



Daten in verteilten Systemen









Verteilte Systeme gewinnen zunehmend an Bedeutung fur moderne Anwendungen. Um
sie geeignet unterstutzen zu konnen, bedarf es innovativer Mechanismen zur Fehlertole-
ranz, zur Integration von Datenbanken und zur Verteilung von Daten, bei gleichzeitiger
Bereitstellung von geeigneten Synchronisationsverfahren. Diese Mechanismen waren Ge-
genstand des Seminars \Daten in verteilten Systemen", das im Sommersemester 1995
sowie im Wintersemester 1995/96 am Institut fur Telematik der Universitat Karlsruhe
abgehalten wurde.
Abstract
Distributed systems become more and more important for building modern applications.
Integrating solutions for fault tolerance to database access, distributing of data and
nding agreements in a distributed environment into solide mechanisms are henceforth
the cornerstone for the ecient realization of distributed systems and applications. These
mechanism have been studied in detail in the seminar \Data in Distributed Systems",
which was held at the Institute of Telematics of the University of Karlsruhe in summer




Das Anwendungsgebiet der Informationstechnik unterliegt einem stetigem und schnellen
Fortschritt, welches sich durch die zunehmende informationstechnische Integration von
Anwendungen und der globalen Vernetzung von Rechnersystemen bei gleichzeitiger, star-
ker Tendenz zur Dezentralisierung von Anwendungsteilen ausdruckt. Damit einher geht
die Verteilung der zur Bearbeitung benotigten Informationen und die Notwendigkeit zur
Bereitstellung von Methoden und Mechanismen zu ihrer Unterstutzung. Insbesondere
dieses Spannungsfeld zwischen der integrierten Bearbeitung von Aufgaben einerseits bei
gleichzeitiger Verteilung der Aufgabentrager anderseits, erfordert die Erarbeitung und
Bereitstellung neuartiger Losungskonzepte seitens der Informationstechnik.
Das Seminar setzt eine Veranstaltungsreihe des Instituts fort, die erstmals im Sommer-
semester 1992 unter dem Thema \Mechanismen fur fehlertolerante verteilte Anwendun-
gen" stattfand. Der damalige Schwerpunkt lag dabei auf dem speziellen Themengebiet
der Fehlertoleranz. Dieses hat sich in den letzten Jahren hin zu einem breiten Spektrum
aus dem Bereich der verteilten Systemen verschoben, da eine Vielzahl der gezeigten The-
matiken stark miteinander verwoben sind. Aus diesem Grund wurden neben speziellen
Fragestellungen der verteilten Systeme auch die Behandlung grundlegender, neuartiger
Verteilungsansatze in das Seminar mitaufgenommen. Der Kristallisationskern der Fragen
lag nun bei der gemeinsamen Verwendung von Daten, woraus auch die neue Namensge-
bung resultierte.
Die ersten beiden Beitrage befassen sich mit weitergehenden Ansatzen. Im Rahmen der
Modellierung verteilter Anwendungen vollzieht sich ein Paradigmenwechsel, welcher aus-
gehend von einer getrennten Modellierung von Daten und Funktionen, uber objektorien-
tierte Modellierungsansatze hin zu einer geschaftsprozeorientierten Ausrichtung fuhrt.
Die Steuerung und die Durchfuhrung dieser Prozesse ubernehmen die im ersten Bei-
trag vorgestellten Workow-Managementsysteme. Neben der klassischen Implementie-
rung verteilter Systeme basierend auf dem Client{Server{Ansatz in Verbindung mit dem
Remote Procedure Call (RPC), werden neuerdings alternative Konzepte erforscht, wel-
che unter dem Begri der Agenten rmieren und dem Gebiet der kunstlichen Intelligenz
entstammen. Wesentliche Zielsetzung ist die Verringerung der Komplexitat verteilter Sy-
steme bei gleichzeitiger Erhohung der Ezienz fur den Anwender. Eine Einfuhrung in
diesen Themenkomplex behandelt der zweite Beitrag.
Die folgenden Beitrage drei und vier behandeln ausgewahlte Kapitel aus dem Bereich der
verteilten Systeme. Der dritte Beitrag aus dem Gebiet der erweiterten Namensverwaltung
in verteilten Sytemen, dem Trading, stellt zwei Ansatze zur Kopplung von Namensbe-
reichen vor und vergleicht diese miteinander. Der vierte Beitrag beschreibt das Konzept
von TP-Monitoren zur Steuerung von verteilten Transaktionen sowie deren Vor{ und
Nachteile.
Neben den Grundlagen und Mechanismen zur Realisierung verteilter Systeme stellt der
dritte Abschnitt dieses Berichts im funften Beitrag eine konkrete Programmierumge-
bung namens Nexus vor, die es erlaubt, verschiedene Konzepte zur Fehlertoleranz wie
geschachtelte Transaktionen experimentell zu erforschen.
Bevor nun die einzelnen Ausarbeitungen der Seminarbeitrage prasentiert werden, mochten
iii
wir allen beteiligten Studenten fur ihre engagierte Mitarbeit danken, ohne die weder der
Erfolg der Seminare noch die Anfertigung des vorliegenden Berichts moglich gewesen
ware. Hierzu haben auch die nach den einzelnen Vortragen stattndenden Diskussionen
mageblich beigetragen.
Karlsruhe, im Oktober 1996
Arnd G. Grosse Dietmar A. Kottmann
iv
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Workow Management - Nur eine Sprechblase oder ein neuer Trend? Der vorliegende Be-
richt soll in dieses noch recht junge Themengebiet einfuhren und die grundlegenden Begrie
und Zusammenhange klaren. Unter einem Workow-Management-System versteht man dabei
ein System zur rechnerunterstutzten Verarbeitung von Geschaftsprozessen. Hierbei wird nicht
nur der Weg von der Prozedenition bis hin zum Workow-Management-System skizziert,
sondern es wird auch auf die Architektur von Workow-Management-Systemen eingegangen.
Dies wird exemplarisch am Beispiel des Referenzmodells der Workow Management Coaliti-
on, eine Organisation aus Herstellern und Anwendern von Workow-Management-Systemen
dargestellt. Daruberhinaus werden am Beispiel von FlowMark/2, ein kommerzielles Workow-
Management-System der Firma IBM die charakteristischen Architekturmerkmale des Referenz-
modells erlautert. Abschlieend werden noch oene Probleme angesprochen, die gerade beim
Einsatz von Workow-Management-Systemen anfallen.
1 Einleitung
Die aktuelle Wirtschaftslage erzwingt nicht nur einen immer harteren Konkurrenzkampf
zwischen einzelnen Unternehmen, sondern sie wirkt sich auch auf den Arbeitsplatz jedes
einzelnen aus. Eine Unternehmung, die heute auf dem Markt bestehen will, mu hohe
Qualitatsanforderungen an ihre Produkte stellen. Eziente Nutzung externer Dienstlei-
stungen und kurze Durchlaufzeiten rmeninterner Arbeitsablaufe sind die Voraussetzung
fur die schnellstmogliche Einfuhrung neuer Produkte auf dem Markt.
Gerade der Proze von der Herstellung bis zum Verkauf ist eine lange Kette aus einzelnen
Vorgangen. Diese werden oftmals raumlich getrennt bearbeitet, so da das Produkt von
einer zur anderen Abteilung weitergereicht wird. Solche Vorgange konnen teilweise auto-
matisiert werden, sowohl durch Hardware als auch durch Software. Hier setzt Workow
Management (WFM) an.
Workow Management, auch oft als Vorgangsverarbeitung bezeichnet, ist eine kontrol-
lierte, systemgesteuerte Ausfuhrung von Geschaftsprozessen. Geschaftprozesse sind hier-
bei abteilungsubergreifende, aber fachlich zusammenhangende Aktivitaten, die in logi-
schen und zeitlichen Abhangigkeiten zueinander stehen. EinWorkow ist somit eine com-
putergestutzte Vereinfachung oder Automatisierung eines gesamten Geschaftprozesses
oder eines Teils davon. Letztere sind wesentlicher Bestandteil des Workow-Management-
Systems (WFMS). Ein Workow-Management-System (WFMS) ist ein System, das so-
mit vollstandig Workows deniert, managt und ausfuhrt. Dabei bedient es sich einer
Software, deren Ausfuhrungsreihenfolge von einer computergestutzten Workow-Logik
bestimmt wird [Ver95].
Workow Management unterstutzt Workgroup Computing. Workgroup Computing ist
kooperatives rechnerunterstutztes Zusammenarbeiten verschiedener Teilnehmer im Team.
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Die raumliche Entfernung der Teilnehmer spielt dabei keine Rolle. Das WFMS koppelt
alle Teilnehmer und ermoglicht nicht nur einen kontrollierten Datenaustausch sondern
kommuniziert (falls notwendig) auch mit anderen WFMS und Applikationen [Wag95].
Die Einfuhrung eines WFMS ist jedoch nur sinnvoll fur ein Unternehmen, wenn inter-
ne Arbeitsablaufe erheblich verkurzt werden konnen. Die Voraussetzung ist folglich ein
Business Process Reengineering, d.h. eine vollige Uberarbeitung der Geschaftsprozesse.
Business Process Reengineering gepaart mit WFMS ist zur Zeit die Formel, mit der man
Geschaftsprozesse optimieren kann.
2 Ein Beispiel
In diesem Abschnitt soll die prinzipielle Modellierung eines Geschaftsprozesses vorge-
stellt werden. Am Beispiel einer Reisekostenabrechnung [Jab95a] lassen sich einige ty-
pische Eigenschaften von Workows erkennen. Die Umsetzung eines Geschaftsprozesses,
der zunachst in naturlicher Sprache formuliert ist, in ein semantisches Modell kann dabei
sehr komplex werden. Dieses ist notwendig um den gesamten Geschaftsproze zu modu-
larisieren und zu gliedern. Hier erweisen sich objektorientierte Modellierungstechniken
als geeignet z.B. [Rum91].
Fur die Abrechnung der Reisekosten mu zunachst der Mitarbeiter, der die Dienstreise
durchfuhrt ein Antrag ausfullen. Mit Sicherheit fallen unterschiedliche Formulare an, z.B.
mussen Angaben zur Person gemacht werden und die Dienstreise mu begrundet und
anschlieend genehmigt werden. Wurde die Genehmigung nicht erteilt, so mu entweder
ein neuer Mitarbeiter ausgewahlt werden oder der Vorgang mu abgebrochen werden.
Wenn wir davon ausgehen, da die Reise genehmigt wurde, mu eine Reiseroute festgelegt
werden. Ubersteigen die Reisekosten ein bestimmtes Budget so kann die Reise storniert
werden. Falls das nicht der Fall ist, konnen die Reisekosten von dem zugehorigen Konto
fur Dienstreisen abgebucht werden.
In Abbildung 1 sind die Vorgange stark vereinfacht dargestellt. Die Pfeile stellen den
Kontrollu zwischen den Workows dar. Mit den Verbindungen wurde der Daten- und
Informationsu modelliert. Die gestrichelten Verbindungen referenzieren Applikationen,
in denen Teile der Workows ausgefuhrt werden. Mit der gepunkteten Verbindung wurde
die Beziehung von Workows zu Rollen dargestellt.Rollen sind hierbei Kontrollinstanzen.
Der Geschaftsprozess Reisekostenabrechnung wird in Unterprozesse (Ausfullen, Geneh-
migen, Bearbeiten, Auszahlen und Ablegen) zerlegt. Diese funktionalen Einheiten, die
Workows (Vorgange), spezizieren, was ausgefuhrt wird. Daruber hinaus werden mehre-
re Arten von Workows unterschieden. Workows konnen verschachtelt sein und deshalb
aus mehreren Subworkows bestehen. Umgekehrt konnen Subworkows ubergeordneten
Superworkows zugeordnet werden. Ein Workow, dem keine weiteren Superworkows
ubergeordnet sind, heit Top Level Workow. Elementare Workows besitzen keine Sub-
workows sondern referenzieren eine Applikation. Die kompositen Workows besitzen
Subworkows, die nicht elementar sind.
Im obigen Beispiel gibt es somit den Top Level Workow Reisekostenabrechnung, funf














entweder im Reisekostenabrechnungs-, Archivierungs- oder Buchungssystem realisiert
sind. Solche Systeme konnen recht umfangreich sein und eigene WFMS darstellen. (Man
stelle sich nur die Groenordnung eines Buchungssystems wie z.B. START vor [LKK93])
Die vorgestellten Arten von Workows lassen sich in zwei Gruppen einteilen [Jab95b].
Komposite und elementare Workows haben aufgrund ihrer Modellierung einen stati-
schen Charakter und werden schon beim Entwurf fest speziziert. Dagegen sind Top
Level-, Super- und Subworkows von dynamischer Natur. Diese Arten von Workows
konnen verschiedene Rollen annehmen, die vom Kontext abhangig sind, in dem sie ver-
wendet werden, d.h. Subworkows konnen durchaus auch als Superworkows verwendet
werden.
Anhand der verschiedenen Arten und Rollen von Workows sehen wir, da Modularitat
ein wichtiger Aspekt bei der Modellierung ist. Neben dem bisher erlauterten funktionalen
Aspekt spielt auch der verhaltensbezogene Aspekt eine Rolle. Aus der Modellierung mu
somit ersichtlich sein, wann welcher Workow ablauft.
Es bleibt noch zu klaren, wer einen Workow ausfuhrt. Welche Personen bearbeiten die
weitergereichten Daten? Konnen alle Manager von Person x die Reise genehmigen? Was
passiert, wenn der Finanzsachbearbeiter von x gerade an einem Auftrag arbeitet, bzw. er
mit der Auszahlung beschaftigt ist? Aufgrund dieser Schwierigkeiten wird es unausweich-
lich sein, die organisatorische Struktur in einem separaten Diagramm zu modellieren oder
Mechanismen zu entwickeln, die die Korrektheit der Abarbeitung gewahrleisten.
Abschlieend ist noch zu klaren, wie ein Workow ausgefuhrt wird. Dieser Aspekt ist
rein operational zu sehen.
3
Zusammenfassend lassen sich folgende Schritte der Modellierung erkennen:
{ Vorgange gliedern und modularisieren
{ Kontroll- und Datenu modellieren
{ Organisationsstruktur modellieren
{ Vorgange auf Workows abbilden
{ Workows Ressourcen zuordnen
{ elementare Workows Applikationen zuordnen
Zur Vereinfachung der Diagramme konnen Kontroll- und Informationsu in getrenn-
ten Diagrammen modelliert werden. Generell sind mehrere Verfahren zur Modellierung
moglich (z.B. Object Modelling Technique [Rum91]).
3 WFMS und ihre Eigenschaften
Bereits in der Einfuhrung und am Beispiel Reisekostenabrechnung haben wir gesehen,
da WFMS umfangreiche Softwaresysteme sind, die verschiedene Eigenschaften besitzen.
Im weiteren Verlauf werden nun einige typische Anforderungen anWorkow-Management-
Systeme vorgestellt.
{ Skalierbarkeit
Schon beim Grobentwurf eines Workow-Management-Systems fallt auf, da man
generell keine genaue Aussage uber die Anzahl der Workows und die damit ver-
bundenen Ressourcen machen kann. Daher mu ein WFMS skalierbar sein und das
Entfernen und Hinzufugen von Workows sollte unterstutzt werden. Auch die Anzahl
der Benutzer eines WFMS kann sich standig andern.
{ Integration
Eine der wichtigsten Eigenschaften ist die Integration. Um den Arbeitsaufwand und
damit auch die Kosten zu reduzieren, mussen alte Datenbestande und bestehende
Applikationen integriert werden. Die Integration von Altsoftware kann bereits erheb-
liche Probleme bereiten. Hier stellt sich die Frage nach einer Neuentwicklung oder
einer Uberarbeitung der alten Anwendungsprogramme (Reverse Engineering). Beide
Verfahren, die sehr viel Zeit und Personal beanspruchen, wird man beim Entwurf von
WFMS nden.
{ Interoperabilitat
Ein WFMS sollte Interoperabilitat gewahrleisten, d.h. es sollte nicht nur Kommunika-
tion moglich sein, sondern auch eine Befehlssequenz an andere WFMS geschickt und
dort ausgefuhrt werden konnen. Hierbei kann es zu verschiedenen Formen der Inter-




Bei der Integration und Interoperabilitat wird man zwangslaug auf unterschiedliche
Datenformate und Betriebssysteme stoen. Es mu daher ein Netz-Betriebssystem
vorhanden sein, das alle verschiedenen Dialekte der einzelnen Betriebssysteme ver-
einbaren kann. Die Common Object Request Broker Architecture (CORBA) [Gro93]
scheint hier ein gelungener Ansatz zu sein, der sich durchsetzen konnte.
{ Transparenz
Fur den Benutzer eines WFMS sollten die Daten lokalisationstransparent gehalten
werden, d.h. wenn ein Benutzer eines WFMS ein bestimmtes Dokument einsehen
mochte, das auf einem anderen Server abgelegt ist, sollte er ohne weiteres darauf zu-
greifen konnen. Desweiteren sollten dem Benutzer Ressourcenengpasse verdeckt wer-
den. Durch einen Lastenausgleich konnen hier recht wirksame Techniken eingesetzt
werden, die auch fur die Ezienz des Gesamtsystems forderlich sind.
{ Benutzerfreundlich
Diese Eigenschaft sollte jedes gute Programm besitzen. Mit Hilfe von Graphical User
Interfaces (GUIs), die sehr gut entwickelt sind, konnen hier Benutzeroberachen ge-
schaen werden, die auch bei Laien auf hohe Akzeptanz stoen.
{ Flexibilitat
Ein WFMS sollte exibel sein, d.h. es sollte sich den anfallenden Aufgaben dynamisch
anpassen. Eine dynamische Kongurationsverwaltung [MS92] ware hier ein sinnvoller
Ansatz.
{ Ezienz
Die Workows in einem WFMS sollten kurze Durchlaufzeiten haben. Neben dem
erwahnten Lastenausgleich sollten die Workows sich selbst, in Form eines Agenten
eine freie Ressource suchen auf der sie abgearbeitet werden. Ein Agent ist eine Res-
source, welche einen Workow oder eine Applikation ausfuhren kann. Beispiele fur
Agenten sind Mitarbeiter eines Unternehmens, Maschinen oder auch Serverprozesse
[Jab95b].
Neben diesen Qualitatsmerkmalen sollten WFMS auch uber eine Komponente verfugen,
die den historischen und transaktionellen Bereich abdeckt.
Im historischen Bereich sollten aktuelle und vergangene Ablaufe in einem Logbuch pro-
tokolliert sein. Im Falle einer Storung ist es dann moglich, auf Synchronisationspunkte
zuruckzugreifen. Ferner kann die historische Komponente zur Entscheidungsndung bei-
tragen, da im Logbuch vergangene Ablaufe registriert sind.
Der transaktionelle Teil [Jab95b] sollte in jedem WFMS enthalten sein. Gehen wir davon
aus, da ein WFMS parallel arbeitet, kann es vorkommen, da Artefakte standig mo-
diziert werden oder sich gar uberholen konnen. Scheduling- und Sperrverfahren sorgen
hier fur einen korrekten Ablauf.
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4 Die Workow Management Coalition (WMC)
Im letzten Kapitel wurden einige Attribute aufgefuhrt, die in kommerziellen WFMS
realisiert sein sollten. Zur Zeit gibt es uber 100 verschiedene WFMS, die in den unter-
schiedlichsten Bereichen eingesetzt werden, z.B. in der Bildverarbeitung, CIM, Buro-
automatisierung und Dokumentenverarbeitung. Die im letzten Abschnitt vorgestellten
Charakteristika sind in den aktuellen WFMS unterschiedlich stark ausgepragt bzw. sind
teilweise nicht vorhanden. Jedes System besitzt seine eigene Architektur und vereinbart
seine Schnittstellen fur externe Applikationen und Datenformate selbst. Kommunikation
mit anderen WFMS ist hierbei nur sehr schwer moglich.
Die Workow Management Coalition(WMC) versucht, diesem Proze entgegenzuwirken.
Die WMC ist eine nicht kommerzielle Organisation, die 1993 als Zusammenschlu fuhren-
der Softwarehersteller und Benutzer von WFMS gegrundet wurde. Zur Zeit zahlt sie uber
100 Mitglieder(z.B. IBM, Digital Equipment, Hewlett Packard, Siemens,...). Die Ziele der
WMC sind neben der Verbreitung von WFMS und Schaung einer einheitlichen Termi-
nologie auch die Entwicklung von Standards und Schnittstellen fur den Datenaustausch
mit anderen WFMS. Dadurch wird das Risiko fur den Einsatz von WFMS reduziert und
WFMS konnen sich auf dem Softwaremarkt schneller etablieren.
Diese Zusammenhange gehen bereits aus dem Beispiel Reisekostenabrechnung hervor.
Wird der Antrag auf Dienstreise bearbeitet, so mu mit Sicherheit ein Buchungssystem
referenziert werden. Solche externen Applikationen oder gar WFMS mussen uber ein-
heitliche Schnittstellen verfugen, damit eine korrekte Kommunikation und Abarbeitung
des Workows gewahrleistet ist. Desweiteren kann auch ein Electronic Mail System re-
ferenziert werden, das dem Mitarbeiter eine Nachricht uber den aktuellen Status seines
Antrags zukommen lat.
Die WMC ist in zwei groe Gremien aufgeteilt, das technische Gremium und das Ko-
ordinierungs-Gremium. In jedem dieser Gremien existieren kleine Arbeitsgruppen, die
gema der Zielsetzung der WMC arbeiten. Beide Gremien treen sich viermal im Jahr,
drei Tage lang, abwechselnd in USA und Europa und stellen ihre Ergebnisse vor bzw.
diskutieren oene Probleme.
Bisher hat die WMC eine einheitliche Terminologie entwickelt. Im Januar 1995 wurde
erstmals ein Glossar vorgestellt, in dem uber 50 Begrie deniert wurden, die im Zusam-
menhang mit WFM auftreten. Neben einem Anwendungsbeispiel werden auch Synonyme
fur manche Begrie angegeben, die sich seit dem Aufkommen von WFMS in der Industrie
etabliert haben.
Aufbauend auf der Terminologie konnte anschlieend ein abstraktes Referenzmodell ent-
wickelt werden, in dem sich alle gegenwartigen WFMS (noch) einordnen lassen.
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5 Daten im Workow-Management
In einem1 WFMS gibt es verschiedene Typen von Daten. Diese lassen sich nach ihrer
Entstehung grob in zwei Phasen einteilen.
Die erste Phase beschaftigt sich mit der Prozedenition und wird auch als Build-Time
bezeichnet. In der Build-Time entstehen Daten, die wahrend dem Prozedesign und
der Prozedenition anfallen. Die WMC schreibt hier keine speziellen Datenstrukturen
oder Schemata fur die Daten vor. Es ist daher durchaus sinnvoll, Werkzeuge fur die
Prozemodellierung, z.B. CASE, OOA-Tools [Rum91] oder Skriptsprachen einzusetzen.
Die zweite Phase wird als Run-Time bezeichnet. Wahrend der Run-Time entstehen Da-
ten, die nicht nur zwischen den einzelnen Workows ausgetauscht werden, sondern auch
Kontrolldaten, die den korrekten Ablauf des Workows garantieren.
Desweiteren werden referenzierte Applikationen oft mit Parameterdaten versorgt. Die
WMC gliedert diese verschiedenen Daten in drei Typen auf.
{ Workow Process Controll Data sind Kontrolldaten, die nur vom WFMS deniert
und manipuliert werden konnen.
{ Workow Process Relevant Data sind Daten, die sowohl von externen Applikationen
als auch vom WFMS benutzt werden.
{ Application Data sind Daten, die nur von externen Applikationen verwaltet werden.
Das WFMS kann auf diese Daten nicht zugreifen.
In Abbildung 2 werden die beiden Phasen und die verschiedenen Daten nochmals gra-
phisch veranschaulicht. Der Benutzer des WFMS interagiert uber eine Client Applikation.
Hierbei manipuliert er Daten, die entweder nur die Applikation betreen oder fur den
Workow relevant sind. Diese werden nach Abarbeitung des Workows dem Workow
Ausfuhrungsservice (Workow Enactment Service siehe Abschnitt 6) ubergeben. Die-
ser interpretiert die Daten und kann dabei auch die Prozedenition andern. Nachdem
ein Workow abgearbeitet wurde fuhrt der Workow Ausfuhrungsservice einen neuen
Workow aus. Hierbei bedient er sich der Workow Process Denition Data.
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Abbildung2. Daten im WFMS
6 Das Referenzmodell der WMC
DieWMC hat neben dem Glossar auch ein Referenzmodell fur WFMS erarbeitet. In diese
Beispielarchitektur lassen sich alle auf dem Softwaremarkt bendlichen WFMS einord-
nen. Es bleibt zu hoen, da die Mitglieder der WMC und andere Softwarehersteller sich
an diesem Modell orientieren. Prognosen, ob sich das Referenzmodell durchsetzen wird,
sind zu diesem Zeitpunkt verfruht.
Damit eine Kommunikation zwischen den Komponenten eines WFMS zustande kommt,
werden Schnittstellen und ein standardisiertes Datenformat benotigt. Das bedeutet am
Beispiel der Reisekostenabrechnung, da die verschiedensten Applikationen Daten verandern.
Damit diese die Daten korrekt verarbeiten werden konnen, mussen Schnittstellen vor-
handen sein.



















Abbildung3. Referenzarchitektur der WMC
{ Process Denition Tools (Interface 1)
Zur Zeit gibt es zahlreiche Werkzeuge, die es ermoglichen, Geschaftsprozesse zu ana-
lysieren und zu modellieren. Die WMC schreibt hier keine speziellen Verfahren vor.
Sie arbeitet aber intensiv mit Firmen zusammen, die solche Werkzeuge entwickeln.
Zweck dieser Zusammenarbeit soll eine einheitliche Beschreibungssprache fur Work-
ows sein.
Je nach Anwendungsgebiet konnen hier Werkzeuge aus der Systemanalyse z.B. CASE-
oder OOA-Tools eingesetzt werden. Wichtig ist dabei, da das Laufzeitsystem des
WFMS, die Workow Engine, uber eine standardisierte Schnittstelle mit dem Process
Denition Tool kommunzieren kann. Die Existenz der Schnittstelle ist von grundle-
gender Bedeutung, da ein Geschaftsproze standig erweitert oder optimiert werden
kann.
Die Import/Export-Schnittstelle des Process Denition Tools sollte uber Funktionen
verfugen, die es ermoglichen, Prozesse in das Prozessmodell ein- bzw. auszugliedern.
Weiterhin mussen die unterschiedlichen Datentypen gekennzeichnet werden. Daruber-
hinaus mussen auch Zugrispfade ausgetauscht werden, um die Daten referenzieren
zu konnen. Dabei spielt die Resourcenverwaltung eine wichtige Rolle.
{ Workow Enactment Service
Der Workow Enactment Service wird auch als Ausfuhrungsservice bezeichnet. Er
ist die Zentrale in jedem WFMS und stellt dem Laufzeitsystem ein oder mehrere
Workows bereit, die ausgefuhrt werden konnen. In diesem Vorgang konnen meh-
rere Workows Engines beteiligt sein. Mehrere verteilte Workow Engines, die auf
verschiedenen Plattformen realisiert sind, verkurzen die Bearbeitungszeiten der Work-
ows. Wichtig ist, da alle beteiligten Workows Engines auf die gleichen Kontroll-
daten zugreifen konnen.
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Das Anwendungsprogramm, mit dem der Benutzer einen Workow erstellt oder ab-
schickt, ist vom Workow Ausfuhrungsservice getrennt.
DieWorkow Engine kann uber Invoked Applications externe Applikationen ausfuhren(z.B.
eine Textverarbeitung)
{ Workow Client Applications (Interface 2)
Interface beschreibt die Schnittstelle zwischen Workow Enactment Service und Work-
ow Client Application. Die Workow Client Application ist hierbei eine Software,
mit der der Endbenutzer seine Workows in eine Arbeitsliste eintragt. Bevor er diese
an den Workow Enactment Service sendet, kann er die Workow-relevanten Daten,
falls er dazu berechtigt ist modizieren. Aufgrund dieser Tatsache mussen hier Ope-
rationen zur Prozeverwaltung(Prozesse starten und beenden) vorhanden sein, die
wiederum in Form von APIs speziziert werden.
Ein breites Spektrum von Anwendungssystemen, die in den unterschiedlichsten In-
dustriezweigen eingesetzt werden, kann hier integriert werden, um ein komplettes
WFMS zu bilden.
{ Invoked Applications (Interface 3)
Mit Hilfe des dritten Interfaces kann der Workow Enactment Service externe Appli-
kationen aufrufen. Hierbei kann es sich um ein Electronic Mail System, eine Textverar-
beitung oder Datenbank handeln. Mit dem umfangreichen Angebot an Programmen
treten jedoch auch Probleme auf. Jede referenzierte Applikation mu mit Parame-
tern versorgt werden. Hierfur sind sogenannte Application Programming Interfaces
(APIs) notwendig, die die Softwarehersteller in ihre Anwendungen integrieren mussen,
damit eine korrekte Ausfuhrung gewahrleistet wird. Daruberhinaus soll das WFMS
durch einen Tool-Agenten sich selbststandig die zugehorige Applikation aussuchen.
Anschlieend wird diese gepruft, ob sie uber das gleiche API bzw. gleiche Datenformat
verfugt.
In diesem Bereich wird zur Zeit sehr intensiv in den einzelnen Gremien gearbeitet. Ein
Standard wurde noch nicht veroentlicht, jedoch existieren schon konkrete Vorschlage
uber das Aussehen dieser Schnittstelle in Form von technischen Berichten.
{ Andere Workow Enactment Services (Interface 4)
Eine der wichtigsten Aufgaben der WMC ist es, standardisierte Schnittstellen fur ver-
schiedene WFMS der unterschiedlichsten Hersteller zu entwickeln. Damit ein Work-
ow auf einem anderen WFMS bearbeitet werden kann, mussen zahlreiche Anforde-
rungen erfullt werden.
Zunachst mussen nicht nur die Prozedenitionsdaten sondern auch die Workow-
und Applikations-relevanten Daten ausgetauscht werden. Insbesondere mussen sich
die beteiligten WFMS gegenseitig synchronisieren, da die Daten in jedem WFMS
gehalten werden. Um die korrekte Synchronisation hierbei zu gewahrleisten sind um-
fangreiche Transaktionsverwaltungssysteme notwendig.
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Wir haben bereits in Abschnitt 3 einige Eigenschaften von WFMS vorgstellt. Die
Interoperabilitat ist im Zusammenhang mit Schnittstelle 4 grundlegend. Die WMC
unterscheidet mehrere Ebene(Levels) der Interoperabiltat.
 Level 1 Coexistence
Die verschiedenen interoperierenden WFMS benutzen die gleiche Hard- und Soft-
ware.
 Level 2 Unique Gateways
Spezielle WFMS tauschen Workows untereinander aus, z.B. nur solche im Bereich
CIM oder Dokumentenverarbeitung.
 Level 2a Common Gateway API
Hier handelt es sich um eine Erweiterung von Level 2. Es konnen auch andere
WFMS aus verschiedenen Bereichen interoperieren.
 Level 3 Limited Common API1
Die in diesem Level denierte Interoperabilitat befat sich mit einer Teilmenge von
Funktionen z.B. fur Verbindungsaufbau, die sich auf eine oene API beschrankt.
 Level 4 Complete Workow API
Alle Aspekte eines WFMS werden in Level 4 uber ein oenes API unterstutzt.
 Level 5 Shared denition format
Alle beteiligten WFMS konnen bereits zur Laufzeit die gleiche Prozedenition
benutzen.
 Level 6 Protocol Compatability
Alle APIs sind standardisiert. Daruberhinaus werden auch Schnittstellen zu Uber-
wachungs- und Verwaltungswerkzeugen unterstutzt.
 Level 7 Common Look and Feel
Alle Komponenten operieren und erscheinen einheitlich.
{ Administration and Monitoring Tools (Interface 5)
Die Administrations- und Uberwachungsschnittstelle gibt Auskunft uber den aktu-
ellen Status eines Workows. Lastenverteilung und Auslastung der Systemkompo-
nenten sind weitere Funktionen, die im Administrations Tool zu nden sind. Eine
Benutzerverwaltung mit zugehorigem Berechtigungsmanagement gehort ebenfalls zur
Funktionalitat.
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7 Workow Management am Beispiel FlowMark/2
In diesem Kapitel werden die wichtigsten Architekturmerkmale von FlowMark/2 vorge-
stellt und untersucht, in welcher Form sich diese im Referenzmodell der WMC wieder-
spiegeln.
FlowMark/2 ist ein kommerzielles Client/Server-WFMS der Firma IBM [OH92]. Flow-
Mark/2 lauft unter dem Betriebssystem OS/2 und ist seit September 1993 auf dem
Markt erhaltlich. Die Architektur von FlowMark/2 orientiert sich am Referenzmodell
der WMC, das jedoch erst im November 1994 veroentlicht wurde [Coa94]. Aufgrund des
hohen Marktanteils der Firma IBM und der Akzeptanz beim Einsatz von FlowMark/2
ist anzunehmen, da IBM seine Terminologie in der WMC durchsetzen konnte.
FlowMark/2 lat sich in zwei Phasen aufteilen. In der Build-Time kann der Entwickler
mit Hilfe eines Design-Tools Geschaftsprozesse direkt in Workows umsetzen. Mit Hilfe
eines Simulations- und Animations-Tools kann er sich durch das Workow Modell na-
vigieren und bei Bedarf das Modell erweitern und verfeinern. Das so erstellte Workow
Szenario wird in einer objektorientierten Datenbank (ObjectStore) verwaltet. Dies macht
die Prozedention sehr exibel, da hier die Vorteile der Objektorientierung (Vererbung,
Wiederverwendbarkeit und Kapselung) zum Tragen kommen.
Nachdem das Workow-Modell entworfen wurde kann es in der Run-Time interpretiert
und die einzelnen Workows konnen abgearbeitet werden. FlowMark/2 arbeitet hier
nach dem Client/Server Prinzip [LKK93]. Der Run-Time-Client fordert vom Run-Time-
Server zunachst eine Liste der Aktivitaten an, die von verschiedenen Applikationen und
Benutzern ausgefuhrt werden. Diese sind in FlowMark/2 durch Prozedurgraphen und
Arbeitslisten realisiert. Danach fuhrt der Client die Aktivitat aus. Dies geschiet durch
Starten und Beenden von Applikationen. Handelt es sich um eine Tatigkeit, die der
Benutzer ausfuhren soll, so ubersendet der Server dem Client eine Arbeitsvorschrift,
nach der der Vorgang bearbeitet werden soll. Wann der Benutzer diesen Vorgang erledigt
bleibt dabei ihm uberlassen. Ist der Vorgang erledigt sendet der Client dem Server eine
Meldung und fordert den nachsten Vorgang.
Der Run-Time-Server interpretiert das Workow-Modell und managt den Workow.
Daruberhinaus ubernimmt der Server das Scheduling und gewahrleistet damit den kor-
rekten Ablauf der Workows. Der Server kann jedoch nur 20 Clients verwalten, was fur
sehr groe Anwendungen eine erhebliche Einschrankung darstellt.
Alle Komponenten von FlowMark/2 lassen sich in das Refernzmodell der WMC einord-
nen. Auch die verwendete Terminologie ist identisch, mit der der WMC [Coa94]. Flow-
Mark/2 unterstutzt jedoch nicht die Interoperabilitat mit anderen WFMS. Am Beispiel
von FlowMark/2 haben wir gesehen, da die Referenzarchitektur der WMC keineswegs
abstrakt gehalten ist sondern sich an realen WFMS orientiert.
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8 Ausblicke, Fragen und Probleme
Abschlieend werden noch einige Probleme erlautert, die im Zusammenhang mit WFMS
und den Vorschlagen der WMC auftreten. WFMS sind sicherlich innovative Systeme,
die sich bewahrt haben. Mit ihrem Aufkommen und der Verbreitung sind jedoch auch
Probleme verbunden.
Im universitaren Bereich ist zu beobachten, da sich wenige Wissenschaftler mit der
Thematik befassen. Dieser Aspekt spiegelt sich besonders im Nichtvorhandensein ei-
nes theoretischen Ansatzes, gar in Form eines Lehrbuches, wider. Neben den oziellen
Dokumenten der WMC gibt es einige Tagungsberichte oder Artikel, die jedoch nur kon-
zeptionelle Ansatze oder aktuelle WFMS vorstellen.
Aktuelle WFMS besitzen nicht alle Komponenten wie sie in der Referenzarchitektur der
WMC vorgeschlagen werden. Manche WFMS konzentrieren sich ausschlielich auf die
Prozedenition oder das Koordinieren der Workows. Eine historische oder transaktio-
nelle Komponente ist oft nicht vorhanden. Dieser Sachverhalt wirkt sich naturlich auf
die Qualitatsmerkmale (siehe Kapitel 3) aus.
Weiterhin sind auch die Auswirkungen von WFMS auf die Arbeitswelt zu beachten. Lean
Managment und Outsourcing sind zwei Begrie, die oft im Zusammenhang von WFMS
genannt werden. Abbau von Hierachien und Automatisierung sind die Folgen von WFM.
Nachdem die Geschaftsprozesse eines Unternehmens optimiert wurden, ergeben sich nicht
nur schnellere Durchlaufzeiten, sondern es wird auch weniger Personal benotigt. Aus
Bereichen, die vorher Engpasse waren, kann Personal abgezogen werden und in anderen
Abteilungen eingesetzt werden. Dies funktioniert in der Praxis leider nicht immer, da die
notwendige Qualikation der Mitarbeiter nicht immer vorhanden ist. Die Konsequenz
wird Stellenabbau oder die Inanspruchnahme von Fremddienstleistungen sein.
Die Abbildung von Geschaftsprozessen aus Workows ist noch nicht sehr weit entwickelt.
CIM und Dokumentenverarbeitung sind mit Sicherheit zwei verschiedene Dinge, die auf
unterschiedliche Art und Weise modelliert werden. Es durfte daher sehr schwierig sein,
ein standardisiertes Datenformat zu entwickeln, das beide Bereiche abdeckt. Hier mussen
entweder Kompromisse gemacht oder die Forderungen der WMC ignoriert werden. Es
stellt sich daher die Frage, inwieweit sich die Mitglieder, Hersteller und Industrie einigen
konnen. Diese Entscheidung sollte schnellstmoglich getroen werden, da sonst die WMC
aufgrund ihrer Starrheit an Akzeptanz verlieren oder die fuhrenden Softwarehersteller
eigene Standards setzen wurden.
[Ver95] berichtet uber Standardisierungsbestrebungen im Bereich CASE-Tools. So ist
zwar ein CASE Data Interchange Format (CDIF), das eine einheitliche Schnittstelle
zwischen verschiedenen CASE Produkten darstellt, vorhanden. Die Standards reduzie-
ren sich jedoch nur auf eine sehr kleine Menge, d.h. die Standardisierung wurde hier nicht
komplett durchgefuhrt und ist daher fast wertlos. Somit bleibt der WMC zu wunschen,
da sie aus den Fehlern der Vegangenheit lernt und defacto bzw. dejure Standards ver-
binden kann.
Die Ausfuhrung von Workows kann mitunter sehr lange dauern, Tage und Wochen sind
keine Seltenheit. Stellt man sich ein WFMS vor, das die Dokumentenverarbeitung im
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Finanz- und Steuerbereich koordinert, so mussen die Artefakte standig uberwacht wer-
den, da in diesem Bereich Gesetzesanderungen an der Tagesordnung sind. Das bedeutet,
es mu eine Instanz vorhanden sein, die nicht nur das Dokument uberwacht und koor-
diniert, sondern auch standig veriziert, z.B. Ist mein Dokument noch rechtskraftig? Ist
der Bewilligungszeitraum abgelaufen? Ist mein Antrag verjahrt?
Neue Aspekte tun sich auch im Bereich Mobile Computing auf. Das WFMS kann uber
Funk oder Modem mit einem Laptop kommunizieren. Der Mitarbeiter lat sich dabei
z.B. seine Arbeitsunterlagen ubertragen und bearbeitet sie zu Hause. Nachdem er seine
Arbeit beendet hat, sollte es moglich sein, einen Workow in den bisherigen Ablauf zu





Software Agenten - oder intelligente Agenten - sind ein neues Konzept im Bereich des Software
Engineering. Agenten sind unabhangige Software-Komponenten, die als Vertreter eines Benut-
zers arbeiten konnen. Sie erlauben dem Benutzer, komplexe Aufgaben zu delegieren (Delegation
Model). Die Ubertragung von Agenten durch ein Netzwerk (mobile Agenten) bietet eine neue
Losung fur den Entwurf von verteilten Anwendungen, bzw mobilen Code. Mobile Agenten sind
Agenten, die durch ein Netzwerk wandern konnen, um Zugri an entfernten Ressourcen zu
erhalten. Hauptziel der Agentenentwicklung ist der Entwurf einer universellen, plattformun-
abhangigen Sprache, so da Agenten durch ein heterogenes Netzwerk wandern konnen. Mobile
Agenten bringen Anwendungsperpektiven mit sich, die die Arbeit der Benutzern vereinfachen
wird, besonders was das Suchen und das Filtern von Informationen betrit. Ausgehend von
Agenten konnen auch elektronische Marktplatze entwickelt werden. Jedoch gibt es fur mobile
Agenten das Problem der Sicherheit, welches noch gelost werden mu.
1 Einleitung
\Agent base computing (ABC) is likely to be the next signicant breakthrough
in software developpment"
The Guardian, March 12th 1992 (siehe [WJ95])
Diese Behauptung ist sicherlich ein bichen ubertrieben, aber Tatsache ist, da sich viele
Informatiker fur Agenten interessieren.
Das Webster's New Encyclopedic Dictionary" [Web96] gibt 3 Denitionen fur das Wort
Agent:
1. etwas das eine Wirkung produziert oder produzieren kann,
2. etwas/jemand der handelt oder der eine Arbeit ubernimmt,
3. etwas/jemand der anstelle von jemandem anderen handelt.
In der Informatik ist ein Agent eine Softwarekomponente, die mit einem Assistenten
vergleichbar ist. Ein Agent tut etwas anstelle des Benutzers oder hilft dem Benutzer bei
seiner Arbeit auf einem Computer. Man spricht dabei auch vom Delegation Model.
Zur Zeit entwickeln sich Agenten nach 2 Schwerpunkten: Benutzerunterstutzung und
verteilte Anwendungen.
Benutzerunterstutzung bedeutet, da das Agentsystem den Benutzer unterstutzt, um
den Computer bedienungsfreundlicher zu machen. Dies entspricht der Rolle eines Assi-
stenten, jemandem zu helfen.
Die aktuelle Entwicklung von Agenten wird hauptsachlich durch die Entwicklung von
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Netzwerken, bzw. von verteilten Anwendungen bestimmt. Die Ubertragung von Agen-
ten durch ein Netzwerk bietet dabei nicht nur Alternativen zu existierenden verteilten
Anwendungen, sondern auch neue Moglichkeiten.
Um sich vorzustellen, was ein Softwareagent ist, kann man zunachst gewisse Systeme,
die Agentfunktionalitat haben, untersuchen. Diese werden im Kapitel 2 beschrieben.
Im Kapitel 3 werden Eigenschaften dieser Systemen detailliert, sowie eine abstraktere
Denition eines Agenten gegeben. Kapitel 4 handelt uber die Implementierung von mo-
bilen Agenten, bzw. vom sogenannten agenten-basierten Software Engineering.
Kapitel 5 prasentiert die Anwendungsperspektiven von mobilen Agenten. Die techni-
schen Probleme, die durch die Benutzung von Agenten entstehen, werden in Kapitel 6
besprochen.
2 Ansatze
Agenten existieren schon seit einer gewissen Zeit. Der Schwerpunkt liegt dabei in der
kunstlichen Intelligenz (KI). In [WJ95] ist beispielsweise die kunstliche Intelligenz als
die Kunst der Herstellung von Agenten, die intelligentes Verhalten vorzeigen, deniert.
Praktisch sind auch einige Systeme implementiert. Manche konnen als Vorganger von
Agenten betrachtet werden: es sind Systeme, die sogenannte "daemon"-Agenten umfas-
sen, d.h. Programme, die resident in einem Computer bleiben, um zum Beispiel eine
sich wiederholende Aufgabe zu bearbeiten. Im Bereich verteilter Anwendungen exitieren
auch einige Systeme, die eine vollstandige Agentenarchitektur integrieren.
2.1 Articial Intelligence Ansatz
Society of Mind Theory. In seinem Society of Mind Theory (in [PY92] zitiert) hat
Marvin Minsky den menschlichen Geist mit Agenten erklart.
Der Geist ist seiner Meinung nach aus einer Menge Agenten zusammengesetzt. Alle
Agenten arbeiten unabhangig und konnen miteinander kommunizieren. Diese Agenten
sind hierarchisch organisiert, und konnen zusammenarbeiten, um eine schwierige Aufgabe
zu losen (die sie nicht individuell bewaltigen konnten). Praktisch ist diese Theorie nicht
einfach zu benutzen, weil sie eine groe Komplexitat aufweist.
Adaptative Systeme. Hier ist es die Rede von Agenten, die aus Erfahrung lernen
konnen. Diese Agenten passen ihr Verhalten an Gewohnheiten, Bedurfnisse, Vorlieben,
etc. des Benutzers an. Die Schwierigkeiten fur ein solches System liegen bei der Denition
von Lernregeln.
Solche Agenten, die durch Beispiele oder Erfahrungen lernen, werden learning agents
genannt.
Das Verhalten dieser Agenten ist durch das Verhalten des Benutzers bestimmt.
Bsp.: Maxim, ein Electronic Mail Agent (Macintosh) (siehe [Mae94]).
Maxim ist ein Agent, der dem Benutzer bei der Bewaltigung seiner Email hilft. Er lernt,
Mails zu loschen, nachzusenden, zu sortieren und zu archivieren. Er beobachtet die Ak-
tionen des Benutzers und speichert die zugehorigen Kongurationen und die entspre-
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chenden Parameter (memory based reasoning). Maxim kann die Aktionen des Benutzers
vorhersagen, indem er die aktuelle Situation mit den in seinem Gedachtnis gespeicherten
Beispielen vergleicht.
Dabei geht er nach der folgenden Entscheidungsmethode vor: Er rechnet die Distanz
zwischen dem aktuellen Konguration und denen, die er gespeichert hat. Diese Distanz
entspricht dem Entscheidungsniveau von Maxim. Daher kann der Benutzer spezizieren,
ab welchem Niveau Maxim Vorschlage generieren kann oder gar selbst handeln kann.
2.2 Watchdog Ansatz
Gewisse Systemen benutzen Agenten um dem Benutzer bei folgenden Aufgaben zu helfen:
{ monitoring der Umgebung: Verwaltung und Beaufsichtigung des Systemzustandes,
{ Benachrichtigung des Benutzers uber verschiedene Ereignisse.
Bsp: Unix Crontab, Sun's Calendar Manager, Sun's SunNetManager (alle in [PY92]
zitiert).
{ Unix Crontab ist ein system scheduling tool. Der Benutzer kann in einer Crontab-
Datei denieren, wann und wie oft er bestimmte Kommandos ausfuhren mochte. Das
System fuhrt dann diese Kommandos durch die Systemuhr gesteuert aus.
{ SunNetManager: monitoring und managing eines Netzwerks.
SunNetManager besteht aus einer Menge von kleinen Anwendungen oder Agenten,
deren Ziel es ist, Netzwerkstatistiken zu erstellen. Der Benutzer kommuniziert mit
diesen Agenten durch eine einzige Schnittstelle. Er kann uber sie spezizieren:
 wann er Ergebnisse will,
 welche Daten berechnet werden sollen.
2.3 Desktop Ansatz
In dem Desktop Ansatz ist der Agent in einer Menge von End-User-Anwendungen in-
tegriert, d.h. da das Agenten-System im Main Operating Environment oder Desktop
integriert ist. Die Agenten werden dabei durch benutzergesteuerte Anwendungen des
Desktops erzeugt.
Beispiel: HP NewWave Agent (siehe [PY92])
Im dem New Wave Agent existieren Protokolle, die dazu dienen, benutzereigene Scripte
zu erzeugen, die den New Wave Agent bestimmte Aktionen ausfuhren lassen. Das Haupt-
ziel des New Wave Agent ist die Automatisierung von Aufgaben, die der Benutzer oft
ausfuhrt. Ein Beispiel einer Benutzung des New Wave Agent ist ein Datenbankzugri.
Der Benutzer beginnt, indem er ein sogenanntes Aufnahme-Feature startet und danach
seine Aufgabe ausfuhrt (Sequenz von Kommandos). Dies produziert ein Script, das die
Aufgabe reprasentiert. Die Wiederholung dieser Aufgabe kann mit einem Kalender (ahn-
lich wie Crontab) gesteuert werden.
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Die Integration von Agenten im Desktop hat den Vorteil, da der Benutzer keine Script-
sprache zu lernen braucht, da Aufgaben durch ein Beispiel deniert sind.
Der Nachteil des New Wave Agent ist, da er als single task alle Prozessorressourcen
belegt, sobald eine Agentaufgabe ausgelost wurde.
2.4 Verteilte Systeme Ansatz
Die vorhergehenden Ansatze implementieren Agenten, die lokal auf einem Rechner ar-
beiten. Ein andere Moglichkeit ist es, Agenten zu entfernen Rechner zu schicken. Die
Motivationen dazu sind der Zugri auf entfernte Daten oder die Benutzung der Rechen-
kapazitat eines anderen Rechner.
Beispiel: Telescript
Telescript ist eine Softwaretechnologie, die von General Magic entwickelt wurde ([Whi94]).
Telescript wurde hergestellt, um kommunizierende Anwendungen zu ermoglichen. Es im-
plementiert vollstandige Agenten, die die Moglichkeit haben, sich uber ein Netzwerk zu
bewegen.
Diese Implementierung besteht aus einer Sprache und einer sogenannten Engine, d.h.
eine Softwareschnittstelle zwischen Agenten auf der einen Seite und Non-Telescript-
Programmen, Kommunikationsmittel und Betriebsystem auf der anderen Seite. Ein Tele-
script-Agent kann auf einen entfernten Computer zugreifen, um einen Dienst zu benut-
zen. Das Hauptziel von Telescript ist die Schaung eines elektronischen Marktplatzes
(siehe Kapitel 5).
3 Eigenschaften
Aus den beschriebenen Systemen kann man verschiedene Eigenschaften eines Agenten
herausziehen. Diese konnen einen Agenten praktisch beschrieben, d.h. was ein Agent
machen kann oder zu was eine Softwarekomponente fahig sein mu, damit sie Software-
Agent genannt werden kann. Da Agenten noch nicht sehr verbreitet sind, besteht die
Frage, ob diese Eigenschaften nicht zu begrenzt sind oder ob sie sich in Zukunft weiter
entwickeln werden (KI kann viel zum Agentenkonzept beitragen).
3.1 Allgemeine Einfuhrung
Die folgenden Eigenschaften konnen aus den in Kapitel 2 beschriebenen Systemen ent-
nommen werden.
{ Diese Systeme konnen durch ein Ereignis oder die Zeit ausgelost werden.
{ Sie haben ein anpabares Verhalten, d.h. sie andern ihr Vorgehen, indem sie ihr Ver-
halten an die Antworten des Benutzers wahrend eines Dialogs oder an das Verhalten
des Benutzers anpassen.
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{ Rationalitat: dies entspricht der Fahigkeit eines Agenten, seine Aufgabe unter optima-
len Bedingungen auszufuhren. Er kann sich beispielswiese auf einen anderen Rechner
ubertragen, wenn der Rechner, auf dem er sich bendet, nicht genug Informationen
besitzt.
{ Kooperation: darunter versteht man die Moglichkeit, da Agenten zusammenarbeiten
konnen. Ein Agent kann z.B. einen anderen Agenten bitten, eine Aufgabe fur ihn zu
erledigen (oder einfach Informationen nachfragen). In diesem Fall mu der zweite
Agent den entsprechenden Dienst anbieten.
{ Verteilte Architektur: die Moglichkeit, da ein Agent uber das Netzwerk wandern
kann, ist wahrscheinlich die vielversprechendeste. Ein solcher Agent kann zu einem
Computer geschickt werden, um dort Zugri auf gewisse Dienste oder Daten durch-
zufuhren (z.B. auf eine Datenbank, die sich auf einem Server bendet). Er kann sich
selbst auch auf dem Server ausfuhren, da der Client-Computer nicht leistungsfahig
genug ist.
{ Fur die besten Systeme kann auch eine sogenannte resilient to failure Charakteristik
implementiert werden. Dies entspricht der Zuverlassigkeit eines Agenten im Falle eines
Hardwarefehlers. Nach einem Ausfall kann der Agent seinen Zustand, den er vor dem
Ausfall hatte, wiederherstellen. Dann kann er mit seiner Arbeit fortfahren.
3.2 Abstraktion/Agentverhalten
Agenten als intentionale Systeme:
Man betrachtet dabei nur die typischen Merkmale von Agenten und nicht ihre prakti-
schen Eigenschaften, die in 3.1 beschrieben sind. Diese sind nur praktische Anwendungen
der Agententheorie und konnen von einem System zum anderen verschieden sein.
Ein erster Schritt in der Abstraktion ist es, einen Agenten als etwas das handelt zu
betrachten. Dies ist unzulanglich, weil es nicht die Unabhangigkeit eines Agenten in
Betracht zieht. Der weitere Schritt ist einen Agenten mit einem Menschen zu vergleichen
([WJ95]).
Menschliche Handlungen konnen durch Beweggrunde wie Honung, Glaube, etc. erklart
(und vorhergesagt) werden. Man nennt diese Beweggrunde die intentionale Vorstellung
(intentionnal notions).
Beispiel [WJ95]: \Janine hat ihren Regenschirm mitgenommen, weil sie dachte, da es
regen wurde"
Um dennoch einen greifbaren Begri zu erhalten, konnen diese Beweggrunde in 2 Kate-
gorien klassiziert werden:
{ Informationseinstellungen (Glaube, Kenntnis, : : : ): sie beinhalten Auskunfte uber die
Umgebung des Systems.
{ Pro-Einstellungen (Wunsche, Absicht, Picht, ...): sie bedingen die Aktionen des
Systems.
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Nach [WJ95] ist ein Agentenverhalten durch eine bestimmte Kombination dieser Ein-
stellungen reprasentiert:
\: : : ein Agent soll durch mindestens eine Informationseinstellung und mindestens einer
Pro-Einstellung reprasentiert werden. : : : "
Dies kann mit einem PROLOG Programm verglichen werden: Ein Prolog Programm
besteht aus 3 Typen von Klauseln ([Bra87]):
die Fakten entsprechen den Kenntnissen des Programms.
die Reglen ziehen Folgerungen aus erfullten Bedingungen (Bedingungsteil :- Folge-
rungsteil).
Die Anfragen erlauben es dem Benutzer, Fragen an ein Programm zu stellen.
Das Programm beanwortet die Anfragen, indem es die Regeln auf die Fakten angewendet.
Die Fakten entsprechen somit den Informationseinstellungen des Programms und die
Regeln seinen Pro-Einstellungen.
3.3 Prinzipien eines Agentenverhaltens
Die Benutzung von Agenten im Software Eingineering wirft einige Probleme auf. Grund-
satzlich sind Agenten unabhangige Softwarekomponenten: wenn der Benutzer einen Agen-
ten hergestellt hat, kann dieser Agent ohne Hilfe des Benutzers arbeiten. Agenten konnen
auch im Netz wandern, d.h. da Server- und Client- Computer Agenten akzeptieren
mussen. Deshalb mu der Client (und der Server) sicher sein, da ein Agent seinen Auf-
trag erfullen wird und da er keine anderen Agenten zerstoren oder schadigen wird.
Diese Probleme entsprechen der Moglichkeit unredliche Agenten zu schaen. In [GK94]
sind Prinzipien eines Agentenverhaltens vorgeschlagen, die ein Agent aufweisen mu, um
unredliche Agenten zu vermeiden.
Veracity: Ein Agent mu die Wahrheit sagen. Obwohl dieses Konzept ganz abstrakt
ist (wie kann ein Software Produkt die Wahrheit sagen? Hat das einen Sinn?), kann
man es so verstehen: die Tatigkeiten eines Agenten mussen in Ubereinstimmung mit
seinem Glauben (d.h. seiner Informationseinstellung) sein.
Autonomie: Ein Agent darf nicht einen anderen Agenten zwingen, etwas zu tun und
kann ferner alleine arbeiten, d.h. er braucht keine (direkte) menschliche Hilfe um seine
Aufgabe zu erfullen.
Commitment (Picht, Vertrag): Ein Agent mu die Arbeit, fur die er program-
miert wurde, machen. Er mu den Vertrag, den er mit dem Benutzer abgeschlossen
hat, erfullen.
4 Mobile Agenten
Moderne Informationssyteme entwickeln sich in Richtung verteilter Anwendungen. Diese
Anwendungen uberwinden Adreraume, Hardwarearchitekturn und auch Administrati-
onsgrenzen.
20
Mehrere Techniken stehen dafur zur Verfugung. Die bekannteste ist wahrscheinlich der
Remote Procedure Call. Andere Moglichkeiten sind zum Beispiel verteilte Objekte (wie
CORBA) oder dynamisch installierbarer Code. Bei letzterem handelt es sich um Pro-
gramme, die uber ein Netzwerk gesendet werden, um auf einem anderen Computer aus-
gefuhrt zu werden. Dabei spricht man auch von mobilen Agenten.
In einem Forschungsbericht [HCK95] hat ein Team von IBM deniert, wie ein mobiler
Agent aussehen sollte. Ihre Denition eines Agenten war:
\Mobile Agenten sind Programme, die typischerweise in einer Skript-Sprache
geschrieben sind. Sie konnen von einem Client-Computer verteilt und zu einem
entfernten Server-Computer ubertragen werden, um dort ausgefuhrt zu werden."
Diese Denition ist nicht vollstandig, weil sie nicht alle Eigenschaften von Agenten be-
trachtet. Eine bessere Denition ware:
\Mobile Agenten sind Softwarekomponenten, die als Vertreter eines Benutzers
eine Aufgabe bearbeiten konnen. Zu diesem Zweck konnen sie uber ein heterogenes
Rechnernetzwerk wandern, um entfernte Ressourcen oder Dienste zu erreichen.
Das Heterogenitatsproblem ist nicht einfach zu losen, aber fur die Entwicklung von Agen-
ten zentral. Sobald ein Standard fur Agenten verabschiedet ist, werden alle Anwendungen













Abbildung4. Konzeptuelles Modell von mobilen Agenten Computing
4.1 Mobile Agent Software Engineering
Die folgende Beschreibung eines Agentensystems wurde in [HCK95] vorgeschlagen (siehe




Auf einem Client-Computer laufen Anwendungen, die mit einem Server kommunizieren
(z.B. Mail, Web).
Diese Anwendungen sind an ein Agent Execution Environment gebunden, d.h. Agenten
und Anwendungen konnen Daten durch ein oder mehrere APIs austauschen.
Das Agent Execution Environment enthalt mehrere Agentenprogramme, die zu der Basi-
sumgebung gehoren oder von einem anderen Rechner stammen. Die verschiedenen Agen-
ten haben ihre eigene Funktionalitat; zum Beispiel ein Agent fur Electronic Mail, einer
fur Datenbankanfragen, einer fur Web Browser, etc. .
Der Benutzer kann einen Agenten erzeugen
{ entweder mittels seiner ublichen Anwendungen
{ oder mittels einer Schnittstelle der Agentenumgebung (in diesem Fall mussen Agenten
Zugri auf libraries of the device haben).
Agenten mussen auch Zugri zu Kommunikationsdiensten haben, damit sie uber das
Netz wandern konnen.
Der Prozess zur Erzeugung eines Agenten vollzieht sich dabei in folgenden Schritten:
1. Initialisierung: der Agent bekommt alle Informationen, die fur seinen Auftrag not-
wendig sind. In dieser Stufe hat der Agent seinen eigenen Proze.
2. Der Agentenproze stoppt, bricht aber nicht ab. Der Proze, sein Proze-Status,
Stack, Heap und externe Referenzen, d.h. alle Daten die fur seine weitere Ausfuhrung
erforderlich sind, werden in einem Datenpuer gespeichert. Das Format des Daten-
puers mu aus Grunden der Heterogenitat plattformunabhangig sein. Dafur ist nach
[HCK95] eine interpretierbare Sprache vorzuziehen. Es ist ebenfalls besser, wenn der
Agent aus Objektklassen gebildet ist.
3. Diese Daten werden dann uber das Netzwerk an den Zielrechner geschickt.
4. Auf dem Server wird aus den Daten wieder ein ausfuhrbarer Agent erzeugt. Diese
Operation ndet in dem Agent Execution Environment des Servers statt.
5. Ausfuhrung: der Agent startet mit seiner Abarbeitung.
6. Der Agent hat in diesem Zustand verschiedene Moglichkeiten:
(a) Er kann seine Aufgabe zu Ende fuhren und dann zu dem Client zuruckkehren.
(b) Er kann eine bestimmte Zeit oder auf ein Ereignis warten. Der Agent wird zwi-
schenzeitlich resident auf dem Server verbleiben.
(c) Er kann zu einem anderen Server gehen.
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4.2 Agentensprache
Warum sind interpretierte Sprachen fur Agenten besser geeignet?
Verteilte Anwendung und Software-Interoperabilitat sind ein wichtiges Ziel fur Agenten.
Dabei stellt sich das Problem der Heterogenitat, weil Agenten auf verschiedenen Compu-
tern erzeugt werden und auf verschiedenen Computern ausgefuhrt werden. Interpretierte
Sprachen haben den Vorteil, da sie Heterogenitat besser unterstutzen. Auerdem haben
diese Sprachen den Vorteil des late-binding. Dies erlaubt einem Agenten Funktionen, die
nicht auf dem Client-Rechner sondern nur auf dem Server verfugbar sind zu referenzie-
ren. Wenn der Agent eine interpretierte Sprache und zusatzlich Objektklassen benutzt,
kann er auch Referenzen auf verteilte Objekte haben. Damit kann man die Menge an
Information, die der Agent enthalt, reduzieren.
4.3 Agent Communication Language
Die Benutzung einer interpretierten Sprache und von Objektklassen lost das Problem
der Heterogenitat nicht ganz. Ein Problem stellt sich bei der Kommunikation zwischen
Agenten (und auch zwischen Agenten und Anwendungen). Programme sind nicht alle in
derselben Sprache geschrieben. Deswegen konnen sie auch nicht unbedingt Daten direkt
austauschen. Das gilt sowohl fur die Syntax als auch fur das Vokabular. Sprachen konnen
dieselben Worter in ihrem Vokabular haben, ohne da sie dieselbe Bedeutung haben.
Man kann dieses Problem durch die Entwicklung einer allgemeinen Kommunikations-
sprache [GK94] losen. Mit einer solchen Sprache konnen Agenten Daten, logische Infor-
mationen, Scripts (Programme), d.h Informationen und Ziele, austauschen.
Agent Communication Language (ACL) ist ein Beispiel fur eine solche Sprache, welche
im Rahmen des ARPA Knowledge Sharing Eort (zitiert in [GK94]) deniert wurde.
Die ACL ist in 3 Teilen gegliedert:
{ ein Vokabular,
{ eine interne Sprache, die KIF (Knowledge Interchange Format) heit,
{ eine externe Sprache, die KQML (Knowledge Query and Manipulation Language)
heit.
Programme die miteinander arbeiten mochten, tauschen ACL Nachrichten aus. Diese
Nachrichten bestehen aus einem KQML Ausdruck, der selbst aus KIF-Satzen besteht.
Nach [GK94] mu ein Software-Agent fahig sein, ACL-Nachrichten zu lesen und zu schrei-
ben. Die Verhaltenszwange (siehe Kapitel 3.3), die ein Agent beachten mu, werden von
ACL-Nachrichten vorausgestzt.
Diese Kommunikationsprache fuhrt zu dem Problem, da bereits existierende Anwen-
dungen, die mit Agenten arbeiten wollen, sie nicht direkt verstehen.
5 Anwendungsperspektive
Die Benutzung von Agenten ist nicht nur als Alternativen zu exitierenden Anwendungen
zu sehen, vielmehr weist sie auch neue Perspektiven fur die zukunftige Entwicklung des
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Netzwerks auf. In General Magic's Telescript Home Page kann man lesen, da Telescript
das aktuelle passive Netzwerk in ein aktives Netzwerk verwandelt. Das bedeutet, da
viele Aufgaben die heute manuell ausgefuhrt werden, wie z.B. die Suche im Web, mit
der Benutzung von Agenten automatisiert werden konnen.
Die interessantere Perspektive fur Agenten ist wahrscheinlich der elektronische Handel
und die damit verbundene Entwicklung von Marktplatzen im Inneren des Netzwerks.
5.1 Mobile Client
Der Einsatz im Bereich mobiler Systeme weit die folgenden Besonderheiten auf:
{ drahtlose Kommunikation
Mobile Systeme leiden unter den Schwachen drahtloser Kommunikation. Diese Kom-
munikationsmittel haben geringe Bandbreiten und hohere Kosten. Deshalb sind sie
nicht gut geeignet fur die Ubertragung von Informationen, die immer zahlreicher
werden. Zum Beispiel nehmen die Such- und Filteraufgaben viel Zeit in Anspruch.
{ geringe Speicherkapazitat und Rechenleistung
Obwohl viel Fortschritt in diesem Gebiet gemacht wurde, ist Leistungskapazitat von
tragbaren Computern schwacher als die von Festnetzrechnern.
Einsatzperspektiven fur Agenten:
{ Der mobile Client kann einen Agenten lokal erzeugen, wenn er mit einem Server nicht
verbunden ist. Dieser Agent wird dann wahrend einer kurzen Verbindung zu einem
Server geschickt. Das Ergbnis wird wahrend einer spateren Verbindung zuruckge-
sandt.
{ Die Agentlosung kann die Aufgaben des Suchens und Filterns von Informationen
besser losen, indem der Agent die Daten auf dem Server bearbeitet. Daher erhalt
der Benutzer nur die relevanten Informationen. So ist die Menge der ubertragenen
Informationen stark reduziert, was folglich auch fur die Kommunikationskosten gilt.
{ Der Benutzer kann schwierige Aufgaben an einen Agenten delegieren. Dieser bear-
beitet die Aufgabe auf einem Server und kehrt nur mit den wichtigsten Ergebnissen
zum Client zuruck.
Diese Anwendung der Agenten weist die folgenden Vorteile auf:
{ Verkleinerung des Netzwerkverkehrs: fur dieselbe Transaktion braucht ein RPC meh-
rere Informationsusse zwischen dem Client und dem Server. Diese Flusse konnten
auf die Ubertragung eines mobilen Agenten reduziert werden.
{ Remote searching and ltering: siehe 5.2
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5.2 Semantic Information Retrieval
Heute wird viel Zeit fur Informationsuche verwendet, da Informationen immer groer und
verteilter werden. Mit einer semantischen Suche anstelle der gewohnlichen Stichwortsuche
wird die Arbeit des Suchens und Filterns vereinfacht. Indem die Arbeit an einen Agenten
delegiert wird, wie man es mit einem Assistenten tun wurde, wird dem Benutzer ein
groer Teil der Arbeit erspart, die auerdem nicht sehr interessant ist.
Ein Semantic Information Retrieval Agent arbeitet wie folgt: Der Benutzer gibt dem
Agenten eine Anfrage ein. Der Agent interpretiert diese Anfrage semantisch. Dafur kann
er auch Fragen an den Benutzer stellen, damit die Anfrage klarer wird. Diese Anfrage
wird dann mittels eines Agenten an einen oder mehrere Server geschickt. Auf dem Server
sucht und ltert der Agent die Informationen, die die Anfrage betreen.
Ein Problem liegt hier bei der Kommunikationen zwischen dem Client-Agenten und dem
Server. Die Anfrage mu sehr deutlich sein, sonst werden die Informationsusse zwischen
dem Client-Agenten und dem Server gewaltig. Das wichtigste ist, da der Agent nicht
mit einer groen Menge von Informationen zuruckkommt.
Eine Moglichkeit ware es, auf mehrere Agenten, die jeder fur sich auf einen Bereich
spezialisiert sind, zuruckzugreifen.
Da die klassiche Methode daraus besteht, eine groe Menge Daten zu holen und sie
manuell oder mit Hilfe eines Programms zu bearbeiten, scheint es viel einfacher zu sein,
ein Programm, das die Informationen bearbeitet, direkt an die Quelle zu schicken und
nur die relevanten Informationen zuruckzubekommen.
Die Vereinigung eines Semantic-Retrieval-System mit einem Multiagenten System kann
die Leistungen der entfernten Suche und Filterung verbessern. Ein Multiagent besteht aus
mehreren spezialisierten Agenten. Jeder Agent besitzt mehrere Indizes oder Referenzen
fur die Datenquellen, die jeweils seiner Spezialisierung entsprechen. Zusatzlich kann der
Agent selbst seine Referenzen auf den neusten Stand bringen, indem er selbst zu den
Server geht und abfragt, welche Daten neu oder geandert sind (Im Vergleich hierzu ist
eine Schlusselwortsuche statischer; ein Schlusselwort kann mehrere Bereiche betreen,
die nichts mit der aktuellen Suche zu tun haben).
5.3 Electronic Commerce
Eine wichtige Anwendung fur Agenten ist wahrscheinlich der electronic commerce. Un-
ter Electronic Commerce versteht man Handelsaustausch mittels des Netzwerks. Ein
Beispiel ware der Versandhandel, wobei ein elektronischer Katalog das Anwendungspro-
gramm bildet.
Die Handler haben Anwendungen, in denen sie ihre Produkte prasentieren. Der Kun-
de kann diese Kataloge uber das Netzwerk einsehen. Wenn er etwas kaufen will, mu
er eine bestimmte Transaktion mit dieser Anwendung ausfuhren. Electronic Commerce
kann sich auf viele Produkte beziehen: Eintrittskarten fur Konzerte oder Veranstaltun-
gen, Flug- oder Zugtickets (und Reservierungen), etc. .
Man erkennt dabei ein interessantes Anwendungsgebiet fur Agenten: statt sich selbst den
Katalog anzusehen, kann der Kunde diese Arbeit an einen Agenten delegieren. Mit ei-
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nem hoher entwickelten Agenten konnen kompliziertere Aufgabe von Agenten ausgefuhrt
werden.
{ Ein Agent kann mit der Handleranwendung kommunizieren, um ein Produkt zu
wahlen. Er kann auch selbst ein Produkt einkaufen, wenn es den Kriterien des Kunden
entspricht (Preise, technische Kriterien, etc.).
{ Ein Vertreiber kann Agenten mit seinen Angeboten an mehrere Kunden verteilen.
{ Ein Kunde kann seinen Wunsch an einen Agenten geben. Der Agent kann dann zu
verschiedenen Handlern gehen, um Produkte zu vergleichen. Er kann das Produkt
bei dem Handler kaufen, bei dem es beispielsweise am billigsten ist.
Das General Magic's White Paper uber den Telescript Agenten ([Whi94]) schlagt noch
mehr Szenarien vor, die die Moglichkeiten von Agenten im elektronischen Handel vor-
stellen.
6 Technische Problemen: Sicherheit, Migration
Abschlieend seien die technischen Probleme betrachten, die von Agenten aufgeworfen
werden.
Vorausgesetzt, da eine universelle Kommunikationsprache fur Agenten verabschiedet
wird und da Agenten sich verbreiten werden, stellt sich die Frage nach der Migration
existierender Anwendungen auf diese Technologie. Wird es notig sein, alle Anwendungen
wieder neu zu entwickeln?
Ein anderes Problem, das nicht zu vernachlassigen ist, ist die Sicherheit von Agentensy-
stemen. Sicherheitsaspekte sind problematisch, da Agenten Zugri zu Ressourcen haben
werden, die nicht dem Agenten (bzw. Client) gehoren. Der Server mu unbedingt wissen,
wem der Agent gehort, damit er bestimmen kann, welche Rechte der Agent hat.
6.1 Migration (Agentication)
Drei Moglichkeiten stehen zur Verfugung, damit eine konventionelle Anwendung mit
Agenten arbeiten kann:
Transducer: Ein Transducer versteht zwei \Sprachen", bzw. hat er 2 Schnittstellen
(siehe Abbildung 5):
{ eine zum Agenten: sie versteht Nachrichten in ACL
{ eine zu dem existierenden Programm: sie kennt die Kommunikationsprotokolle
dieses Programms.
Der Transducer ubersetzt Nachrichten in ACL und liefert diese an das Programm
und umgekehrt.
Fur dieses Verfahren sind keine Kenntnisse uber die innere Struktur des Programms
notwendig. Es ist vorteilhaft, wenn man kein Quellcode des Programms besitzt, son-













































































































































Wrapper: Diese Technik besteht daraus, in einem Programm zusatzlichen Code ein-
zufugen, damit das Programm ACL Nachrichten verstehen kann (siehe Abbildung
6).
Rewrite: Obwohl diese Methode drastisch ist, hat sie einen Vorteil: man kann das
Programm verbessern, d.h. nicht nur das Programm andern, damit es selbst agenten-
bewut wird, sondern auch seine Leistungen erhohen.
Die Transducer- und Wrapperlosung haben den Vorteil, da man das Programm nicht
ganz verandern mu. Aber ist es oft so, da die Anderung eines Programms mehr Zeit
erfordert, als eine neue Entwicklung dieses Programms. Man mu also gut abwagen, ob
die Programmanderung nicht teurer als eine Neuentwicklung ist.
6.2 Security
Damit keinem Server durch einen Agenten geschadet wird, brauchen agenten-basierte
Systeme Verfahren, um fur Zuverlassigkeit in diesen Systemen zu sorgen. Drei Punkte
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sind dabei zu betrachten:
User Authentisierung: Der Server mu wissen, woher der Agent kommt. Er kann
entweder den Benutzer (Client) selbst identizieren, oder der Benutzer kann einer
zulassigen Gruppe angehoren. Diese Authentisierung ist notwendig, wenn der Server
geschutzte Dateien enthahlt.
Autorisierung: Darf der Benutzer einen Agenten auf dem Server ausfuhren? Welche
Funktionen darf der Agent benutzen? Wird der Agent dem Server oder anderen Agen-
ten schaden? Der Server mu hier wissen, welches die Absichten des Agenten sind.
Wenn der Server den Benutzer authentisiert hat, wandelt er den Agenten in eine
ausfuhrbare Form. Bevor der Server den Agenten seine Arbeit machen lat, inspiziert
er den Agentencode, um zu sehen, zu welchen Ressourcen der Agent Zugri haben
mochte. Wenn der Server bestimmt hat, da der Agent wohlgesinnt ist, lat er den
Agent sich ausfuhren.
Zahlung: Obwohl heute viele Dienste kostenlos sind, wird es vielleicht in Zukunft an-
ders sein. Fur verteilte Anwendungen mu der Server wissen, ob der Client fur die
Dienste, die er benutzen wird, zahlen kann.
Beispiel: Telescript, der General Magic's Agent (siehe [HCK95])
Die Telescript-Sprache besitzt eine elektronische Wahrung, die Teleclick heit. Ein
Agent hat eine bestimmte Menge von Teleclicks. Wahrend der Laufzeit werden Tele-
clicks von dem Agenten zu dem Server uberwiesen.
Diese Verfahren sind notwendig, aber man wei noch nicht genau, wie sie implementiert
werden sollen. Agentensysteme sind auch nicht gegen eventuelle unredlichen Agenten
geschutzt. Beim elektronischen Handel kann es auch Opfer diebischer Agenten geben.
Deswegen mussen Agentensysteme vor allem das Zuverlassigkeitsproblem losen.
6.3 Virus Detection
Leider sind Agenten auch gut zur Ubertragung von Viren geeignet. Wahrend der Autho-
risierung mu der Server bestimmen, ob der Agent einen Virus enthalt. Diese Aufgabe ist
nicht einfach und hangt von der Sprache des Agenten ab. Da eine Sprache fur Agenten
noch nicht voll deniert ist, ist es moglich, eine Sprache zu entwickeln, die keinen Virus
enthalten kann (moglich in der Theorie). Mit dieser Sprache wurde es fur einen Agenten
nicht moglich sein, einem anderen Agenten oder einer Anwendung zu schaden. Agenten
waren dabei auf eine gewissen Menge von Funktionen begrenzt:
{ Modizierung der eigenen Variablen,
{ Anfrage an Datenbanken auf dem laufenden Server,
{ Gang zu einem anderen Server,
{ Sendung von Textnachrichten an den Benutzer.
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7 Zusammenfassung und Ausblick
Agenten selbst bieten keine besseren Moglichkeiten als die existierenden Systeme.
Im Gebiet verteilter Anwendungen haben sie keine Funktionalitaten, die andere Systeme
(RPC, messaging) nicht auch bieten.
Der Vorteil der Agenten ist, da sie mehrere Funktionalitaten, die bis jetzt von verschie-
denen Systemen unterstutzt werden, in einem einzigen System vereinigen. Beispielsweise
konnen Agenten fur die Ausfuhrung eines Programms auf einem entfernten Rechner oder
fur die Sendung einer Mail dienen. Ebenfalls ist die Delegierung von Aufgaben, die bis
jetzt manuell ausgefuhrt wurden, moglich.
Intelligente Agenten konnen sehr wichtig werden, wenn sie den Benutzer besser un-
terstutzen, ohne da es fur ihn notig sein wird, neue Methoden zu erlernen. Aber die
Entwicklung von Agenten braucht noch Forschung in verschiedenen Gebieten der Infor-
matik ((V)KI, verteilte Anwendungen).
Ein Problem von Agenten ist die Sicherheit, aber dieses Problem stellt sich nicht nur fur
Agenten, sondern auch fur alle verteilte Anwendungen.








Erste Ansatze zur Unterstutzung der Verwaltung und Vermittlung von Diensten (sog. Trading)
in oenen verteilten Systemem wurden in Rahmen des Open Distributed Processing Modells
(ODP) und des Advanced Network System Architektur Projektes (ANSA) entwickelt. Das
Trading-Konzept ergibt sich als eine wichtige strukturierende Technik bei der Unterstutzung
von Kooperationen von Dienstbringer und Dienstnehmer. Folgende Probleme treten dabei auf:
Das standige Wachstum des Marktes (Skalierung), die transparente Bereitstellung der Dienste
bei den heterogenen autonomen Trading-Teilnehmern, namlich den Tradern (Dienstvermitt-
ler), der Dienstbringer und der Dienstnehmer und einer grotmoglichen ezienten Suche von
Diensten von dem Dienstnehmer. Um mit diesen Problemen zurechtzukommen, sind mehrere
organisatorische Modelle fur die Zusammenarbeit zwischen Tradern moglich. In dieser Ausar-
beitung werden die Modelle zur Zusammenarbeit zwischen Tradern des ANSA-Projektes und
des ODP-Modells dargestellt und schlielich gegenubergestellt. Der Vergleich wird durch die
funf Sichtweisen (Viewpoints) des ODP durchgefuhrt, welche als Referenzpunkte zur Untersu-
chung und Beschreibung von verteilten Systemen dienen.
1 Einleitung
Ein Trader ist ein Objekt, dem ein anderes Objekt (auch Dienstgeber oder Exporteur
genannt) seine Dienste anbieten (exportieren) kann, und von dem ein anderes Objekt
(auch Dienstnehmer oder Importeur bezeichnet) Dienste in einem verteilten System im-
portieren kann [BR91].
Die Komplexitat der dabei anfallenden Probleme beruht u.a. auf der Heterogenitat und
Oenheit der verwendeten Netze und Dienstbringer, sowie der Diskrepanz zwischen
moglichst parallel zu unterstutzenden Integrations- und Autonomieanforderungen der
beteiligten Knoten.
Die Vorstellung und der Vergleich beider Modelle wird mit Hilfe der funf Viewpoints des
ODP Modells durchgefuhrt und ist in dieser Ausarbeitung wie folgt zusammengestellt:
Abschnitt 2 stellt die beiden Organisationen, ihre Ziele und bisherige Arbeiten bei der
Entwicklung der verteilten Systeme dar, und es werden ihre jeweiligen einfachen Trading-
Szenarios als Grundlage ihrer Trading-Modelle erlautert.
Abschnitt 3 fuhrt einige grundlegende Konzepte ein, die zum Verstandnis der Modelle
fur die Zusammenarbeit zwischen Tradern benotigt werden.
Abschnitt 4 beschreibt die beiden Modelle, wobei bei der ODP-Beschreibung diejenigen
Aspekte wo beide ubereinstimmen ausgefuhrt werden. Bei der ANSA Beschreibung wer-
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den nur erganzende Aspekte angegeben. Schlielich werden im Abschnitt 5 die beiden
Modelle verglichen und im Abschnitt 6 die wichtigsten Aspekte zusammengefat.
2 Verwandte Standardisierungsprojekte in oenen
verteilten Systemen
2.1 Entwicklungstand
Mit dem generellen Ziel einer weitgehenden Systemintegration (schrittweise und zunachst
in Teilaspekten) werden international zur Zeit verschiedene Standardisierungsbemuhun-
gen verteilter Anwendungen parallel zueinander verfolgt.
Zur Erlauterung dieser Entwicklungen werden beispielweise die folgenden zwei Projekte
im Bereich von Vermittlung und Verwaltung von Diensten (Trading) erwahnt und spater
naher erklart:
{ Das ISO/CCITT Open Distributed Processing Reference Model (ODP-RM) als Ver-
such, einen sehr abstrakten, generellen Rahmen zur Einordnung aller unterschied-
lichen, vergangenen und zukunftigen Standardisierungsprojekte im Bereich oener
verteilter Systeme zu schaen.
{ Das Advanced Network System Architechtur Project, ursprunglich ein vom U.K.
ALVEY-Programm fur fortgeschrittene Forschung und Entwicklung in Informations-
technologien gegrundetes Projekt zur Erzeugung eines koharenten Modells fur ver-
teilte Systeme.
2.2 ODP-RM: Open Distributed Processing Reference Model
Im Rahmen der internationalen Standardisierung hat sich die ISO als Teil ihrer Ak-
tivitaten im Bereich des ODP damit befat, einen Dienst zur Vermittlung zwischen
Dienstnehmer und Dienstgeber unter die Bezeichnung ODP-Trader zu entwerfen und
weltweit zu standardisieren.
Die Arbeit im Bereich des Open Distributed Processing der ISO wurde 1987 [Her89]
gestartet. Das ODP-RM besteht aus vier verschiedenen Teilen: Der erste ('Overview and
Guide to Use of the Reference Model') fuhrt in die verwendeten Konzepte ein. Dort
wird versucht, ein verteiltes System aus funf unterschiedlichen Sichtweisen (Viewpoints)
oder Projections, wie sie dort genannt werden zu betrachten und diese im Einzelnen zu
beschreiben.
Der zweite Teil des ODP-RM (Descriptive Model) deniert Konzepte, Rahmen und No-
tationen zur Beschreibung verteilter Systeme. Er stellt die wesentlichen Grundbegrie
zusammen, die zur Beschreibung allgemeiner verteilter Systeme verwendet werden, um
eine einheitliche Verwendung dieser Begrie bei der Beschreibung unterschiedlicher ver-
teilter Systeme zu ermoglichen. Sie ist informell und soll lediglich als Ausgangspunkt fur
nachfolgende (auch formale) Spezikationen dienen.
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Der dritte Teil enthalt die Spezikation der notwendigen Eigenschaften, die eine verteilte
Verarbeitung als \oen" charakterisieren (wie z. B. der unterschiedlichen \Transparenz"
Eigenschaften). Er gibt damit normierend die Randbedingungen und Einschrankungen
vor, die alle ODP-konformen Standards einzuhalten haben, und benutzt dazu die Be-
schreibungstechniken aus dem zweiten Teil des ODP-RM.
Der vierte Teil (architectural semantics) soll schlielich eine vollstandige formale Be-
schreibung der ODP-Modellierungskonzepte durch die Spezikation jedes der dabei ver-
wendeten Konzepte mit Hilfe von verschiedenen standardisierten formalen Beschrei-
bungsverfahren geben.
Wahrend die hier genannten Aktivitaten von OSI und CCITT noch einen ganz allge-
meinen, eher konzeptionellen Rahmen zur einheitlichen Beschreibung verteilter Systeme
anstreben, zielen die Standardisierungsaktivitaten verschiedener industrieller Gruppie-
rungen darauf ab (darunter ANSA), ganz konkrete Software-Umgebungen zur Forderung
der Interoperabilitat von Anwendungen und Diensten in oenen verteilten Systemen zu
vereinbaren und zu realisieren. [Lam94]
2.3 Viewpointsdenition
Da die Vorstellung und Vergleich der beiden Modellen durch die Viewpoints durchgefuhrt
werden, sollen diese hier eingefuhrt werden:








Abbildung7. Viewpoints des ODP-RM
{ Der Enterprise Viewpoint stellt im einzelnen die organisatorischen Strukturen im
System, ablaufende Prozeduren, etc. auf der Basis einer vollstandigen Systemanalyse
dar.
{ Der Information Viewpoint beschreibt die Informationstypen und die Relationen
zwischen denen, die fur die Denition der Trading-Funktion benotigt werden, z.B.
Schnittstelle ( Identikation, Typ, usw.), Eigenschaften, Dienstypen.
{ Der Computational Viewpoint deniert ein Trader-Object-Template (Format). Die-
ses enthalt die Templates fur alle beim Trader generierten Schnittstellen und die
Beschreibung des Trader-Verhaltens.
{ Der Engeneering Viewpoint beschreibt (z.B. fur den Systementwickler) das verteilte
System als Modulbaukasten mit einzelnen Systemkomponenten wie Programmier-
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sprachen, Datenbanken, sonstige Soft-und Hardware-Ausstattung (inklusive Aspekte
wie Perfomance, Transparenz, 'Quality of Service', etc).
{ Der Technological Viewpoint stellt schlielich -z.B. fur Hard und-Softwarehersteller
-ganz konkret die dem verteilten System zugrundeliegende Hardware und Betrieb-
systembasis dar (inlusive Anforderungen wie etwa fur `Multi Threading` etc).
Trading-Szenario im ODP-Modell: Um das zu einer Dienstanforderung zusammen-
passende Dienstangebot zu nden, ruft der Trader die Type-Repository-Funktion (Ty-
penbehalter) auf, die bei der ODP-Infrastruktur bereitgestellt wird. Die Menge der
bei einem Trader registrierten Diensttypen ist bei der Type-Repository-Funktion be-
kannt, ebenso die assoziierten Schnittstellentypen fur jeden Diensttyp. Sie enthalt so-
wohl eine Menge von Relationen fur die Schnittstellentypen (Aquivalenzrelationen, Ober-
/Unterrelationen) als Ober-/Unterrelationen der Dienstypen. Ein Trader ruft folgende
Operationen auf:
Type Check - zur Uberprufung der Typengultigkeit im Diensangebot und in der
Dienstanforderung.
Compatibility Check - um die Kompatibilitat zwischen zwei Dienst/Schnittstellen-
Typen zu uberprufen.
List Type Relationship - Auisten der Untertypen bestimmter Dienst/Schnittstellen-
Typen
Fig. 2 stellt das Szenario dar. Der Trader bekommt eine Anforderung eines Klienten
und uberpruft mit Hilfe der Type-Repository-Funktion, ob die Anforderung einen gulti-
gen Schnittstellentyp oder Dienstyp enthalt. Die Type-Repository-Funktion gibt eine







Der Auswahl kann noch verfeinert werden, indem man Diensttypeigenschaften verwen-
det, um zusammenpassende Dienste zu nden.
34
2.4 ANSA: Advanced Network Systems Architechture
Mit dem Ziel, eine Architektur fur verteilte Systeme zu schaen bzw. diese Architektur
als einem industrieweiten Standard zu etablieren, haben sich einige groere Firmen zu-
sammengeschlossen. Die ANSA Sponsoren sind: Britische Telekom, Digital Equipment
Corporation, General Electric Company/Marconi, Hewlet Packard, International Com-
puters Limited, Information Technology Limited, Olivetti Research Ltd, Plessey Oce
& Networked Systems und Racal.
Man wollte die betrachtlichen Forschritte in der Forschung auf dem Gebiet der verteilten
Systeme des letzten Jahrzehntes bzw. deren gegenwartigen Stand fur die Schaung eines
einheitlichen und modularen Rahmens zur Untersuchung und Konstruktion verteilter
Systeme von verschiedenen Viewpoints (dieselbe wie bei ODP) ausnutzen. Stichworte
dieses Rahmens sind: Portabilitat, Erweiterung und Entwicklung aktueller industrieller
Standards wie UNIX und OSI. Das Projekt war im Standardisierunsbereich aktiv. -Mehr
als die Halfte der aktuellen ISO-ODP Dokumente stammen von ANSA. [Her89]
Die funf Viewpoints schlieen alle unterschiedliche Zwecke und Bedurfnisse verteilter
Systeme ein, ausgehend von den Anforderungen von Industrie- und Handelsrmen, bis
zu Hard- und Softwareuberlegungen [MB92].
Eine groere Leistung des ANSA Teams ist das ANSA Testbench. Das ANSA Test-
bench ist ein Pilotprojekt, das Einrichtungen zum Importieren und Exportieren von
Services enthalt, und das eine Implementierungsreferenz bereitstellt, um die Verwen-
dung der ANSA Prinzipien zu beweisen. Das Testbench hat zwei Hauptbereiche : Die
Konstruktion von Modulen (Objekten) und ihre Zusammenarbeit oder Manipulation.
Abstrakte Schnittstellen sind durch die Verwendung einer Schnittstellenbeschreibungs-
sprache (Interface Denition Language -IDL-) konstruiert. Diese Tools sollen die Arbeit
zur Entwicklung verteilter Anwendungen vereinfachen [MB92].
Zunachst wird das ANSA Computational Model dargestellt, weil seine Komponenten
zum Verstandnis des Zusammenarbeitsmodelles in ANSA benotigt werden.
ANSAs Computational Modell fur das Trading: Das Modell fur eine einfache
Zusammenarbeit zwischen einem Klienten und den Trader-Diensten besitzt drei Dienst-
objekte, wie in Abbildung 3 dargestellt. Ein Klient kann ein Dienstnehmer oder ein
Dientgeber sein. Folgende drei Dienste wurden als Teile des Trading-Dienstes identiziert:
TyDS Type Description Service (Typenbeschreibungdienst), speichert Schnittstellende-
nitionen.
TyCD Type Conformance Service (Typenkonformitatdienst), zur Uberprufung der Ty-
pkonformitat.
TCtxt Trading Context (Tradingkontext), enthalt alle Dienstangebote, die zu diesem
Kontext gehoren.
Das Importszenario ist einfach: Ein Klient instanziert zuerst einen TyDS-Dienst mit einer
Schnittstellentypbeschreibung des nachgefragten Dienstes. Danach ruft er den Trading-
Kontext TCtxt und gibt ihm die Referenz der TyDS und Information uber den Dienst
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(eine Eigenschaftsbeschrankung). Das TCtxt sucht dann in seiner Angebotsdatenbank
und fragt den TyDS nach Typkonformitat. Um das auf diese Weise zu machen, mu dem
TyDS eine andere TyDSReferenz von einem anderen Dienst bereitstellen. Die Abbildung





TyCS = Type Conformance Service
TyDS = Type Description Service
TCtxt = Trading Context
C        = Client
Abbildung9. Computational-Modell in ANSA
3 Grundlegende Begrie
Die Zusammenarbeit zwischen Tradern wird bei Verwendung von organisatorischen
Strukturen der Trader, die kooperieren wollen, und die Klassikation der bei den Tra-
dern registrierten Diensten in Kontexte, realisiert. An dieser Stelle werden wir die Or-
ganisationseinheitsdenition, Kontextdenition und die ursprungliche Bezeichnung der
Zusammenarbeit, namlich Foderation naher betrachten, weil sie fur das Verstandnis der
Zusammenarbeitsmodelle von Interesse sind. Die folgenden Konzepte gelten fur beide
Modelle.
3.1 Organisationseinheit
Eine Organisationseinheit (Administration) ist eine Menge von Gemeinschaftsgliedern ei-
nes verteilten Systems, die weil sie Objektive teilen unter einer gemeinsamen Ordnungs-
truktur (Instanz besonderer Eigenschaft) stehen. Um ihre Verpichtungen zu erfullen
und ihre Ziele zu erreichen, konnen die Mitglieder Dienste benutzen, die bei anderen
Gemeinschaftmitgliedern derselben Organisationseinheit und/oder einer anderen Orga-
nisationseinheit(en) angeboten werden.
Organisationsmodelle von Organisationseinheiten:Die Organisationseinheiten
konnen in unterschiedlicher Weise verbunden sein: hierarchische Organisationen oder
foderative (zusammenarbeitende) Organisationen.
{ Hierarchie: Eine Organisationseinheit kann in Unterorganisationseinheiten unterteilt
werden, die wiederum unterteilt sein konnen, und daher eine Baumstruktur bilden.
{ Foderation: Ist der Versuch der Zusammenarbeit zwischen den verteilten Systemen,
ohne sich unter eine zentrale Autoritat zu stellen. Jedes System in einer Foderation
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federate y and q
Abbildung10. Verbindungsmodelle der Organisationseinheit
3.2 Kontext
Mit jeder Organisationseinheit ist ein Default-Kontext assoziert. Ein Kontext ist eine
Menge von Dienstangeboten, die zu den Dienstbringern einer bestimmten Organisati-
onseinheit gehort.
Jeder Kontext wird mit dem Namen der Organisationseinheit, auf die er sich bezieht,
bezeichnet. Zwei Arten von Verbindungen unter Kontexten konnen erzeugt werden: hie-
rarchische und foderative (zusammenarbeitende) Verbindungen. Jeder Kontext bezeich-
net eine Menge Information, die er bereitstellt und nach der er die Suche erlaubt [ANS93,
OD94].
3.3 Was ist eine Foderation?
Das Konzept wurde zuerst bei Hiembigner und McLeod in ihrer Arbeit uber Informati-
onsdatenbanken eingefuhrt [Her89]. Eine Foderation ist eine organisatorische Struktur,
in der die Mitglieder (die Organisationseinheiten) verhandeln, in wie weit sie ihre Dienste
zur Verfugung stellen wollen. Eine Foderation scheint eine Losung fur die Zusammenar-
beit von verteilten, autonomen Systemen zu sein.
Eine Foderation von Tradern erlaubt den Mitgliedern eine gesteuerte und partielle In-
formationsteilung. Die Menge der geteilten Informationen zwischen Tradern, hangt von
der Menge der Zusammenarbeit zwischen den Komponenten ab. Jede einzelne Kompo-
nente der Foderation mu fahig sein, seine normalen, lokalen Operationen, ohne auere
Storungen, ausfuhren zu konnen [BR91].
Verschiedene Trader-Gemeinschaften haben verschiedene Authoritaten und verschiede-
ne Trading-Strategien. Ein Domain ist der logische Verwaltungsbereich eines Traders.
Wenn ein Trader beim Zugri auf einen anderen Trader eine Domain-Grenze (boun-
dary) uberquert, benotigt es einen Interceptor. Ein Interceptor-Objekt ist ein Objekt
zwischen Tradern, welches die Unterschiede zwischen ihnen uberbruckt. [ANS93]
Die Moglichkeiten zum Uberschreiten von Domain-Grenzen werden durch Foderations-
vertrage (zwischen den betroenen Organisationen) geregelt. Jeder Vertrag (contract)
legt die im entfernten Trader verfugbaren Typen und Typenstrukturen bzw. die Regeln
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und Funktionen zur Abbildung sowohl der lokalen Traderanforderung auf eine verstand-
liche Form fur den entfernten Trader als auch die Ergebnisse fest. Man wird spater die
Vertrage naher erlautern [BR91].
Die grundlegende Merkmale von foderativen Traders sind: Trennung, Hetereogeneitat,
Autonomie und Transparenz.
4 Zusammenarbeitsmodelle von ODP und ANSA
4.1 ODP Modell der Zusammenarbeit
In den ODP-Dokumenten wird statt des Wortes Foderation das Wort \Interworking"
verwendet. Das Foderationsmodell ist ein dezentrales Modell sowohl in ODP als auch in
ANSA. Um einer Foderation beitreten zu konnen, mu der Trader mindestens an einen
anderen Trader in der Foderation Importieren und Exportieren konnen.
Fur das Exportieren erlauben entfernte Trader die Angabe (innerhalb einer Traderfode-
ration) von Diensttypen, die als lokaler Teil der Dienstangebote erscheinen. Es ist nicht
notwendig, da ein Benutzer Kenntnisse uber Einzelheiten eines entfernten Traders oder
seines Dienstangebotes besitzt, jedoch konnte der Benutzer diese Kenntnisse (falls er
diese besitzt) als Teil seiner Suchstrategie benutzen [OD94].
Ein Trader, der von einem anderen importiert bzw exportiert, hat einen Vertrag mit die-
sem abgeschlossen. Fur jeden Exportvertrag gibt es einen entsprechenden Importvertrag
beim entfernten Trader.
Ein Foderationsvertrag dokumentiert die Vereinbarung zur Zusammenarbeit. Er mu
ausgehandelt werden, um festzulegen, wo, und wie die Dienstangebote verteilt werden
konnen. Ein Foderationvertrag enthalt u.a.: eine globale, eindeutige Vertragsbezeich-
nung, die Identikation der beiden Trader, eine hierarchische Struktur des Exporteurs,
eine Liste der zur Zeit beim Exporteur angebotenen Dienstypennamen, eine Liste der
zur Zeit beim Importeur angefordeten Dienstypennamen. Tatsachlich besteht der Fode-
rationsvertrag aus zwei Teilen: dem Importvertrag, der beim Importeur bleibt und dem
Exportvertrag, der beim Exporteur bleibt, wie dies in der Fig 5 veranschaulicht wird.
Federation Contract
Import ContractExport Contract
IMPORTING  TRADEREXPORTING  TRADER
Abbildung11. Foderationsvertrag
Die Sicht eines Export-Traders einer Foderation ist also die Menge von Exportvertragen
mit verschiedenen Tradern und die Sicht eines Import-Traders einer Foderation ist die
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Menge von Importvertragen mit entfernten Tradern.
Ein Trader beginnt zuerst die Suche einer Benutzeranforderung in der lokalen Trader-
datenbank. Ist der angefordete Dienst nicht auf dem lokalen Trader verfugbar, wird die
Suche auf eigene Importvertrage der entfernten Trader ausgedehnt. Ist der angefordete
Dienst auf dem entfernten Trader verfugbar, wird die Anforderung ubergeben. Der ent-
fernte Trader beginnt gema des entsprechenden Exportvertrags mit der Suche in seiner
Datenbank. Erst wenn die Suche vollkommen abgeschloen ist, wird das Ergebnis -wenn
notig schon transformiert- zum Import-Trader zuruckgesendet [BR91].
Beschreibung der Foderation durch Viewpoints
{ Enterprise Viewpoint: Eine Foderation bildet mit ihren entsprechenden Import-
Tradern und Export-Tradern eine Trader-Gemeinschaft. Die Anforderungen zum Im-
portieren und Exportieren werden hier festgelegt. Ein Trader kann von mehreren
Tradern importieren/exportieren.
Es ist keine zentrale Instanz notwendig. Der foderative Trader mu dazu fahig sein,
den Benutzern heterogener, verteilter und autonomer Trader, einen transparenten
Zugri bereitszustellen. Die Grundregeln einer Foderation sind:
 Ein Trader ist nicht verpichtet, eine Dienstvermittlung fur einen anderen Trader
auszufuhren.
 Jeder Trader mu die vollstandige Kontrolle uber seine eigene Handlungsstrategie
haben.
 Jeder Trader hat die Freiheit zum Beitreten bzw. Verlassen einer oder mehrerer
Foderationen.
 Jedes Mitglied bestimmt wie es die angebotene Dienste betrachtet und kombiniert.
Jeder Trader bestimmt seine eigene Suchstrategie. Die folgenden zwei Strategien wir-
ken sich auf das Importieren aus:
Global search policy (globale Suchstrategie) fuhrt die Suche von Importangeboten
an einem Trader der gleichen Foderation durch.
Domain crossing policy ist die Strategie, welche die Uberquerung der Domain-
grenzen steuert, z.B. Domain-Typen, Sicherheits-Domain, Technologie-Domain,
etc.
{ Information Viewpoint: Es enthalt folgende Konzepte:
 Trader-Link kann als ein Verweis von einem Quell-Trader (lokaler Trader) auf
einen Ziel-Trader (Trader zu dem die Anforderung weitergeleitet wird) angesehen
werden. Er identiziert die Trading-Schnittstelle eines anderen Trader und eine Ei-
genschaftsmenge des Trader-Links. Beispiel einer Dienstangebotseigenschaft sind
die Kosten der Dienste oder das Ablaufdatum der Verbindung.
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 Beschrankungen der Zusammenarbeit: Die Suchstrategie und die Domain-Uber-
querungsstrategie sind im Information Viewpoint als Scope-Beschrankungen
dargestellt.
 Trader-Informationsobjekt: Der Zustand eines Trader-Objektes [OD94] in einer
Foderation wird durch die folgenden Punkte beschrieben:
 Menge der Dienstangebote
 Menge der Trader-Eigenschaften und Auswahlstrategien
 Verbindungsmenge zu benachbarten Tradern
 Trading-Graph stellt das verteilte Wissen, das ein Trader von anderen Tradern in
einer Foderation hat, dar. Die Knoten entsprechen Tradern und die Kanten den
Verbindungen zu benachbarten Tradern, die von einem Quell-Trader wahrgenom-
men werden.
Auerdem mu man hier folgende Information beschreiben: Die Trader-Identikation,
vorhandene Dienste zum Importieren und Exportieren, Einschrankungen fur den Zu-
gri auf die Datenbank eines Exporteurs. Diese Informationen werden durch Katalo-
ge, Foderationsvertrage und Export/Importvertrage angegeben.
Ein Katalog enthalt eine Beschreibung der Dienstobjekte (Directory), die zum Expor-
tieren bei einem Trader zu Verfugung stehen, und die Beschreibung der assozierten
Diensttypen. Der Katalog kann als ein standardisierter Diensttyp dargestellt wer-
den. Jeder Eintrag im Katalog enthalt u.a. folgende Informationen: Den Teil der
Verzeichnishierarchie auf die der Importeur zugreifen kann, eine Liste der zur Zeit
vorhandenen Namentypen zum Exportieren, die in kanonischer Form gegeben wird.
Wenn ein Trader exportieren will, mu er einen Katalog vorbereiten und zu einem an-
deren Trader schicken. Wenn ein Trader importieren will, mut er sich einen Katalog
besorgen.
{ Computational Viewpoint: Hier werden relevante Strategien zur Bestimmung der
Aktivitatsmenge, die durch den Tradings-Graph unternommen werden konnen, ver-
einbart. D.h., bevor irgendeine Zusammenarbeit begonnen werden kann, mussen zu-
erst die Vertrage zwischen den Tradern ausgehandelt werden, um festzulegen, welcher
Dienst importiert bzw. exportiert werden kann.
Ein Trader kann sowohl die Rolle eines Klientes spielen als auch im Auftrag eines Be-
nutzers arbeiten. Die Operationen zwischen zwei Tradern konnen in zwei Kategorien
unterteilt werden.
 Aktivitaten fur die Foderation, bei denen der Trader als Klient eines entfernten
Traders die Export-Import-Vertrage sowie die Kataloge aushandelt.
 Foderative Operationen, die der Trader in Auftrag seiner Klienten ausfuhrt.
Zusatzlich werden die Operationen zur Verteilung von Katalogen, Verhandlung von
Vertragen, Auisten und Modizieren von Vertragen beschrieben.
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{ Engineering Viewpoint: Hier mussen die Einzelheiten der Export- und Importver-
trage gespeichert und bereitgestellt werden. Alle Ubersetzungen zwischen den lokalen
Trader-Operationen und den foderativen Operationen zwischen Tradern sind hier fur
den Benutzer unsichtbar realisiert. In diesem Viewpoint kann man die Benutzung der
ASN.1 (Anstract Sintax Notation 1) zur Denition von Typparametern und Opera-
tionen der foderativen Trader entscheiden.
In beiden Modellen sind Vorschlage angegeben, wie ein Trader durch die Verwendung
des X.500 OSI Standards (Directory Service) implementiert werden kann.
{ Technical Viewpoint: Der technologische Viewpoint bezieht sich auf die grundle-
gende Hardware und Software, die ein implementierter Trader oder eine Gruppe von
zusammenarbeitenden Tradern einschliet. Die verfugbaren Hard- und Softwaresy-
steme beschranken sich auf die Auswahl von:
 Datenaustausch
 Datenspeicherung
 Implementierung der spezizierten Strukturen und Funktionen
Der Standard schreibt fur den technologischen Viewpoint nichts vor, ermoglicht aber
eine spezische Auswahl von Datendarstellungen, z.B. ASN.1.
ODP-Konguration der Foderation: Eine Gruppe von Tradern kann in verschie-
denen Formen miteinander in Beziehung treten. Beispielweise konnten sie sich dieselbe
Verwaltung, denselben Speicher oder dieselbe Implementierung teilen. Solche in Bezie-
hung stehenden Trader konnen eine gemeinsame Trading-Schnittstelle fur die anderen
\externen" Trader bereitstellen. Alle Anforderungen an die Gruppierung, sowie alle ei-
genen Anforderungen werden durch diese gemeinsame Schnittstelle kanalisiert sein. Nur
eine Interceptor-Menge ist fur die ganze Gruppe notwendig.
Man stellt sich die in Beziehung stehende Gruppe als einen \logischen" Trader vor. Um
diese gemeinsame Schnittstelle zu erreichen, wird der Verwalter der Gruppe einen oder
mehrere Trader bestimmen, die Verbindungen zu externen Tradern haben werden (fur
das \external" Trading). Dieser besondere \Schnittstelle-Trader" hat zwei Schnittstellen:
eine \innere" fur Trader der eigenen Gruppe und eine \auere', die die Schnittstelle des
logischen Traders ist. Trader-Gruppierungen werden die \inneren" Trader als \Black-
Box" betrachten, entweder weil es die Gruppe so will oder weil auenstehende Trader
mit den Einzelheiten des logischen Traders nichts zu tun haben wollen. Dies stellt jedoch
kein Hindernis fur einen inneren Trader zur Festlegung einer Verbindung nach auen
dar. Abbildung 6 stellt die Zusammenarbeit zwischen logischen Tradern dar.
Die aueren Links bestehen nur in einer Richtung. Wenn es einen anderen Link in der

















Abbildung12. Zusammenarbeit zwischen logischen Tradern in ODP
4.2 ANSA-Modell
Bisher ndet man fur die Begrie, die vorgestellt wurden, auer logischen Trader und
Vertrage, ihre Parallelitat zu ANSA. In Folgenden werden diejenige Aspekte, bei denen
das ANSA-Projekt eine weitergehende Arbeit durchgefuhrt hat, vorgestellt. Zunachst
werden die Schnittstelle der Verwaltung in ANSA kurz eingefuhrt, weil sie in ODP Mo-
dell keine parallelen Einrichtungen haben und zur Verwaltung der Zusammenarbeit von
Tradern dienen. Die Merkmale des Information-Viewpoints in ANSA wird auch weiter
behandelt, weil sie entscheidend fur die Bereitstellung von Diensten uber Domaingrenzen
hinweg sind. Schlielich werden wir noch einen besonderen Trader kennenlernen, namlich
den prokustischen Trader, der ein exibler Mechanismus fur das Trading anwendet, wel-
ches die Zusammenarbeit exibler macht.
Verwaltungsfunktionalitat: Der Trader wird durch die folgenden vier Schnittstellen
die Verwaltungsaspekte des Trader-Betriebs regeln:
TrType - Type management: Eintragen/Loschen von Typen
TrCtxt - Context management: Eintragen/Loschen/Zeigen/Schachteln von Kontexten
TrFed - Federation management: Binden/Unbinden von Kontextbaume
TrShut - Shutdown. Ermoglicht das Beenden des Traders
Beschreibung des ANSA-Zusammenarbeitsmodels durch Grenzen :
Die Zusammenarbeit zwischen Tradern wird in ANSA mit Hilfe von Grenzen (bounda-
ries) erlautert. Eine Grenze vermerkt den Punkt, bis zu dem die technische Autonomie
einer Organisationseinheit erlaubt sind. Uberall wo es Grenzen gibt, werden Interceptor-
Objekte gebraucht, um Zusammenarbeit zu ermoglichen oder unerwunschten Zugri zu
vermeiden.
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Es ist wichtig, die Grenzen zu identizieren, weil sie eine tiefe Auswirkung auf die System-
struktur haben und die Darstellung der Werte im Computersystem begrenzen, welche
bei dem Interceptor manipuliert werden konnen.
Die Grenzklassen von ANSA sind: Grenzen von Typsystemen, Grenzen von Bennenungs-
systemen, Eigenschaftsgrenzen, technische Grenzen. Auerdem werden Verwaltungs-Do-
mains und Sicherheits-Domains modelliert.
Modell fur das \cross boundary": ANSA modelliert die Uberquerung (crossing) der
Domain-Grenzen (boundaries) je nach Klasse der Domain-Grenze und den Objekten die
den Trading-Dienst gestalten. Das Bereitstellen von Diensten uber die Grenzen hinweg,
erfordet, da die beiden Trading-Modelle beider Seiten miteinander verbunden sind.
Auerdem ist es erforderlich, da die Tradingskontexte (TCtxt) ebenfalls miteinander
verbunden sind, und da das Type Conformance Service (TyCS) der einen Seite das
Type Description Service (TyDS) der anderen Seite aufruft.
Ein Verbindungszenario auf der Basis des ANSAs Computational Models fur die Grenz-








Domain  BDomain  A
TCtxt = Trading Context
TyCS = Type Conformance Service
TyDS = Type Description Service
Abbildung13. Modell zur Grenzuberquerung
Die Abbildung 7 erlautert, da das Bereitstellen eines Trading-Dienstes uber Domain-
Grenzen hinweg, zwei Aufrufe erfordert: Einen Aufruf fur einen Trading-Kontext und
eine Anforderung fur eine Typenbeschreibung.
In einer ANSA-Strategie wird beispielweise das Uberschreiten der Grenzen von Typensy-
stemen (type system boundaries) naher erlautert. Bei der Uberquerung dieser Grenzen
mu man mit den folgenden Unterschieden von heterogenen Typensystemen zurecht
kommen:
1. Die verwendete Sprache zur Schnittstellenbeschreibung
2. Die Datendarstellung
3. Die Feststellung der Konformitat zwischen Schnittstellen
4. Die Vereinbarung des Schnittstellentyps der Anwendungen, die Domaingrenzen uber-
queren.
Die Strategie zu 1., d.h. die Ubersetzung von IDLs konnte folgendermaen aussehen:
man kann zwei Schnittstellenbeschreibungsprachen (IDL) von verschiedenen Domains
verbinden, in dem man einen Interceptor zwischen den TyDS der einen Seite und TyCS
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der anderen Seite einsetzt. Dabei erzielt man die Ubersetzung der Schnittstellenbeschrei-
bungen der einen auf die andere Sprache.
Information Viewpoint in ANSA: Der Zugri auf Dienste ist durch ihre Schnittstel-
lenreferenzen gegeben. Diese Referenzen sind Namen. Die Zusammenarbeit hangt eben
sowohl von der Bezeichnung der Objekte als auch vom Informationsu zwischen den
Umgebungen ab. Von besonderer Bedeutung fur die Bereitstellung des Tradingdienstes
sind:




{ Grenzen des Benennungssystems
Das ANSA-Benennungsmodell enthalt eine Beschreibung der verwendeten Benennungsy-
steme, darunter, das Invokations-Benennungsystem, das Attribut-Benennungsystem und
das Typ-Benennungsystem. Es gibt mehrere Unterschiede bei der Benennung, z.B: un-
terschiedliche Domains oder verschiedene Benennungskonventionen.
Man kann das \cross boundary" Problem aus der Perspektive des Benennungsystems be-
trachten, so kann eine Verbindung zwischen unterschiedlichen Typensystemen wie eine
Verbindung zwischen Typbenennungsystemen behandelt werden. Die Unterschiede konn-
ten durch die Verwendung von \Brucken" transparent uberwunden werden. Es muten
Konventionen zur Namensgestaltung in zwei Aspekten eingefuhrt werden: a) die verwen-
dete Syntax zur Formulierung der Namen und b) die assoziierte Semantik.
Ein exibler Trading-Mechanismus (Coercion): Viele der Dienste stehen, was die
Typen betrit, eng miteinander in Beziehung, dabei unterscheiden sich jedoch die Dienst-
qualitaten (Quality of Service, QoS). Um diese Dienste eektiver handhaben zu konnen,
werden einige Mechanismen benotigt, die eine hohere Flexibilitat beim Trading ermogli-
chen. Einige davon sind:
{ Ausnutzung der Signaturen
{ Verwendung von Untertypen
{ Verwendung von Namen
{ Ausnutzung der QoS
{ Zwang (coercion)
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Dienstanpassung an die Klientanforderung:
Mechanismen wie Polymorphie, Ausnutzung der Signaturen und QoS sind notwendig
fur eine exible Trading-Umgebung. Ein Klient kann sowohl Operationen, Attribute als
auch Intervalle auswahlen, innerhalb deren die bestimmten QoS liegen mussen. Es gibt
aber noch Probleme bei denen diese Mechanismen nicht ausreichen, z.B.: Es gibt Work-
stations mit verschiedene Audiokapazitaten: Einige haben HIFI Qualitat und andere nur
Telefonqualitat. [MB92].
Um mit diesen Problemen zurechtzukommen, kann man Coercion anwenden. Coercion
stammt aus dem Bereich der Typentheorie. Die Idee ist wie folgt: Ein Dienst kann leicht
abgewandelt werden, so da er nun als erweiterter Dienst benutzt werden kann. Zwei
Arten von Coercion werden identiziert:
{ Typcoercion: durch die Verwendung einer geeigneten Transformation wird ein Typ
in einen anderen Typ umgewandelt, z.B.: Eine real Zahl kann unter Verlust von Infor-
mation auf eine Integerzahl abgebildet werden. Ein anderes Beispiel ist die Abbildung
von Text auf Stimme.
{ Quality of Service (attribute) coercion: Dieser Coercionmechanismus wird zum
Wechsel der Objektdienstqualitat angewendet. z.B.: Ein Quality of Service Coer-
cion konnte ein farbiges Bild auf ein Schwarz-Wei Bild abbilden oder eine HIFI-
Audioquelle in ein Signal mit Telefonqualitat umwandeln. Bei dieser Coercion wech-
selt der Typ des Dienstes nicht (die Typensignatur bleibt dieselbe).
Ein exibler Trader, welcher Coercion verwendet, konnte Untertyprelationen sowie At-
tribute und Typencoercion benutzen, um einen benutzerpassenden Dienst zu gestalten.
Fazit: Bei der Benutzung dieser exiblen Mechanismen wird es moglich sein, den Trader
in folgenden Formen ansprechen zu konnen:
1. Ausdrucklich fur den Dienst
2. Durch die Verwendung von Untertypen
3. Trading mit Hilfe von Signaturen (Operationen)
4. Trading mit Hilfe von erweiterten Signaturen (bei Operationen und Attributen)
5. Trading mit Hilfe von erweiterten Signaturen und Attributwerten
6. Trading mit Hilfe von erweiterten Signaturen, Attributwerten und Wertintervallen
7. Verwendung der Attribute-Coercion
8. Verwendung der Quality of Service-Coercion
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Die Methoden (1) und (2) haben eine verbreitete Anwendung in ANSA. Methode (3) bis
(8) sind Teile des sogenannten \Procustean1 Trading", welche eine exiblere Typenbe-
handlung ermoglicht.[MB92]
Wie diese Mechanismen in der ANSA Architektur integriert sind (oder werden) ist in












Abbildung14. Coercion in ANSA
Der neue prokustisches Trader wird als Dienst beim ANSA-Trader registriert. Die
Schnittstellen des prokustischen Traders sind ahnlich wie die von einfachen Tradern
des ANSA-Modelles. Sie unterscheiden sich nur durch:
PrCoerce - Coercion management (Coercionverwaltung) ist verantwortlich fur die Ab-
sicherung der Dienste, die auerhalb der Klientanforderung fallen und umgeformt
werden, um sie an die Klientanforderungen anzupassen.
Prtype - multimedia type management (Verwaltung der Multimediatypen) wendet die
Untertypinformationen an, um diejenigen Dienste zu nden, welche ausreichende
Funktionalitaten bereitstellen.
5 ANSA vs ODP
Ein Uberblick der Gemeinsamkeiten und Unterschiede der beiden Modelle sind in der
Abbildung 9 zusammengefat:
Der Vergleich wurde auf der Basis des Viewpoints (genauer Enterprise, Computational
und Information Viewpoints) durchgefuhrt, und aufgrund derjenige relevanten Aspekten
bei denen sich die beiden Modellen sie ausgedehnt haben (Strategien fur die Grenzuber-
querung, exibler Trading-Mechanismus). Die Bennenung als Aspekt der Information
Viewpoints und die Vertrage als Aspekt der Computational Viewpoint sind jeweils Aus-
weitungen von ANSA und ODP.
Klassikationschema: Beide Modelle klassizieren die Diensangebote in Kontexte.
1 geht auf den Procusteus, aus der griechischen Mythologie zuruck. Seine Gaste, die bei ihm ubernach-
teten, muten ins Bett passen. Diejenigen Gaste, die fur das Bett zu gro waren, wurden auf die
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Abbildung15. Vergleich von ANSA und ODP
Organisatorische Strukturen: Es gibt zwei Formen: eine hierarschische und eine foderative
(dezentrale Zusammenarbeit) Bei der hierarchische Struktur, sind die Kontexte hierar-
chisch strukturiert (Baum). Die Contexte sind auf eine Organisationseinheit zugeordnet.
Die Verbindungen zwischen Kontexten spiegeln die Relationen unter Organisationsein-
heiten wieder.
Enterprise Viewpoint: Beide Modelle haben dieselbe Enterprise-Denition, namlich, die
Trading-Objekte (Trader, Importeur, Exporteur) und dieselbe Grundregeln der Fodera-
tion.
Information Viewpoint: Beide Modelle haben folgende parallele Informationsstruktur:
Trading-Graph, Link (oder Referenz in ANSA). Die Strategien fur die Grenzuberquerung
und Suche entsprechen den Scopebeschrankungen. Dabei ist ANSA noch weit bei der
Spezikation bestimmter Grenzklassen und jeweiliger Uberquerungsmodelle.
Beide Modelle verwenden den relativen Namenspfad der Kontexte, um auf diese zuzu-
greifen. Jedoch hat ANSA eine konkrete Beschreibung einiger Bennenungsysteme fur
Dienstobjekte zur Unterstutzung der Uberquerungstrategien.
Computational Viewpoint: wie wir in den Szenarien der einfachen Trader gesehen haben,
ist grundsatzlich das Verhalten der Trader ahnlich: Beide Modelle rufen 3 Operationen
auf, fur die Uberprufung der Dienstypen, mit Hilfe der Kontexte. Jedoch ist bei der
Szenarien der Zusammenarbeit von ODP-Tradern bemerkbar: Die Verwendung eines
Traders als Schnittstelle fur die Organisationseinheit, die ein 'logischer' Trader darstellt
und die einseitige Richtung der aueren Links (Verbindungen) dieser logischen Trader,
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was nicht im ANSA-Modell gefunden wurde.
Eine Beschreibung der Gestaltung der Vertrage ist in der ODP-Literatur vorhanden,
wobei bei ANSA nur kurz ihre Notwendigkeit erkannt wird, um die Aktivitat in der
Enterprise Viewpoint zu regeln.
Schlielich wurde bei ANSA die Coercion als exibler Mechanismus fur die Bereitstellung
von Diensten (eigentlich ursprunglich fur Multimedia Dienste) uber Domain-Grenzen
hinweg eingefuhrt, was noch nicht im ODP-Draft behandelt wurde.
6 Zusammenfassung
In dieser Ausarbeitung liegt die Einfuhrung der Modelle zur Zusammenarbeit zwei-
er Standardisierungsinitiativen (ANSA und ODP) vor, mit ihren jeweiligen einfachen
Computational Viewpoints, die als Grundlage der Untersuchung der Zusammenarbeit
zwischen Tradern dienen. Es wurden einige Grundkonzepte eingefuhrt und die beiden
Modelle wurden auch durch die Viewpoints zur Beschreibung verteilter Systeme vergli-
chen. Zu einem gibt es uberwiegende Gemeinsamkeiten zwischen beiden Modelle, und
zum anderen, wie weit ANSA im Bereich der Implementierung von Dienstvermittlung,






Dieses Kapitel beschreibt die Steuerung von verteilten Transaktionen durch Transaktions-
Verwaltungs-Monitore.
An Hand eines einfuhrenden Beispiels wird eine typische Arbeitsumgebung fur einen TP-
Monitor beschrieben und die Idee eines TP-Monitors motiviert. Es werden dann Grundlagen fur
das Verstandis eines TP-Monitors erlautert: Zuerst werden ACID-Transaktionen beschrieben.
Es wird die Transaktionsverwaltung von ACID-Transaktionen im lokalen Fall erlautert und
dann auf den Fall der verteilten Transaktion, bei dem TP-Monitore benotigt werden, erweitert.
Anschliesend werden Aufgaben und Einsatzgebiete des TP-Monitors erklart und gezeigt wie
der Flu von Transaktionen durch einen TP-Monitor verwaltet wird und welche Komponenten
er dazu benotigt. Es gibt verschiedene grundsatzliche Ansatze einen TP-Monitor zu realisieren.
Auf diese Moglichkeiten wird kurz eingegangen und ihre Vor- und Nachteile beschrieben. Im
letzten Kapitel werden existierende Standards und Systeme von Herstellern kurz beschrieben.
1 Einfuhrung
Die ersten Transaktionen wurden vor allem bei Datenbank-Abfragen genutzt. Sie sind
dafur zustandig Daten von einem Datentrager in den Hauptspeicher zu kopieren und u.U.
nach dem Andern wieder zuruckzuschreiben. Uber die Zeit entstand die Forderung nach
Konsistenz, mehrere Transaktionen sollten sich nicht gegenseitig behindern, eine abge-
schossene Transaktion soll nicht wieder (aus Versehen) geloscht werden konnen. Diese
Probleme wurden fur Rechner mit lokalen Datenbanken gelost. Computer entwickelten
sich weiter, Computernetzwerke entstanden, doch die Forderungen blieben die gleichen.
Wenn Daten uber ein Netzwerk gelesen oder geschrieben werden, so sind die gleichen
Bedingungen gefordert wie auch bei Transaktionen in einer monolitischen Datenbank.
Gleichzeitig wurden die Programme komplexer und es war nicht nur eine Transaktion
auszufuhren, sondern mehrere, auf verschiedenen Rechnern und auf verschiedenen Platt-
formen, z.B. einer Datenbank, einer gewohnlichen Datei, einem Bildschirm, o.a. Diese
Transaktionen sollen parallel und im Wechselspiel untereinander ablaufen. Es entstand
der Wunsch nicht nur eine einzelne Transaktion mit den sogenannten ACID-Bedingungen
zu versehen, sondern eine Gruppe von Transaktionen. Um all diese Forderungen zu er-
fullen wurden Transaktions-Verwaltungs-Monitore (Transaction Proccessing Monitors,
TP-Monitore) geschaen.
Im nachsten Kapitel wird ein Szenario aufgebaut, in dem ein TP-Monitor Einsatz kom-
men kann. Im Kapitel `Grundlagen' werden zunachst ACID-Funktionen erklart, dann auf
Transaktionsverwaltungen im lokalen und im verteilten Fall eingegangen und dann auf
den Dienst der Datenubermittlung und speziell des Remote Procedure Calls eingegan-
gen. Das folgende Kapitel beschreibt die Einsatzumgebung eines TP-Monitors und seine
Aufgaben. Es wird der Kontrollu einer Transaktion durch einen TP-Monitor erlautert
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und die einzelnen Komponenten beschrieben. Zum Schlu des Kapitels wird auf ver-
schiedene Architekturen von Transaktionsverwaltungen eingegangen. Das nun folgende
Kapitel beschaftigt sich mit Standards und beschreibt `X/Open' genauer.
2 Einfuhrendes Szenario
TP-Monitore arbeiten mit verteilten Transaktionen, die sich aus einzelnen lokalen Trans-
aktionen zusammensetzen, die u.U. voneinander abhangen.
Als Beispiel sei hier ein groer Handelsmarkt gegeben, der zwei Lagerverwaltungen be-
sitzt. In der ersten Lagerhalle werden alle Artikel gelagert, die in Stuck gerechnet werden,
in der zweiten Halle alle die Artikel in in Gewicht gemessen werden. Da es sich bei Stuck-
zahlen um diskrete, bei Gewichten um kontinuierliche Werte handelt, werden hierfur zwei
vollig verschiedene Datenbanken benutzt, um die Lager zu verwalten. Man nehme nun
an, ein Kunde, Mitarbeiter einer Firma A, mochte einen Blumentopf aus Lager 1 und
10kg Gartenerde aus Lager 2. Die Kosten sollen von dem Kundenkonto seiner Firma bei
diesem Handelsmarkt abgebucht werden.
Im normalen, `handgesteuerten' Betrieb, wird nun als erstes der Mitarbeiter uberprufen
ob sich genugend Geld auf dem Konto bendet. Dazu werden die Preise fur die beiden
Artikel in der jeweiligen Datenbank nachgeschlagen, addiert und mit dem Kundenkonto
in einer dritten Datenbank verglichen. Danach wird der Blumentopf aus der Lagerver-
waltung abgezogen, dann die Gartenerde aus der zweiten Lagerverwaltung, dann wird
der Betrag vom Konto abgebucht.
Wenn all diese Schritte keine Probleme machen und nicht verzahnt mit weiteren Zugrien
auf die Datenbanken ablaufen, so ist in dieser verteilten Transaktion kein groes Problem
zu sehen. Sollte jedoch z.B. die Gartenerde ausgegangen sein, so mu der Blumentopf wie-
der in die erste Lagerverwaltung zuruckgeschrieben werden. Hier kann es passieren, da
z.B. der letzte Blumentopf aus dem Lager geholt wurde und ein Lagerarbeiter beschliet,
diesen Topf nachzubestellen. Er merkt nun nicht mehr, da die Buchung ruckgangig ge-
macht wurde. Es wird in diesem Falle zu einer Uberbelegung der Regalplatze kommen.
Wenn ein weiterer Mitarbeiter der Firma A zum gleichen Zeitpunkt an einem anderen
Schalter einkauft, so konnte es passieren, da bei beiden die Kontouberprufung positiv
ausfallt, einer von beiden am Ende der Transaktion aber nicht mehr bezahlen kann, weil
der andere bereits das Konto geleert hat.
Um diesen gesamten Vorgang zu automatisieren und gegen oben beschriebene Ausfalle
zu sichern, setzt man TP-Monitore ein, die uberwachen, wie eine verteilte Transakti-
on abgearbeitet wird. Zusatzlich mu ein TP-Monitor mit Problemen umgehen konnen,
die mit einem Rechnerabsturz, Stromausfall, Softwarefehler, usw. zusammenhangen und




Es wird nun erklart, warum ACID-Transaktionen eingesetzt werden und was ACID-
Transaktionen sind. Danach wird auf Transaktionsverwaltungen eingegangen. Hier sind
zwei Falle zu unterscheiden. Die Transaktionsverwaltungen fur lokale Datenbasen und
Transaktionsverwaltungen fur verteilte Transaktionen. Es wird dann noch auf einen
Dienst zum Prozeduraufruf uber ein Netzwerk eingegangen.
3.1 ACID-Transaktionen
Ganz allgemein ist eine Transaktion ein informationsverarbeitender Proze, der fur
seine Wirkungen nach innen und auen Qualitatszusicherungen gibt. Beispiele hierfur
sind Flugbuchungen, Hotelreservierungen, Kassenverkehr. Es wird stillschweigend an-
genommen, da es sich bei Transaktionen immer um ACID-Transaktionen handelt. Diese
setzen die Qualitatszusicherungen konkret in vier Zusagen um: \Atomar", \Konsistent"
(Consitency), \Isolation" und \Dauerhaftigkeit". Eine atomare Transaktion garantiert,
da entweder alle Schritte ihrer Aufgabe ausgefuhrt werden oder uberhaupt keiner.
Wenn eine Transaktion verkundet, da Werte geschrieben wurden, dann kann man dies
als sicher annehmen, da eine Transaktion "nach auen" unteilbar (atomar) ist. Die
Isolationsbedingung sorgt dafur, da es zu keinen unerwunschten Seiteneekten beim
Schreiben oder Lesen von Daten kommt. Ist dies nicht der Fall, konnte es z.B. vorkom-
men, da eine Transaktion einen Wert ausliest, ihn verarbeitet und zuruckschreibt (z.B.
um 1 dekrementiert) und eine zweite Transaktion dies, um einen Zeittakt versetzt, eben-
falls tut. So lesen beide den alten Wert und uberschreiben sich gegenseitig. Das hatte
zur Folge, da eine falsche Zahl in der Datenbank steht, ohne da man eine von beiden
Transaktionen dafur direkt verantwortlich machen konnte. Die vierte Bedingung, die
Dauerhaftigkeit, stellt klar, da ein einmal geandertes Datum nicht durch ein Versehen,
Programm- oder Rechnerausfall wieder ruckgesetzt wird, obwohl die Transaktion den
Vorgang bereits bestatigt hat.
Die Konsistenz ist gegeben, wenn eine Transaktion eine konstistente Datenbasis wieder
in eine konsistente Datenbasis uberfuhrt. Fur einen Benutzer ist damit sicher, da er mit
Transaktionen kein (formelles) Chaos in seiner Datenbank erzeugt. Dies ist die einzige
der vier Bedingungen, die nicht (alleine) vom System garantiert werden kann. Denn
eine fehlerhaft programmierte Transaktion kann eine Datenbasis naturlich inkonsistent
werden lassen. Hier mu der Programmierer selber darauf achten, da die Schritte einer
Transaktion keine Fehler erzeugen.
Stillschweigend wird hier angenommen, da es sich bei ACID-Transaktionen um kur-
ze Aktionen handelt, die nicht langer als ein paar Sekunden oder Minuten dauern.
Sie verlagern alle Probleme der Datensicherung und des parallelen Zugris hinter eine
Transaktions-Schnittstelle. Ein Programmierer hat so die Gewissheit, auf Transaktio-
nen zuzugreifen, die ihm eine solide Plattform geben, um komplizierte Aufbauten zu
entwerfen. Weitere Informationen uber ACID-Transaktionen ndet man in [Loc95].
In unserem Beispiel bedeutet dies: keine weiteren Gedanken mehr an lokale Datenbasen.
Ist z.B. ein gewisser Geldbetrag von einem Konto-Datensatz abgebucht, so kann niemand
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anderes den selben Betrag nocheinmal abbuchen.
3.2 Transaktionsverwaltung
Um viele Transaktionen von verschiedenen Prozessen auf einer Datenbank gleichzeitig
abzuarbeiten, benotigt man eine Verwaltung, die dafur Sorge tragt, da alle Transak-
tionen in einer gewissen Ordnung ausgefuhrt werden, um zu vermeiden, da sie sich
gegenseitig behindern. Dabei ist es durchaus erwunscht, da Transaktionen parallel aus-
gefuhrt werden, um einen moglichst hohen Durchsatz zu erreichen. Des weiteren mussen
Transaktionen verhindert werden, die die Datenbasis inkonsistent werden lassen, sofern
das vom Transaktionsverwalter erkannt werden kann. Transaktionen, die "auf halbem
Wege" abgebrochen werden, mussen wieder zuruckgesetzt werden ohne Anderungen in
der Datenbasis hervorzurufen. Da sich Transaktionen von einem System zum nachsten
portieren lassen sollen, mu eine gewisse Hardware-Unabhangigkeit erzeugt werden. Die
Transaktions-Schnittstelle mu die hardware-spezischen Darstellung und Lagerung der
Daten verdecken.
Um all diesen Aufgaben gerecht zu werden, besteht eine Transaktionsverwaltung aus
einer Transaktions-Schnittstelle (Transaktion-Manager), einem Scheduler um den Ablauf
der verschiedenen Transaktionen konsistenz zu halten und einem Daten-Manager, der
Anfragen fur die entsprechende Hardware aufbereitet (siehe Abbildung 16).
Transaktionen kommen normalerweise nicht als Ganzes beim Transaktions-Manager an,
sondern stuckchenweise. Z.B. wird zuerst gelesen, ob sich noch ein Blumentopf vorhanden
ist. Diese Information wird sofort benotigt, also kann der Transaktions-Mangager nicht
warten bis die komplette Transaktion eingelaufen ist, sondern er mu diesen Lese-Befehl
weiter an den Scheduler geben. Dieser pruft die Anfrage. Je nach verwendetem Schema
(Sperrenverfahren, Zeitstempel, Ein- oder Mehrversionshistorien, usw.) wird nun diese
Anfrage moglichst schnell bearbeitet und an den Datenbank-Manager weitergegeben. Ist
dem Scheduler dies nicht moglich, so mu er sie entweder in eine Warteschlange einreihen
oder ganz zuruckweisen. In diesem Falle mu der Transaktions-Manager wiederum den
Abbruch der Transaktion nach auen weitergeben, wahrend der Datenbank-Manager be-
reits geanderte Daten wegen der Atomizitat einer Transaktion wieder zurucksetzen mu.
Tritt also ein Fehler bei einer Transaktion auf, so mu die Transaktions-Verwaltung
zusatzlich dafur sorgen, da ein sogenanntes Fehler-Recovery (-Wiederanlaufen) einge-
leitet wird.
Eine Transaktion bestatigt an ihrem Ende die erfolgreiche Durchfuhrung mit einem
`Commit'. Tritt wahrend der Transaktion ein Fehler auf, so wird die Transaktion mit
einem `Abort' abgebrochen. Das Fehler-Recovery hat hier die Aufgabe, die neuen Wer-
te zu loschen. Je nach Art des Daten-Managers mussen diese Werte aus einem Puer
geloscht werden oder die alten Werte wieder in eine Datei zuruckgeschrieben werden.
3.3 Transaktionsverwaltung in verteilten Systemen
Transaktionsverwaltungen in verteilten Systemen unterscheiden sich von der Komple-


















Abbildung16. Innere Struktur der Transaktions-Verwaltung
kann nun von irgendeinem Client im Netz abgesetzt werden. Die Transaktionsverwaltung
selbst mu nun entscheiden, welchem Server sie die Transaktion ubergibt. Dazu mu sie
die Informationen uber alle verfugbaren Server halten, sie mu das Format der Anfrage
dem jeweiligen Server anpassen, sie mu ein Rucksetzen einer verteilten Transaktion an
alle lokal beteiligten Ressourcen melden und dafur Sorge tragen, da keine der lokalen
Datenbanken (allgemeiner: Ressourcen) in einen inkonsistenten Zustand gerat, wenn die
verteilte Transaktion wieder zuruckgesetzt wird. Eine solch komplexe Transaktionsver-
waltung nennt man einen Transaktions-Monitor.
Das Fehler-Recovery im verteilten Fall ist komplizierter als im lokalen Fall. Das 2-Phasen-
Commit-Protokoll (2PC) ist eine Moglichkeit, eine Transaktion uber ein Netzwerk zu
beenden. Beim 2-Phasen-Commit-Protokoll senden im Normalfall alle beteiligten Trans-
aktionen ein `Ready to Commit'. Wenn sie alle eingetroen sind, sendet der Transaktion-
Manager ein `Commit' an alle Transaktionen. Sollte jedoch eine einzige Transaktion ein
`Abort' senden, so geht sofort an alle anderen Beteiligten ein `Abort' und die Transakti-
on wird abgebrochen. Ein `Abort' wird nichtmehr bestatigt. (Es gibt im 2PC-Protokoll
die Moglichkeit der Blockierung, die durch ein 3-Phasen-Commit umgangen wird, wenn
Netzpartitionen ausgeschlossen werden konnen. Darauf wird hier jedoch nicht naher ein-
gegangen (siehe [Loc95])).
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3.4 Dienst zur Datenubermittlung
Damit eine lokale Transaktion auf einem entfernten Server uber das Netz ausgefuhrt
werden kann, mu der Server von seiner Netzsoftware uber diesen Wunsch informiert
werden. Am Ende dieser Transaktion wird das Ergebnis vom Server an den Anfragenden
(Client) zuruckgeschickt.
Damit dieser Dienst nicht fur jedes Netzwerk komplett neu programmiert werden mu,
bietet fast jedes Betriebssystem fur das Ausfuhren von Programmen bzw. Routinen uber
das Netz einen netzunabhangigen Dienst an.
Es kommt auf die Art des Netzwerkes und auf die Software an, wie dieses Verfahren ge-
nau aussieht. So kann ein Netzwerkdienst verbindungsorientiert arbeiten und eine direkte
Verbindung vom Server zum Client halten oder es kann sich um einen paketvermittel-
ten Dienst handeln, bei dem Datenpakete vom Client bis zum Zielrechner durchgereicht
werden. Es gibt hier sehr viele unterschiedliche Spielarten mit den verschiedensten Netz-
werken. Das ISO/OSI-Referenzmodell bietet auf der Anwendungsschicht den Dienst Re-
mote Procedure Call (RPC) an. Seine Aufgabe ist es, eine angegebene Routine auf dem
angegebenen Server zu starten. Der Aufruf eines RPCs erfolgt in einem einheitlichen For-
mat, was die Programme netzunabhangig macht und leichter portieren lat. Durch das
ISO/OSI-Schichten-Modell konnen kleinere Fehler und kurzfristige Ausfalle des Netzwer-
kes von den unteren Schichten abgefangen werden. Wahrend des RPC-Aufrufs wartet der
Client auf die Antwort des Servers (siehe [LKK93]).
Ein RPC ist ein Basisdienst zur Arbeit mit Netzwerken. Er kann nicht nur von Transak-
tionen genutzt werden, sondern z.B. auch von verteilten Anwendungen oder von anderen
Programmen zum Datenaustausch bzw. zum Aufruf von Subroutinen auf fremden Rech-
nern.
Was die Grundversion des RPCs nicht kann, ist das Aussuchen eines beliebigen Servers,
auf dem die geforderte Subroutine ablaufen soll. Im nichttolerierbaren Fehlerfalle bricht
ein RPC die Verbindung einfach ab, ohne sich darum zu kummern was diese Routine auf
dem gestarteten Server angerichtet hat. Des weiteren speichert ein Remote Procedure
Call keine Kontexte ab; ist die gleiche Arbeitsumgebung bei mehreren RPCs erwunscht,
mu der Client fur den entsprechend gleichen Rahmen selber sorgen. Das heit z.B. bei
Zugrien auf eine bestimmte Datei, da diese Datei jedes mal mitangegeben werden mu
und nicht auf fruhere Daten zuruckgegrien werden kann.
Es gibt mehrere RPC-Varianten und Erweiterungen, die auf der Grundversion dieses
RPCs aufsetzen. Weiter unten wird noch genauer der Transactional RPC besprochen
(siehe Kapitel 3.6) und das Produkt TxRPC (siehe Kapitel 4.1) beschrieben. Diese Er-
weiterungen eignen sich fur verteilte Transaktionen.
Der Vorteil eines RPCs ist die groe Verbreitung und Akzeptanz in vielen verschieden-
artigen Netzwerken. So bietet dies einen robusten Dienst an, auf die der Programmierer
wiederum komplexere Strukturen und Aufrufe aufbauen kann.
Der lokale Rechner am Schalter des Verkaufs in unserem Beispiel konnte an die loka-
len Datenbanken fur Lager 1, Lager 2 und Kundendaten einen RPC absenden, um die
gewunschten Werte auszulesen.
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In den folgenden Unterkapiteln werden die Einsatzgebiete und Aufgaben eines TP-
Monitors beschrieben. Dann wird auf die einzelnen Komponenten eines TP-Monitors
eingegangen, die die Verwaltung und Durchfuhrung von Transaktionen unterstutzen. Es
wird gezeigt, welchen Weg eine Transaktion durch einen TP-Monitor nimmt. Zum Schlu
wird beschrieben, wie sich eine verteilte Transaktionsverwaltung auf Prozesse abbilden
lat und welche Variante welche Vor- und Nachteile hat.
3.5 Aufgaben und Einsatzgebiete
Fur unser Beispiel sieht die komplette verteilte Transaktion grob vereinfacht wie in Bild
17 aus. Das markierte Gebiet liegt innerhalb der Reichweite des TP-Monitors und garan-
tiert als Ganzes die ACID-Eigenschaften. Die lokalen Transaktionen selber laufen bereits
in einer ACID-Umgebung wahrend die globalen Bedingungen vom TP-Monitor geschaf-
fen werden mussen. Es eignen sich nicht alle lokalen Transaktions-Verwaltungen zur
Zusammenarbeit mit einem Transaktions-Monitor. Insbesondere gibt es Transaktions-















Abbildung17. Ausdehnung einer verteilten Transaktion
Ein TP-Monitor soll dem Programmierer einer Anwendung eine Schnittstelle anbieten,
die ihm die Moglichkeit gibt, hardware- und netzartunabhangig zu programmieren. Er
mu also nicht mehr berucksichtigen, da sich ein gewunschter Dienst nicht mehr auf dem
lokalen Rechner ndet sondern in einem angeschlossenen Netzknoten. Der Diensteanbie-
ter hingegen kann von einem einheitlichen Aufruf durch den TP-Monitor ausgehen, und
mu nicht auf Spezialaufrufe verschiedener Applikationen Rucksicht nehmen. Diesen Vor-
teil kann auch der Programmierer nutzen; er hat eine vorgegebene Spezikation fur alle
Serveraufrufe uber den TP-Monitor.
Zudem kann ein Programm nicht nur einen einzigen Serveraufruf mit Hilfe des TP-
Monitors absetzen, sondern eine Liste aller gewunschten Transaktionen, die dann alle
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zusammen die ACID-Bedingungen erfullen. Es ist damit moglich z.B. die Abfrage einer
Datenbank und das Ausgeben der Ergebnisse auf dem Bildschirm als eine \virtuelle"
Transaktion ablaufen zu lassen.
Der TP-Monitor verwaltet aus diesem Grunde nicht nur einzelne Server, sondern ein-
zelne Serverklassen. Jede Serverklasse bietet einen bestimmten Dienst an. Ein Server ist
Element einer Klasse, wenn er den fur diese Klasse denierten Dienst anbietet. Da es nun
egal ist, welcher dieser Server aufgerufen wird, kann der TP-Monitor die gesamte Netz-
last und die Lasten der einzelnen Rechner beachten und je nach Belastung auf anderer
Server der gleichen Klasse ausweichen. In unserem Beispiel konnte es sein, da mehrere
Rechner existieren, die Produktbeschreibungen in einer Datenbank gespeichert hatten.
Nun kann der TP-Monitor den Server aus einer Liste heraussuchen, die den Dienst \Pro-
duktbeschreibung" anbietet. Es kann sich hierbei um denjenigen Server handeln, der als
Kriterium die kurzeste Antwortzeit hat oder der die geringste Netzlast erzeugt oder
irgend ein anderes Kriterium erfullt. Das Kriterium kann entweder beim Aufruf mit-
gegeben werden oder der TP-Monitor versucht automatisch nach eigener Strategie zu
optimieren.
Unter einem Server wurde hier stillschweigend ein Diensteanbieter in Form einer Appli-
kation angenommen. Da ein Server immer als Applikation auf einem Rechner gestartet
wird, mu davor Betriebsmittel (Ressourcen) wie Speicherplatz, CPU-Leistung, u.a. re-
serviert werden. Da ein Server u.U. weitere Server benotigt um die gewunschte Funktion
zu bearbeiten, werden auch Server selbst als Ressourcen bezeichnet. Um eine Trans-
aktion ausfuhren zu konnen, werden von einem TP-Monitor verschiedene Ressourcen
belegt. Dabei kann es sich im einzelnen um Speicherplatz (Adreraum), Applikationen,
Datenbanken, Dateien, Bildschirme (bzw. Fenster), Rechenleistung, uva. handeln.
An Ressourcen, die mit einem TP-Monitor zusammenarbeiten sollen, werden Bedingun-
gen gestellt: Sie mussen in der Lage sein, alle Anderungen, die eine verteilte Transaktion
hervorruft, wieder ruckgangig zu machen (oder wenigstens in geeigneter Weise zu kom-
pensieren), falls die Transaktion abgebrochen wird. Dabei kann die Ressource Hilfe vom
Transaktions-Manager anfordern. Er mu auch eine Liste von Ressourcen anlegen, die bei
einer Transaktion benutzt werden, um bei einem `Abort' oder `Commit' alle Ressourcen
uber das Ende der Transaktion verstandigen zu konnen.
Da Ressourcen u.U. auch mehrfach gleichzeitig genutzt werden konnen, mussen entweder
die Ressourcen selber oder aber der Log-Manager den Kontext einer jeden Transaktion
zwischenspeichern um bei nochmaligem Aufruf von einer Transaktion nicht mit dem
falschen Kontext zu arbeiten. Unter Kontext ist hier alles zu verstehen, was in irgendeiner
Weise von der Transaktion betroen sein konnte. Nehmen wir an, es handelt sich um
einen technische Anlage, die verschiedene Produkte gleichzeitig bearbeiten kann. Dann
mu sie beim Aufruf einer Transaktion immer daruber informiert sein, um welches der
Produkte es sich handelt.
3.6 Komponenten und Kontrollu
Wenn eine Anforderung an einen TP-Monitor gesendet wurde, dann mu der TP-Monitor
einen entsprechenden Server suchen, der diesen Aufruf ausfuhrt. Dazu mu zuerst ge-
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pruft werden, ob der Aufrufer berechtigt ist, diese Serverklasse zu benutzen. Wenn diese
Prufung erfolgreich verlauft, wird ein Server belegt und das entsprechende Programm
aufgerufen. Danach wird dieses Programm abgearbeitet und das Ergebnis wieder an den
TP-Monitor zuruckgegeben. Dieser sendet dann eine Nachricht an den Anfordernden.
Was nun hier so einfach klingt, ist deshalb komplizierter, weil die ACID-Bedingungen
bei diesem ganzen Aufruf gelten sollen, weil auf mehreren Netzknoten mehrere Aufrufe
gleichzeitig stattnden konnen und weil eine Transaktion parallel auf mehreren Netz-
knoten gleichzeitig abgearbeitet wird. Um dies richtig zu koordinieren bedient sich der
TP-Monitor mehrerer Datenbanken in denen er speichert, welche Serverklasse wo Ver-
tretungen hat, welcher Benutzer wo Zugrisrechte hat und wohin eine Ruckmeldung
geschickt werden mu. Um ein `Commit' oder `Abort' einer Transaktion richtig aus-
zufuhren, mussen bei der Ausfuhrung der Recovery-Manager und der Log-Manager un-
terhalb der Applikation arbeiten.
Im Unterschied zum lokalen Fall kann es hier z.B. passieren, da ein Netzknoten ausfallt.
Transaktionen, die davon betroen sind, konnen nicht mehr fortgefuhrt werden, und
mussen abgebrochen werden. Da aber die lokale Transaktion auf dem vom Netz abge-
schnittenen Server weiterlauft, mu sie, sobald der Netzknoten wieder hochgefahren wird,
ebenfalls abgebrochen werden. Um ein verteiltes `Commit' zu versenden, mu man sicher
sein, da alle Knoten auch in der Lage sind, ein `Commit' zu empfangen. Es konnte sonst
passieren, da ein paar Server ein `Commit' erreicht (und damit die Transaktion dau-
erhaft festschreiben) und ein Knoten z.B. durch einen Fehler ein `Abort' zurucksendet.
Ein mogliches Protokoll fur dieses Verfahren ist das 2-Phasen-Commit-Protokoll (siehe
3.3).
Sollten verschiedene Server verschiedene Protokolle fahren (z.B. verschiedene, inkompa-
tible Time-Out-Verfahren), so kann es zu Inkonsistenzen kommen, die weder der TP-
Monitor noch der einzelne Server erkennen bzw. abfangen kann. Um dies zu Vermeiden,
mu vor der Transaktion vereinbart werden, welches einheitliche Protokoll verwendet
wird. Es hat sich hier das 2-Phasen-Commit-Protokoll durchgesetzt.
Die einzelnen Transaktionen werden mit einem Transaktional Remote Procedure Call
(TRPC) versandt. Dieser TRPC verwendet gewohnliche RPCs um seine Aufrufe an den
jeweiligen Server abzusenden. Wahrend ein RPC nur dafur sorgt, da eine Anfrage den
richtigen Server erreicht, speichert ein TRPC den Kontext zu einer Transaktion, um bei
einem zweiten Aufruf im gleichen Kontext weiterarbeiten zu konnen. Ein TRPC mu
dafur sorgen, da der Transaktions-Manager erfahrt, welche Ressourcen angesprochen
werden um diese bei einem Abschlu der globalen Transaktion (positiv oder negativ) zu
informieren. Zu alledem mu ein Transaktional RPC das ACID-Transaktionsprotokoll
unterstutzen. Im Falle eines Abbruchs mu ein TRPC eine lokale Transaktion wieder
zurucksetzen konnen (siehe auch [GR93], Kap. 5.4).
Der Kontrollu einer Transaktion durch einen TP-Monitor lat sich in Abbildung 18
verfolgen.
Die Prasentationsschicht dient dazu, alle Eingaben in ein Format zu wandeln, die vollig
netz- und aufrufer-unabhangig sind. Die Ausgaben werden entsprechend von einem in-


























Abbildung18. Kontrollu durch einen TP-Monitor
nur die Prasentationsschicht geandert werden. Der Aufruf wird auf seine Zulassigkeit fur
den Aufrufer gepruft. Ist er authorisiert, die verlangte Transaktion durchzufuhren wird
ein Server ausgewahlt, der die Aufgabe erfullen kann. Die Ausfuhrung ndet dann auf
einem gewahlten Server statt. Das Ergebnis wird durch die Prasentationsschicht zum
Aufrufer geschickt.

















Abbildung19. Ablauf einer verteilten Transaktion mit Hilfe eines TP-Monitors
Der TP-Monitor erhalt eine Anfrage und gibt sie an den entsprechenden Server weiter.
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Nach einer Intitialisierung beim Transaktions-Manager schickt dieser einen Update-
Befehl an eine Datenbank, diese wiederum meldet diese Anderung dem Log-Manager,
der die Kontrolle uber alle angesprochenen Ressourcen wahrend einer Transaktion
halt. Als zweites schickt der Server Daten an ein X-Windows-Fenster. In diesem Fall
scheint es nicht sinnvoll, Anderungen sofort auf dem Bildschirm anzuzeigen, da sie ja
u.U. wieder zuruckgesetzt werden konnten, wenn die Transaktion abgebrochen wird.
Die Daten mussen jetzt solange zuruckgehalten werden, bis sicher ist, da sie nicht
mehr zuruckgesetzt werden konnten. Als drittes sendet der Server ein `Commit' an
den Transaktions-Manager, der alle angesprochenen Ressourcen uber den erfolgreichen
Abschlu einer Transaktion informiert. Nachdem alle positive Ruckantwort erteilen,
wird im Log-Manager ebenfalls festgeschrieben, da die Transaktion beendet wurde.
Alle lokalen Teil-Transaktionen werden nun festgeschrieben. Erst danach schickt der
Transaktions-Manager eine Bestatigung an den TP-Monitor. Dieser gibt das Resultat
an den Anfragenden weiter.
Vom Zeitpunkt des Beginns bis zum Ende der Transaktion mu es moglich sein die
Transaktion ruckgangig zu machen. Da ein Server u.U. absturzen kann oder aus irgend
einem Grund nicht mehr ansprechbar sein kann, mu ein TP-Monitor (mit Hilfe der
Transaktions-Verwaltung) auch Transaktionen rucksetzen konnen, bei denen es keinen
Server mehr gibt. Ein TP-Monitor mu also von Anfang bis Ende uber den Stand einer
Transaktion informiert sein. Da fur die gesamte verteilte Transaktion gelten mu, da
sie atomar ist, durfen Anderungen auf Datenbanken, in Programmen, auf Bildschirmen
erst dann sichtbar gemacht werden, wenn die Transaktion nicht mehr abbruchgefahrdet
ist.
Wie wir gesehen haben, benotigt der TP-Monitor dazu weitere Komponenten und Ma-
nager. Da diese von manchen Betriebssystemen zur Verfugung gestellt werden und von
anderen nicht, gibt es nun eine Vielzahl von Realiserungsmoglichkeiten und eine Vielzahl
von tatsachlichen Realisierungen. Das folgende Kapitel geht auf verschiedene Implemen-
tierungsmoglichkeiten ein.
3.7 Realisierungsmoglichkeiten
Hier wird nun beschrieben, wie Transaktionsverwaltungen auf Prozesse abgebildet wer-
den konnen.
Eine Primitivlosung ist die folgende: Ein Terminal ruft seinen eigenen Server auf, auf dem
es exclusiv arbeiten kann und lat dort die gewunschte Applikation laden und ausfuhren.
Der Nachteil ist naturlich, da hier eine viel zu groe Menge von Ressourcen verschwendet
wird. Denn wird ein Terminal fur eine Zeit nicht benutzt, so wartet der Server ohne da
er sich sinnvollen Aufgaben annimmt (siehe Abbildung 20a). Andererseits hat hier ein
TP-Monitor praktisch keine Aufgaben und ist sehr leicht zu implementieren.
Um diese Ressourcen-Verschwendung zu beseitigen, wird pro Terminal ein Proze auf
einem Server gestartet (siehe Abbildung 20b). Von dort aus konnen dann Applikationen
gestartet werden, die wiederum auf Datenbanken zugreifen. Es laufen dann also bei 1000
Terminals 1000 Prozesse von denen viele die gleichen Programme verwenden, parallel
























Abbildung20. Verschiedene Realisierungsmoglichkeiten eines TP-Monitors
potentiell jedes verfugbare Programm starten, alle Programme konnen wiederum alle
Datenbanken onen. Es entsteht so ein viel zu groe Uberlast an Kontrollblocken fur
geonete Files, Applikationen und Prozesse. Da Prozesse sich eine geringe Anzahl von
Prozessoren teilen mussen (in den meisten Computern genau einen), wird jeder einzelne
Proze sehr langsam, da mit einem Prozewechsel auch die gesamte Umgebung eines
Prozesses ausgelagert werden mu. Zudem kommt eine u.U. ungerechte Verteilung der
Rechnerverteilung. Es kann sein, da 500 Terminals an einem Rechner sehr beschaftigt
sind, wahrend an einem anderen Rechner Totzeiten entstehen, weil er nicht benutzt
wird. Zudem benotigt in Terminal uberhaupt keinen ganzen Proze fur sich, denn eine
transaktionsorientierte Anwendung mu keine Dateien anlegen, Programme compilieren
oder eine eigene Shell unterhalten.
Aus diesen Uberlegungen heraus ergibt sich die Idee `1000 Terminals, 1 Proze' (siehe
Abbildung 20c). Hier lauft nun ein einziger Proze, der alle Terminals verwaltet. Er steu-
ert die Ein- und Ausgabe an die verschiedenen Applikationen (die alle in diesem Proze
laufen). Aus der Sicht eines TP-Monitors wird die Aufgabe damit sehr einfach. Der TP-
Monitor kann eine Anfrage auswerten und sie nach eigenen Kriterien weiterverarbeiten
ohne da Seiteneekte auftreten, die von ihm abgefangen werden muten. Fast alle oben
genannten Nachteile sind hiermit ausgeschaltet, das Problem ist jetzt jedoch ein anderes:
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Wenn 1000 Terminals gleichzeitig Auftrage eingeben oder grossere Ausgaben erwarten,
wird dieser eine Proze in Schwierigkeiten kommen, seinen Anforderungen an Zeitlimits
Folge zu leisten. Bei solch groen Anforderungen an die Bearbeitungszeit hat ein TP-
Monitor keine Zeit komplexe Uberlegungen zur Ausfuhrung verschiedener Anfragen auf
verschiedenen Rechnern zu machen. Da ein Proze nur auf einer CPU zur selben Zeit
ausgefuhrt werden kann, werden alle moglichen Vorteile der Parallelverarbeitung zunich-
te gemacht. Sturzt nur eine einzige dieser vielen Applikationen ab, so fallt die gesamte
Terminalverwaltung aus.
Die oben genannten Probleme wiederum lassen sich durch einen Teilung des einen Prozes-
ses in viele Applikations-Prozesse und in einen Kommunikations-Proze entscharfen. Der
Kommunikationsproze, dessen Aufgabe der TP-Monitor ubernimmt, mu die Anfragen
der Terminals auf verschiedene Applikationen verteilen. Dabei kann der Proze entschei-
den, welchem Programm er welche Aufgabe zuteilt, um eine gleichmaige Belastung zu
sichern (siehe Abbildung 20d).
Ein einzelner Kommunikationsproze ist ein Flaschenhals. Hier mussen alle Daten von
den Terminals auf die Applikationsprozesse verteilt werden. So ware es besser, fur viele
Terminals ein paar Kommunikations-Prozesse zu onen, die dann wiederum auf verschie-
dene Applikationen zugreifen konnen (siehe Abbildung 20e). Dieser komplizierte Fall,
bei dem mehrere Kommunikationsprozesse auf mehrere Applikationsprozesse zugreifen
konnen, die wiederum mehrere Dateien/Datenbasen onen, benotigt den komplexesten
TP-Monitor. Er hat die Aufgabe, die Verteilung der einzelnen Clients (Terminals) auf
verschiedene Server (Applikationen) zu uberwachen. Diese Technik ist machtiger als ein
gewohnlicher Subroutine-Aufruf, da Server in ihrer eigenen Umgebung und mit eigenen
Tasks laufen. Gleichzeitig mu der TP-Monitor den Uberblick aller existierender Ser-
verklassen und deren Elemente behalten und auswahlen, welche der Server als nachstes
angesprochen werden durfen, um eine gleichmaige Last auf dem ganzen Netz zu erzeu-
gen.
Nach einem Crash ist der TP-Monitor in allen Fallen fur das Wiederherstellen der Ver-
bindungen und Kontexte zustandig. Unfertige Transaktionen mussen entweder zu Ende
gefuhrt oder abgebrochen werden. (Im besten Fall geschieht dies alles transparent fur
einen Benutzer, der dann nur eine Verzogerung spurt, bis alle Systeme wieder auf dem
Stand der Dinge sind.)
4 Standards
Wie oben beschrieben, gibt es viele verschiedene Moglichkeiten, einen TP-Monitor in
ganz verschiedenen Umgebungen zu realisieren. Dazu kommt noch, da manche Be-
triebssysteme Dienste anbieten, die von anderen nicht bereitgestellt werden. Grundsatz-
lich erwarten alle existierenden TP-Monitore, da sie auf einem RPC aufsetzen konnen.
Manche Systeme bieten ein Threading oder Lightwight-Prozesse an (z.B. SUN Solaris,
OSF/1). Diese ermoglichen innerhalb eines Prozesses verschiedene Aktivitatspfade zu
verfolgen, ohne die komplette Proze-Umgebung immer wieder auszulagern und einzu-
lagern.
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TP-Monitore bieten als Zusatz zum normalen Betriebssystem (Operation System (OS))
das sogenannte Transaktional Processing Operating System (TPOS) und die darauf auf-
bauenden Transaction Processing Services (TRAPS) an.
Ein TPOS baut auf dem gewohnlichen Betriebssystem auf und bietet u.a. Dienste zum
Einrichten und Abfragen von Server-Klassen und der Anfrageverarbeitung (Request
Scheduling) an. Darauf aufbauend bietet ein TRAPS ein Operator Interface an, um
den TP-Monitor zu verwalten. Von hier aus kann die Netzbelastung gesteuert werden
und die Algorithmen zur Lastverteilung angegeben werden. Fur die Speicher- und Hard-
wareverwaltung bietet ein TPOS einen Transaktions- und Log-Manager, darauf bauen
die TRAPS mit Ressource-Manager und Flukontrollen auf; fur die Datenubertragung
bietet das TPOS einen TRPC an. Die TRAPS wiederum stutzen sich darauf, um Dienste
an Hand ihrer (global eindeutigen) Namen zu nden.
Die Aufzahlung der angebotenen Elemente von TP-Monitoren ist unvollstandig. Fur
nahere Informationen siehe [GR93], Kap. 6, Abb. 6.1.
All dies ist in der Theorie vorgegeben und geplant. Existierende Systeme implementieren
nur manche dieser Dienste, manche auf vollig anderem Wege und manche uberhaupt
nicht.
Es gibt verschiedene Stadardisierungen im TP-Bereich. Besonders zu erwahnen sind hier
die ISO und X/Open. (Es gibt noch weitere, z.B. die DIN 66 265, sie sollen jedoch hier
nicht weiter betrachtet werden.)
4.1 X/Open
Von X/Open werden mehrere TP-Monitor-Spezikationen angegeben. Eine davon ist die
Software-Architektur DTP (Distributed Transaction Processing). Hier wird ein Proze
in drei Teilen unterschieden: dem Applikation Program, das sowohl auf die Resouce Ma-
nager bzw. die Kommunikations-Ressource-Manger (CRM), wie sie in X/Open genannt
werden, als auch auf den Transaktions-Manager zugreifen kann. Die beidem Manager-
Typen kommunizieren untereinander uber die Schnittstellen XA bzw. XA+ (fur CRMs)
(siehe Abbildung 21).
Die Schnittstelle zwischen der Anwendung und dem Transaktions-Manager ist die TX
(Transaction Demarcation) Schnittstelle. Diese Schnittstelle bietet Dienste zum Begin-
nen und Beenden einer Transaktion an. Ferner gibt es unter anderem Dienste zum Setzen
von Zustanden, die den Transaktions-Manager beeinussen.
Es gibt in X/Open eine Spezikation, die eine Abbildung von einem CRM auf das OSI
Transport Protokoll deniert. Zudem werden drei verschiedene Schnittstellen zwischen
den Kommunikations-Ressource-Managern und der Applikation deniert: Peer-to-Peer,
XATMI und TxRPC.
XATMI, Tuxedo: Es werden von X/Open hier zwei Schnittstellen beschrieben, eine vom
Request/Reply-Typ, die andere um dialogorientierte Kommunikation zu ermoglichen.
Diese Denition geht zuruck auf das Produkt \Tuxedo" von AT&T (das inzwischen von











Abbildung21. Komponenten und Schnittstellen der DTP-Architektur
Produkt ist als Quell-Code verfugbar und wurde von verschiedenen Herstellen auf ver-
schiedene Unix-Plattformen portiert und teilweise vom jeweiligen Produzenten erweitert.
TxRPC, Encina: Wie der Name schon vermuten lat, handelt es sich hier um eine Spezi-
kation zum Absetzen von Transaktional Remote Procedure Calls. Dabei orientiert sich
das Protokoll sehr stark an der Form eines Unterprogrammaufrufs. Diese Spezikation
wurde aus dem Produkt Encina entnommen und dieses wiederum ist aus der RPC-
Schnittstelle des DCE (Distributed Computing Environment) der OSF (Open Software
Foundation) entwickelt worden. Es wird vor allem von IBM und HP angeboten und
ermoglicht es Grorechner uber das Protokoll LU 6.2 anzubinden (siehe [Bu95]).
Es gibt noch viele weitere Spezikationen und Denitionen von Diensten und Schnitt-
stellen (z.B. CPI-C, KDCS, UTM, TOP END, CICS [Bu95]). Die meisten dieser Spezi-
kationen sind aus Routinen entstanden, die verschiedene Hersteller auf ihren Plattfor-
men anbieten. Da der TP-Monitor-Markt noch relativ jung ist, gibt es noch sehr viele
verschiedene Systeme die untereinander konkurrieren und auch sehr wenig gemeinsame
Schnittstellen anbieten. Einzig die XA-Schnittstelle die die Kommunikation zwischen
Nicht-Kommunikations-Ressourcen und Applikationen deniert, scheint sich zu etablie-
ren. Dies erlaubt den Austausch von TP-Monitoren bei Beibehaltung der Datenbanken
und umgekehrt. X/Open versucht all diese Quasi-Standards unter einen Hut zu bringen.
Leider stehen dem viele technische Probleme wie auch die Notwendigkeit, viele unter-
schiedliche Kommunikationsmodelle zu integieren, im Wege.
5 Zusammenfassung und Ausblick
Um verteilte Transaktionen uber ein Netz auszufuhren, ist ein TP-Monitor unumgang-
lich. Denn ohne eine Kontrolle und Steuerung dieser Transaktion konnen keine Garanti-
en mehr uber ihre Dienst-Qualitaten gegeben werden. Die Herausforderung am Bau von
TP-Monitoren liegt darin, alle Fehlermoglichkeiten abfangen zu konnen und so einen
vollautomatischen Wiederanlauf zu ermoglichen.
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Dazu wird vorrausgesetzt, da es bereits einen Unterbau gibt, auf dem ein TP-Monitor
aufsetzen kann. So mu es auf jedem lokalen Rechnerknoten moglich sein, die jeweili-
gen Aufrufe zu empfangen und zu verarbeiten. Die Rechnerknoten mussen in der Lage
sein, ihre lokale Transaktion im Bedarfsfall wieder ruckgangig zu machen. Es mu sicher
gemacht werden, da die verschiedenen Knoten einer Transaktion miteinander arbeiten,
ohne das Inkonstistenzen entstehen konnen. Dies kann weder vom TP-Monitor noch von
den einzelnen Knoten garantiert werden, sondern mu als Vereinbarung vor der Trans-
aktion gesichert sein.
Die Standardisierung der TP-Monitore ermoglicht es, ein modulares System von Servern
und Clients aufzubauen, die sowohl austauschbar, als auch unabhangig voneinander wart-
und verwaltbar sind.
Ein TP-Monitor hat seine Tauglichkeitsgrenzen in den Tauglichkeitsgrenzen der ACID-
Forderungen. Eine Transaktion die viele Netzknoten belegt und Datenbanken anfragt,
blockiert diese u.U. fur eine recht lange Zeit (Sekunden, Minuten), da geschriebene Daten
erst dann freigegeben werden konnen, wenn alle Knoten ihr `OK' zu dieser Transaktion
gegeben haben.
Komplexere Transaktionen konnen sich uber Tage oder Wochen hinziehen. Man neh-
me in unserem Beispiel an, man wurde auch uberwachen, da ein Paket mit der Post
abgeschickt wurde. Eine Transaktion konnte z.B. erst dann geschlossen werden, wenn
das Paket bei dem Empfanger eintrit und die Post dies meldet. In diesem Fall sind
die ACID-Bedindungen unsinnig, denn ein verschicktes Paket kann nicht wieder durch
einen einfachen Rucksetz-Befehl ins Lager geschickt werden, die Atomizitat ist somit
nicht gesichert. Transaktionen, die weitere Transaktionen aufrufen, mussen die ACID-
Bedingungen verletzen um die Daten ihrer Wurzel-Transaktion zuganglich zu machen
und gleichzeitig noch zurucksetzbar zu sein. Dies lat sich mit verschiedenen Model-
len losen, ist jedoch auerhalb des ACID-Schemas. Es gibt weitere Transaktionen, die
z.B. Statistiken fuhren und deshalb uber Monate hinweg arbeiten. Sie sind nicht mit
den gewohnlichen ACID-Transaktionen zu vergleichen, da sie ja ausnutzen wollen, da
weitere Transaktionen zur gleichen Zeit ausgefuhrt werden.
Diese Uberlegungen lassen zwei Schlusse zu, erstens da solch komplexe Transaktio-
nen, die anderen als den ACID-Bedingungen genugen sollen, nicht als ein Muster, son-
dern als Spezialfalle betrachtet werden mussen, fur die kein einheitliches Schema ent-
wickelt werden kann. Fur diese Art der Transaktionen wird es wohl nie einheitliche
TP-Monitore geben, sondern Programmier-Werkzeuge, die es ermoglichen, TP-Monitore
fur die gewunschten Bedingungen zu schreiben. Zweitens, da komplexere Transaktionen
auf ACID-Transaktionen aufbauen und sie als Bausteine verwenden um ihre Aufgaben
ausfuhren.
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Mit Nexus wurde eine exible objektorientierte verteilte Programmierumgebung geschaen,
die es einem erlaubt mit verschiedenen Konzepten der Fehlertoleranz zu experimentieren, ba-
sierend auf atomaren Aktionen, dem Setzen von Sicherungspunkten und Wiederaufsetzen in-
nerhalb von Aktionen. Das Modell der atomaren Aktionen in Nexus wurde mit dem Ziel ent-
wickelt, Implementierungen fur verschiedene Strategien zur Kontrolle der Nebenlaugkeit und
des Wiederaufsetzens zu ermoglichen. Die Standardbibliotheken fur die Entwicklung von Ob-
jektmanagern unterstutzen geschachtelte Transaktionen basierend auf einem 2-Phasen-Sperr-
protokoll und einem 2-Phasen-Commitprotokoll. Nexus unterstutzt die Vererbung von Typen
und erlaubt das Experimentieren mit verschiedenen Implementierungen fur einen Typ. Es ist
moglich sich eine eigene Objektmanagershell mit speziell zugeschnittenen Mechanismen fur die
Nebenlaugkeitskontrolle und fur das Transaktionsmanagement zu bauen.
1 Einleitung
Nexus ist ein allgemein einsetzbares verteiltes Betriebssystem fur lokale Netzwerke von
Workstations. Das Design von Nexus stellt eine Synthese von mehreren bereits bekann-
ten Konzepten dar mit der primaren Zielsetzung eine verteilte Programmierumgebung zu
schaen, welche die experimentelle Forschung in den Gebieten der fehlertoleranten Tech-
niken und der objektorientierten Programmierung in verteilten Systemen unterstutzt.
Dies wird durch das Modell der sogenannten atomaren Aktionen erreicht, durch de-
ren Flexibilitat ein hohes Ma an Nebenlaugkeit erzielt wird. Dieses Modell erlaubt
selbst nichtserialisierbare Schedules. Weitere Zielsetzungen beim Design von Nexus sind
die Gewahrleistung von Ortstransparenz im Bezug auf Operationsaufrufe bei Objekten,
sowie die Koexistenz von Nexus mit einem der ublichen kommerziellen Betriebssyste-
me beim jeweiligen Wirtsknoten. Durch die Koexistenz kann das Nexus-System auer
den eigenen auch die Funktionen des Wirtsbetriebssystemes nutzen. Mit diesem Design
gehort Nexus zur Gruppe der sogenannten Netzbetriebssysteme [MS92]
Das Betriebsystem besteht aus einer Sammlung von systemdenierten Objekten und
einem minimalen verteilten Kern fur die Kommunikation zwischen diesen Objekten. Der
Kern und andere Hauptkomponenten des Systems wurden bereits implementiert und sind
derzeit in einem Netzwerk von SUN Rechnern mit dem Betriebssystem BERKLEY
UNIX 4.2 einsatzfahig (siehe Abbildung 22).
Bei der derzeitigen Implementierung des Systems lagen die Bestrebungen weniger darin
eine hohe Performance zu erreichen, als vielmehr einen Prototyp zur Abschatzung der


















der Nexus-Kern und die Objekte derzeit als Unix-Prozesse realisiert worden, und die
aktuelle Basis fur die Implementierung von Nexus ist eine Umgebung mit Workstations,
die alle dasselbe Betriebssystem besitzen. Im Design selbst ist aber die Einbindung von
Rechnern mit unterschiedlichen Betriebssystemen bereits vorgesehen.
Das Nexus Betriebssystem dient als eine abstrakte Maschine fur die Implementierung
von verschiedenen objektorientierten Anwendungssystemen und Programmiersprachen.
Aus diesem Grund wurde auch nicht Wert auf eine bestimmte Programmiersprache fur
die Denition von Objekttypen gelegt. Die Sprache, in welcher der Code von Nexus
geschrieben wurde und mit der derzeit die verschiedenen Objekttypen deniert werden,
ist C. Viele der Grundkonzepte die, im Nexusdesign verwendet wurden, sind bereits in
anderen Systemen wie z.B. Eden [AGJ85] und Argus [B.84] zum Einsatz gekommen.
Im Design von Eden wurde bereits das Konzept der Netztransparenz angewendet und
sowohl Argus als auch Eden verwendeten das objektorientierte Modell fur verteilte
Berechnungen.
2 Berechnungsmodell und Mechanismen
2.1 Ubersicht
In diesem Kapitel wird das objektorientierte Konzept von Nexus sowie die wichtigsten
vorkommenden Objekte beschrieben. Im Anschlu daran wird das Konsistenzmodell der
sogenannten schwachen Konsistenz von Nexus erlautert, sowie die Mechanismen beim
Aufruf von Operationen erklart. Schlielich wird noch auf das Setzen von Sicherungs-
punkten eingegangen.
2.2 Die Nexus Objekte
Das Konzept von Nexus entspricht dem gangigen Konzept objektorientierter Modelle
wie es beispielsweise in [MS92] beschrieben werden. Alle Entitaten inNexus sind Objek-
te und alle Objekte sind Instanzen eines abstrakten Datentypes. Sie bestehen aus einer
Reihe von Zustandsvariablen und besitzen eine Menge von auen sichtbarer Operatio-
nen. Diese von auen sichtbaren Operationen bieten die einzige Moglichkeit fur andere
Objekte, die Zustandsvariablen eines Objektes zu verandern. Eine Operation auf einem
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Objekt wird durch das Empfangen einer sogenannten Auorderungsnachricht (Request)
ausgelost. Nach Beendigung der geforderten Operation wird eine Antwort an die aufru-
fende Instanz zuruckschickt. Die Operationsaufrufe auf den Objekten basieren damit auf
dem Konzept des Remote Procedure Call (RPC) [MS92].
Jedes Objekt ist Instanz eines benutzer- oder systemdenierten Typs. Jeder Typ im
System ist wiederum ein Objekt, welches Instanz eines systemdenierten Typs, dem











Die Menge von Objekten, die Instanzen ein und deselben Typs sind, bilden eine Klas-
se. Eine Klasse wird mit dem Namen ihres Typ-Objektes benannt. Teilklassen- sowie
Oberklassenbeziehungen basieren auf der einfachen Vererbung von Typen, wie dies z.B.
in Smalltalk der Fall ist. Jedem Objekt wird ein 64-bit Identikator (UID) zugeteilt,






Ein Nexustyp wird derzeit unter der Verwendung der Sprache C deniert. Die Typde-
nition besteht dabei aus mehreren Teilen:
{ der Denition von Interfaceprozeduren, welche die Menge der nach auen sicht-
baren Operationen auf dem Objekt reprasentieren,
{ der Denition der Zustandsvariablen, die den konkreten sowie den abstrakten Zustand
des Objektes beschreiben,
{ dem Code fur jede einzelne Interfaceprozedur und
{ der Denition der Instanzenerzeugungsprozeduren, die angeben, wie neue Instanzen
dieses Typs erzeugt und initialisiert.
Es konnen auch noch eine Reihe von lokale Prozeduren existieren, die nur aus dem
Inneren des Objektes heraus aufgerufen werden konnen und die nach auen nicht sichtbar
sind. Die Interfaceprozeduren besitzen die 3 Parameter in, out und in-out in direkter
Analogie zum Syntax beim RPC [MS92]. Die Zustandsvariablen eines Objektes werden
in einem sekundaren Speicher abgelegt und denieren den Zustand eines Objektes, auf
welchen nach einem Crash wieder aufgesetzt werden kann. Die Bezeichnung Aktion
wird hier benutzt, um eine Sequenz von Operationen zu beschreiben; diese Operationen
werden dabei mit einer lokalen Prozedur oder einer Interfaceprozedur assoziiert. Der
Code einer lokalen Prozedur oder einer Interfaceprozedur besteht aus einer Reihe von
Operationen auf den lokalen Zustandsvariablen des Objektes oder denen eines anderen
Nexus-Objektes, dessen UID bekannt ist.
Fur die Ausfuhrung einer Operation auf einem Objekt wird ein leichtgewichtiger Proze
erzeugt. Unter einem leichtgewichtigen Proze versteht man laut [MS92] einen Proze
der sich mit anderen leichtgewichtigen Prozessen einen gemeinsamen Adreraum teilt.
Diese Prozesse laufen innerhalb eines Betriebssystemprozesses ab und umfassen nur recht
wenige eigene Zustandsinformationen. Der leichtgewichtige Proze agiert als Server und
fuhrt die Aktionen der Operation aus. Die Zustandsvariablen des Objektes werden dabei
aus dem sekundaren Speicher in den Hauptspeicher gelesen. Mehrere solcher Serverpro-
zesse konnen nebenlaug Operationen auf einem Objekt ausfuhren. Dabei teilen sich die
Prozesse einen gemeinsamen Adressraum. Nach der Beendigung einer Aktion wird der
neue Zustand des Objektes wieder in den sekundaren Speicher zuruckgeschrieben.
Jedem Objekt wird ein eigener Objektmanager zugeteilt. Dieser empfangt die Aufruf-
nachrichten von den anderen Objektmanagern und erzeugt die leichtgewichtigen Prozesse
zum Ausfuhren der Operationen (siehe Abbildung 25).
Die Beziehung zwischen einem Objekt und seinem Objektmanager ist dabei vergleichbar
mit der Beziehung zwischen einem Benutzer-Proze und dem Kern in einem herkommli-
chen Betriebssystem. Der Objektmanager stellt fur sein Objekt eine Reihe von Funktio-
nen fur den parallelen Aufruf von Operationen, fur die Nebenlaugkeitskontrolle und das
Wiederaufsetzen zur Verfugung. Er ist auch fur das Bereithalten eines wiederaufsetzbaren
Zustandes des Objektes im sekundaren Speicher verantwortlich. Alle diese Funktionen









Abbildung25. Funktionen des Objektmanager
2.3 Die Typ-Objekte
Ein Typ-Objekt im Nexus-System hat die Aufgabe, Instanzen seines Typs im Netz zu
verwalten. Zu diesem Zweck halt es Informationen uber ihren gegenwartigen Sitz im
Netzwerk. Ein Typ-Objekt wird normalerweise durch eine Menge von kooperierenden,
vervielfaltigten Entitaten implementiert, die als Klassenreprasentanten bezeichnet
werden. Jeder dieser Klassenreprasentanten betreut eine Teilmenge der Objekte seiner
Klasse und alle zusammen agieren als eine Art Serverpool, der die Funktionen dieses
Objekttyps im System erbringt.
Fur alle Typ-Objekte gibt es eine Operation New, die noch nicht initialisierte Instanzen
dieses Typs erzeugt. Die Typdenition lat aber auch eigene Instanzenerzeugungsproze-
duren zu. Jedes Typ-Objekt unterstutzt auch eine Operation Delete zum Loschen von
bestimmten Objekten dieser Klasse. Es ist auch moglich verschiedene Implementierun-
gen fur ein Typ-Objekt zu unterstutzen. Dies geschieht durch den Aufruf der Operation
AddVersion auf einem Typ-Objekt. Die Operation erfordert die Spezizierung einer
neuen Typdenition durch den Benutzer. Alle neuen Instanzen dieses Typs werden dann
in Ubereinstimmung mit der neuen Version erzeugt und verwaltet. Nexus unterstutzt
einen optionalen Parameter, der bei den Operationen zur Erzeugung von Instanzen die
gewunschte Version des Typs speziziert. Die zuvor erzeugten Instanzen werden weiter-
hin in Ubereinstimmung mit der bei ihrer Erzeugung angegebenen Version verwaltet.
Die Funktionen, die eine Instanz von einer Version in eine andere transformieren werden
vom Benutzer deniert und sind Bestandteil der Typdenition.
2.4 Systemdenierte Typen
Die Programmierumgebung von Nexus enthalt einige systemdenierte Objekte. Die
zwei Objekte, die eine wichtige Rolle bei der Erzeugung von neuen benutzer-denierten
Typ-Objekten spielen, sind Nexus-Typ und Typ-Def. Beides sind Typ-Objekte und
gehoren zur Klasse Nexus-Typ. Ein Typdenitions-Objekt, welches eine Instanz von
Typ-Def ist, dient als Speicher- und Ruckholobjekt fur die Quell- und Binarles ei-
ner Typdenition. Typ-Def erledigt die notwendigen Ubersetzungs- und Bindeoperatio-
nen die erforderlich sind, um ein neues Typdenitions-Objekt zu erzeugen. Das Objekt
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Nexus-Typ ist verantwortlich fur die Verwaltung aller Typ-Objekten und der zugehori-
gen Reprasentanten in der Umgebung von Nexus und unterstutzt die verschiedenen
Versionen fur einen Typ. Es unterstutzt die Erzeugung und das Loschen sowie die Akti-
vierung und die Deaktivierung von Reprasentanten fur einen Typ an einem bestimmten
Nexus-Knoten. Auerdem ist es ein Bestandteil des Objektlokalisierungsalgorithmus, der
vom Kern ausgefuhrt wird.
Durch die Einfuhrung der Typdenitions-Objekte in das System wurden die Ubersetzungs-
und Bindefunktionen von Nexus-Typ abgetrennt. Dadurch konnte das Design von
Nexus-Typ einfach gehalten werden und es ermoglicht eine bessere Performance fur den
Objektlokalisierungsalgorithmus. Die Trennung der quellcoderelevnanten Informationen
eines Typdenitions-Objektes von seinen Verwaltung lat es zu, dasselbe Typdenition-
Objekt fur verschiedene Typ-Objekte zu verwenden.
Um einen neuen Typ im System zu erzeugen mu zuerst ein Typdenitions-Objekt vom
Benutzer erzeugt werden. Dazu gibt der Benutzer ein File an, da den Code fur den neuen
Typ sowie die Vererbungsspezikationen enthalt. Anschlieend wird die Operation New
auf Typ-Def ausgefuhrt. Typ-Def fuhrt dann die folgenden Schritte aus:
{ Zuerst wird der Code des neuen Typs vorverarbeitet und die Vererbungsinformationen
integriert.
{ Anschlieend werden die RPC Stubroutinen [BA84] generiert, der Quellcode ubersetzt
und zur zugehorigen Bibliothek gebunden, um ein ausfuhrbares Binarle zu erzeugen.
Eine Klasse von Objekten die vom Nexus-System unterstutzt wird, ist die Nexus-Shell.
Objekte dieser Klasse werden fur den interaktiven Zugang zur Nexusumgebung verwen-
det und stellen dem Benutzer Schnittstellen zum System zur Verfugung. Ist der Benutzer
erst einmal in das System eingeloggt, assoziert der Kern eine Instanz dieser Klasse mit
dem Terminal, von dem aus der Einlogvorgang stattgefunden hat. Die Nexus-Shell in-
terpretiert die Benutzerbefehle und ubersetzt sie in die erforderlichen Aufrufe des Nexus-
Systems.
2.5 Konsistenz von Aktionen in Nexus
Das Konzept atomarer Aktionen wurde in der Vergangenheit als Werkzeug zum Bau
fehlertoleranter Systeme und zur Systemstrukturierung eingesetzt. Eine atomare Ak-
tion genugt den Bedingungen der Unteilbarkeit und der Serialisierbarkeit. Unteilbarkeit
bedeutet hier, da die Aktion die "Alles oder Nichts" Bedingung fur den Fehlerfall erfullt,
d.h., da entweder alle Operationen der atomaren Aktion ausgefuhrt werden, oder keine.
Die Denition der Serialisierbarkeit besagt, da der Endzustand nach der Ausfuhrung ei-
ner Menge von nebenlaugen Aktionen derselbe ist, wie jener, der durch die Ausfuhrung
dieser Aktionen in einer beliebigen anderen Reihenfolge entstehen wurde. Das System
Argus stellte dieses Konzept atomarer Aktionen (auch Transaktionen genannt) und
geschachtelter atomarer Aktionen in seinem objektorientierten, verteilten Berechnungs-
modell vor. In Argus kann eine Aktion andere Aktionen auf dem eigenen Objekt oder
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auf anderen entfernten Objekten auslosen. Solche Aktionen werden als geschachtel-
te Aktionen bezeichnet. Eine Top-level Aktion ist eine Aktion, die unabhangig von
der Terminierung der Aktion des Aufrufers terminieren kann. Ist sie nicht unabhangig
von Aufrufer so nennt man sie geschachtelte Transaktion [Tan95] . Das Modell der
geschachtelten Transaktionen erfordert, da:
{ alle Top-level Aktionen untereinander serialisierbar sind,
{ da alle geschachtelten Transaktionen derselben aufrufenden Aktion untereinander
serialisierbar sind und
{ da die Terminierung einer geschachtelten Transaktion von der Terminierung der
aufrufenden Aktion abhangig ist.
Das Konzept des globalen "Alles oder nichts" im Bezug auf Terminierung und Seriali-
sierbarkeit schrankt die Nebenlaugkeit in einem System sehr stark ein und stellt zudem
sehr groe Anforderungen an die Durchfuhrung der erforderlichen Protokolle. In manchen
Fallen ist es wunschenswert, Ausnahmen von diesem Konzept zu machen, um die Ezi-
enz zu steigern. Es gibt einige Vorteile, die durch die Unterstutzung von nichtserialisier-
ten Ausfuhrungen von Aktionen entstehen. Durch die Reduzierung von Verzogerungen,
die bei Konikten beim Zugri auf diesselben Objekte zwischen nebenlaugen Aktionen
entstehen, kann die Performance verbessert werden. Wenn eine Aktion aufgrund eines
Crashes weder terminieren noch abbrechen kann, werden die von ihr benutzten Objekte
nicht mehr fur unabsehbare Zeit blockiert und dadurch die Verfugbarkeit der Objekte
im System erhoht. Auerdem sollten gewisse Objekte, die sehr oft benutzt werden und
die kritisch fur die Aufrechterhaltung der normalen Systemoperationen sind, nicht fur
die gesamte Dauer einer langen Transaktion gesperrt werden. Beispiele fur solche Ob-
jekte sind Filesystemverzeichnisse, Datenbankkataloge und Namenserververzeichnisse in
verteilten Betriebssystemen.
Aufgrund der obigen Beobachtungen wurde im Nexusdesign das Konzept der schwachen
Konsistenz fur Aktionen eingefuhrt. Demnach genugt die Ausfuhrung einer Aktion den
folgenden Bedingungen:
{ alle Top-level Aktionen sind untereinander serialisierbar,
{ alle geschachtelten Aktionen dersselben aufrufenden Aktion sind untereinander seria-
lisierbar,
{ ein entfernter Aufruf durch eine Aktion wird wieder als eine Top-level Aktion aus-
gefuhrt und
{ ein lokaler Aufruf wird immer als geschachtelte Transaktion seiner aufrufenden Aktion
behandelt und hangt von der Terminierung der aufrufenden Aktion ab.
Per default terminiert eine Aktion inNexusmit der schwachen Konsistenz. Der Transak-
tionsmechanismus kann vom Benutzer eingesetzt werden, um starkere und kostspielige-
re Anforderungen an Konsistenz und Serialisierbarkeit durchzusetzen. Jede Anwendung
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kann diesen kostspieligeren Mechanismus benutzen, wenn es notig ist. Per default genugt
eine Aktion den Bedingungen der Unteilbarkeit und Serialisierbarkeit nur im Bezug auf
die Zustandsvariablen des Objektes.
2.6 Transaktionsmodelle und Primitive
Eine Aktion kann eine Reihe von Operationen im Transaktionsmodus ausfuhren, Dies
wird durch das Setzen des Befehls BeginTrans zu Beginn der Aktion und des Be-
fehls EndTrans am Ende der Aktion erreicht. Alle lokalen und entfernten, geschachtel-
ten Aktionen die innerhalb eines Transaktionsmodus aufgerufen werden, benden sich
ebenfalls im Transaktionsmodus und werden wie geschachtelte Transaktionen behandelt.
Eine Transaktion die von einem Paar von BeginTrans und EndTrans Befehlen ein-
geschlossen ist, terminiert genau dann, wenn die sie aufrufende Aktion terminiert. Eine
Transaktion terminiert dann, wenn sie entweder das Primitiv EndTrans oder Abort-
Trans ausfuhrt. Falls keine Fehler aufgetreten sind, wird die Aktion durch den Befehl
EndTrans festgeschrieben, anderenfalls wird sie abgebrochen. Bei den dabei verwende-
ten Commitprotokoll handelt es sich um das Zwei-Phasen-Commit Protokoll (siehe auch
[Tan95].
Durch Ausfuhrung des Primitivs AbortTrans kann eine Transaktion sich selbst abbre-
chen. Dabei werden alle Anderungen, die durch die Transaktion bisher hervorgerufen
wurden, ruckgangig gemacht. Die ubergeordnete Aktion setzt dann ihre Ausfuhrung un-
mittelbar hinter dem zugehorigen EndTrans Primitiv fort.
2.7 Aufruf von Operationen auf Objekten
Auf der Objektebene unterstutzt Nexus sowohl den synchronen als auch den asysn-
chronen Aufruf von Operationen auf einem Objekt. Dieser Aufruf kann entweder durch
das Objekt selbst (lokaler Aufruf) oder durch ein anderes Objekt (entfernter Aufruf)
erfolgen.
Das synchrone Aufrufsmodell basiert auf dem Konzept des RPC [MS92]. Dabei bleibt
der Aufrufer solange blockiert bis eine Antwort empfangen wird oder ein Timout auftritt.
Im Falle des asynchronen Aufrufs wird dem Aufrufer ein Aufrufsidentikator zuruckge-
geben, mit dem es ihm spater moglich ist, sich mit der Antwort zu synchronisieren. Das
Ziel bei der Unterstutzung von asynchronen Aufrufen ist es, einen parallelen Aufruf von
Operationen auf Objekten moglich zu machen. Es gab im Nexus-Design zwei Grunde die
zur Unterstutzung des asynchronen Aufrufes fuhrten:
{ Die Primitive, die fur die Synchronisierung von synchronen Aufrufen notwendig sind,
unterscheiden sich nicht so sehr von den Primitiven, die hier fur die Synchronisierung
von asynchronen Aufrufen mit deren Antworten eingesetzt werden.
{ Der zweite Grund basiert auf dem bereits beschriebenen Konsistenzmodell von Ne-
xus. Dieses sieht vor, da ein Proze, der asynchrone Aufrufe (geschachtelte Trans-
aktionen) gestartet hat, keine weiteren Berechnungen mehr durchfuhren darf, bis alle
von ihm initiierten Aufrufe beendet worden sind. Lokale Aufrufe auf dem Objekt,
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welches durch den Prozess realisiert wird, sind aber weiterhin erlaubt. Der Proze ist
dadurch selbst fur die Koordination aller seiner asynchronen Aufrufe selbst verant-
wortlich, und dadurch wird ein unnotiger Overhead an zusatzlichen Prozessen fur die
Steuerung der Aufrufe vermieden. Zusatzlich reduziert sich daruch die Komplexitat
in der Behandlung von geschachtelten Transaktionen.
Die Standard RPC Bibliothek unterstutzt wenn gewunscht fur einen entfernten Aufruf
eine exaclty-once Fehlersemantik [MS92]. Das bedeutet, da eine Prozedur entweder
ganz ausgefuhrt wird oder im Fehlerfall keine Auswirkungen hinterlat und nur den
Fehler zuruckmeldet. In diesem Fall mussen die Transaktionprimitive BeginTrans und
EndTrans verwendet werden, da Nexus per default mit der schwachen Konsistenz
arbeitet.
2.8 Setzen von Sicherungspunkten und Wiederaufsetzen
Primitive zum Setzen von Sicherungspunkten und zum Wiederaufsetzen werden aus 2
Grunden unterstutzt. Zum einen stellen sie ein Mittel zur Sicherung von Zwischenergeb-
nissen innerhalb einer langen Aktion dar, so da nach einem Crash die Aktion nicht noch
einmal von vorne beginnen mu. Zum anderen bieten sie die auf der Anwenderebene die
Moglichkeit, eine Aktion von einer gewissen Stelle an noch einmal ablaufen zu lassen,
wenn die bisherige Berechnung zu einem ungewollten Ergebnis gefuhrt hat. Desweiteren
verhindert dieses Konzept, da durch das Zurucksetzen einer Aktion, nicht automatisch
alle bereits vor der Aktion gestarteten Aktionen auch zuruckgesetzt werden mussen.
Die Funktion Checkpoint(N) speichert den gegenwartigen Zustand einer aufrufenden
Aktion im nichttemporaren Speicher und gibt an die Aktion einen Parameter N zuruck.
Bei dem Paramter handelt es sich um einen Integer, der mit dem Sicherungspunkt assozi-
iert wird. Alle Sicherungspunkte, die innerhalb einer Transaktion gesetzt wurden, werden
nach der erfolgreichen Beendigung der Transaktion geloscht. Der Aufruf der Funktion
Restart(N) durch eine Aktion setzt die Ausfuhrung der Aktion in dem Zustand fort, der
mit dem Sicherungspunkt N bezeichnet wurde. Ein Proze der eine Transaktion ausfuhrt
kann ein mogliches Wiederaufsetzen nur an einem der innerhalb der Transaktion gesetz-
ten Sicherungspunkte anfordern.
3 Die Nexus Systemarchitektur
3.1 Ubersicht
Der Nexus-Kern ermoglicht die Kommunikation zwischen Objekten durch den Transport
von Nachrichten. Zu diesem Zweck ermittelt er den Standort der Objekte mit Hilfe von
Lokalisierungsfunktionen. Objekte derselben Klasse an einem Nexusknoten werden durch
einen oder mehrere Unix-Prozesse, denKlassenreprasentanten verwaltet. Die Objekte
treten mittels dieser Klassenreprasentanten mit dem Kern in Kontakt.
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3.2 Klassenreprasentanten
Ein Klassenreprasentant ist ein Unix-Proze an einem Nexusknoten, der die folgenden 2
Funktionen erbringt: Zum einen implementiert er mit Hilfe anderer Reprasentanten sei-
ner Klasse die Funktionen des zugehorigen Typ-Objektes. Zum anderen agiert er als Ob-
jektmanager fur die Teilmenge der Objekte seiner Klasse, die sich an dem Nexusknoten
benden. Durch das Konzept der Klassenreprasentanten kann ein einzelner Unix-Proze
eine Vielzahl von Objekten einer bestimmten Klasse verwalten. Der Reprasentant selbst
besteht wiederum aus einer Reihe von nebenlaugen Prozessen, die in einen gemeinsamen
Adressraum ablaufen. Jeder Reprasentant besitzt eine eigene UID mittels der die ID des
Wirtsknoten, auf dem er sich bendet, ermittelt werden kann. Diese ID ist fur die vom
Kern durchgefuhrten Lokalisierungsfunktionen zum Aunden von Objekten wichtig. Ein
Reprasentant kann nicht von einem Wirtsknoten zu einem anderen migrieren.
Es konnen unterschiedlich viele Reprasentanten fur eine bestimmte Klasse existieren,
aber nur einer pro Klasse pro Nexusknoten. Ein Nexusknoten kann nur dann Sitz fur
Objekte eines bestimmten Typs sein, wenn sich ein Klassenreprasentant fur diesen Ob-
jekttyp am Knoten bendet. Die Reprasentanten fur die Klasse Nexus-Typ verwalten
alle Typ-Objekte und deren Reprasentanten im Netzwerk. Dabei unterhalt jeder Re-
prasentant dieser Klasse ein Verzeichnis, in dem steht, welche Typ-Objekte im Netzwerk
existieren und wer ihre zugehorigen Reprasentante sind.
Jedem Reprasentanten stehen zur Speicherung seiner lokalen Objekte ein oder mehrere
virtuelle Festplattenobjekte (virtual Disks) zur Verfugung. Die Objekte dieses Typs
realisieren den Sekundarspeicher fur Objekte. Der Grund fur ihre Einfuhrung liegt darin
begrundet, da das Unix File System nicht fur das synchrone Schreiben von Datenblocken
auf Festplatten ausgelegt ist. Aus diesem Grund mute eine Speichereinheit entworfen
werden, die das Unix File System umgeht. Die Funktionen der virtual Disks erlauben
sowohl das synchrone wie das asynchrone Schreiben von Speicherblocken auf die virtuelle
Festplatte. Zusatzlich realisieren die virtual Disks eine Reihe von Funktionen zum
Wiederaufsetzen und zur Verwaltung von Transaktionen. Sie dienen damit als Basis fur
die Implementierung von verschiedenen Transaktions Commit-Protokollen. Durch die
Integration dieser Funktionen in die virtual Disks werden Updates an Objekten oder
ein Wiederaufsetzen nach einem Crash nur lokal durch die Festplattenobjekte ausgefuhrt,
ohne da die Reprasentanten, welche die Objekte verwalten, davon betroen werden.
Dies vermeidet einen Overhead in der Kommunikation beim Wiederaufsetzen und beim
Aktualisieren. Die virtual Disks konnen wie jedes andere Objekt, ohne Wissen ihres
genauen Standortes im Netzwerk, angesprochen werden. Ihr Standort kann wahrend der
Laufzeit variieren, was aber keine Auswirkungen auf die von ihnen erbrachten Funktionen
hat. Gesteuert werden die virtual Disks durch einen Unix-Proze.
3.3 Objekt Manager Shell
Die Hauptkomponente eines Reprasentanten ist die Objekt Manager Shell. Sie un-
terstutzt eine Menge von nebenlaug arbeiteten, leichtgewichtigen Serverprozessen und
versorgt sie mit Objektverwaltungsfunktionen. Dies beinhaltet den parallelen Aufruf
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von Operationen, Nebenlaugkeitskontrolle, Transaktionsverwaltung, das Setzen von Si-
cherungspunkten und das Wiederaufsetzen und die Speicherverwaltung des sekundaren
Speichers fur lokale Objekte. Die Shell besteht aus einem Kontrollproze, einigen Daten-
strukturen und Routinen welche die oben beschriebenen Funktionen realisieren.
Die Kontrolle der Nebenlaugkeit basiert inNexus auf dem 2-Phasen-Sperrprotokoll
[Tan95] aufgrund seiner Einfachheit. Bevor eine nichttemporare Zustandsvariable ange-
sprochen werden kann, wird der Speicherblock in dem sie sich bendet durch die be-
treende Aktion gesperrt. Diese Sperre werden wieder aufgehoben sobald die Aktion
terminiert oder abbricht. Deadlocks zwischen Objekten sollen im Nexus-Design unter
anderem durch Timoutmechanismen vermieden werden.
Die nichttemporaren Zustandsvariablen eines Objektes werden in aufeinanderfolgenden
Speicherblocken auf einem virutal Disk-Objekt gespeichert. Die Abbildung dieser Zu-
standsvariablen auf die Speicherblocke wird wahrend der Ubersetzung der Typdenition
des Objektes durchgefuhrt.
Alle Aufrufe von Operationen eines Objektes auf sich selbst, werden nach dem Konzept
der schwachen Konsistenz als geschachtelte Transaktionen behandelt. Damit sie den Syn-
chronisationsanforderungen fur geschachtelte Transaktionen gerecht werden, mussen die
Anforderungen fur Sperren von nebenlaugen, miteinander konkurrierenden Aktionen
mit Hilfe von Semaphoren synchronisiert werden [RU92]. Die Implementierung der Se-
maphore wird hier durch die Tatsache erschwert, da eine Aktion, die gegenwartig eine
Lesesperre fur ein Objekt halt, spater eine Schreibsperre fur das gleiche Objekt bean-
tragen kann. Um Verklemmungen zwischen Objekten zu verhindern werden Verklem-
mungsvermeidungsschemata (basierend auf wound-wait oder wait-die [Tan95]) oder ein
Verklemmungserkennungsschema (basierend auf wait-for-cycles [Tan95]) eingesetzt.
3.4 Der Nexus-Kern
Der Nexus-Kern ist eine verteilte Einheit die an jedem Nexusknoten ausgefuhrt wird.
Auf der Kernebene sind die Funktionsaufrufe asynchron. Der Nexus-Kern realisiert die
Kommunikation zwischen den Objekten und aktiviert bzw. deaktiviert die Klassenre-
prasentanten. Wenn ein Request fur einen Reprasentanten eintrit, der zur Zeit inaktiv
ist, beauftragt der Nexus-Kern einen Unix-Proze mit der Ausfuhrung des Codes die-
ses Reprasentanten. Die Requests und die zugehorigen Antworten werden in Mailboxen
zwischengespeichert.
Das Hauptproblem, das bei der Kommunikation zwischen Objekten auftritt ist die Lo-
kalisierung der betreenden Objekte. Da der Kern hauptsachlich mit Reprasentanten zu
tun hat, sind seine Informationen uber die einzelnen Objekte begrenzt. Die Nachrich-
ten werden daher an die Reprasentanten geschickt, die das betreene Objekt verwalten.
Theoretisch mute somit der Kern fur jedes Objekt, Informationen uber den zugehori-
gen Reprasentanten verwalten. Dies ist aus Ezienzgrunden abzulehnen. In der Praxis
langt bereits eine gute Schatzung fur den Reprasentanten, denn wenn die Nachricht an
einen falschen Reprasentanten schickt, kann dieser sie an die richtige Adresse weiter-
leiten (forwarden). Fur die Schatzung ist der sogenannte Objektlokalisator im Kern
zustandig. Seine Aufgabe erfullt dieser mittels zweier Cachetabellen. Ein Reprasentant
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kann einen Aufruf auf einem Objekt entweder durch die Angabe der UID des betref-
fenden Reprasentanten oder der UID des Objektes selbst anfordern. Gibt er die UID
des zugeharigen Reprasentanten an, so wird der Request direkt an den Reprasentanten
weitergeleitet, da die ID des Wirtsknotens leicht aus der UID abgeleitet werden kann.
Gibt er die UID des Objektes an, so sucht der Kern zuerst in den Cacheseiten des Ob-
jektcache nach der betreenden UID. Dieser Cache bildet die UID eines Objektes auf
die UID eines Reprasentanten ab. Wird dort kein Eintrag gefunden so sucht der Kern im
Typcache, der fur einen gewissen Typ eine Liste mit der Teilmenge der zugehorigen Re-
prasentanten angibt. Wenn dort ein Eintrag gefunden wird, so wird die Nachricht an den
ersten Reprasentanten in der Liste weitergeleitet. Wurde auch dort kein Eintrag gefun-
den, so fordert der Kern den Standort fur diesen Typ von einem der Reprasentanten des
Typs Nexus-Typ an. Ein solcher Reprasentant kann immer entweder im Typ-Cache
oder durch eine Netzwerksuche gefunden werden. Im Falle einer Netzwerksuche wird der
Kern nicht blockiert und steht anderen Instanzen zur Verfugung. Dieses Vorgehen wird
in Abbildung 26 veranschaulicht.
Objektlokalisator
Nexus−Kern





Standortanforderung für diesen Typ
Abbildung26. Lokalisierung von Objekten
Beim Design der beiden Caches wurden Funktionen berucksichtigt, mit deren Hilfe
sich die Groe der Caches dynamisch zur Laufzeit andern lassen. In der gegenwartigen
Ausfuhrung werden die Cache-Eintrage periodisch aktualisiert.
4 Zusammenfassung
Nexus vereint mehere bereits bekannte Konzepte wie Netzwerktransparenz und objek-
torientierte Modelle fur verteiltes Programmieren, die bereits in Systemen wie Eden
und Argus eingesetzt wurden. Hauptziel von Nexus ist es, eine exible Umgebung
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fur die experimentelle Forschung in den Gebieten der verteilten, objektorientierten Pro-
grammierung und der fehlertoleranten Techniken zu schaen. Zu diesem Zweck erlaubt
Nexus z.B. die Implementierung mageschneiderte Objektmanager mit denen verschie-
denen Mechanismen fur das Wiederaufsetzen und die Nebenlaugkeitskontrolle realisiert
werden konnen. Um eine starkere Nebenlaugkeit zu erzielen, unterstutzt Nexus auch
nichtserialisierbare Schedules. Moglicht wird dies durch das Modell der schwachen Kon-
sistenz, das ermoglicht, da eine Aktion selbst dann terminieren kann, wenn die sie
aufrufende Aktion abbricht. Dabei wird dem Faktor Sicherheit aber keine Prioritat ein-
geraumt. Der Benutzer mu sich also daruber im klaren sein, was er mit seiner Freiheit
anfangt bzw. im System anrichtet. Es besteht zwar die Moglichkeit, auch starke Konsi-
stenz und geschachtelte Transaktionen zu unterstutzen, dies geht aber auf Kosten der
Performance des Systems. Die Argumentation, da durch die schwache Konsistenz die
Verfugbarkeit von systemkritischen Objekten wie z.B. Filesystemverzeichnissen erhoht
wird, lat sich nicht nachvollziehen. Es existieren in anderen Systemen wie z.B. CO-
DA [KS92] Spezialbehandlungen fur solche systemkritischen Objekte, die auch ohne das
Modell der schwachen Konsistenz die Verfugbarkeit garantieren. Der systemdenierte
Typ der virtuellen ermoglicht eine Umgehung des Unix File Systems, da fur synchro-
nes Schreiben von Speicherblocken auf die Festplatte nicht ausgelegt ist. Das Setzen
von Sicherungspunkten und Funktionen zum Wiederaufsetzen entspricht den gangigen
Sicherheitstechniken. Der Benutzer kann eigene Typen von Objekten denieren aber in
der gegenwartigen Version des Systems dauert das Compilieren und Installieren eines
neuen Typs im System, noch zu lange (10-20 Minuten). Ein Vorteil des Netzbetriebssy-
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