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Abstract
This thesis focuses on algorithms for parsing within the context of sparse annotated
resources. Despite recent progress in parsing techniques, existing methods require
significant resources for training. Therefore, current technology is limited when it
comes to parsing sentences in new languages or new grammars.
We propose methods for parsing when annotated resources are limited. In the
first scenario, we explore an automatic method for mapping language-specific part-
of-speech (POS) tags into a universal tagset. Universal tagsets play a crucial role
in cross-lingual syntactic transfer of multilingual dependency parsers. Our central
assumption is that a high-quality mapping yields POS annotations with coherent
linguistic properties which are consistent across source and target languages. We
encode this intuition in an objective function. Given the exponential size of the map-
ping space, we propose a novel method for optimizing the objective over mappings.
Our results demonstrate that automatically induced mappings rival their manually
designed counterparts when evaluated in the context of multilingual parsing.
In the second scenario, we consider the problem of cross-formalism transfer in
parsing. We are interested in parsing constituency-based grammars such as HPSG
and CCG using a small amount of data annotated in the target formalisms and a
large quantity of coarse CFG annotations from the Penn Treebank. While the trees
annotated in all of the target formalisms share a similar basic syntactic structure with
the Penn Treebank CFG, they also encode additional constraints and semantic fea-
tures. To handle this apparent difference, we design a probabilistic model that jointly
generates CFG and target formalism parses. The model includes features of both
parses, enabling transfer between the formalisms, and preserves parsing efficiency.
Experimental results show that across a range of formalisms, our model benefits from
the coarse annotations.
Thesis Supervisor: Regina Barzilay
Title: Professor
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Chapter 1
Introduction
The lack of annotated resources is a significant obstacle to achieving high parsing per-
formance. In some cases, syntactic annotations are readily available. For instance,
the CoNLL dataset [2] consists of syntactic treebanks for 19 languages. However,
these treebanks only cover a small fraction of the hundreds of existing world lan-
guages. Many of these languages have no available treebanks, and thus are beyond
the scope of state-of-the-art supervised parsers. Moreover, existing constituency tree-
banks are primarily annotated in context-free grammar (CFG). For many newly de-
veloped grammars, there are no available treebanks. As such, researchers have not
yet developed high-quality parsing systems for these grammars.
In this thesis, we propose methods to improve parsing performance in the context
of resource-poor languages or grammars by applying transfer learning techniques.
The basic idea of transfer learning is to extract pivotal information from annotations
in resource-rich languages or grammars and use it to improve parsing performance
in resource-poor contexts. In particular, our work focuses on two specific scenar-
ios: transfer learning across different languages and transfer learning across different
grammars.
We first explore an automatic method for mapping language-specific part-of-
speech (POS) tags to a set of universal tags. Universal POS tagsets play a crucial role
in cross-lingual syntactic transfer of multilingual dependency parsers. Many transfer
approaches assume that this universal POS representation is available and learn to
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transfer from non-parallel data [37, 60]. The mappings used in previous work were
constructed manually. The goal of our work is to automatically construct mappings
that are optimized for performance on downstream tasks, like parsing. We evaluate
our algorithm on 19 languages and demonstrate that the quality of our mapping rivals
the quality of their hand-crafted counterparts.
The second part of our work focuses on the cross-formalism transfer scenario. Over
the last several decades, linguists have introduced many different grammars for de-
scribing the syntax of natural languages. Moreover, the ongoing process of developing
new grammar formalisms is intrinsic to linguistic research. However, in order to parse
the sentence within the context of these grammars, annotated sentences for training
are required. The standard solution to obtain these annotations relies on manually
crafted transformation rules that map readily available syntactic annotations (e.g, the
Penn Treebank) to the desired formalism. Designing these transformation rules is a
major undertaking which requires multiple correction cycles and a deep understanding
of the underlying grammar formalisms. In this thesis, we propose an alternative ap-
proach for parsing constituency-based grammars. Instead of using manually-crafted
transformation rules, this approach relies on a small amount of annotations in the
target formalism. To compensate for the annotation sparsity, our approach utilizes
coarsely annotated data that is available in large quantities. Our experimental results
show that across all the target formalisms, our model significantly benefits from the
coarsely annotated data.
1.1 Transfer Learning across Languages
The goal of our first task is to automatically learn a mapping from language-specific
part-of-speech tags to a universal tagset. In multilingual parsing, this universal POS
representation is required for cross-lingual syntactic transfer. Specifically, the uni-
versal tag annotations enable an unlexicalized parser to make use of on annotations
from one language when learning a model for another language.
While the notion of a universal POS tagset is widely accepted, it is hardly ever
11
used in practice for annotation of monolingual resources. In fact, available POS
annotations are designed to capture language-specific idiosyncrasies and therefore are
substantially more detailed than a coarse universal tagset. To reconcile these cross-
lingual annotation differences, a number of mapping schemes have been proposed in
the parsing community [60, 51, 44]. In all of these cases, the conversion is performed
manually and has to be repeated for each language and each annotation scheme.
Despite the apparent simplicity, deriving a mapping is by no means easy, even
for humans. In fact, the universal tagsets manually induced by [51] and by [44]
disagree on 10% of the tags. One example of these discrepancies is the mapping of the
Japanese tag “PVfin” to a universal tag. In one scheme, “PVfin” maps to “particle”;
in another scheme it maps to “verb”. Moreover, the quality of this conversion has
direct implications on parsing performance. In the Japanese example above, this
difference in mapping yields a 6.7% difference in parsing accuracy.
The goal of our algorithm is to induce the mapping for a new language, utiliz-
ing existing manually-constructed mappings as training data. The existing mappings
developed in the parsing community rely on gold POS tags for the target language.
Another possible scenario is to apply the mapping technique to resource-poor lan-
guages where gold POS annotations are lacking. In such cases, a mapping algorithm
has to operate over automatically induced word clusters on the target language (e.g.,
using the Brown algorithm) and map the clusters to universal tags. We propose a
mapping approach that can effectively handle both gold tags and induced clusters.
Our central hypothesis is that a high-quality mapping yields POS annotations with
coherent linguistic properties which are consistent across languages. Since words with
the same universal tags play the same linguistic role in source and target languages, we
expect similarity in their global distributional statistics. Figure 1-1a shows statistics
for two close languages, English and German. We can see that their POS unigram
frequencies on the five most common tags are very close. Other properties concern
POS tag per sentence statistics – e.g., every sentence has to have at least one verb.
Finally, the mappings can be further constrained by the typological properties of the
target language that specify likely tag sequences. This information is readily available
12
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-Investors [are appealing] to the Securities 
and Exchange Commission not to [limit] their 
access to information [about stock purchases]
and sales [by corporate insiders]
-Einer der sich [für den Milliardär] [ausspricht] 
[ist] Steve Jobs dem Perot [für den aufbau]
der Computerﬁrma Next 20 Millionen Dollar 
[bereitstellte]
(a) (b)
Figure 1-1: Illustration of similarities in POS tag statistics across languages. (a)
The unigram frequency statistics on five tags for two close languages, English and
German. (b) Sample sentences in English and German. Verbs are shown in blue,
prepositions in red and noun phrases in green. It can be seen that noun phrases
follow prepositions.
even for resource-poor languages [23]. For instance, since English and German are
prepositional languages, we expect to observe adposition-noun sequences but not
the reverse (see Figure 1-1b for sample sentences). We encode these heterogeneous
properties into an objective function that guides the search for an optimal mapping.
Our approach encodes these three types of properties into a single objective and
optimizes the objective via a variant of the Expectation-Maximization algorithm
(EM) [45] and the Convex-Concave procedure [59]. We evaluate the quality of our
mapping based on the algorithm’s performance on the downstream task, i.e. multi-
lingual transfer parsing. Experimental results show that the quality of our mapping
is competitive with that of the manual mapping.
1.2 Transfer Learning across Grammars
The goal of the second task is to improve parsing performance within the context of
new grammars when the annotated treebanks in those grammars are lacking. Tra-
ditional approaches for this problem have focused on the conversion from the Penn
Treebank to the treebank annotated in the target grammar. These approaches re-
lied on manually specified conversion rules; the process of designing rules for a new
grammar requires a deep understanding of that grammar and significant human ef-
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fort. In addition, designing these rules frequently requires external resources such as
Wordnet and even involves correction of the existing treebank. This effort has to be
repeated for each new grammar formalism, each new annotation scheme, and each
new language.
In this paper, we propose an alternative approach for parsing constituency-based
grammars. Instead of using manually-crafted transformation rules, this approach
relies on a small amount of annotations in the target grammar. Frequently, such an-
notations are available in linguistic texts that introduce the grammar. For instance,
a textbook on HPSG [54] illustrates grammatical constructions using about 600 ex-
amples. While these examples are informative, they are not sufficient for training in
and of themselves. Our approach utilizes coarsely annotated data available in large
quantities to address the annotation sparsity. A natural candidate treebank for such
coarse annotations is the Penn Treebank, which is annotated in context-free grammar
(CFG). Given that the Penn Treebank is selected as the source treebank, the target
formalism can be any constituency-based grammar, such as Combinatory Categorial
Grammar (CCG) [56], Lexical Functional Grammar (LFG) [1] or Head-Driven Phrase
Structure Grammar (HPSG) [54]. The treebanks annotated in all of these formalisms
share a similar basic syntactic structure with Penn Treebank CFG. However, the
target formalisms also encode additional constraints and semantic features. For in-
stance, the Penn Treebank annotations do not make an explicit distinction between
a complement and an adjunct; CCG, LFG and HPSG all mark these roles explic-
itly. Moreover, even identical syntactic information is encoded differently in these
formalisms. An example of this phenomenon is the marking of subject. In LFG, this
information is captured in the mapping equation, namely ↑ SBJ =↓, while the Penn
Treebank represents this information as a functional tag, such as NP-SBJ. Figure
1-2 shows derivations in the three target formalisms we consider, as well as a CFG
derivation. We can see that the derivations in each of these formalisms share the
same basic structure while the formalism-specific information is mainly encoded in
the lexical entries and node labels.
Our model utilizes syntactic structure sharing across formalisms and exploits the
14
CFG CCG 
LFG 
I                eat               apples 
NP                VB                   NP 
VP 
S 
I                eat                apples 
NP        (S[dcl]\NP)/NP         NP 
S[dcl]\NP 
S[dcl] 
 I               eat                 apples 
[Pron.I]     [   SBJ,   OBJ]       [N.3pl] 
ROOT 
↑=↓
↑ ↑
=↓SBJ!↑ =↓OBJ!↑
↑=↓
HPSG 
  I              eat                 apples 
[N.no3sg]   [N<V.bse>N]        [N.3pl] 
head_comp 
subj_head 
Figure 1-2: Derivation trees for CFG as well as CCG, HPSG and LFG formalisms.
syntactic information in the source treebank to improve parsing for the target tree-
bank. We evaluate our approach on three constituency-based grammars — CCG,
HPSG, and LFG. Our experimental results demonstrate that for all three formalisms,
parsing accuracy can be improved by training with additional coarse annotations.
1.3 Thesis Overview
The remainder of the thesis is organized as follows. In the next chapter we discuss
related work in the areas of multilingual parsing, syntactic category refinement, pars-
ing for different grammars, and cross-formalism transfer learning. In chapter 3, we
provide formal descriptions of our algorithm for mapping the language-specific tags
to the universal tagset, and we give empirical results showing the efficacy of this al-
gorithm. In chapter 4, we describe our method of transferring syntactic information
across different formalisms, and provide empirical results. Chapter 5 concludes with
the main ideas and contributions of this work, along with potential directions for
future research.
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Chapter 2
Related Work
Our work focuses on two specific tasks in transfer learning. Our first model learns
to map the language-specific tags into a universal tagset. Our second model enables
transfer between different grammar formalisms. Specifically, our coarsely annotated
treebank contains rich syntactic information, and our model utilizes this information
to improve parsing performance on refined target grammars. While on the high
level both tasks belong to the thread of transfer learning, they require fundamentally
different approaches, and are related to different categories of previous work. In the
following sections we describe the prior work relevant to these two tasks.
2.1 Multilingual Parsing
Early approaches for multilingual parsing used parallel data to bridge the gap be-
tween languages when modeling syntactic transfer. In this setup, finding the map-
ping between various POS annotation schemes was not essential; instead, the transfer
algorithm could induce it directly from the parallel data [26, 58, 3]. However, more
recent transfer approaches focus on learning to transfer from non-parallel data and
such mappings between POS become essential [60, 38, 12, 44, 43]. These approaches
assume access to a common input representation in the form of universal tags, which
enables the model to connect patterns observed in the source language to their coun-
terparts in the target language.
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Despite ongoing efforts to standardize POS tags across languages (e.g., EAGLES
initiative [15]), many corpora are still annotated with language-specific tags. In pre-
vious work, their mappings to universal tags were performed manually. Yet, even
though some of these mappings have been developed for the same CoNLL dataset [2,
46], they are not identical and yield different parsing performance [60, 51, 44]. The
goal of our work is to automate this process and construct mappings that are opti-
mized for performance on downstream tasks (here we focus on parsing). As our results
show, we achieve this goal on a broad range of languages and evaluation scenarios.
2.2 Syntactic Category Refinement
Our work of learning to map language-specific POS tags also relates to work in syn-
tactic category refinement in which POS categories and parse tree non-terminals are
refined in order to improve parsing performance [16, 30, 35, 50, 52, 33]. Our work
differs from these approaches in two ways. First, these methods have been developed
in the monolingual setting, while our mapping algorithm is designed for multilingual
parsing. Second, these approaches are trained on the syntactic trees of the target
language, which enables them to directly link the quality of newly induced categories
with the quality of syntactic parsing. In contrast, we are not given trees in the target
language. Instead, our model is informed by mappings derived for other languages.
2.3 Parsing for Constituency-based Grammar For-
malism
The goal of our second task is to utilize a treebank annotated in some coarse formalism
to improve parsing performance in some target formalism. In particular, we choose
the Penn Treebank, which is annotated in Context Free Grammar (CFG), as the
source treebank and the following three constituency-based grammars as our target
formalisms: Combinatory Categorial Grammar (CCG), Lexical Functional Gram-
mar (LFG) and Head-Driven Phrase Structure Grammar (HPSG). In this section,
17
we briefly introduce each target grammar and the existing parsing models for these
grammars.
2.3.1 Combinatory Categorial Grammar
Combinatory Categorial Grammar (CCG) [56] is a constituency-based lexicalized
grammar based on Categorial Grammar. It is also one of the unification-based gram-
mars. Each word in a CCG analysis is associated with a lexical entry that encodes
the syntactic and semantic constraints. The formalism generates constituency-based
structures and is therefore a type of constituency-based structure grammar rather
than a dependency grammar.
Clark et al. proposed log-linear models for wide-coverage CCG parsing [10, 11].
They presented two types of models: a dependency model and a normal-form model.
The two models generated features of a CCG tree from different aspects. The depen-
dency model has features defined over the CCG predicate-argument dependencies,
whereas the dependencies for the normal-form model are defined in terms of local
rule instantiations in the derivation. The models were both evaluated in terms of
the predicate-argument dependency F-score. Though the performance of dependency
model was slightly better, its time cost is much higher than the time cost of the
normal-form model because of the weaker locality of the features. In our work, we
follow the idea of the normal-form model. The trees in our source treebank (Penn
Treebank) are represented in derivation form. Therefore the normal-form model fits
our scenario better.
One of the key components in the log-linear model for CCG parsing is the packed
chart representation of derivations, also known as feature forests [41]. The packed
charts compactly represent the exponential number of possible derivations or depen-
dency structures by grouping together equivalent chart entries. Consequently, the
marginal probability for each cell can be computed efficiently by using a variant of
the inside-outside algorithm.
Another key component of the parsing system is a Maximum Entropy supertagger
which assigns CCG lexical categories to words in a sentence. If we don’t prune the
18
category candidates for each words, the packed chart is still too large to be computed
in practice. The supertagger can greatly reduce the number of candidates per word
from more than a hundred to around 2; when the supertagger is used, the accuracy
remains around 95%.
2.3.2 Lexical Functional Grammar
Lexical Functional Grammar (LFG) [1] also belongs to the family of unification-
based grammars and constituency-based grammars. In our work, we consider an
LFG with the two most basic levels of representation: c(onstituent)-structure and
f(unctional)-structure. The c-structure of a sentence captures basic syntactic in-
formation. It is similar to the context-free trees. The f-structure of a sentence
represents abstract syntactic functions such as SUB(ject), OBJ(ect), PRED(icate),
COMP(lement), XCOMP(lement), OBL(ique), ADJUNCT etc., in the form of re-
cursive attribute-value structures. The f-structures are analogues to the predicate-
argument representations. Each LFG analysis is also accompanied with a set of
mapping equations in form of ↑ . . . =↓ . . . which represent the connections between
the c-structure and the f-structure of a sentence. The goal of LFG parsing is to derive
the c-structure, the f-structure and the mapping equations of a sentence.
In [7], Cahill et al. proposed an automatic annotator for LFG. First, the annotator
decorated the trees in the Penn Treebank with LFG labels based on manually specified
annotation rules. Second, a constraint solver is applied to derive the prototype f-
structure and resolve the long-distance dependencies.
Statistical parsing models also exist for LFG. For example, [27] presented a log-
linear model. In [28], Kaplan et al. applied a log-linear model to disambiguate the
multiple analysis generated by the XLE parser, which is built based on manually
crafted rules [4]. In [55], Riezler et al. introduced fragment grammar to improve the
coverage of the XLE parser and applied log-linear model with incomplete data.
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2.3.3 Head-Driven Phrase Structure Grammar
Head-Driven Phrase Structure Grammar (HPSG) [54] is another unification-based
and constituency-based grammar formalism. Each word in the sentence is associated
with a lexical entry, and a set of grammar rules and linguistic principles are applied
in each derivation.
There have been several attempts to do HPSG parsing with log-linear models.
In [41, 42], Miyao et al. proposed the feature forest model as a solution to the
inference of a tree within discriminative framework. By representing the exponential
number of possible structures using feature forests of a tractable size, the parameters
of maximum entropy models are efficiently estimated via a variant of inside-outside
algorithm.
Miyao et al. also explored different modeling methods: defining features on each
predicate-argument dependency or each local derivation in an HPSG tree. This is
similar to the dependency model and normal-form model in [11]. The performance
of dependency model was similar to that of normal-form model.
Toutanova et al. presented experiment results on Redwoods treebank [49] using a
similar log-linear model [57]. Their results were slightly worse than those from Miyao.
2.4 Cross-formalism Transfer Learning
For refined grammars like CCG and HPSG, manual construction of their treebank
from scratch is extremely expensive. It needs a lot of linguistic expertise to annotate
and is extremely time consuming. Therefore, researchers have been attempting to
convert the existing annotations in coarse grammars (e.g. CFG) to the annotations
in refined grammars (e.g. HPSG, LFG, or CCG). Traditional approaches were mainly
based on manually specified rules. For instance, the rules may specify how to convert
traces and functional tags in the Penn Treebank to the f-structure in LFG [5]. These
conversion rules are typically utilized in two ways: (1) to create a new treebank which
is consequently used to train a parser for the target formalism [25, 10, 40, 42], and
(2) to translate the output of a CFG parser into the target formalism [7].
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The design of these rules is a major linguistic and computational undertaking,
which requires multiple iterations over the data to increase coverage [40, 48]. By na-
ture, the mapping rules are formalism specific and therefore not transferable. More-
over, frequently designing such mappings involves modification to the original anno-
tations. For instance, [25] made thousands of POS and constituent modifications to
the Penn Treebank to facilitate transfer to CCG. More importantly, in some transfer
scenarios, deterministic rules are not sufficient, due to the high ambiguity inherent in
the mapping. Therefore, our work considers an alternative set-up for cross-formalism
transfer where a small amount of annotations in the target formalism are used instead
of deterministic rules.
The limitation of deterministic transfer rules has been recognized in prior work [55].
Their method uses a hand-crafted LFG parser to create a set of multiple parsing
candidates for a given sentence. Using the partial mapping from CFG to LFG as
guidance, the resulting trees are ranked based on their consistency with the labeled
LFG bracketing imported from CFG. In contrast to this method, we neither require a
parser for the target formalism nor manual rules for partial mapping. Consequently,
our method can be applied to many different target grammar formalisms without
significant engineering effort for each one. The utility of coarse-grained treebanks is
determined by the degree of structural overlap with the target formalism.
In the next subsections, we briefly introduce the previous approaches of converting
the Penn Treebank for each target formalism.
2.4.1 CCGbank
The CCGbank [25, 24] is a CCG version of the Penn Treebank. CCGbank was created
by converting the phrase-structure trees in the Penn Treebank into CCG normal-form
derivations. Some preprocessing of the treebank was required, including corrections
of POS tags and modifications for tree structures. These changes allow the correct
CCG analyses for constructions like coordination. [24] gives a detailed description of
the procedure used to create CCGbank. Figure 2-1 shows an example normal-form
derivation for a partial CCGbank sentence from [24].
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Verb fronting The Treebank analyses predicate fronting and verb fronting in terms of move-
ment, similar to topicalization:
(SINV (VP-TPC-1 (VBG Following)
(NP the feminist and population-control lead))
(VP (VBZ has)
(VP (VBN been)
(VP (-NONE- *T*-1))))
(NP-SBJ a generally bovine press)
(. .))
However, the noun phrase labelled as NP-SBJ here is actually in accusative case:
(45) a. *Following the lead has been I.
b. Following the lead has been me.
Therefore, we assume that the NP is an object, and the verb phrase subject. The trees are
changed so that the noun phrase appears as an object to the innermost verb. The VP-trace is
removed:
(SINV (VP-TPC-1 (VBG Following)
(NP the feminist and population-control lead))
(VP (VBZ has)
(VP (VBN been)
(NP a generally bovine press)))
(. .))
Here is the CCG derivation:
Following the ...lead
has
been a generally bovine press
Predicative inversion Predicative inversion around the copula is also analyzed as topicaliza-
tion within an SINV:
(SINV (PP-LOC-PRD-TPC-1 (IN Among)
(NP the leading products)))
Figure 2-1: Example CCG partial derivation as a binary tree for the sentence Follow-
ing the . . .lead has been a generally bovine press.
2.4.2 LFG Automatic Annotator
In [7], Cahill et al. presented models to automatically annotate the Penn Treebank
with LFG labels. They first proposed an automatic f-structure annotation algorithm
that annotates treebank trees with proto f-structure information based on a set of
manually crafted annotation rules. Secondly, they presented two parsing architectures
based on this algorithm. The first one is the pipeline architecture which first parsed
a sentence into a PCFG tree using existing parsing model and then automatically
annotated a CFG tree with their f-structure annotation algorithm. By contrast, in
the integrated architecture they first automatically annotated the treebank trees with
f-structure information and then extracted an annotated PCFG (A-PCFG) from the
treebank. training dataset.
2.4.3 HPSGbank
In [40], Miyao et al. described a method of semi-automatically acquiring an English
HPSG grammar from the Penn Treebank. First, they designed a set of heuristic
rules manually and employed them to annotate the treebank with partially-specified
derivation trees of HPSG. Second, lexical entries are automatically extracted from
the annotated corpus by inversely applying HPSG schemata to partially-specified
derivation trees. Third, they investigated the errors and inconsistencies during the
automatic annotation and added rules or cleaned the treebank in order to get a
better annotation result. After several iterations over these three steps, they built
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have
to
choose
this particular moment
they
did n’t
HEAD  verb
SUBJ  < >
COMPS  < >
subject-head
HEAD  noun
SUBJ  < >
COMPS  < >
HEAD  verb
SUBJ  <    >2
HEAD  verb
SUBJ  < _ >
HEAD  verb
SUBJ  <    >2
1
HEAD  verb
SUBJ  <    >1
HEAD  verb
SUBJ  <    >1
HEAD  noun
SUBJ  < >
COMPS  < >
head-comp
head-comp
head-comp
head-comp
Fig. 6. Partially-specified derivation tree corresponding to Figure 4.

HEAD verb
SUBJ 〈 1
[
HEAD noun
SUBJ 〈〉
COMPS 〈〉
]
〉
COMPS 〈
[
HEAD verb
SUBJ 〈 1 〉
COMPS 〈〉
]
〉


HEAD verb
SUBJ 〈
[
HEAD noun
SUBJ 〈〉
COMPS 〈〉
]
〉
COMPS 〈
[
HEAD noun
SUBJ 〈〉
COMPS 〈〉
]
〉

Fig. 7. Lexical entries for “did” (left) and “choose” (right) extracted from the partially-specified
derivation tree in Figure 6.
4 Evaluation
The algorithm described in Section 3 was implemented to acquire an HPSG grammar
from the Penn Treebank Section 02-21 (39,598 sentences).
Lexical entries were successfully extracted from 38,263 sentences. Table 1 lists the
number of words/lexical entry templates in the obtained grammar3. Compared to the au-
tomatic extraction of LTAG [6], the number of lexical entry templates was significantly
reduced. This implies that the HPSG grammar achieved a higher degree of abstraction.
Compared to the automatic extraction of CCG [9], the number of templates increased.
We assume that this was because CCG exploits grammar rules to explain syntactic vari-
ations (e.g. wh-extraction and relative clauses), while HPSG uses lexical entries. Hence,
an HPSG grammar should have more lexical entries corresponding to various syntactic
variations. This is substantiated by the results in Table 1, where the number of lexical
entry templates for verbs is significantly higher than for the other parts of speech.
Table 2 shows lexical/sentential coverage against Section 23. Coverage was mea-
sured by comparing the acquired lexicon to lexical entries extracted from Section 23. In
the table,G denotes the original grammar, and G¯ a grammar modified to treat unknown
words with a method similar to Hockenmaier and Steedman [9]; words occurring less
3 The summation of the number of words is not equal to the total number because a word might
be assigned more than one part of speech and be double-counted.
Figure 2-2: An example of partially specified derivation tree.
HPSGbank and extracted an HPSG grammar from it. Figure 2-2 shows an example
of partially-specified derivation tree from [40].
2.5 Summary
In this section, we have briefly introduced some past work related to our tasks. Previ-
ous work on multilingual parsing has been emphasizing the importance of a universal
POS tag representation for different languages. Traditional methods of acquiring such
representation are based on the annotation of language-specific tags and the manual
mapping from language-specific tags to the universal tagset. Our goal is to automate
this process of finding the mappings.
We have also introduced some previous work on the parsing of different grammar
formalism . Though a plenty of parsing od ls already exist for each formalism,
no e of them have been evaluated on other formalisms. We propose a general parsing
framework for constituency-based grammar, and evaluate it on all of the three target
formalisms.
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Chapter 3
Mapping into Universal Tagsets
3.1 Introduction
In recent work on multilingual dependency parsing, unified representations of POS
tags have become essential because they bridge the gap between two different lan-
guages without using parallel data. Traditional ways of acquiring this universal rep-
resentation are mainly based on manual mappings from language-specific tags to
universal tagsets [51]. Despite the fact that manual mappings have achieved good
empirical results as shown in [38] and [43], many obvious limiting factors still exist.
For example, the human knowledge of mappings is needed for each new language and
each new annotation scheme. Moreover, annotations of language-specific tags may
not always be available in different scenarios.
We explore a method to automatically find a mapping from language-specific tags
to universal tags. The basic idea behind our work is to extract information available in
resource-rich languages (source) and exploit it to guide the mappings in resource-poor
languages (target). We assume that the universal POS representation is available in
the source language. As mentioned in Chapter 1, our central hypothesis is that a
high quality mapping for target language yield to some linguistic properties which
are consistent with the properties on the source language side. In particular, we
consider three types of properties in our work: global distributional statistics, POS
tag per sentence statistics and typological properties.
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Having defined a quality measure for mappings, our goal is to find the optimal
mapping. However, such partition optimization problems1 are NP hard [18]. A naive
approach to the problem is to greedily improve the map, but it turns out that this
approach yields poor quality mappings. We therefore develop a method for optimiz-
ing over soft mappings, and use entropy regularization to drive those towards hard
mappings. We construct the objective in a way that facilitates simple monotonically
improving updates corresponding to solving convex optimization problems.
We evaluate our mapping approach on 19 languages that include representatives of
Indo-European, Semitic, Basque, Japonic and Turkic families. We measure mapping
quality based on the target language parsing accuracy. In addition to considering gold
POS tags for the target language, we also evaluate the mapping algorithm on auto-
matically induced POS tags. In all evaluation scenarios, our model consistently rivals
the quality of manually induced mappings. We also demonstrate that the proposed
inference procedure outperforms greedy methods by a large margin, highlighting the
importance of good optimization techniques. We further show that while all char-
acteristics of the mapping contribute to the objective, our largest gain comes from
distributional features that capture global statistics. Finally, we establish that the
mapping quality has a significant impact on the accuracy of syntactic transfer, which
motivates further study of this topic.
3.2 Task Formulation
The input to our task consists of a target corpus written in a language T , and a set of
non-parallel source corpora written in languages {S1, . . . , Sn}. In the source corpora,
each word is annotated with both a language-specific POS tag and a universal POS
tag [51]. In the target corpus each word is annotated only with a language-specific
POS tag, either gold or automatically induced.
Our goal is to find a map from the set of LT target language tags to the set
of K universal tags. We assume that each language-specific tag is only mapped to
1Instances of related hard problems are 3-partition and subset-sum.
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one universal tag, which means we never split a language-specific tag and LT ≥ K
holds for every language. We represent the map by a matrix A of size K × LT
where A(c|f) = 1 if the target language tag f is mapped to the universal tag c, and
A(c|f) = 0 otherwise.2 Note that each column of A should contain a single value of
1. We will later relax the requirement that A(c|f) ∈ {0, 1}. A candidate mapping
A can be applied to the target language to produce sentences labeled with universal
tags.
3.3 Model
In this section we describe an objective that reflects the quality of an automatic
mapping.
Our key insight is that for a good mapping, the statistics over the universal tags
should be similar for source and target languages because these tags play the same
role cross-linguistically. For example, we should expect the frequency of a particular
universal tag to be similar in the source and target languages.
One choice to make when constructing an objective is the source languages to
which we want to be similar. It is clear that choosing all languages is not a good idea,
since they are not all expected to have distributional properties similar to the target
language. There is strong evidence that projecting from single languages can lead to
good parsing performance [38]. Therefore, our strategy is to choose a single source
language for comparison. The choice of the source language is based on similarity
between typological properties; we describe this in detail in Section 3.4.
We must also determine which statistical properties we expect to be preserved
across languages. Our model utilizes three linguistic phenomena which are consistent
across languages: POS tag global distributional statistics, POS tag per sentence
statistics, and typology-based ordering statistics. We define each of these below.
2We use c and f to reflect the fact that universal tags are a coarse version (hence c) of the
language specific fine tags (hence f).
26
3.3.1 Mapping Characterization
We focus on three categories of mapping properties. For each of the relevant statistics
we define a function Fi(A) that has low values if the source and target statistics are
similar.
Global distributional statistics: The unigram and bigram statistics of the uni-
versal tags are expected to be similar across languages with close typological profiles.
We use pS(c1, c2) to denote the bigram distribution over universal tags in the source
language, and pT (f1, f2) to denote the bigram distribution over language specific tags
in the target language. The bigram distribution over universal tags in the target
language depends on A and pT (f1, f2) and is given by:
pT (c1, c2;A) =
∑
f1,f2
A(c1|f1)A(c2|f2)pT (f1, f2) (3.1)
To enforce similarity between source and target distributions, we wish to minimize
the KL divergence between the two: 3
Fbi(A) = DKL[pS(c1, c2)|pT (c1, c2;A)] (3.2)
We similarly define Funi(A) as the distance between unigram distributions.
Per sentence statistics: Another defining property of POS tags is their average
count per sentence. Specifically, we focus on the verb count per sentence, which we
expect be similar across languages. To express this constraint, we use nv(s, A) to
denote the number of verbs (i.e., the universal tags corresponding to verbs accord-
ing to A) in sentence s. This is a linear function of A. We also use E[nv(s, A)] to
denote the average number of verbs per sentence, and V [nv(s, A)] to denote the vari-
ance. We estimate these two statistics from the source language and denote them by
ESv, VSv. Good mappings are expected to follow these patterns by having a variance
3We use the KL divergence because it assigns low weights to infrequent universal tags. Fur-
thermore, this choice results in a simple, EM-like parameter estimation algorithm as discussed in
Section 3.4.
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upper bounded by VSv and an average lower bounded by ESv.
4 This corresponds to
minimizing the following objectives:
FEv(A) = max [0, ESv − E[nv(s, A)]]
FV v(A) = max [0, V [nv(s, A)]− VSv]
Note that the above objectives are convex in A, which will make optimization simpler.
We refer to the two terms jointly as Fverb(A).
Typology-based ordering statistics: Typological features can be useful for de-
termining the relative order of different tags. If we know that the target language
has a particular typological feature, we expect its universal tags to obey the given
relative ordering. Specifically, we expect it to agree with ordering statistics for source
languages with a similar typology. We consider two such features here. First, in
pre-position languages the preposition is followed by the noun phrase. Thus, if T is
such a language, we expect the probability of a noun phrase following the adposition
to be high, i.e., cross some threshold. Formally, we define C1 = {noun, adj, num,
pron, det} and consider the set of bigram distributions Spre that satisfy the following
constraint: ∑
c∈C1
pT (adp,c) ≥ apre (3.3)
where apre =
∑
c∈C1 pS(adp,c) is calculated from the source language. This con-
straint set is non-convex in A due to the bilinearity of the bigram term. To simplify
optimization5 we take an approach inspired by the posterior regularization method
[17] and use the objective:
Fc(A) = min
r(c1,c2)∈Spre
DKL[r(c1, c2)|pT (c1, c2;A)] (3.4)
4The rationale is that we want to put a lower bound on the number of verbs per sentence,
and induce it from the source language. Furthermore, we expect the number of verbs to be well
concentrated, and we induce its maximal variance from the source language.
5In Section 3.4 we shall see that this makes optimization easier.
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The above objective will attain lower values for A such that pT (c1, c2;A) is close to the
constraint set. Specifically, it will have a value of zero when the bigram distribution
induced by A has the property specified in Spre. We similarly define a set Spost for
post-positional languages.
As a second typological feature, we consider the Demonstrative-Noun ordering.
In DN languages we want the probability of a determiner to come before C2 = {noun,
adj, num}, (i.e., frequent universal noun-phrase tags), to cross a threshold. This
constraint translates to: ∑
c∈C2
pT (det, c) ≥ adet (3.5)
where adet =
∑
c∈C2 pS(det, c) is a threshold determined from the source language.
We denote the set of distributions that have this property by SDN, and add them to
the constraint in Equation 3.4. The overall constraint set is denoted by S.
3.3.2 The Overall Objective
We have defined a set of functions Fi(A) that are expected to have low values for
good mappings. To combine those, we use a weighted sum: Fα(A) =
∑
i αi · Fi(A).
(The weights in this equation are learned; we discussed the procedure in Section 3.4)
Optimizing over the set of mappings is difficult since each mapping is a discrete
set whose size is exponential size in LT . Technically, the difficulty comes from the
requirement that elements of A are integral and its columns sum to one. To relax this
restriction, we will allow A(c|f) ∈ [0, 1] and encourage A to correspond to a mapping
by adding an entropy regularization term:
H[A] = −
∑
f
∑
c
A(c|f) logA(c|f) (3.6)
This term receives its minimal value when the conditional probability of the universal
tags given a language-specific tag is 1 for one universal tag and zero for the others.
The overall objective is then: F (A) = Fα(A) + λ ·H[A], where λ is the weight of
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the entropy term.6 The resulting optimization problem is:
min
A∈∆
F (A) (3.7)
where ∆ is the set of non-negative matrices whose columns sum to one:
∆ =
A : A(c|f) ≥ 0 ∀c, f∑K
c=1A(c|f) = 1 ∀f
 (3.8)
3.4 Parameter Estimation
In this section we describe the parameter estimation process for our model. We start
by describing how to optimize A. Next, we discuss the weight selection algorithm,
and finally the method for choosing source languages.
3.4.1 Optimizing the Mapping A
Recall that our goal is to solve the optimization problem in Eq. Equation 3.7. This
objective is non convex since the function H[A] is concave, and the objective F (A)
involves bilinear terms in A and logarithms of their sums (see Equations Equation
3.1 and Equation 3.2).
While we do not attempt to solve the problem globally, we do have a simple update
scheme that monotonically decreases the objective. The update can be derived in a
similar manner to expectation maximization (EM) [45] and convex concave procedures
[59]. Figure 3-1 describes our optimization algorithm. The key ideas in deriving it are
using posterior distributions as in EM, and using a variational formulation of entropy.
The term Fc(A) is handled in a similar way to the posterior regularization algorithm
derivation. A detailed derivation is provided in the Appendix A.
The kth iteration of the algorithm involves several steps:
• In step 1, we calculate the current estimate of the bigram distribution over tags,
6Note that as λ→∞, only valid maps will be selected by the objective.
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Initialize A0.
Repeat
Step 1 (calculate current bigram estimate):
pT (c1, c2;A
k) =
∑
f1,f2
Ak(c1|f1)Ak(c2|f2)pT (f1, f2)
Step 2 (incorporate constraints):
rk(c1, c2) = arg min
r∈S
DKL[r(c1, c2)|pT (c1, c2;Ak)]
Step 3 (calculate model posterior):
p(f1, f2|c1, c2;Ak) ∝ Ak(c1|f1)Ak(c2|f2)pT (f1, f2)
Step 4: (complete joint counts):
Nk(c1, c2, f1, f2) = p(f1, f2|c1, c2;Ak)
(
rk(c1, c2) + pS(c1, c2)
)
Step 5 (obtain pairwise):
Mk(c, f) = Nk1 (c, f) +N
k
2 (c, f)
where Nk1 (c, f) =
∑
c2,f2
Nk(c, c2, f, f2) and similarly for N
k
2 (c, f).
Step 6 (M step with entropy linearization): Set Ak+1 to be the solution of
min
A∈∆
−
∑
c,f
[
Mk(c, f) logA(c|f) +A(c|f) logAk(c|f)]+ Fverb(A)
Until Convergence of Ak
Figure 3-1: An iterative algorithm for minimizing our objective in Eq. Equation 3.7. For
simplicity we assume that all the weights αi and λ are equal to one. It can be shown that
the objective monotonically decreases in every iteration.
pT (c1, c2;A
k).
• In step 2, we find the bigram distribution in the constraint set S that is closest
in KL divergence to pT (c1, c2;A
k), and denote it by rk(c1, c2). This optimization
problem is convex in r(c1, c2).
• In step 3, we calculate the bigram posterior over language specific tags given a
pair of universal tags. This is analogous to the standard E-step in EM.
• In step 4, we use the posterior in step 3 and the bigram distributions pS(c1, c2)
and rk(c1, c2) to obtain joint counts over language specific and universal bigrams.
• In step 5, we use the joint counts from step 4 to obtain counts over pairs of
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language specific and universal tags.
• In step 6, analogous to the M-step in EM, we optimize over the mapping matrix
A. The objective is similar to the Q function in EM, and also includes the
Fverb(A) term, and a linear upper bound on the entropy term. The objective
can be seen to be convex in A.
As mentioned above, each of the optimization problems in steps 2 and 6 is convex,
and can therefore be solved using standard convex optimization solvers. Here, we use
the CVX package [19, 20]. It can be shown that the algorithm improves F (A) at
every iteration and converges to a local optimum.
The above algorithm generates a mapping A that may contain fractional entries.
To turn it into a hard mapping we round A by mapping each f to the c that maximizes
A(c|f) and then perform greedy improvement steps (one f at a time) to further
improve the objective. The regularization constant λ is tuned to minimize the Fα(A)
value of the rounded A.
3.4.2 Learning the Objective Weights
Our Fα(A) objective is a weighted sum of the individual Fi(A) functions. In the
following, we describe how to learn the αi weights for every target language. We
would like Fα(A) to have low values when A is a good map. Since our performance
goal is parsing accuracy, we consider a map to be good if it results in high parsing
accuracy, as measured when projecting a parser from to S to T .
Since we do not have annotated parses in T , we use the other source languages
S = {S1, . . . , Sn} to learn the weight. For each Si as the target, we first train a parser
for each language in S \{Si} as if it was the source, using the map of [51], and choose
S∗i ∈ S \ {Si} which gives the highest parsing accuracy on Si. Next we generate 7000
candidate mappings for Si by randomly perturbing the map of [51]. We evaluate the
quality of each candidate A by projecting the parser of S∗i to Si, and recording the
parsing accuracy. Among all the candidates we choose the highest accuracy one and
denote it by A∗(Si). We now want the score F (A∗(Si)) to be lower than that of all
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ID Feature Description Values
81A Order of Subject, Object and Verb SVO, SOV, VSO, VOS, OVS, OSV
85A Order of Adposition and Noun Postpositions, Prepositions, Inpositions
86A Order of Genitive and Noun Genitive-Noun, Noun-Genitive
87A Order of Adjective and Noun Adjective-Noun, Noun-Adjective
88A Order of Demonstrative and Noun Demonstrative-Noun, Noun-Demonstrative, before and after
Table 3.1: The set of typological features that we use for source language selection.
The first column gives the ID of the feature as listed in WALS. The second column
describes the feature and the last column enumerates the allowable values for each
feature; besides these values each feature can also have a value of ‘No dominant order’.
other candidates. To achieve this, we train a ranking SVM whose inputs are pairs
of maps A∗(Si) and another worse A(Si). These map pairs are taken from many
different traget languages, i.e. many different Si. The features given to the SVM are
the terms of the score Fi(A). The goal of the SVM is to weight these terms such that
the better map A∗(Si) has a lower score. The weights assigned by the SVM are taken
as αi.
3.4.3 Source Language Selection
As noted in Section 3.3 we construct F (A) by choosing a single source language S.
Here we describe the method for choosing S. Our goal is to choose S that is closest
to T in terms of typology. Assume that languages are described by binary typological
vectors vL. We would like to learn a diagonal matrix D such that d(S, T ;D) =
(vS−vT )TD(vS−vT ) reflects the similarity between the languages. In our context, a
good measure of similarity is the performance of a parser trained on S and projected
on T (using the optimal map A). We thus seek a matrix D such that d(S, T ;D) is
ranked according to the parsing accuracy. The matrix D is trained using an SVM
ranking algorithm that tries to follow the ranking of parsing accuracy. Similar to
the technique for learning the objective weights, we train across many pairs of source
languages.7
The typological features we use are a subset of the features described in “The
7Ties are broken using the F (A) objective.
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World Atlas of Languages Structure” (WALS, [23]), and are shown in Table 3.1.
3.5 Evaluation Setup
Datasets We test our model on 19 languages: Arabic, Basque, Bulgarian, Cata-
lan, Chinese, Czech, Danish, Dutch, English, German, Greek, Hungarian, Italian,
Japanese, Portuguese, Slovene, Spanish, Swedish, and Turkish. Our data is taken
from the CoNLL 2006 and 2007 shared tasks [2, 46]. The CoNLL datasets consist of
manually created dependency trees and language-specific POS tags. Following [51],
our model maps these language-specific tags to a set of 12 universal tags: noun, verb,
adjective, adverb, pronoun, determiner, adposition, numeral, conjunction, particle,
punctuation mark and X (a general tag).
Evaluation Procedure We perform a separate experiment for each of the 19 lan-
guages as the target and a source language chosen from the rest (using the method
from Section 3.4.3). For the selected source language, we assume access to the map-
ping of [51].
Evaluation Measures We evaluate the quality of the derived mapping in the con-
text of the target language parsing accuracy. In both the training and test data, the
language-specific tags are replaced with universal tags: Petrov’s tags for the source
languages and learned tags for the target language. We train two non-lexicalized
parsers using source annotations and apply them to the target language. The first
parser is a non-lexicalized version of the MST parser [36] successfully used in the
multilingual context [38]. In the second parser, parameters of the target language
are estimated as a weighted mixture of parameters learned from supervised source
languages [12]. For the parser of [12], we trained the model on the four languages
used in the original paper — English, German, Czech and Italian. When measur-
ing the performance on each of these four languages, we selected another set of four
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languages with a similar level of diversity.8
Following the standard evaluation practice in parsing, we use directed dependency
accuracy as our measure of performance.
Baselines We compare mappings induced by our model against three baselines:
the manually constructed mapping of [51], a randomly constructed mapping and a
greedy mapping. The greedy mapping uses the same objective as our full model, but
optimizes it using a greedy method. In each iteration, this method makes |LT | passes
over the language-specific tags, selecting a substitution that contributes the most to
the objective.
Initialization To reduce the dimension of our algorithm’s search space and speed
up our method, we start by clustering the language-specific POS tags of the target
into |K| = 12 clusters using an unsupervised POS induction algorithm [32].9 Our
mapping algorithm then learns the connection between these clusters and universal
tags.
For initialization, we perform multiple random restarts and select the one with
the lowest final objective score.
3.6 Experiment and Analysis
We first present the results of our model using the gold POS tags for the target
language. Table 3.2 summarizes the performance of our model and the baselines.
Comparison against Baselines On average, the mapping produced by our model
yields parsers with higher accuracy than all of the baselines. These results are consis-
tent for both parsers [38, 12]. As expected, random mappings yield abysmal results
8We also experimented with a version of the [12] model trained on all the source languages. This
set-up resulted in decreased performance. For this reason, we chose to train the model on the four
languages.
9This pre-clustering results in about 3% improvement, presumably since it uses contextual infor-
mation beyond what our algorithm does.
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Direct Transfer Parser (Accuracy) Mixture Weight Parser (Accuracy)
Tag Diff.
Random Greedy Petrov Model Best Pair Random Greedy Petrov Model.
Catalan 15.9 32.5 74.8 79.3 79.3 12.6 24.6 65.6 73.9 8.8
Italian 16.4 41.0 68.7 68.3 71.4 11.7 33.5 64.2 61.9 6.7
Portuguese 15.8 24.6 72.0 75.1 75.1 10.7 14.1 70.4 72.6 12.2
Spanish 11.5 27.4 72.1 68.9 68.9 6.4 26.5 58.8 62.8 7.5
Danish 35.5 23.7 46.6 46.5 49.2 4.2 23.7 51.4 51.7 5.0
Dutch 18.0 22.1 58.2 56.8 57.3 7.1 15.3 54.9 53.2 4.9
English 14.7 19.0 51.6 49.0 49.0 13.3 15.1 47.5 41.8 17.7
German 15.8 24.3 55.7 50.4 51.6 20.9 18.7 52.4 51.8 15.0
Swedish 15.1 26.3 63.1 63.1 63.1 9.1 36.5 55.7 55.9 8.2
Bulgarian 17.4 28.0 51.6 63.4 63.4 22.6 39.9 64.6 60.4 35.7
Czech 19.0 34.4 47.7 57.3 57.3 12.7 26.2 48.3 55.7 28.5
Slovene 15.6 21.8 43.5 51.4 52.8 11.3 20.7 42.2 53.0 38.8
Greek 17.3 19.5 62.3 59.7 59.8 22.0 15.2 56.2 57.0 17.0
Hungarian 28.4 44.1 53.8 52.3 52.3 4.0 43.8 46.4 51.7 18.1
Arabic 22.1 45.4 51.5 51.2 52.9 3.9 40.9 48.3 51.1 15.7
Basque 18.0 19.2 27.9 33.1 35.1 6.3 8.3 32.3 30.6 43.8
Chinese 22.4 34.1 46.0 47.6 49.5 17.7 34.9 44.0 40.4 38.1
Japanese 36.5 46.2 51.4 53.6 53.6 15.4 18.0 25.7 28.7 73.8
Turkish 28.8 34.9 53.2 49.8 49.8 19.7 20.3 27.7 27.5 9.9
Average 20.2 29.9 55.4 56.7 57.4 12.7 25.4 50.8 51.7 21.3
Table 3.2: Directed dependency accuracy of our model and the baselines using gold
POS tags for the target language. The first section of the table is for the direct
transfer of the MST parser [38]. The second section is for the weighted mixture
parsing model [12]. The first two columns (Random and Greedy) of each section
present the parsing performance with a random or a greedy mapping. The third
column (Petrov) shows the results when the mapping of [51] is used. The fourth
column (Model) shows the results when our mapping is used and the fifth column
in the first section (Best Pair) shows the performance of our model when the best
source language is selected for every target language. The last column (Tag Diff.)
presents the difference between our mapping and the mapping of [51] by showing the
percentage of target language tokens for which the two mappings select a different
universal tag.
— 20.2% and 12.7% for the two parsers. The low accuracy of parsers that rely on
the Greedy mapping — 29.9% and 25.4% — show that a greedy approach is a poor
strategy for mapping optimization.
Surprisingly, our model slightly outperforms the mapping of [51], yielding an aver-
age accuracy of 56.7% as compared to the 55.4% achieved by its manually constructed
counterpart for the direct transfer method [38]. Similar results are observed for the
mixture weights parser [12]. The main reason for these differences comes from mis-
takes introduced in the manual mapping. For example, in Czech tag “R” is labeled
as “pronoun”, while actually it should be mapped to “adposition”. By correcting this
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mistake, we gain 5% in parsing accuracy for the direct transfer parser.
Overall, the manually constructed mapping and our model’s output disagree on
21% of the assignments (measured on the token level). However, the extent of dis-
agreement is not necessarily predictive of the difference in parsing performance. For
instance, the manual and automatic mappings for Catalan disagree on 8% of the tags
and their parsing accuracy differs by 5%. For Greek on the other hand, the disagree-
ment between mappings is much higher — 17%, yet the parsing accuracy is very
close. This phenomenon shows that not all mistakes have equal weight. For instance,
a confusion between “pronoun” and “noun” is less severe in the parsing context than
a confusion between “pronoun” and “adverb”.
Impact of Language Selection To assess the quality of our language selection
method, we compare the model against an oracle that selects the best source for a
given target language. As Table 3.2 shows our method is very close to the oracle per-
formance, with only 0.7% gap between the two. In fact, for 10 languages our method
correctly predicts the best pairing. This result is encouraging in other contexts as
well. Specifically, [38] have demonstrated that projecting from a single oracle-chosen
language can lead to good parsing performance, and our technique may allow such
projection without an oracle.
Relations between Objective Values and Optimization Performance The
suboptimal performance of the Greedy method shows that choosing a good optimiza-
tion strategy plays a critical role in finding the desired mapping. A natural question
to ask is whether the objective value is predictive of the end goal parsing performance.
Figure 3-2 shows the objective values for the mappings computed by our method and
the baselines for four languages. Overall, our method and the manual mappings reach
similar values, both considerably better than other baselines. While the parsing per-
formance correlates with the objective, the correlation is not perfect. For instance,
on Greek our mapping has a better objective value, but lower parsing performance.
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Figure 3-2: Objective values for the different mappings used in our experiments for
four languages. Note that the goal of the optimization procedure is to minimize the
objective value.
Ablation Analysis We next analyze the contribution of each component of our
objective to the resulting performance.10 The strongest factor in our objective is the
distributional features capturing global statistics. Using these features alone achieves
an average accuracy of 51.1%, only 5.6% less than the full model score. Adding just
the verb-related constraints to the distributional similarity objectives improves the
average model performance by 2.1%. Adding just the typological constraints yields a
very modest performance gain of 0.5%. This is not surprising — the source language is
selected to be typologically similar to the target language, and thus its distributional
properties are consistent with typological features. However, adding both the verb-
related constraints and the typological constraints results in a synergistic performance
gain of 5.6% over the distributional similarity objective, a gain which is much better
than the sum of the two individual gains.
Application to Automatically Induced POS Tags A potential benefit of the
proposed method is to relate automatically induced clusters in the target language to
10The results are consistent for both parsers, here we report the accuracy for the direct transfer
method [38].
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universal tags. In our experiments, we induce such clusters using Brown clustering,11
which has been successfully used for similar purposes in parsing research [31]. We
then map these clusters to the universal tags using our algorithm.
The average parsing accuracy on the 19 languages is 45.5%. Not surprisingly, au-
tomatically induced tags negatively impact parsing performance, yielding a decrease
of 11% when compared to mappings obtained using manual POS annotations (see
Table 3.2). To further investigate the impact of inaccurate tags on the mapping
performance, we compare our model against the oracle mapping model that maps
each cluster to the most common universal tag of its members. Parsing accuracy ob-
tained using this method is 45.1%, closely matching the performance of our mapping
algorithm.
An alternative approach to mapping words into universal tags is to directly parti-
tion words into K clusters (without passing through language specific tags). In order
for these clusters to be meaningful as universal tags, we can provide several proto-
types for each cluster (e.g., “walk” is a verb etc.). To test this approach we used the
prototype driven tagger of [22] with 15 prototypes per universal tag.12 The resulting
universal tags yield an average parsing accuracy of 40.5%. Our method (using Brown
clustering as above) outperforms this baseline by about 5%.
3.7 Summary
In this chapter, we present an automatic method for mapping language-specific POS
tags to a set of universal tags. Our work capitalizes on manually designed conver-
sion schemes to automatically create mappings for new languages. Our experimental
results demonstrate that automatically induced mappings rival the quality of their
hand-crafted counterparts. We also establish that the mapping quality has a signif-
icant impact on the accuracy of syntactic transfer, which motivates further study of
11In our experiments, we employ Liang’s implementation http://cs.stanford.edu/~pliang/
software/. The number of clusters is set to 30.
12Oracle prototypes were obtained by taking the 15 most frequent words for each universal tag.
This yields almost the same total number of prototypes as those in the experiment of [22].
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this topic. Finally, our experiments show that the choice of mapping optimization
scheme plays a crucial role in the quality of the derived mapping, highlighting the
importance of optimization for the mapping task.
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Chapter 4
Transfer Learning for
Constituency-based Grammars
4.1 Introduction
The goal of this task is to improve parsing performance for constituency-based gram-
mars. Specifically, we assume that we have a large treebank annotated in some coarse
constituency-based grammar. A natural choice is the Penn Treebank, which is anno-
tated in context-free grammar. Besides this source treebank, we also have another
small treebank annotated in a more refined target grammar formalism, such as CCG.
Our central hypothesis is that the target and source grammars shared a similar basic
tree structure. With the help of the source treebank, we achieve a better parsing
performance for the target grammar than the performance achieved by training on
the small treebank only.
In order to train a high quality parser, we need two sources of information: (1)
basic syntactic structure information which forms the tree skeleton and (2) formalism-
specific labels which decorate the tree and represent predicate-argument dependency
relations based on the grammar theory. Our source treebank contains rich syntactic
structure information and our proposed model automatically utilizes this information
to improve the parsers in target grammar formalism.
To enable effective transfer, the model has to identify shared structural compo-
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eat apples 
coarse feature on yCFG 
VP VP,NP 
VP    (S[dcl]\NP)/NP 
VP    S[dcl]\NP 
NP    NP 
formalism feature on yCCG 
S[dcl]\NP (S[dcl]\NP)/NP,NP 
joint feature on yCFG, yCCG 
VP, S[dcl]\NP 
(VP, (S[dcl]\NP)/NP), (NP, NP) 
Figure 4-1: Illustration of the joint CCG-CFG representation. The shadowed labels
correspond to the CFG derivation yCFG, whereas the other labels correspond to the
CCG derivation yCCG. Note that the two derivations share the same (binarized) tree
structure. Also shown are features that are turned on for this joint derivation (see
Section 4.5).
nents between the formalisms despite the apparent differences. Moreover, we do not
assume parallel annotations. To this end, our model jointly parses the two corpora
according to the corresponding annotations, enabling transfer via parameter sharing.
In particular, we augment each target tree node with hidden variables that capture
the connection to the coarse annotations. Specifically, each node in the target tree
has two labels: an entry which is specific to the target formalism, and a latent label
containing a value from the Penn Treebank tagset, such as NP (see Figure 4-1). This
design enables us to represent three types of features: the target formalism-specific
features, the coarse formalism features, and features that connect the two. This mod-
eling approach makes it possible to perform transfer to a range of target formalisms,
without manually drafting formalism-specific rules.
We evaluate our approach on three constituency-based grammars — CCG, HPSG,
and LFG. As a source of coarse annotations, we use the Penn Treebank.1 Our results
clearly demonstrate that for all three formalisms, parsing accuracy can be improved
by training with additional coarse annotations. For instance, the model trained on
500 HPSG sentences achieves a labeled dependency F-score of 72.3%. Adding 15,000
Penn Treebank sentences during training leads to a 78.5% labeled dependency F-score,
1While the Penn Treebank-2 contains richer annotations, we decided to use the Penn Treebank-1
to demonstrate the feasibility of transfer from coarse annotations.
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an absolute improvement of 6.2%. To achieve similar performance in the absence of
coarse annotations, the parser has to be trained on about 1,500 sentences, namely
three times what is needed when using coarse annotations. Similar results are also
observed on CCG and LFG formalisms.
4.2 Task Formulation
Recall that our goal is to learn how to parse the target formalisms while using two
annotated sources: a small set of sentences annotated in the target formalism (e.g.,
CCG), and a large set of sentences with coarse annotations. For the latter, we use the
CFG parses from the Penn Treebank. For simplicity we focus on the CCG formalism
in what follows. We also generalize our model to other formalisms, as explained in
Section 4.4.4.
Our notations are as follows: an input sentence is denoted by S. A CFG parse is
denoted by yCFG and a CCG parse is denoted by yCCG. Clearly the set of possible
values for yCFG and yCCG is determined by S and the grammar. The training set is
a set of N sentences S1, . . . , SN with CFG parses y
1
CFG, . . . , y
N
CFG, and M sentences
S¯1, . . . , S¯M with CCG parses y
1
CCG, . . . , y
M
CCG. It is important to note that we do not
assume we have parallel data for CCG and CFG.
Our goal is to use such a corpus for learning how to generate CCG parses to
unseen sentences.
4.3 A Joint Model for Two Formalisms
The key idea behind our work is to learn a joint distribution over CCG and CFG
parses. Such a distribution can be marginalized to obtain a distribution over CCG
or CFG and is thus appropriate when the training data is not parallel, as it is in our
setting.
It is not immediately clear how to jointly model the CCG and CFG parses, which
are structurally quite different. Furthermore, a joint distribution over these will
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become difficult to handle computationally if not constructed carefully. To address
this difficulty, we make several simplifying assumptions. First, we assume that both
parses are given in normal form, i.e., they correspond to binary derivation trees.
CCG parses are already provided in this form in CCGBank. CFG parses in the Penn
Treebank are not binary, and we therefore binarize them, as explained in Section 4.4.3.
Second, we assume that any yCFG and yCCG jointly generated must share the same
derivation tree structure. This makes sense. Since both formalisms are constituency-
based, their trees are expected to describe the same constituents. We denote the set
of valid CFG and CCG joint parses for sentence S by Y(S).
The above two simplifying assumptions make it easy to define joint features on
the two parses, as explained in Section 4.5. The representation and features are
illustrated in Figure 4-1.
We shall work within the discriminative framework, where given a sentence we
model a distribution over parses. As is standard in such settings, the distribution will
be log-linear in a set of features of these parses. Denoting y = (yCFG, yCCG), we seek
to model the distribution p(y|S) corresponding to the probability of generating a pair
of parses (CFG and CCG) given a sentence. The distribution thus has the following
form:
pjoint(y|S; θ) = 1
Z(S; θ)
ef(y,S)·θ . (4.1)
where θ is a vector of parameters to be learned from data, and f(y, S) is a feature
vector. Z(S; θ) is a normalization (partition) function normalized over y ∈ Y(S) the
set of valid joint parses.
The feature vector contains three types of features: CFG specific, CCG spe-
cific and joint CFG-CCG. We denote these by fCFG, fCCG, fjoint. These depend on
yCCG, yCFG and y respectively. Accordingly, the parameter vector θ is a concatenation
of θCCG, θCFG and θjoint.
As mentioned above, we can use Equation 4.1 to obtain distributions over yCCG
and yCFG via marginalization. For the distribution over yCCG we do precisely this,
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namely use:
pCCG(yCCG|S; θ) =
∑
yCFG
pjoint(y|S; θ) (4.2)
For the distribution over yCFG we could have marginalized pjoint over yCCG. How-
ever, this computation is costly for each sentence, and has to be repeated for all the
sentences. Instead, we assume that the distribution over yCFG is a log-linear model
with parameters θCFG (i.e., a sub-vector of θ) , namely:
pCFG(yCFG|S; θCFG) = e
fCFG(yCFG,S)·θCFG
Z(S; θCFG)
. (4.3)
Thus, we assume that both pjoint and pCFG have the same dependence on the fCFG
features.
The Likelihood Objective: Given the models above, it is natural to use maxi-
mum likelihood to find the optimal parameters. To do this, we define the following
regularized likelihood function:
L(θ) =
N∑
i=1
log
(
pCFG(y
i
CFG|Si, θCFG)
)
+
M∑
i=1
log
(
pCCG(y
i
CCG|S¯i, θ)
)− λ
2
‖θ‖22
where pCCG and pCFG are defined in Equations 4.2 and 4.3 respectively. The last
term is the l2-norm regularization. Our goal is then to find a θ that maximizes L(θ).
Training Algorithm: For maximizing L(θ) w.r.t. θ we use the limited-memory
BFGS algorithm [47]. Calculating the gradient of L(θ) requires evaluating the ex-
pected values of f(y, S) and fCFG under the distributions pjoint and pCFG respectively.
This can be done via the inside-outside algorithm.2
2To speed up the implementation, gradient computation is parallelized, using the Message Passing
Interface package [21].
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Parsing Using the Model: To parse a sentence S, we calculate the maximum
probability assignment for pjoint(y|S; θ).3 The result is both a CFG and a CCG
parse. Here we will mostly be interested in the CCG parse. The joint parse with
maximum probability is found using a standard CYK chart parsing algorithm. The
chart construction will be explained in Section 4.4.
4.4 Implementation
This section introduces important implementation details, including supertagging,
feature forest pruning and binarization methods. Finally, we explain how to generalize
our model to other constituency-based formalisms.
4.4.1 Supertagging
When parsing a target formalism tree, one needs to associate each word with a lexical
entry. However, since the number of candidates is typically more than one thousand,
the size of the chart explodes. One effective way of reducing the number of candidates
is via supertagging [11]. A supertagger is used for selecting a small set of lexical
entry candidates for each word in the sentence. We use the tagger in [11] as a general
suppertagger for all the grammars considered. The only difference is that we use
different lexical entries in different grammars.
4.4.2 Feature Forest Pruning
In the BFGS algorithm (see Section 4.3), feature expectation is computed using the
inside-outside algorithm. To perform this dynamic programming efficiently, we first
need to build the packed chart, namely the feature forest [39] to represent the ex-
ponential number of all possible tree structures. However, a common problem for
lexicalized grammars is that the forest size is too large. In CFG, the forest is pruned
3An alternative approach would be to marginalize over yCFG and maximize over yCCG. However,
this is a harder computational problem.
46
according to the inside probability of a simple generative PCFG model and a prior
[14]. The basic idea is to prune the trees with lower probability. For the target
formalism, a common practice is to prune the forest using the supertagger [11, 39].
In our implementation, we applied all pruning techniques, because the forest is a
combination of CFG and target grammar formalisms (e.g., CCG or HPSG).
4.4.3 Binarization
We assume that the derivation tree in the target formalism is in a normal form, which
is indeed the case for the treebanks we consider. As mentioned in Section 4.3, we
would also like to work with binarized CFG derivations, such that all trees are in
normal form and it is easy to construct features that link the two (see Section 4.5).
Since Penn Treebank trees are not binarized, we construct a simple procedure for
binarizing them. The procedure is based on the available target formalism parses in
the training corpus, which are binarized. We illustrate it with an example. In what
follows, we describe derivations using the POS of the head words of the correspond-
ing node in the tree. This makes it possible to transfer binarization rules between
formalisms.
Suppose we want to learn the binarization rule of the following derivation in CFG:
NN→ (DT JJ NN) (4.4)
We now look for binary derivations with these POS in the target formalism corpus,
and take the most common binarization form. For example, we may find that the
most common binarization to binarize the CFG derivation in Equation 4.4 is:
NN→ (DT (JJ NN))
If no (DT JJ NN) structure is observed in the CCG corpus, we first apply the
binary branching on the children to the left of the head, and then on the children to
the right of the head.
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We also experiment with using fixed binarization rules such as left/right branching,
instead of learning them. This results in a drop on the dependency F-score by about
5%.
4.4.4 Implementation in Other Formalisms
We introduce our model in the context of CCG, but the model can easily be general-
ized to other constituency-based grammars, such as HPSG and LFG. In a derivation
tree, the formalism-specific information is mainly encoded in the lexical entries and
the applied grammar rules, rather than the tree structures. Therefore we only need
to change the node labels and lexical entries to the language-specific ones, while the
framework of the model remains the same.
4.5 Features
Feature functions in log-linear models are designed to capture the characteristics of
each derivation in the tree. In our model, as mentioned in Section 4.1, the features
are also defined to enable information transfer between coarse and rich formalisms. In
this section, we first introduce how different types of feature templates are designed,
and then show an example of how the features help transfer the syntactic structure
information. Note that the same feature templates are used for all the target grammar
formalisms.
Recall that our y contains both the CFG and CCG parses, and that these use the
same derivation tree structure. Each feature will consider either the CFG derivation,
the CCG derivation or these two derivations jointly.
The feature construction is similar to constructions used in previous work [39].
The features are based on the atomic features listed in Table 4.1. These will be used
to construct f(y, S) as explained next.
We define the following feature templates: fbinary for binary derivations, funary
for unary derivations, and froot for the root nodes. These use the atomic features in
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hl lexical entries/CCG categories of the head word
r grammar rules, i.e. HPSG schema, resulting CCG
categories, LFG mapping equations
sy CFG syntactic label of the node (e.g. NP, VP)
d distance between the head words of the children
c whether a comma exists between the head words
of the children
sp the span of the subtree rooted at the node
hw surface form of the head word of the node
hp part-of-speech of the head word
pi part-of-speech of the i-th word in the sentence
Table 4.1: Templates of atomic features.
Table 4.1, resulting in the following templates:
fbinary =
〈 r, syp, d, c
syl, spl, hwl, hpl, hll,
syr, spr, hwr, hpr, hlr,
pst−1, pst−2, pen+1, pen+2
〉
funary = 〈r, syp, hw, hp, hl〉
froot = 〈sy, hw, hp, hl〉
In the above we used the following notation: p, l, r denote the parent node and
left/right child node, and st, en denote the starting and ending index of the con-
stituent.
We also consider templates with subsets of the above features. The final list
of binary feature templates is shown in Table 4.2. It can be seen that some fea-
tures depend only on the CFG derivations (i.e., those without r,hl), and are thus in
fCFG(y, S). Others depend only on CCG derivations (i.e., those without sy), and are
in fCCG(y, S). The rest depend on both CCG and CFG and are thus in fjoint(y, S).
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Note that after binarization, grandparent and sibling information becomes very
important in encoding the structure. However, we limit the features to be designed
locally in a derivation in order to run inside-outside efficiently. Therefore we use the
preceding and succeeding POS tag information to approximate the grandparent and
sibling information. Empirically, these features yield a significant improvement on
the constituent accuracy.
fCFG
〈d, wl,r, hpl,r, syp,l,r〉, 〈d, wl,r, syp,l,r〉,
〈c, wl,r, hpl,r, syp,l,r〉, 〈c, wl,r, syp,l,r〉,
〈d, c, hpl,r, syp,l,r〉, 〈d, c, syp,l,r〉,
〈c, spl,r, hpl,r, syp,l,r〉, 〈c, spl,r, syp,l,r〉,
〈pst−1, syp,l,r〉, 〈pen+1, syp,l,r〉,
〈pst−1, pen+1, syp,l,r〉,
〈pst−1, pst−2, syp,l,r〉, 〈pen+1, pen+2, syp,l,r〉,
〈pst−1, pst−2, pen+1, pen+2, syp,l,r〉,
fCCG
〈r, d, c, hwl,r, hpl,r, hll,r〉, 〈r, d, c, hwl,r, hpl,r〉
〈r, d, c, hwl,r, hll,r〉,
〈r, c, spl,r, hwl,r, hpl,r, hll,r〉
〈r, c, spl,r, hwl,r, hpl,r, 〉, 〈r, c, spl,r, hwl,r, hll,r〉
〈r, d, c, hpl,r, hll,r〉, 〈r, d, c, hpl,r〉, 〈r, d, c, hll,r〉
〈r, c, hpl,r, hll,r〉, 〈r, c, hpl,r〉, 〈r, c, hll,r〉
fjoint
〈r, d, c, syl,r, hll,r〉, 〈r, d, c, syl,r〉
〈r, c, spl,r, syl,r, hll,r〉, 〈r, c, spl,r, syl,r〉
Table 4.2: Binary feature templates used in f(y, S). Unary and root features follow
a similar pattern.
In order to apply the same feature templates to other target formalisms, we only
need to assign the atomic features r and hl with the formalism-specific values. We
do not need extra engineering work on redesigning the feature templates.
Figure 4-2 gives an example in CCG of how features help transfer the syntactic
information from the Penn Treebank and learn the correspondence to the formalism-
specific information. From the Penn Treebank CFG annotations, we can learn that
the derivation VP→(VP, NP) is common, as shown on the left of Figure 4-2. In a
CCG tree, this tendency will encourage the yCFG (latent) variables to take this CFG
parse. Then weights on the fjoint features will be learned to model the connection
between the CFG and CCG labels. Moreover, the formalism-specific features fCCG
can also encode the formalism-specific syntactic and semantic information. These
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eat apples 
VP    (S[dcl]\NP)/NP 
VP    S[dcl]\NP 
NP    NP 
VP VP,NP 
S[dcl]\NP (S[dcl]\NP)/NP,NP 
VP, S[dcl]\NP 
(VP, (S[dcl]\NP)/NP), (NP, NP) 
CCGbank 
VP 
Penn Treebank 
VP NP 
write letters 
VP VP,NP 
fCFG (y,S) : fCFG (y,S) :
fCCG (y,S) :
f joint (y,S) :
Figure 4-2: Example of transfer between CFG and CCG formalisms.
three types of features work together to generate a tree skeleton and fill in the CFG
and CCG labels.
4.6 Evaluation Setup
Datasets: As a source of coarse annotations, we use the Penn Treebank-1 [34]. In
addition, for CCG, HPSG and LFG, we rely on formalism-specific corpora developed
in prior research [25, 40, 7, 29]. All of these corpora were derived via conversion
of the Penn Treebank to the target formalisms. In particular, our CCG and HPSG
datasets were converted from the Penn Treebank based on handcrafted rules [25, 40].
Table 4.3 shows which sections of the treebanks were used in training, testing and
development for both formalisms. Our LFG training dataset was constructed in a
similar fashion [7]. However, we choose to use PARC700 as our LFG tesing and
development datasets, following the previous work by [28]. It contains 700 manually
annotated sentences that are randomly selected from the Penn Treebank Section 23.
The split of PARC700 follows the setting in [28]. Since our model does not assume
parallel data, we use distinct sentences in the source and target treebanks. Following
previous work [24, 42], we only consider sentences not exceeding 40 words, except on
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PARC700 where all sentences are used.
Grammar Train Dev. Test
CCG
Sec. 02-21
Sec. 00 Sec. 23
HPSG
LFG
140 sents. in 560 sents. in
PARC700 PARC700
Table 4.3: Training/Dev./Test split on WSJ sections and PARC700 for different
grammar formalisms.
Evaluation Metrics: We use two evaluation metrics. First, following previous
work, we evaluate our method using the labeled and unlabeled predicate-argument
dependency F-score. This metric is commonly used to measure parsing quality for the
formalisms considered in this paper. The detailed definition of this measure as applied
for each formalism is provided in [10, 42, 6]. For CCG, we use the evaluation script
from the C&C tools.4 For HPSG, we evaluate all types of dependencies, including
punctuations. For LFG, we consider the preds-only dependencies, which are the
dependencies between pairs of words. Secondly, we also evaluate using unlabeled
Parseval, a standard measure for PCFG parsing [53, 9, 8, 13]. The dependency
F-score captures both the target-grammar labels and tree-structural relations. The
unlabeled Parseval is used as an auxiliary measure that enables us to separate these
two aspects by focusing on the structural relations exclusively.
Training without CFG Data: To assess the impact of coarse data in the exper-
iments below, we also consider the model trained only on formalism-specific anno-
tations. When no CFG sentences are available, we assign all the CFG labels to a
special value shared by all the nodes. In this set-up, the model reduces to a normal
log-linear model for the target formalism.
4Available at http://svn.ask.it.usyd.edu.au/trac/candc/wiki
52
0 1000 3000 7000 11000 1500074
76
78
80
82
84
86
88
 
 
Labeled Dep
Unlabeled Dep
Unlabeled Parseval
(a) CCG
0 1000 3000 7000 11000 15000
72
74
76
78
80
82
84
86
 
 
Labeled Dep
Unlabeled Dep
Unlabeled Parseval
(b) HPSG
0 1000 3000 7000 11000 1500065
70
75
80
 
 
Labeled Dep
Unlabeled Dep
Unlabeled Parseval
(c) LFG
Figure 4-3: Model performance with 500 target formalism trees and different numbers
of CFG trees, evaluated using labeled/unlabeled dependency F-score and unlabeled
Parseval.
Parameter Settings: During training, all the feature parameters θ are initialized
to zero. The hyperparameters used in the model are tuned on the development
sets. We noticed, however, that the resulting values are consistent across different
formalisms. In particular, we set the l2-norm weight to λ = 1.0, the supertagger
threshold to β = 0.01, and the PCFG pruning threshold to α = 0.002.
4.7 Experiment and Analysis
Impact of Coarse Annotations on Target Formalism: To analyze the effec-
tiveness of annotation transfer, we fix the number of annotated trees in the target
formalism and vary the amount of coarse annotations available to the algorithm dur-
ing training. In particular, we use 500 sentences with formalism-specific annotations,
and vary the number of CFG trees from zero to 15,000.
As Figure 4-3 shows, CFG data boosts parsing accuracy for all the target for-
malisms. For instance, there is a gain of 6.2% in labeled dependency F-score for
HPSG formalism when 15,000 CFG trees are used. Moreover, increasing the num-
ber of coarse annotations used in training leads to further improvement on different
evaluation metrics.
Tradeoff between Target and Coarse Annotations: We also assess the relative
contribution of coarse annotations when the size of annotated training corpus in the
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Figure 4-4: Model performance with different target formalism trees and zero or
15,000 CFG trees. The first row shows the results of labeled dependency F-score and
the second row shows the results of unlabeled Parseval.
target formalism varies. In this set of experiments, we fix the number of CFG trees
to 15,000 and vary the number of target annotations from 500 to 4,000. Figure 4-4
shows the relative contribution of formalism-specific annotations compared to that of
the coarse annotations. For instance, Figure 4-4a shows that the parsing performance
achieved using 2,000 CCG sentences can be achieved using approximately 500 CCG
sentences when coarse annotations are available for training. More generally, the
result convincingly demonstrates that coarse annotations are helpful for all the sizes
of formalism-specific training data. As expected, the improvement margin decreases
when more formalism-specific data is used.
Figure 4-4 also illustrates a slightly different characteristics of transfer performance
between two evaluation metrics. Across all three grammars, we can observe that
adding CFG data has a more pronounced effect on the Parseval measure than the
dependency F-score. This phenomenon can be explained as follows. The unlabeled
Parseval score (Figure 4-4d-f) mainly relies on the coarse structural information.
On the other hand, predicate-argument dependency F-score (Figure 4-4a-c) also relies
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on the target grammar information. Because that our model only transfers structural
information from the source treebank, the gains of Parseval are expected to be
larger than that of dependency F-score.
Comparison to State-of-the-art Parsers: We would also like to demonstrate
that the above gains of our transfer model are achieved using an adequate formalism-
specific parser. Since our model can be trained exclusively on formalism-specific data,
we can compare it to state-of-the-art formalism-specific parsers. For this experiment,
we choose the C&C parser [10] for CCG, Enju parser [42] for HPSG and pipeline
automatic annotator [6] with Charniak parser for LFG. For all three parsers, we use
the implementation provided by the authors with the default parameter values. All
the models are trained on either 1,000 or 15,000 sentences annotated with formalism-
specific trees, thus evaluating their performances on small scale or large scale of data.
As Table 4.4 shows, our model is competitive with all the baselines described above.
It’s not surprising that Cahill’s model outperforms our log-linear model because it
relies heavily on handcrafted rules optimized for the dataset.
Grammar Parser
# Grammar trees
1,000 15,000
CCG
C&C 74.1 / 83.4 82.6 / 90.1
Model 76.8 / 85.5 84.7 / 90.9
HPSG
Enju 75.8 / 80.6 84.2 / 87.3
Model 76.9 / 82.0 84.9 / 88.3
LFG
Pipeline
Annotator
68.5 / 74.0 82.6 / 85.9
Model 69.8 / 76.6 81.1 / 84.7
Table 4.4: The labeled/unlabeled dependency F-score comparisons between our model
and state-of-the-art parsers.
Correspondence between CFG and Target Formalisms: Finally, we analyze
highly weighted features. Table 4.5 shows such features for HPSG; similar patterns
are also found for the other grammar formalisms. The first two features are formalism-
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specific ones, the first for HPSG and the second for CFG. They show that we correctly
learn a frequent derivation in the target formalism and CFG. The third one shows
an example of a connection between CFG and the target formalism. Our model
correctly learns that a syntactic derivation with children VP and NP is very likely to
be mapped to the derivation (head comp)→ ([N〈V〉N],[N.3sg]) in HPSG.
Feature type Features with high weight
Target
formalism
Template
(r)→ (hll, hpl)(hlr, pr)
Examples
(head comp)→
([N〈V〉N],VB)([N.3sg],NN)
Coarse
formalism
Template
(syp)→ (syl, hpl)(syr, hpr)
Examples
(VP)→(VP,VB)(NP,NN)
Joint
features
Template
(r)→ (hll, syl)(ler, syr)
Examples
(head comp)→
([N〈V〉N],VP)([N.3sg],NP)
Table 4.5: Example features with high weight.
4.8 Summary
In this chapter, we present a method for cross-formalism transfer in parsing. Our
model utilizes coarse syntactic annotations to supplement a small number of formalism-
specific trees for training on constituency-based grammars. Our experimental results
show that across a range of such formalisms, the model significantly benefits from the
coarse annotations.
56
Chapter 5
Conclusions and Future Work
In this thesis, we have presented two methods that enable automatic transfer from the
source domain to the target domain. We assume rich annotated resources are available
in the source domain, while annotations in the target domain are not available or very
sparse. Our models make it possible to adapt the information in the source domain
to improve the task performance in the target domain.
Our first approach automatically finds a part-of-speech mapping from language-
specific tags into a universal tagset. Our key hypothesis is that a high quality mapping
for the target language yield to some linguistic statistics and properties that are
consistent to those of the source language. Given the universal POS representation
in the source language, we encode the divergence of distributions between target and
source languages and the constraints of linguistic properties into a linear combination
of convex and concave functions. We further propose a variant of EM algorithm
to optimize this objective. Moreover, our method does not necessarily require the
language-specific POS annotation in the target language. We also evaluate our model
in the scenario where language-specific POS annotation is not available. The result
shows that the performance based on our mapping is closed to that based on oracle
mapping.
Our second approach automatically extracts the syntactic information from the
Penn Treebank to improve the parsing in target grammar formalisms, i.e. CCG,
HPSG and LFG. Our key hypothesis is that the target constituency-based grammar
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shares a similar syntactic structure with the coarse CFG grammar. We propose a log-
linear model which provides an interface to transfer the syntactic information from
source treebank while allows the parser to learn the formalism-specific information
from the target treebank at the same time. We evaluate our model on three different
target formalism, without much engineering work on each. This result indicates
the possibility to generalize our model to other constituency-based grammar without
much effort.
Our approaches focus on automating the transfer processes which are manually
performed before. Often the expensive human cost of these processes and the lack
of the resulting resources become the limiting factors of research in natural language
processing. In the future, we would like to explore more similar scenarios and propose
automatic transfer learning method to address the problems. On the other hand, it
would be interesting to apply our optimization method on mapping to other learning
and optimization tasks. It would also be interesting to investigate the common char-
acteristics among dependency grammars (e.g. LTAG) and design a similar transfer
model as in our work.
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Appendix A
Derivation of the Mapping
Optimization Algorithm
Recall that our objective is given by (we neglect the Fverb(A) since it is convex and
adding it is straightforward):
F (A) = DKL[pS(c1, c2)|pT (c1, c2;A)] + min
r(c1,c2)∈S
DKL[r(c1, c2)|pT (c1, c2;A)] +H[A]
(A.1)
We assume that the weights αi and the coefficient λ are one for simplicity. Other
values can easily be plugged in.
Since we are minimizing over A we can recast the problem as minimization over
both A and r ∈ S of the objective:
F (A, r) = DKL[pS(c1, c2)|pT (c1, c2;A)] +DKL[r(c1, c2)|pT (c1, c2;A)] +H[A] (A.2)
We now recall the variational property of entropy, namely:1
H[p] = −
∑
x
p(x) log p(x) = min
q
−
∑
x
p(x) log q(x) (A.3)
Where optimization is over distributions q. Thus we can again expand F to contain
1This is a direct result of DKL[p|q] ≥ 0 and zero if and only if p = q.
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another variable q(c|f) such that:
F (A, r, q) = DKL[pS(c1, c2)|pT (c1, c2;A)]+DKL[r(c1, c2)|pT (c1, c2;A)]−
∑
f,c
A(c|f) log q(c|f)
(A.4)
Clearly F (A, r, q) ≥ F (A) for all r, q and minr,q F (A, r, q) = F (A). Thus, we can
proceed in alternating optimization over A, r, q.
We can now see how the algorithm in the paper is obtained. Denote byAk, rk−1, qk−1
the values of these variables at iteration k. Then:
rk(c1, c2) = arg min
r(c1,c2)∈S
DKL[r(c1, c2)|pT (c1, c2;Ak)] (A.5)
This clearly corresponds to steps 1 and 2 in the algorithm.
Next, we optimize over q, which results in:
qk(c|f) = Ak(c|f) (A.6)
for all c, f . We note turn to optimizing over A. The objective as a function of A,
given the current qk, rk is (up to additive constants)
F k(A) = −
∑
c1,c2
[
pS(c1, c2) + r
k(c1, c2)
]
log pT (c1, c2;A)−
∑
f,c
A(c|f) logAk(c|f)
This is non-convex due to the bilinear form of pT (c1, c2;A). To simplify things
further we use the standard EM trick and define an auxiliary function:
F¯ k(A) ≡ −
∑
c1,c2,f1,f2
p(f1, f2|c1, c2;Ak)
[
pS(c1, c2) + r
k(c1, c2)
]
log pT (c1, f1, c2, f2;A)
−
∑
f,c
A(c|f) logAk(c|f) + g(Ak)
where p(f1, f2|c1, c2;Ak) is the posterior calculated in step 3 of the algorithm and
g(Ak) is a function of Ak and not A.2 As in standard EM, it can be shown that
2It is given by g(Ak) = −∑c1,c2 [pS(c1, c2) + rk(c1, c2)]H[p(f1, f2|c1, c2;Ak)].
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F k(A) ≤ F¯ k(A) with equality if A = Ak. Thus we can minimize F¯ k(A) over A and
decrease the objective F (A, r, q).
Using the notation in step 4 of the paper, this simplifies to:
F¯ k(A) = −
∑
c1,c2,f1,f2
Nk(c1, c2, f1, f2) log pT (c1, f1, c2, f2;A)
−
∑
f,c
A(c|f) logAk(c|f) + g(Ak)
We can now use the fact that pT (c1, f1, c2, f2;A) factors according to:
pT (c1, f1, c2, f2;A) = A(c1|f1)A(c2|f2)pT (f1, f2) (A.7)
to obtain (up to additive constants):
F¯ k(A) ≡ −
∑
c,f
Nk1 (c, f) logA(c|f)−
∑
c,f
Nk2 (c, f) logA(c|f)
−
∑
f,c
A(c|f) logAk(c|f)
And using the definition of Mk in step 5 of the paper, we obtain that:
F¯ k(A) ≡ −
∑
c,f
[
Mk(c, f) logA(c|f) + A(c|f) logAk(c|f)]
We now just need to minimize it over A, and this indeed corresponds to step 6 in the
algorithm (except for the term Fverb(A) which is straightforward to add).
The above establishes that the F objective decreases monotonically with each
update. Convergence to local optima can be established as in EM.
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Appendix B
Examples of POS Tag Mappings
Given below are a few examples of our mappings from language-specifics POS tags
(first column) to universal POS tags (second column) for different languages. We also
provide the manual mappings (third column) by [51] for comparison.
Arabic
Language-specific Model Petrov Language-specific Model Petrov
N- NOUN NOUN Q- VERB NUM
A- ADJ ADJ F- PRON PRT
VI VERB VERB P- ADP ADP
VP VERB VERB Z- ADV NOUN
C- CONJ CONJ SR NUM PRON
S- PRON PRON D- ADV ADV
ADV X FN PRON PRT
SD NOUN PRON FI PRON PRT
– VERB X Y- NUM X
I- VERB X VC VERB VERB
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English
Language-specific Model Petrov Language-specific Model Petrov
JJ ADJ ADJ RB ADV ADV
TO PRT PRT DT PRON DET
RP ADV PRT RBR ADV ADV
RBS ADJ ADV LS ADV X
JJS ADJ ADJ FW NOUN X
JJR ADJ ADJ NN NOUN NOUN
NNPS NOUN NOUN VBN ADV VERB
VB VERB VERB PDT ADP DET
VBP VERB VERB WP$ CONJ PRON
PRP PRON PRON SYM CONJ X
MD PRT VERB WDT PRON DET
VBZ VERB VERB WP PRON PRON
IN ADP ADP EX PRON DET
POS CONJ PRT VBG ADV VERB
VBD VERB VERB UH ADV X
PRP$ PRON PRON NNS NOUN NOUN
CC CONJ CONJ CD NUM NUM
NNP NOUN NOUN WRB ADP ADV
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Greek
Language-specific Model Petrov Language-specific Model Petrov
RgAbXx NUM X RgFwTr NUM X
VbIs VERB VERB LSPLIT CONJ X
NmCt ADJ NUM NoCm NOUN NOUN
PtFu NOUN PRT RgAnXx NOUN X
AtDf DET DET VbMn VERB VERB
PtSj PRON PRT NmCd ADJ NUM
COMP ADJ X CjCo CONJ CONJ
NmOd ADJ NUM Ad ADV ADV
CjSb ADV CONJ AsPpSp ADP ADP
Aj ADJ ADJ PnIr ADV PRON
PnId ADJ PRON ENUM ADJ NUM
DIG ADJ NUM PtNg NOUN PRT
PtOt NOUN PRT PnPe NOUN PRON
AsPpPa ADP ADP NoPr NUM NOUN
PnRi ADV PRON PnDm ADV PRON
RgFwOr NUM X PnRe ADP PRON
DATE NUM NUM INIT NUM X
AtId DET DET NmMl ADJ NUM
PnPo CONJ PRON
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Spanish
Language-specific Model Petrov Language-specific Model Petrov
dt DET DET vm VERB VERB
rn PRON ADV np NOUN NOUN
p0 PRON PRON rg ADV ADV
vs VERB VERB de DET DET
dd DET DET di DET DET
dn NUM DET Y NUM X
va PRON VERB dp DET DET
sn PRON ADP da DET DET
sp ADP ADP aq ADJ ADJ
i ADV X cs ADV CONJ
pd NOUN PRON w NOUN NUM
Zm NOUN NUM pe ADP PRON
px NOUN PRON ao NUM ADJ
nc NOUN NOUN Zp NOUN NUM
pt NOUN PRON pn NOUN PRON
pp PRON PRON pi NOUN PRON
z NUM NUM cc CONJ CONJ
pr PRON PRON
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Turkish
Language-specific Model Petrov Language-specific Model Petrov
Noun NOUN NOUN DemonsP PRON PRON
Dup PRON PRT NFutPart NOUN NOUN
Det DET DET Adv ADV ADV
Verb VERB VERB Zero ADJ VERB
Interj PRON X APastPart DET ADJ
Ques ADV . Ord ADJ NUM
PersP PRON PRON Prop NUM NOUN
Pron CONJ PRON Conj CONJ CONJ
AFutPart DET ADJ Adj ADJ ADJ
Distrib ADJ NUM NPastPart NOUN NOUN
Postp ADP ADP Range ADJ NUM
Num DET NUM ReflexP PRON PRON
APresPart DET ADJ Real ADJ NUM
QuesP PRON PRON NInf NOUN NOUN
Card ADJ NUM
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