Abstract-Passive optical matched-filtered detection (MFD) has been employed in many proposed optical pulse code division multiple access (CDMA) system implementations, driving the development of unipolar pseudo-orthogonal codes (incoherent). In this paper, coherent optical pulse CDMA systems based on coherent correlation detection (CCD) through homodyne correlation detection (HCD) and self-HCD directly in the optical domain is proposed. With HCD, optical sequences from a pulsed laser, modulated by the data and encoded by an optical tapped delay-line encoder, are multiplexed in an optical fiber network. At the receiver, the optical code sequence of the intended user is locally generated. Through proper code and carrier phase synchronization, the local optical code is multiplied with the received signal chip by chip via an optical correlator consisting of a 3-dB coupler and a balanced detector. Thresholding is performed in the electrical domain after integration of the optical correlator output over one bit interval.
I. INTRODUCTION
O PTICAL fiber networking is one solution path to meeting the growing demands of the information society with respect to the provision of a range of telecommunication services. At the core of the development is the huge inherent bandwidth of a single mode optical fiber that can support up to several Tbits/s transmission capacity. Due to the speed limitation that electrical information signals can modulate optical carriers, optical multiplexing techniques have to be employed to exploit the full transmission capacity.
Code division multiple access (CDMA), its roots in spread spectrum (SS) communications [1] , is one possible technique that simultaneously and asynchronously (or synchronously) multiplexes multiple users on the same frequency band and timeslot through unique signature codes. SS CDMA plays an important role in current and future wireless communications such as cellular [2] , microcellular [3] , indoor [4] , and satellite communications [5] , and is one of the likeliest candidates for the next generation wideband mobile communications [6] .
Within an optical fiber network implementation, CDMA techniques bring a number of attributes:
• asynchronous access capability;
• ability to support variable bit rate and bursty traffic;
• accurate time of arrival measurement (a means to achieve fine code synchronization); • ultrashort optical pulse code chip duration (supporting high transmission capacity) while maintaining the possibility of bit duration detection in the electrical domain; • a natural increase in the security of information transmission. In the optical domain, CDMA implementations using both continuous wave (CW) and narrow pulse laser sources have been proposed. Most pulsed optical pulse CDMA systems use incoherent matched-filtered detection (MFD) directly in the optical domain. Differing from standard radio SS CDMA principles, these optical systems rely on a simple, intensitybased, pulse time addressing process [7] - [10] . A source is modulated by electrical data and encoded by an optical delayline encoder to produce a unipolar (0, 1) signature code. At the receiver, an optical MFD (a decoder matched to the encoder at the transmitter) produces a peak in the correlation output for the intended user. Data bits are discriminated in the chip duration using a photodiode followed by thresholding.
These so-called incoherent implementations provided the impetus for the development of unipolar pseudo-orthogonal codes (0, 1) [7] - [13] . Compared to conventional electronic bipolar codes ( 1, 1) such as Gold codes [28] , the crosscorrelation function of unipolar codes is high and the number of codes in the family is very low. Thus, long, sparse codes and narrower pulses have to be employed to support a larger number of users and higher transmission capacities, respectively, in turn limited by the losses of the hardware implementation and chip duration detection, preventing the use of ultra short pulses.
Coherent optical pulse CDMA implementations have been investigated based on ladder encoders using one -channel MFD [14] and two-channel inverse decoding [15] , [16] , producing a coherent autocorrelation peak at the decoder output through the summation of amplitudes. Although the two-channel inverse decoding system offers a no-loss autocorrelation process, two outputs of the ladder encoder [16] have to be transmitted via either two fibers or two polarization states in a single fiber. Due to the geometry of ladder encoders, few codes can been generated. Furthermore, detection is still within the chip interval; the limitation referred to with incoherent systems remains. A modified optical CDMA system [17] - [19] employs spectral encoding through diffraction gratings, confocal lens and phase and/or amplitude masks. However, the performance of this system is inferior to the equivalent spectrum-spliced wavelength-division multiplexed (WDM) system due to the intensity noise caused by the interference between the signal from different sources [19] .
Optical CDMA using CW lasers operate with similar principles as radio SS-CDMA [20] , [21] . At the transmitter, the data is spread by an electrical signature sequence that then modulates an optical carrier via (say) an electro-optic modulator (EOM) for transmission. At the receiver, the signal is converted to a current by a CW local oscillator (LO) and is subsequently despread, chip by chip, in the electrical domain. The effect of optical carrier phase drift on these systems in multiuser scenarios has been examined theoretically [22] . The fundamental issue is that the chip rate of the electrical sequence is limited by the modulation speed.
In this paper, coherent correlation detection (CCD) viz. homodyne correlation detection (HCD) and self-HCD directly in the optical domain is developed. At the transmitter, an optical pulsed laser is modulated by data and encoded by an optical delay-line encoder to produce an optical pulse code sequence. At the receiver, another optical code sequence is locally generated via a pulsed LO followed by the optical encoder of the intended user. Through proper code and carrier phase synchronization [23] - [25] , the local code sequence is correlated with the received signal, chip by chip, via an optical correlator (a 3-dB coupler and a balanced detector). The output from the balanced detector is integrated over one bit interval and discriminated via thresholding. The system, with similar signal processing requirements to standard radio SS-CDMA, executes decisions in the bit interval in the electrical domain. Thus it circumvents the speed limitations introduced by the EOM while the chip duration is only limited by the optical pulsewidth of available light sources.
An alternative self-HCD approach transmits the data of each user in a DPSK format as two bipolar code sequences multiplexed alternately in time, obviating the need for the generation of a local code at the receiver. The signal is divided into two streams at each receiver, decoded by two encoders (matched to those at the transmitters), and correlated via the optical correlator. The system avoids issues such as optical frequency stability and carrier phase noise, characteristic of coherent decorrelation techniques. For synchronous transmission with bipolar orthogonal Walsh codes, although self-HCD is again limited by executing decisions in one chip interval, transmission is achieved subject to zero multiuser interference.
The remainder of the paper is organized as follows: Section II reviews the correlation processes and the correlation performance of unipolar and bipolar codes. In Section III the performance of optical CDMA systems with HCD utilizing both unipolar and bipolar codes is discussed. In Section VI, the self-HCD system is analyzed, the performance of asynchronous and synchronous transmission given. Finally, Section V is devoted to a comparison of the different approaches to optical CDMA networks analyzed in the previous sections and summarizes the findings of the study.
II. CORRELATION PROPERTIES OF UNIPOLAR
AND BIPOLAR CODES Any user in a CDMA network is identified by imprinting the data on a unique signature code, allowing a transmission multiplex to be built onto a common spectrum and timeslot. At the receiver, the code of the intended user correlates with the received signal to recover the data bits. Both MFD and CCD [26] are valid routes to implementing a CDMA system. MFD is realized by launching the incoming code sequences into a decoder matched to the encoder of the intended user, thereby correlating the incoming code sequence, producing an autocorrelation peak. The correlation function is calculated by a convolutional operation between the incoming code and the impulse response of the decoder. The code sequence for the th ( ) user with rectangular pulse chip waveforms can be represented as (1) where the elements of the signature codes have chip width and period , i.e.,
. If the transmitted data bit width is represented by , then . Thus for a given data bit , a larger code gain is obtained via a smaller chip duration , equivalent to the pulsewidth of the light source.
is a rectangular pulse; for and otherwise. The impulse response of the decoder, matched to the code sequence , can be represented as (2) where is denoted to truncate one period of the code. indicates the reverse code sequence of the code , i.e., if the last chip of is , then is the first chip of . Consequently, if the incoming code is the sequence of user one, the cross-correlation function between user one and th user for one period is (3) where " " is the convolutional operation and for is the discrete aperiodic cross-correlation function defined in [27] as . (4) for , representing the discrete aperiodic autocorrelation, has peak value located at . CCD is implemented by multiplying the incoming signal to the intended user code, locally generated chip by chip, integrating the product over the code length. The crosscorrelation function between the incoming code and the local code can be represented as (5) where is the code phase shift between the incoming signal and the local code, with defined as the largest integer less than or equal to .
is the discrete periodic cross-correlation function defined in [27] as (6) , at , represents the periodic autocorrelation function of the first user with an autocorrelation peak value located at . Since CDMA systems support multiusers, an available code set should satisfy two correlation conditions; both the timeshifted autocorrelation function of each code and the crosscorrelation function between codes in the set must be low when compared to the autocorrelation peak value.
Various unipolar codes have been developed for incoherent optical pulse CDMA system 1 implementations based on MFD processing [7] - [13] . The most often used is the prime codes [7] , [9] , which for a prime number have code length and weight . The prime code sequences can support a total of asynchronous users. The th element ( ) of the th ( ) code sequence can be derived from a prime number as for otherwise (7) where The autocorrelation and cross-correlation functions derived from incoherent MFD and CCD routes to decoding for unipolar prime codes with are shown in Fig. 1 . The autocorrelation function is for the first code, i.e., in (7) and the cross-correlation functions are between the first, the second code , and the third code . The peak of the autocorrelation function is at the center, symmetrically distributed over a time interval [ Fig. 1(a) ]. Fig. 1 (b) shows the periodic autocorrelation and cross-correlation functions with CCD as a function of the code phase shift between the incoming and local code. An autocorrelation peak of amplitude five (arbitrary units) appears at each phase shift of five-chip duration and all cross-correlation functions are unity. Due to the positive, unipolar nature of the codes, all correlation functions take nonminus values; thus the required crosscorrelation properties for efficient system implementations can only be obtained through the use of codes with a large number of zeroes and a low number of ones.
Modified prime codes of length are derived from time-shifted versions of prime code sequences in order to support a larger number of users in a synchronous transmission environment [9] . Each prime code sequence generates a group of time-shifted codes, each containing codes. Defining the group of code sequences for a given as , , , , , where and , the elements of the code sequences can be derived from the prime codes as for otherwise (8) where The autocorrelation function peak of modified prime codes is and the correlation functions between the sequence and can be represented as and are in the same group and are in the different group.
The same group means the codes have the same and different , while different groups refer to a pair of codes with different . Bipolar codes are realized in systems where both positive and negative signal levels can be represented. For asynchronous transmission, one of the most important family of bipolar codes that can support a large number of users with good cross-correlation performance is Gold codes [28] . Gold codes of code length comprise codes, supporting asynchronous users. They are generated by the modulo-2 addition of a pair of maximal length sequences ( -sequence). The code is obtained by adding one -sequence to the phase-shifted version of the other, chip by chip, by synchronous clocking. Since an -sequence of length can be shifted times, a pair of -sequences can generate codes plus the two base -sequences [28] . In Fig. 2 , the correlation functions of the MFD and the CCD route to decoding bipolar Gold codes for are shown. In Fig. 2(a) , the autocorrelation function with MFD, of autocorrelation peak value seven at the center symmetrically distributed over a time interval, is shown. In Fig. 2(b) , the autocorrelation peak value is again seven with CCD, and all the phase-shifted autocorrelation functions are 1 (a fundamental property of -sequences). Since the codes take positive and negative values, a cross-correlation function with low interference is obtained; the random code design limits cross-correlation interference.
Bipolar orthogonal Walsh codes of code length can support synchronous users. The codes are generated from the Hadamard matrix as (10) where the matrix elements can be obtained from the relation (11) In (11), and are the row and column numbers, respectively, and denote the th bit in the binary representation of the integers and , respectively. The correlation functions between orthogonal Walsh codes and can be represented as .
As the two codes are synchronized, zero correlation between codes exists.
III. OPTICAL PULSE CDMA WITH HCD
In this paper, the focus is on the description of the proposed coherent CDMA systems and on their performance analyses subject only to interference in multiuser operating environments. Thus the limits in performance are a function of the correlation properties of the code family, and noise such as shot and thermal circuit noise is not considered, that further degrade performance. The system performance is represented by the error probability, computed from the appropriate error function from the signal-to-interference ratio (SIR). The interference is the cross-correlation interference terms attributed to simultaneous users, derived under the assumption of the Gaussian approximation. This approximation is valid for the large number of users, where, via the central limit theorem, the interference component approaches a Gaussian distribution. 
A. Unipolar Code System
The optical implementation of a coherent optical pulse CDMA system with HCD is illustrated in Fig. 3 . A pulsed laser emits optical pulses of width at an interval . The optical sequence is modulated by the data of the th user ( ) represented by (13) Within a unipolar code system, the information data bits take on values {0, 1} with equal probability, modulating the intensity of the optical pulse stream. The modulated signal is then coded by an optical delay-line encoder [7] , [10] , producing an unipolar code, i.e., the code elements in (1) taking values on {0, 1}. Hence, an optical pulse only exists at a position where both the data bit and the code chip are "1." The optical signal may then be multiplexed (say) in a star coupler architecture. At the receiver, a sequence is locally generated by a pulsed LO in tandem with an encoder representative of the selected user. Through proper code and carrier phase synchronization [23] - [25] , the local code correlates the received signal chip by chip via an optical correlator consisting of a 3-dB coupler and a dual balanced detector. The detector output is integrated over a bit duration and discriminated by a thresholding device. For active users, the received signal is represented as (14) where is the optical pulse power; is the code weight, i.e., the number of "ones" in a code period; is the access delay uniformly distributed between [0, ]; is the optical carrier frequency; and is the optical carrier phase uniformly distributed between [0, 2 ].
Without loss of generality, the first user, with , is assumed to be recovered at the receiver. Ignoring all sources of noise, the output of the detector can be represented as (15) where is the responsivity of photodiode, and , under the assumption of ideal code and carrier phase synchronism, represents the locally generated code as (16) with optical pulse power .
The current is integrated over [0, ] as (17) where and are the continuous-time partial cross-correlation functions defined in [27, Eqs. (2)- (4)]. The desired signal in (17) is ("1" is sent) ("0" is sent).
To calculate the effect of multiuser interference from (17), the statistical expectations must be computed over all random variables viz. the phase shifts, access delays, and data symbols of the interfering users. These random parameters can be considered as mutually independent; thus the multiuser interference has a zero mean and a variance of (19) Substituting the expressions of and in [27, Eqs. (3) and (4)] into (19) , the variance of the multiuser interference can be represented as (20) where and
If the optimal threshold level is set at (22) the error probability of the system can be obtained from (23) where
In Fig. 4 , the error probability as a function of the number of asynchronous active users is shown for different prime code lengths . The error performance degrades with an increase in the number of active users for a given code length. A large number of simultaneous users with acceptable BER performance is only obtained by using long codes. The prime codes can accommodate asynchronous CDMA subscribers, and the ratio of the number of the simultaneous users to the code length, at a BER of 10 , is about 3.4%.
For synchronous transmission, i.e., , the output from the dual balanced detector is integrated over a bit interval (24) The multiuser interference in (24) has a zero mean and a variance (25) For the modified prime codes, the error probability can be represented according to (7) (26) where multiuser interference is zero when users use codes in the same family.
In Fig. 5 , the error probability as a function of the number of synchronous active users is shown for the modified prime codes of different code lengths . As expected, for a given , the error performance decreases with the number of simultaneous users. For a given number of active users, the error performance improves as the code length increases. The code set of length can support synchronous users. The ratio of the number of the active users to the code length, at an error probability of 10 , is about 3.2% for codes from different families.
B. Bipolar Code System
Utilizing bipolar codes in the system shown in Fig. 5 , the pulse stream from the laser is phase-modulated by the data. The signal is then coded via an optical tapped delay-line encoder with a predetermined phase shift on each branch, producing an optical bipolar code [29] . The output of the integrator is in this case (27) where data bits and the code chips take on values { 1, 1}. The desired signal in (27) is (28) and again, multiuser interference has a zero mean and a variance (29) In Fig. 6 , the error probability as a function of the number of the simultaneous users is shown for different length Gold , and are generated by using pairs of the two preferred -sequence (45, 75), (103, 147), (211, 217), (435, 545), and (1071, 1131) in octal, respectively. A two-shift-register generator is employed with an initial loading of all ones. For a given error probability, the number of the active users increases as the code becomes longer. Gold codes can support asynchronous subscribers. The ratio of the number of the simultaneous users to the code length, at an error probability of 10 , is about 10%, three times as large as that with unipolar prime codes.
For synchronous CDMA transmission with bipolar codes, i.e., , ( ) the interference has zero mean and variance (30) Bipolar orthogonal Walsh codes in (10) can be used to implement synchronous transmission; in this case transmission with zero interference results.
IV. OPTICAL PULSE CDMA WITH SELF-HCD A possible implementation of an optical pulse CDMA system through self-HCD is shown in Fig. 7 . At the transmitter, an optical pulse stream from a laser is split into two branches. Each stream is modulated by the data in a differential phase shift keying (DPSK) format and coded by two encoders to produce bipolar sequences and ( ), respectively. It is assumed that the interval between uncoded pulses is and the code length is . By delaying the optical pulse stream in the upper branch by , the streams are multiplexed alternately in the time domain, with differential duration. The signal can then be multiplexed onto a star coupler network. Each receiver splits its signal into two branches and launches them into the same pair of the decoders, matched to the encoders at the transmitter. One of the streams, delayed by , is multiplied with the other stream, chip by chip by a 3-dB coupler and a dual balanced detector. Thresholding is performed after integration of the detector output over . The th user signal can be represented as (31) where the data , taking on values { 1, 1} is in a DPSK format.
other users are simultaneously and asynchronously multiplexed as To determine system performance, it is necessary to calculate the signal power in (36) and the statistical expectations of the multiuser interference in (37). Using (3) and (31), the relevant relation can be obtained (38) where is the code with period , and is the data defined as (39) (40) Using (38), the autocorrelation signal in (36) is (41) where the first term is the desired signal and the second term the self-interference. The variance of the multiuser interference ( ), derived fully in the Appendix, can be summarized as follows.
• Interference of (37a) is due to the correlation between the first user ( ) of the upper branch and the users ( ) of the lower branch and its variance is [(A4)] (42) where is defined as having a correspondence to the definition of in (4) .
• Interference term of (37b) is due to the correlation between the users ( ) of the upper branch and the first user ( ) of the lower branch and its variance is (44)
• Interference of (37c) is due to the correlation between the same users ( ) in the upper and the lower branch and its variance is [(A5)] (45) with .
(46)
• Interference of (37d) is due to the correlation between the different users ( ) of the upper branch and the lower branch and its variance is [(A8)] (47) Hence, the SIR of the self-HCD system is (48) Fig. 8 shows the error probability as a function of the number of the simultaneous users using Gold codes of different length and self-HCD. The means of generating the codes is the same as described previously. As expected, for a given , the error performance decreases with an increase in the number of active users. For a given number of simultaneous users, the error performance improves as the code length increases. The ratio of the number of the active users to the code length is about 1.6%-3.2% at an error probability of 10 . Due to the pseudo-orthogonal property of the codes, interference becomes dominant as the number of the users becomes large. It must be noted that the above system only uses half the time frames to transmit the data. The utilization of full time frames can be realized by using a switch at the receiver to alternately route the received bits to the two branches of 3-dB coupler. As with all other asynchronous CDMA approaches, multiuser interference is one of the fundamental limitations to system performance.
For synchronous transmission and self-HCD, i.e., ( ), the integration must be carried out within one chip interval . Each user employs a code and its inverse for transmission. From (34), the output of the integrator can be represented as Using orthogonal Walsh codes of (10), transmission subject to zero multiuser interference can be realized.
V. DISCUSSIONS
The capacity of optical fiber networks is fundamentally limited in attainable data rate by the speed at which the light can be modulated electronically at the transmitter. To overcome this limitation, it is necessary to use optical multiplexing techniques in which the optical bandwidth is more fully exploited. Thus, for a given error probability, the overall network capacity is defined as the product of the bit rate and the largest number of the simultaneous users. In CDMA systems, the data bit rate and the chip rate are related as . Since is determined by the speed of EOM, to achieve larger code gains or longer code lengths , which in turn support more simultaneous users for a given error performance, necessitates the use of narrow optical pulsewidths .
In Table I , the properties of the optical CDMA systems using MFD and systems using CCD are summarized and contrasted. In optical CDMA systems with MFD, thresholding is executed within the chip interval. The chip interval cannot be smaller than the decision hardware response times, placing a basic limit to system capacity. Furthermore, direct detection implementations force the utilization of unipolar codes only. Compared to conventional bipolar codes, the cross-correlation functions of unipolar codes are high for a given number of chips per bit and the number of codes in the family available is low. A useful system performance indicator is the ratio of the number of simultaneous users to the code length for an error probability of 10 . The ratio for unipolar prime codes is very low, and although modified prime codes can support a larger number of simultaneous users in a synchronous scenario, the system performance does not improve and the thresholding restriction still remains.
CCD used in coherent optical pulse CDMA systems can be realized through HCD and self-HCD. Compared to systems with MFD, unipolar code CDMA systems with HCD have the primary advantage of performing the threshold decision within the bit interval. Hence, the data bit rate can be increased above the limitation imposed by the EOM, the code gain only being limited by the optical pulsewidth.
Thresholding decisions in the case of bipolar CDMA systems with HCD are also executed within the bit interval. Similar to unipolar CDMA systems with HCD, the attainable pulsewidth is considered as the limitation to system capacity. In an asynchronous network, the number of the bipolar codes is large, and system performance is enhanced when compared to unipolar CDMA systems with HCD, since bipolar codes exhibit better correlation properties. Furthermore, in a synchronous network, transmission with zero interference is achievable by using orthogonal Walsh codes.
In bipolar CDMA systems with self-HCD, the LO and hence tracking of the code and optical carrier phases are not necessary. Again, in an asynchronous network, thresholding decisions can be performed within the bit interval. System performance is worse than with HCD, but the need for synchronization is removed. The fundamental limitation of the system capacity is also the pulsewidth. In a synchronous network, transmission subject to no interference is obtained by performing decisions within the chip interval; now the thresholding speed becomes the limitation of system capacity.
In general, synchronization is an important issue in highspeed communication networks. Especially crucial to the successful operation of the HCD systems, code synchronization between the incoming and the local codes is an essential element to the overall system performance because of the ultrashort chip duration of optical pulses. Unlike mobile systems, this difficult task is relaxed within an optical fiber based network because transceivers are located at fixed positions [22] , [23] . Carrier phase synchronization is also a prerequisite in practical HCD systems; thus system performance is also dependent on the phase noise and the frequency stability of sources [24] . The capacity of any asynchronous CDMA system is directly limited by inherent multiuser interference. Due to the nonorthogonal nature of the codes, interference causes severe performance degradation. Although a relatively poor error probability (10 -10 ) can be endured in current wireless SS-CDMA systems for voice transmission offering a higher capacity than with other multiplexing techniques, the performance is unacceptable in an optical network where a generally accepted error probability is in excess of 10 . Fortunately, multiuser interference in CDMA systems is not completely random. If these random ingredients are estimated, the interference can be rebuilt and removed from the received signal. Hence, to successfully implement optical pulse CDMA systems, techniques such as multiuser detection [22] and interference cancellation [31] are required.
APPENDIX
In this appendix, the variances of all forms the multiuser interference in the self-HCD system, defined in (37), are derived. To calculate the variances, the statistical expectations must be computed over all random variables viz. the phase shifts, access delays, and data symbols of the interfering users. These random parameters are mutually independent, and all the terms of the multiuser interference in (37) have a zero mean.
First, using the expression (38), it follows that [30] (A1)
where is used to define the statistical expectations over all random variables, and is defined as (A3) with , , and is as defined in (43).
Defining , the variance of the interference in (37a) can be represented as [3] , [30] (A4) Substituting (A3) into (A4), (A4) can be obtained as (42). Similarly, the variance of the interference in (37b) can be obtained as (44).
The variance of the interference in (37c), using (38), can be represented as Substituting the results of (A1) and (A2) into the variance of the interference in (37d), the variance can be represented as (A8) Using (A3) into (A8), then (A8) can be obtained as (47) [3] .
