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We study triangular AF (TAF) algebras in terms of their lattices of closed two-
sided ideals. Not (isometrically) isomorphic TAF algebras can have isomorphic
lattices of ideals; indeed, there is an uncountable family of pairwise non-isomorphic
algebras, all with isomorphic lattices of ideals. In the positive direction, if A and
B are strongly maximal TAF algebras with isomorphic lattices of ideals, then there
is a bijective isometry between the subalgebras of A and B generated by their
order preserving normalizers. This bijective isometry is the sum of an algebra
isomorphism and an anti-isomorphism. Using this, we show that if the TAF
algebras are generated by their order preserving normalizers and are triangular sub-
algebras of primitive C*-algebras, then the lattices of ideals are isomorphic if and
only if the algebras are either (isometrically) isomorphic or anti-isomorphic.
Finally, we use complete distributivity to show that there are TAF algebras whose
lattices of ideals can not arise from TAF algebras generated by their order preserving
normalizers. Our techniques rely on constructing a topological binary relation
based on the lattice of ideals; this relation is closely connected to the spectrum or
fundamental relation (also a topological binary relation) of the TAF algebra.
 1996 Academic Press, Inc.
1. Introduction and Preliminaries
Direct limits of upper triangular matrix algebras and their generaliza-
tions, triangular AF algebras, have received an extensive study in recent
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years and become an important source of examples of nonselfadjoint
operator algebras. Although the main emphasis of the research has dealt
with classifying these algebras up to isometric isomorphism [2, 5, 8, 16, 18,
20, 23, 24], analytic algebras [17, 21, 29, 30, 33, 34], ideals [4, 10, 22],
reflexivity [19], representation theory [15], and other topics [7, 9, 26, 28]
have also received attention. A closely related family of algebras are sub-
algebras of groupoid C*-algebras, as developed in [1214]. A good survey
of triangular AF and other limit subalgebras of C*-algebras is the recent
monograph [27].
Triangular AF algebras have many closed two-sided ideals and the set of
such ideals is a complete lattice under closed span and intersection.
Motivated by this rich ideal structure, David Larson asked how much
information the lattice of ideals gives about the algebra? In particular, if
two triangular AF algebras have isomorphic lattices of closed ideals, how
different can the two algebras be?
Similar questions have been considered for other objects which have
associated lattices. For example, one of von Neumann’s isomorphism
theorems of continuous geometry states that for two von Neumann regular
rings (of order at least three), every isomorphism between the lattices of
principal right ideals is induced by an isomorphism of the rings [36, p. 108].
This is an analogue of a basic theorem of projective geometry: for two
vector spaces (of dimension at least three), every isomorphism between
the lattices of subspaces is induced by a semi-linear transformation of
the vector spaces [1, p. 42]. Turning to operator algebras, part of the
similarity theorem for nest algebras [3] is that if two nests are isomorphic
as lattices of projections (and the isomorphism preserves dimension), then
the two nest algebras are similar.
In this paper, we examine Larson’s question in detail. Although the lattice
of closed two-sided ideals cannot distinguish between a TAF algebra and
its opposite algebra, there are other ways in which the lattice can fail to
distinguish between different algebras. For example, we give a pair of TAF
algebras, each isomorphic to its opposite algebra, that are not isometrically
isomorphic but have isomorphic lattices of ideals.
However, for strongly maximal TAF algebras generated by their order
preserving normalizers (defined in Section 1.2), the lattice reveals much
about the algebra. If two such algebras have isomorphic lattices of closed
ideals, then there is a bijective isometry from one algebra to the other.
Moreover, this isometry is a sum (but not necessarily a direct sum) of an
algebra isomorphism and an algebra anti-isomorphism. This class includes
many algebras studied in the literature, such as the standard limit algebras
[2, 16, 23], the refinement limit algebras [16, 22, 23], the alternation limit
algebras classified (independently) in [8] and [20], Z-analytic TAF
algebras [17, 21], and the strongly maximal non-analytic TAF algebra
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constructed (independently) in [10] and [30] and proved non-analytic
in [30].
For a TAF algebra A, let Aord denote the subalgebra generated by the
order preserving normalizer. Our main theorem states that if two strongly
maximal TAF algebras, A and B, have isomorphic lattices of closed ideals,
then there is a bijective isometry between Aord and Bord. This isometry is
the sum of an isomorphism and an anti-isomorphism, as above. To prove
this, we construct a topological binary relation, in terms of the lattice of
ideals, which is closely related to the spectrum, or fundamental relation, of
the algebra. The isometry is then constructed from a map between the
spectra of Aord and Bord.
The decomposition of this isometry into an isomorphism and anti-
isomorphism is reminiscent of [12, Theorem 1.2] which proves a similar
decomposition for isometries between triangular subalgebras of various
unital, nuclear C*-algebras (including all unital AF C*-algebras). However,
we use the decomposition to obtain the isometry, while [12] starts with the
isometry and obtains the decomposition.
We would like to thank Ken Davidson and Dave Larson for their advice
and support. We would also like to express our appreciation to Steve
Power for his valuable comments. Much of this research was done at the
University of Waterloo, and we thank Ken Davidson and the Department
of Pure Mathematics for their generous hospitality.
1.1. Summary of Paper
Section 1.2 sets up the terminology and background. In Section 2, we
describe a distinguished set of intervals from the lattice of ideals, MIC(A),
and an injection, denoted by 4, from this set into the spectrum of the
associated TAF algebra (Theorem 3). For a TAF algebra generated by its
order preserving normalizer, this map is a bijection.
In Section 3, we define a topology and the notion of bicomposable pairs
for MIC(A). If we define bicomposable pairs of R(A) to be pairs of
elements that, when we regard R(A) as a groupoid (see Section 1.2), are
composable in either order, then the map 4 carries bicomposable pairs of
MIC(A) to bicomposable pairs of R(A) (Proposition 12). Restricting 4
to MIC(Aord)MIC(A) makes 4 a homeomorphism onto R(Aord)
(Theorem 7). Example 8 shows that, in general, there is no topology
defined in terms of the lattice of ideals that will make 4 a homeomorphism
between MIC(A) and R(A).
Section 4 is devoted to showing that maps of spectra that preserve the
topology and the bicomposable pairs give isometries between the corre-
sponding TAF algebras (Theorem 13).
In Section 5, we prove the main result described above (Theorem 16) and
give several consequences of it. Section 5.1 shows that these results apply to
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algebras analytic by a locally constant cocycle and describes algebras which
are determined up to isometric isomorphism by their lattices of ideals.
In Section 6, we construct an uncountable family of pairwise not iso-
metrically isomorphic TAF algebras, all of which have isomorphic lattices
of ideals (Theorem 27). In fact, there is a TAF algebra generated by its
order preserving normalizer whose lattice of ideals is isomorphic to those
of the family. The construction uses a variation on the refinement with
twist limit algebras introduced in [16] and classified in [8].
Finally, in Section 7 we show the lattice of ideals is always distributive
but never completely distributive; using these concepts, we exhibit TAF
algebras whose lattices of ideals cannot arise from TAF algebras generated
by their order preserving normalizers.
1.2. Preliminaries
A C*-algebra C is approximately finite (AF) if it is the norm-closed union
of a nested sequence of finite-dimensional C*-subalgebras of C. A norm-
closed subalgebra A of C is called triangular AF (TAF) if A & A* is a
regular canonical masa in C (see the next paragraph). The regular canonical
masa A & A* is called the diagonal of A and is denoted by D. We define
the normalizer of D in A to be
ND(A)=[w # A | w is a partial isometry, wDw*D, and w*DwD].
We can define the normalizer for finite-dimensional algebras similarly.
Regular canonical masas (maximal abelian self-adjoint subalgebras) are
characterized by the existence of a sequence of finite-dimensional C*-sub-
algebras of C, say [Cn]n , with C=n Cn , so that if Dn is Cn & D, then
D=n Dn and for all n, Dn is a masa in Cn and NDn(Cn)NDn+1(Cn+1).
It follows that if An is Cn & A and :n is the injection map from An to An+1 ,
then A=n An and
v each An is triangular in Cn ,
v each :n extends to a V-homomorphism from Cn to Cn+1, and
v for each n, the extension of :n maps NDn(Cn) into NDn+1(Cn+1).
Notice that A is isometrically isomorphic to the inductive limit of the
system
A1 w
:1 A2 w
:2 A3 w
:3 A4 } } } (1)
Conversely, if we have algebras [An] and [Cn] with AnCn and injec-
tive maps :n : An  An+1 that satisfy the three properties listed above, then
the inductive limit of (1) is a triangular AF algebra. We will denote this
inductive limit by  (Ai , :i) and call (1) a presentation for the inductive
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limit. Also, call A strongly maximal if there is a choice of [Cn]n as above
so that An is maximal triangular in Cn for all n. This is equivalent to
A+A* being dense in C [14, 31, 32].
There are two fundamental examples of TAF algebras which have
influenced much of the theory. Define the standard embedding, _k : Tn  Tnk ,
by
_k(A)=A } } } A
k summands
,
and the refinement embedding, \k : Tn  Tnk , by
\k([aij])=[aij Ik],
where Ik is the k by k identity matrix. Let [ pn]n be an increasing sequence
of positive integers such that pn | pn+1 for each n, and set qn=pn+1 pn .
Then  (Tpn , _qn) and  (Tpn , \qn) are the standard and refinement limit
algebras, respectively.
Since for each n we have Dn a masa in Cn , we can choose a system of
matrix units for each Cn so that the matrix units in Cn are sums of matrix
units in Cn+1 and the self-adjoint matrix units are in Dn [27]. If A is
strongly maximal, we can assume that An=Cn & A is a direct sum of
upper triangular matrices for all n (see [17, Lemma 1.1]). Throughout the
paper, we fix such a system of matrix units for the TAF algebra
A= (Ai , :i) with respect to D. Since a matrix unit in An is in NDn(An)
and :m(NDm(Am))NDm+1(Am+1) for every m, all matrix units are in
ND(A). If e is a matrix unit in An and p is a projection with pe{0, then
we call pe a restriction of e.
Let P(A) denote the collection of all diagonal projections of A. The
diagonal order on P(A), denoted by ‘‘P’’, is a partial order given by
eP f  there exists w # ND(A) with ww*=e, w*w=f.
Each w # ND(A) induces a partial homeomorphism on P(A), which has
domain [x # P(A) | xww*] and range [x # P(A) | xw*w], given by
x [ w*xw. We say that w is order preserving if this map preserves the
diagonal order restricted to its domain and range. A sum of elements of
ND(A) is order preserving if and only if the ideal generated by each sum-
mand contains none of the others. Define the order preserving normalizer of
A to be
N ordD (A)=[w # ND(A) | w is order preserving],
and let Aord be the subalgebra of A generated by N ordD (A). This concept
was first studied by Power in [26], where N ordD (A) is called the strong
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normalizer. Our terminology follows [5], where the order preserving nor-
malizer and order preserving embeddings (those that map order preserving
elements to order preserving elements) are studied.
An embedding :: A  B between triangular algebras is called locally
order preserving if :(e) is an order preserving element of B for every matrix
unit e # A. For example, standard embeddings, refinement embeddings,
embeddings induced by ordered Bratteli diagrams (see [27, Chapter 6])
and the block standard embeddings of [10] are all locally order preserving.
By [5, Theorem 18], the following are equivalent for a TAF algebra A:
v A is generated by its order preserving normalizer
v A has a presentation  (Ai , :i) with :j b :j&1 b } } } b :i locally order
preserving \i j.
We will often use the complete isometric isomorphism invariant for TAF
algebras developed by Power [24], which we call the spectrum, although
it has also been called the fundamental relation or binary topological rela-
tion. Fix a TAF algebra A, and let H denote the maximal ideal space of
the abelian C*-algebra D=A & A*. The spectrum of A is the topological
binary relation R(A) on H such that (x, y) # R(A) if and only if there is
an element v of ND(A) so that y(d )=x(vdv*) for all d in D. In this case
we say that v relates x and y. If e # ND(A), define G(e) to be the graph of
e in R(A), that is,
G(e)=[(x, y) # R(A) | e relates x and y].
Consider the topology on R(A) that has [G(e) | e # ND(A)] as a base of
open sets. The sets G(e) are then clopen and compact, and so R(A) is a
totally disconnected, locally compact Hausdorff space. Furthermore, the
topology on R(A) is completely determined by those G(e) for which e is
a matrix unit (see [27] for details).
Call [a, b] a bicomposable pair in R(A) if either a=(x, y) and b=( y, z)
or b=(x, y) and a=( y, z) for some x, y, z in the maximal ideal space with
(x, y), ( y, z) # R(A). Knowing the bicomposable pairs does not determine
the spectrum, since its opposite (i.e., [( y, x) | (x, y) # R(A)]) has the same
bicomposable pairs.
Finally, we point out that the spectrum is closely connected to partial
orders on groupoids as considered in [13]. An AF C*-algebra can be
realized as the C*-algebra of a groupoid; in our context, the groupoid
of C*(A)=C is the equivalence relation generated by R(A) with the
(partially defined) multiplication given by (a, b) } (c, d )=(a, d ) if b=c and
undefined otherwise. Thus, a bicomposable pair in R(A) is exactly a pair
[x, y] with one of the two products xy or yx defined.
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2. Ideals and The Spectrum
In this section, we construct a correspondence between a distinguished
family of intervals of closed two-sided ideals of a TAF algebra and the
spectrum of the algebra (Theorem 3). This map plays a crucial role in the
sequel.
Let Id(A) denote the lattice of closed two-sided ideals of the TAF
algebra A. Throughout this paper, by an ideal we mean a closed two-sided
ideal. It was proved in [22] that an ideal I in a TAF algebra
A=n=1 An is inductive, in the sense that I=

n=1 (I & An). Further,
for a sequence [In]n with In an ideal of An , [16, Theorem 2.6] shows that
I=n=1 In is an ideal in A with I & An=In if and only if In+1 & An=In
for all n. This is a key fact as it allows us to identify ideals in A with
certain nested sequences of ideals in the finite-dimensional algebras; we will
use it routinely.
The following definitions are crucial for our analysis.
Definition. If I, J # Id(A), we call [I, J] a minimal interval for A if
I /J and if whenever K # Id(A) satisfies IKJ, then either K=I or
K=J.
Notice that a maximal ideal M in A gives a minimal interval, namely
[M, A]. Also, an isomorphism of lattices of ideals will induce an
isomorphism between the sets of minimal intervals.
Definition. Given a minimal interval [I, J], its cone is
Cone([I, J])=[K # Id(A) | K6 I$J].
Let MIC(A) denote the set of all equivalence classes of minimal intervals
of A under the equivalence relation of equal cones.
The term cone is motivated by the use of cone in [33]. In the trivial case
A=Tn , then a minimal interval, [I, J], corresponds to a matrix unit of
Tn , say ei, j . Then Cone([I, J]) is the set of all ideals that contain a matrix
unit ea, b where ai and b j. In [33, Definition 5.7], the cone of ei, j is
defined to be the set [ea, b | ai, b j] and so our terminology relates
naturally to that of [33].
One can think of the cone of [I, J] as the set of all ideals that contain
the ‘‘gap’’ between I and J. Observe that any lattice isomorphism will
preserve equivalence classes of minimal intervals since cones are defined
using lattice operations.
Within an equivalence class, there is a maximal representative, namely
[I, J], where I= I* , J= J* , and both closed spans are taken over all
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minimal intervals [I* , J*] in the equivalence class. In choosing a repre-
sentative of an arbitrary equivalence class, we shall always choose this
maximal one.
We need two technical lemmas; they describe elements of R(A) and
MIC(A) in terms of sequences of matrix units. We identify two sequences
of matrix units, [ fi ]iM and [gi ]iN , if for all imax[M, N], fi=gi .
Consider a TAF algebra A with presentation  (Ai , :i). There is a natural
map from the spectrum to sequences of matrix units [27, Section 5.1],
which we denote by 4R . Each (x, y) # R(A) is mapped to a sequence
[ fi ]iN , where for all iN, fi is the unique matrix unit in Ai that relates
x and y, that is, with fi f i*  x and f i*fi  y.
Lemma 1. The map 4R is a bijection between R(A) and
[[ fi ]iN | fi is a matrix unit in Ai and a restriction of fi&1].
Proof. Suppose (x, y) # R(A) and 4R((x, y)) = [ fi ]i  N . Since
[ fi f i*]iM and [ f i*fi ]iM determine x and y for any MN, then 4R is
one-to-one. If we are given such a sequence [ fi ]iN , let xi and yi be the
ideals of Ai that contain every matrix unit except fi f i* and f i*fi , respec-
tively. By inductivity, x= i xi and y=i yi are maximal ideals of A that
are related by each fi . Thus (x, y) # R(A) and clearly 4R sends (x, y) to
[ fi ]iN . K
Lemma 2. There is a bijection 4MIC between MIC(A) and
[[ fi ]iN | fi is a matrix unit in Ai and a restriction of fi&1 so that
the ideal of A generated by fi&1&fi does not contain any fj , j N].
Proof. For a minimal interval [I, J] of A, let N be the smallest integer
such that
(J & AN)"(I & AN){<.
For all jN, (J & Aj)"(I & Aj){<. If (J & Aj)"(I & Aj) contains more than
one matrix unit in Aj , then we claim there is an ideal K of A so that
I /K /J. Indeed, suppose that e and f are distinct matrix units in (J & Aj0)"
(I & Aj0) for some j0 . As e{f, we can, by symmetry, assume that e is not
in the ideal generated by f. (Otherwise, e and f both generate the same
ideal in A and considering intersections with the Aj then shows e=f.) If
K is the join of I and the ideal of A generated by f, then clearly I /K /J,
as claimed. Hence, we can map each minimal interval [I, J] to a sequence
of matrix units [ fj ]jN so that for each j, fj is the only matrix unit of Aj
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in (J & Aj)"(I & Aj). Note that for all i, fi&1&fi # I and fi  I, so the ideal
of A generated by fi&1&fi does not contain any fj .
By inductivity, K # Cone([I, J]) if and only if K contains fj for all suf-
ficiently large j. Hence, two minimal intervals will be mapped to the same
sequence of matrix units if and only if they have the same cone. Thus, we
have a well-defined induced map from MIC(A) to sequences of matrix
units, which we denote 4MIC. It follows that 4MIC is one-to-one.
To show this map is onto, let [ fi ]iN be such a sequence. Let J be the
ideal generated by fN and Ii be the subset of Ai spanned by all the matrix
units in J & Ai except fi . Since fi is not contained in the ideals of A
generated by fN&fN+1 , fN+1&fN+2 , ..., fi&1&fi , it is not contained in the
ideal of Ai generated by fN&fi . Thus, each Ii is an ideal in Ai .
To show I=i Ii is an ideal it suffices by [16, Theorem 2.6] to show
that Ii+1 & Ai=Ii for all iN. By the definition of Ii and Ii+1, Ii+1 & Ai
is contained in span[Ii , fi ]. As the ideal generated by fi&fi+1 does not
contain fi+1, it follows that Ii+1 & Ai does not contain fi and so must be
equal to Ii . Thus, [I, J] # MIC(A) and 4MIC([I, J])=[ fi ]iN . K
Theorem 3. Let A be a TAF algebra. There is an injective map
4: MIC(A)  R(A) so that
(i) the point (a, b) # 4(MIC(A)) if and only if it is not in the closure
of
[(x, y) # R(A) | (a, x), ( y, b) # R(A) and (x, y){(a, b)],
(ii) the range of 4 is dense in R(A), and
(iii) if A is generated by its order preserving normalizer, then 4 is
onto.
Proof. Define 4 as 4&1R b 4MIC ; first we show that 4 is well-defined, i.e.,
does not depend on the presentation of A. Suppose A= (Ai , :i)=
 (Bj , ;j). If [I, J] # MIC(A), then let 4MIC([I, J])=[ fi ] with respect to
 (Ai , :i) and 4MIC([I, J])=[gj ] with respect to  (Bj , ;j).
By [5, Theorem 19] or [18, Corollary 1.14], we can identify the
algebras Ai and Bj with subalgebras of A so that for subsequences [in]
and [ jn] we have AinBjnAin+1 . Removing the intermediate subalgebras
and reindexing, we have AiBiAi+1; the reindexed sequences [ fi ] and
[gj ] determine the same points in the maximal ideal space as the original
sequences.
Clearly,
I & AiI & BiI & Ai+1
and similarly for J. Since fi is the only matrix unit in (J & Ai)"(I & Ai)
and gi is the only matrix unit in (J & Bi)"(I & Bi), we must have that gi is
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a restriction of fi . Similarly, fi+1 is a restriction of gi . Since this holds for
every i, 4R([ fi ]) with respect to  (Ai , :i) equals 4R([gj ]) with respect
to  (Bj , ;j). Thus 4 is well-defined.
For the rest of the proof we fix one presentation, say A= (Ai , :i).
Part (i). Given (a, b) # R(A), 4R gives an associated sequence of
matrix units, [ fi ]iN . By the definition of 4, (a, b)  4(MIC(A)) if and
only if there are infinitely many i and j with fj in the ideal generated by
fi&1&fi . (Clearly, we may assume ji.) Fix such i, j and let g be a matrix
unit in the sum fi&1&fi that generates an ideal containing fj . Then there
are matrix units d and e in Ai so that dge=fj . Define x$ by x$( p)=a(dpd*)
and y$ by y$( p)=b(e*pe) for all p # D; the equations dge=fj and (a, x$) }
(x$, y$) } ( y$, b)=(a, b) imply that x$ and y$ are related by g and so by fi&1.
So the neighbourhood of (a, b) given by G( fj) intersects the set
[(x, y) # R(A) | (a, x), ( y, b) # R(A) and (x, y){(a, b)].
Since we can do this for infinitely many i, it follows that (a, b) is in the
closure of the set.
Conversely, given some neighbourhood G( fi) that intersects this set, we
can construct matrix units d, e and g as above. It follows that [ fi ] is not
in the set given by Lemma 2.
Part (ii). Pick a matrix unit e # AN for some N. For each jN, e is
a sum of matrix units in Aj . Let Fj be the set of those matrix units f # Aj
in the sum for e with f not in the ideal generated by e&f. For each j there
must be at least one matrix unit with this property, so each Fj is non-
empty. The matrix unit f # Aj is a sum of matrix units in Ak , kj ; if one
of the matrix units in this sum in Ak is in Fk , then f # Fj . It follows that
the sets Gj= [G( f ) | f # Fj ] form a nested sequence of closed subsets of
G(e), itself a compact set in R(A). Hence there is some (x, y) # j Gj
R(A). It is straightforward to check that the sequence of matrix units given
by 4R((x, y)) is, by Lemma 2, in the range of 4MIC.
Part (iii). Since A is generated by its order preserving normalizer,
we may assume that every composition of embeddings is locally order
preserving [5, Theorem 18]. This implies that every sequence of matrix
units corresponding to a point in R(A), as in Lemma 1, has the property
described in Lemma 2. Thus every point of R(A) is in the range of 4. K
We now give an example in which the range of 4 is properly contained
in R(A).
Example 4. Let An=T2n , and let {n be the elementary twist embedding
from An into An+1 defined by
{n=(Ad U2n+1 ) b \n ,
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where U2n+1 is the permutation unitary in M2n+1 which interchanges the last
two minimal diagonal projections of An+1. Set A= (An , {n). The TAF
algebra A is called the refinement with twist algebra [8, 16, 24]. In Section 6,
we consider a family of TAF algebras that includes this algebra.
Let x0 and x1 be, respectively, the unique minimal and maximal points
in the maximal ideal space of the diagonal of A. From examining the
action of {n for each n, one can see that (x0 , x1) belongs to R(A). If
4&1R (x0 , x1)=[ fi], then each fi+1 is in the ideal generated by fi&fi+1 and
so by Lemma 2, (x0 , x1) is not in the range of 4. In fact, the elements not
in the range of 4 are those of the form (a, x1) with (a, x1) # R(A). Every
other element is eventually in the graph of some e # N ordD (A) and so in the
range of 4.
3. The Topology and Bicomposable Pairs
We construct analogues in MIC(A) for the topology (Section 3.1) and
the bicomposable pairs of R(A) (Sections 3.2 and 3.3). The key properties
of these analogues are that they are defined in terms of the lattice of ideals
(and so are preserved by lattice isomorphisms), and that the map 4 carries
them to the corresponding models in R(A). In the sequel, our emphasis
will be on these properties and on Example 8.
3.1. Topology
We introduce a topology on MIC(A) defined in terms of the lattice of
ideals. We prove that the map 4 is a homeomorphism on MIC(Aord),
which can be considered as a subset of MIC(A) with the relative topology
(Theorem 7). Finally, there is an example to show that, in general, 4 can-
not be a homeomorphism on all of MIC(A) for any topology on MIC(A)
defined in terms of the lattice of ideals.
Let A be a TAF algebra. For any ideal J in A, define
GJ= [I | [I, J] is a minimal interval for A].
As an example, suppose A is the 2 refinement limit algebra and J the
ideal generated by the e1, 2 matrix unit in T2 . Then the ideal GJ is the
closed span of all the matrix units in J except those which are restrictions
of e1, 2 . In general, observe that GJ=A if and only if there is no I # Id(A)
with [I, J] a minimal interval in A.
Definition. For those ideals J such that GJ {A, let
OJ=[[K, L] # MIC(A) | J # Cone([K, L]) and GJ  Cone([K, L])]
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and let
B=[OJ | J # Id(A) and J is generated by an element of ND(A)].
We put a topology on MIC(A) by using B as a base. That B satisfies the
conditions for a base can be either checked directly or shown using Lemma 6.
Again let A be the 2 refinement limit algebra and J be the ideal
generated by e1, 2 in T2 . Then OJ contains all minimal intervals [K, L] so
that the ‘‘gap’’ is in J"GJ . Precisely, 4MIC([K, L])=[ fi ] where [ fi ] is a
sequence as in Lemma 2 and each fi is a restriction of e1, 2 . Hence 4(OJ)
is the graph of e1, 2 in R(A).
Next we establish the two key facts mentioned above. To show that the
topology depends only on the lattice of ideals, we characterize in terms of
the lattice of ideals those ideals that are generated by an element of the
normalizer.
Lemma 5. Let I be an ideal in a TAF algebra A. Then I is generated by
an element of the normalizer of A if and only if for every nested sequence
of ideals, [Jn], if I=n # N Jn , then there is some m # N so that Jm=I.
Proof. (O) Suppose that I is generated by w # ND(A). If I=n # N Jn ,
then there is some m and some x # Jm so that &w&x&<14. Since ideals
are inductive, there is some y # Jm , a finite linear combination of elements
in Jm & ND(A), so that &x&y&<14. Thus, &w&y&<12. Using standard
arguments (see, for example, [5, Proposition 17]), we can use y to
construct z # Jm & ND(A) so that &w&z&<1. By [16, Lemma 3.5] or
[5, Lemma 16], w*w=z*z and wz* is a partial isometry in D. Thus
w=(wz*) z # Jm and since w generates I, Jm=I.
(o) Assume A=n An , where each An is finite-dimensional, and
suppose I is not generated by some element of ND(A). Let In=I & An and
Jn be the ideal of A generated by In . A moment’s thought shows that
I=n Jn . Since Jn is generated by an element of ND(A), it follows that
Jn{I, so Jn is properly contained in I for each n. K
To show that 4 is a homeomorphism from MIC(Aord) onto the spec-
trum of A requires the following lemma, which shows that the topology is
well-behaved for elements of N ordD (A).
Lemma 6. Let A be a TAF algebra and let e # A generate the ideal J.
(i) If e # ND(A), then 4(OJ)G(e).
(ii) If e # N ordD (A), then 4(OJ)=G(e).
Proof. It is easy to see that GJ {A, so OJ is defined. In fact, since
e # ND(A), we can describe the restrictions of e in J"GJ precisely. They
12 DONSIG AND HUDSON
File: 580J 286513 . By:CV . Date:14:06:96 . Time:08:20 LOP8M. V8.0. Page 01:01
Codes: 3142 Signs: 2125 . Length: 45 pic 0 pts, 190 mm
are exactly the restrictions of e that cannot be written as the product of e
and two off-diagonal matrix units in A. Thus, by the definitions of 4MIC
and OJ ,
OJ=[[K, L] # MIC(A) | 4MIC([K, L])=[ fi ]iN and each fi # J"GJ].
It follows that 4(OJ)G(e), proving (i).
For (ii), observe that if e # N ordD (A), then every restriction of e is in J"GJ
and so every element of G(e) corresponds to a sequence of matrix units
[ fi ]iN with each fi # J"GJ . Thus 4(OJ)=G(e). K
Theorem 7. If A is a TAF algebra, then MIC(Aord) is homeomorphic
to a subrelation of MIC(A). If we identify MIC(Aord) with this subrelation,
then the restriction of 4 : MIC(A)  R(A) to MIC(Aord) is a homeo-
morphism onto R(Aord).
Proof. Suppose [I, J] is a minimal interval in Aord. If J$ is the ideal of
A generated by J and I$ is the largest ideal of A contained in J$ so that
I$ & Aord is I, then I$ is an ideal and [I$, J$] is a minimal interval of A
(use matrix units and Lemma 2). If we consider R(Aord) as a subset of
R(A), then the same argument shows that 4Aord([I, J])=4A([I$, J$]).
Hence we have an injection from MIC(Aord) into MIC(A), call it +, given
by +([I, J])=[I$, J$], so that the following diagram commutes:
MIC(Aord) ww
+
MIC(A)
4Aord 4A
R(Aord)  R(A)
To finish the proof, we must show that 4Aord is a homeomorphism and
that + is a homeomorphism onto its range. The first is immediate from
Lemma 6.
For the second, observe that if [K, L] is in the range of +, then every J
with [K, L] # OJ is generated by some element of N ordD (A). Using the com-
muting diagram and Lemma 6 twice, it follows that + is onto such an OJ .
Hence the images and inverse images of basic open sets are open. K
Restricting to the subalgebra generated by the order preserving normalizer
is unavoidable in the previous theorem. We show this by constructing a
pair of algebras which are not isometrically isomorphic but do have iso-
morphic lattices of ideals. Further, for each algebra, the map 4 is onto and
binary relation preserving. Like the example in the final remark of [8], the
two algebras are distinct even though their spectra are isomorphic as
binary relations.
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Example 8. Define two maps +i : T2  T6 , for i=1, 2, by
a b a b
a b a b
+1 \a bc+=\ a b + +2 \a bc+=\ a b + .c cc c
c c
Let A1=T2 and Aj=T2 ( j&1i=1 T6), for j>1. Then &i, j : Aj  Aj+1 is
given by
&i, j (a1 , a2 , ..., aj)=(a1 , +i (a1), a2 , ..., aj).
Let Ai= (Aj , &i, j), for i=1, 2. We can identify each Ai with the closed
subalgebra of j=1 T6 spanned by the finite rank elements and the
elements j=1 +i (a) for a # T2 .
To describe R(Ai), first notice that R(Tn) is isomorphic to the matrix
units of Tn , where two matrix units are related if and only if their product
is a matrix unit. As binary relations, R(A1) and R(A2) are the disjoint
union of R(T2) and countably many copies of R(T6). As for their
topologies, every singleton is a clopen set except the three points in R(T2);
it is the point e1, 2 in R(T2) that makes R(A1) and R(A2) different as binary
topological relations.
For example, fix the matrix unit e1, 2 # A1 and consider the (compact)
sets G(e1, 2) in R(A1) and R(A2). In R(A1), this consists of the matrix units
e1, 6 , e2, 5 and e3, 4 in each R(T6), while in R(A2) it consists of e1, 5 , e2, 6 and
e3, 4 in each R(T6). Since a binary relation preserving bijection between the
two spectra maps each R(T6) to another R(T6), it follows that such a bijec-
tion does not map compact sets to compact sets. Hence R(A1) and R(A2)
are different as binary topological relations and so the algebras A1 and A2
are different.
Since R(Ai) has all but three singletons clopen, it follows from Theorem
3(i) that the map 4: MIC(Ai)  R(Ai) is onto for i=1, 2.
That Id(A1) and Id(A2) are isomorphic follows from the observation
that if I # Id(An) then &1, n(I ) and &2, n(I ) both generate the same ideal in
An+1. Thus a sequence of ideals [In] satisfies &1, n(In)=In+1 & &1, n(An) if
and only if it satisfies &2, n(In)=In+1 & &2, n(An). Then [16, Theorem 2.6]
gives the isomorphism.
3.2. Simple Endpoints
Defining bicomposable pairs in MIC(A) requires several preliminary
results. We start with the notion of a simple endpoint of [I, J] # MIC(A),
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which, when it exists, is one of the maximal ideals C, D where (C, D)=
4([I, J]). In Lemma 10, we show that for strongly maximal TAF algebras,
many elements of MIC(A) have simple endpoints.
Definition. Given [I, J] # MIC(A), we say a maximal ideal M is a
simple endpoint of [I, J] if Cone([M, A])Cone([I, J]) and there is
some Z # Cone([M, A]) so that the interval [I, Z 6 I] is totally ordered.
A minimal interval need not have even one simple endpoint; see the
remark after Lemma 10.
Lemma 9. Let A be a TAF algebra and let [I, J] # MIC(A). If
4([I, J])=(C, D) and M is a simple endpoint of [I, J], then either M=C
or M=D.
Proof. Assume that A= (Ai , :i) and 4MIC([I, J])=[ fi ]i .
Let M be a maximal ideal of A such that Cone([M, A])Cone([I, J])
but M{C and M{D. Let Z # Cone([M, A]); we will show that
[I, Z 6 I] is not totally ordered by constructing ideals X, Y # [I, Z 6 I] so
that neither is contained in the other.
Let mi be the unique diagonal matrix unit in Ai that is not in M; without
loss of generality, mi # C & D for all i. By our choice of Z, there is some k
so that mk # Z. Since Cone([M, A])Cone([I, J]), there is some jk
and some matrix unit restriction of mk in Aj , say z, so that the ideal
generated by z in Aj contains fj . This implies that there are matrix units in
Aj , x and y, so that xzy=fj . Since mk # C and fj f j*  C, we have x{fj f j*.
Similarly, y{f j*fj . Hence x and y are distinct off-diagonal matrix units.
Conceptually, we have the following picture, where the diagonal line
represents the diagonal of Aj .
Let X$ be the join of I and the ideal generated by x and let Y$ be the
join of I and the ideal generated by y. Clearly, X$, Y$ # [I, Z 6 I]. If x  Y$
and y  X$, then X$ 3 Y$ and Y$ 3 X$. We can take X=X$ and Y=Y$ and
are done.
Otherwise, suppose that x # Y$. (The argument for y # X$ is similar.) For
all i, let xi be the unique matrix unit restriction of x in Ai so that xizy=fi .
For all i, xi  I as fi  I. Hence, there is some ij so that there is a matrix
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unit restriction of y in Ai , say y$, so that the ideal generated by y$ in Ai
contains xi .
Observe that the final projection of y$, say a, is a restriction of z and that
the ideal generated by a in Ai contains fi . Let b be the unique diagonal
matrix unit restriction of z in Ai so that xby=fi . Conceptually, the situation
is the following, where the diagonal line represents the diagonal of Ai .
Let X be the join of I and the ideal generated by a, and Y the join of I and
the ideal generated by b. Since a and b are restrictions of z, X, Y #
[I, Z 6 I]. Since a and b are distinct diagonal matrix units not in I, a  Y
and b  X. Thus X and Y are not comparable, and so M is not a simple
endpoint. K
Consider the 2 standard limit algebra, A= (T2n , _2), and let [e (n)i, j ]
be the system of matrix units for T2n . The sequence of matrix units
e(n)1+2n&2, 1+3(2n&1) , n=2, 3, ... determines an element of MIC(A). In fact, this
element has a simple endpoint: the maximal ideal given by the sequence
e(n)1+2n&2, 1+2n&2 , n=1, 2, ... . The key property of the original sequence of
matrix units is that each is the restriction in T2n of e (2)2, 4 with initial projec-
tion minimal in the diagonal order of T2n . We can generalize this example
to obtain a dense subset of MIC(A) with each element having a simple
endpoint. This approach requires strong maximality of the TAF algebra, as
the remark after the following lemma shows.
By the ‘‘first’’ restriction in Ai of e # ND(A), we mean a matrix unit
restriction of e in Ai which has its initial projection minimal in the diagonal
order of Ai . By the ‘last’ restriction of e, we mean a matrix unit restriction
which has its final projection maximal in the diagonal order of Ai . If Ai is
maximal triangular in C*(Ai), then the diagonal order of Ai totally orders
the diagonal matrix units of each summand. If each Ai has this form, then
a sequence of first restrictions, [ fi ], of e not only has each fi the first
restriction of e but also the first restriction of fi&1 . A sequence of last
restrictions satisfies a similar consistency property.
Lemma 10. Let A be a strongly maximal TAF algebra with presentation
 (Ai , :i), where each Ai is maximal triangular in C*(Ai). If e is a matrix
unit in some An and [ fi ]in is either the sequence of first restrictions of e
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or the sequence of last restrictions of e, then 4&1MIC([ fi ]) has a simple
endpoint.
Proof. We can assume that Ai is a direct sum of upper triangular matrix
algebras for each i. Suppose [ fi ]in is the sequence of first restrictions. Then
we claim that the maximal ideal M associated to [ f i* fi ]in is a simple
endpoint for 4&1MIC([ fi ])=[I, J]. (The argument for a sequence of last
restrictions uses [ fi f i*] instead of [ f i*fi ] but is otherwise similar.) Since
Z # Cone([M, A]) if and only if f i*fi # Z for some i, it is immediate that
Cone([M, A])Cone([I, J]).
Let Z be the ideal generated by f j*fj for some j. By the choice of [ fi ]
and the consistency property, fi is the first restriction of fi&1. Hence, all
restrictions of f *i&1 fi&1 in Ai are at least equal to f i*fi in the diagonal
order. So of all these restrictions, only f i*fi is not in I (recall I, J are the
maximal ideals with [I, J] having the given cone). Thus if Z 6 I contains
f i*fi , it contains f *i&1 fi&1. It follows that Z 6 I is the ideal generated by I
and the sequence [ f i*fi ], regardless of the choice of j. In particular,
(Z 6 I ) & Ai contains exactly the matrix units in I & Ai and the matrix
units with initial projection f i*fi .
Notice that the interval [I & Ai , (Z 6 I ) & Ai] consists of exactly those
ideals generated by I & Ai and some matrix unit x with x*x=f i*fi . Since
each Ai is a direct sum of Tn ’s, these ideals are totally ordered by the
diagonal order of Ai on the final projections of each x. In other words, for
each i the interval [I & Ai , (Z 6 I ) & Ai] is totally ordered. For any two
ideals X, Y # [I, Z6 I], it follows that for all in, one of X & Ai or Y & Ai
is contained in the other. It follows from inductivity of ideals that XY or
YX. Hence the interval [I, Z 6 I] is totally ordered and M is a simple
endpoint, as required. K
Remark. This lemma is false without strong maximality; for example,
consider  (An , ,n) where n2 and
An=span[e (n)i, j # T3n | i=j or (i, j)  [2, ..., 8]_[2, ..., 8]]
and ,n is the restriction of the standard embedding of multiplicity 3 from
T3n to T3n+1 . Then Lemma 10 does not hold for e (n)1, 9 for any choice of n.
To see this, consider the first restrictions of e (1)1, 9 . By Lemma 9, the only
possibilities for Z (in the definition of simple endpoint) are the maximal
ideals associated to the sequences [e (n)1, 1]n and [e
(n)
9, 9]n . If we set Z equal to
the first, then [I, Z 6 I] is not totally ordered because, for example, an
ideal in the interval can contain e (n)1, 5 without containing e
(n)
1, 6 and vice versa.
A similar argument applies for the other choice of Z.
Also, Lemma 10 is sharp, in the sense that for the refinement limit
algebras, the only simple endpoints are those constructed above.
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3.3. Bicomposable Pairs
We can now describe part of the binary relation structure of the spec-
trum in terms of the lattice of ideals and define bicomposable pairs in
MIC(A). Again, the key properties are that bicomposable pairs are defined
in terms of the lattice of ideals and that they are mapped under 4 to
bicomposable pairs in R(A).
Lemma 11. Let A be a strongly maximal TAF algebra. Suppose [I, J] #
MIC(A) with 4([I, J])=(C, D). For each neighbourhood OK of [I, J],
there exists a simple endpoint, EK , of some element of OK .
For the neighbourhood net at [I, J], if lim EK exists in the Gelfand
topology, then either lim EK=C or lim EK=D. Moreover, there are choices
of the EK so that each equation holds.
Proof. Let A= (Ai , :i) and let 4MIC([I, J])=[ei ]iM . If Ki is the
ideal generated by ei , then [OKi | iM] is a neighbourhood base for
[I, J]. Hence, it suffices to show that for any choice of EKi , lim EKi
converges only to C or D and that there are choices that converge to each.
Assume for now that we can choose such simple endpoints EKi . Regard-
less of these choices, EKi will be contained in either G(ei*ei) or G(eiei*). To
see this, observe that as EKi is a simple endpoint of [I, J], it is the maximal
ideal associated to either [ej ej*]j or [ej*ej]j . We consider three cases:
(1) there is some N so that for all iN, EKi # G(eiei*),
(2) there is some N so that for all iN, EKi # G(ei*ei),
(3) neither of the above two conditions hold.
Suppose (1) holds. Since C corresponds to the sequence of initial projec-
tions of [ei ], then EKi  C. Similarly, if (2) holds, then EKi  D. Both con-
ditions hold if and only if C=D.
Suppose neither of the first two conditions holds. It follows that C{D,
and we may assume that the initial and final projections of e1 are
orthogonal and their graphs are disjoint open sets. For all i, G(ei ei*)
G(e1 e1*) and G(ei*ei)G(e1*e1). Since neither (1) nor (2) hold, then for any
N there are i, jN with EKi # G(eiei*) and EKj # G(ei*ei). Since every
maximal ideal in G(e1 e1*) or in G(e1*e1) has a neighbourhood contained in
one of the two graphs, it follows that the limit does not exist.
Fixing i, let [ fj ]ji be the sequence of last restrictions of ei . By direct
calculation, 4&1MIC([ fj ]) # OKi , and by Lemma 10, 4
&1
MIC([ fj ]) has a simple
endpoint, EKi . Further, the proof of Lemma 10 shows that EKi # G(ei ei*).
Repeating this for each ei give a sequence [EKi] so that (1) holds and
hence lim EKi=C. Considering first restrictions gives a sequence that con-
verges to D. K
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Definition. For any [I, J] # MIC(A), define its endpoints to be the set
of two limits from Lemma 11.
By Lemmas 9 and 11, every simple endpoint is an endpoint. We now use
endpoints to define bicomposable pairs in MIC(A), which is not quite
trivial. We have to avoid calling minimal intervals such as 4&1(C, D) and
4&1(C, E) bicomposable.
Definition. Consider two elements of MIC(A), [I, J] and [K, L],
with endpoints [A, B] and [C, D]. We say that [I, J] and [K, L] are a
bicomposable pair if they have exactly one endpoint in common, say B=C,
and [A, D] are the endpoints of some element [F, G] # MIC(A) so that
Cone([I, J]) _ Cone([K, L])Cone([F, G]).
Recall that two elements of the spectrum, (A, B) and (C, D), are a
bicomposable pair if and only if either B=C or A=D.
Proposition 12. Let A be a strongly maximal TAF algebra. Two
elements of MIC(A) are a bicomposable pair if and only if their images
under 4 are a bicomposable pair in the spectrum of A.
Proof. Suppose that 4([I, J])=(A, B) and 4([K, L])=(C, D).
First, we assume that (A, B) and (C, D) are not a bicomposable pair in
R(A), i.e., B{C and A{D, and prove that [I, J] and [K, L] are not
bicomposable in MIC(A). There are three cases: (1) B{D and A{C, (2)
B=D, and (3) A=C. In (1), (A, B) and (C, D) have no simple endpoints
in common, and so cannot be a bicomposable pair in MIC(A). Case (3)
is similar to (2), so it suffices to consider (2).
If A=C then (A, B)=(C, D) and since A{D, the elements of [I, J] and
[K, L] have two distinct endpoints in common and so are not bicom-
posable. Hence we may assume A{C and by triangularity, at most one of
either (C, A) or (A, C) is in the spectrum. If neither is, then since there can-
not be an element corresponding to [F, G] in the definition, and so [I, J]
and [K, L] are not bicomposable. Otherwise, one of the pair is in the spec-
trum and, by the symmetry in A and C, we may suppose it is (C, A).
Observe that the sequence of matrix units 4R(A, B) then generate ideals in
the cone of [I, J] but not in the cone of 4&1(C, A). Thus [I, J] and
[K, L] are not bicomposable.
Conversely, suppose 4([I, J]) and 4([K, L]) bicomposable, with
4([I, J])=(A, B) and 4([K, L])=(B, C). Clearly [I, J] and [K, L] have
exactly one endpoint in common and the cone of 4&1(A, C) contains the
cones of [I, J] and [K, L]. K
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4. Related Pairs and Spectra
In this section, we describe the structure of a bijection between the spectra
of triangular AF algebras that preserves the topology and the bicomposable
pairs. The theorem is vital, as it provides a bridge between the spectral
results of Sections 2 and 3 and the algebraic results of Section 5. After
proving this result, we give an example to show that the decomposition
cannot be simplified in general.
Recall that two elements of the spectrum, (a, b) and (c, d ), are a bicom-
posable pair if and only if either b=c or a=d.
Theorem 13. Let A1 and A2 be strongly maximal TAF algebras.
Suppose , is a homeomorphism between the spectra of A1 and A2 that sends
bicomposable pairs to bicomposable pairs. Then there is a bijective isometry
’: A1  A2 and closed triangular subalgebras of A1 , B and C, so that ’ | B
is an algebra isomorphism and ’ | C is an algebra anti-isomorphism.
Moreover, B+C=A1 and B & C=B & B*=C & C*=A1 & A1*.
Proof. Let Hi be the maximal ideal space of Ai . Since (x, y) forms a
bicomposable pair with itself if and only if x=y, it follows that for x # H1 ,
,(x, x)=( y, y) for some y # H2 . Define : H1  H2 by (x)=y if
,(x, x)=( y, y). This map is a homeomorphism, since , is a homeo-
morphism and the topology of R(Ai) restricted to [(h, h) | h # Hi ] agrees
with the topology of Hi .
Consider a pair (x, y) # R(A1). Since ,(x, x)=((x), (x)), ,( y, y)
similarly, and (x, x), (x, y) and (x, y), ( y, y) are bicomposable pairs, it
follows that ,(x, y) is either ((x), ( y)) or (( y), (x)). Define X, Y
R(A1) by
X=[(x, y) # R(A1) | ,(x, y)=((x), ( y))],
Y=[(x, y) # R(A1) | ,(x, y)=(( y), (x))].
Clearly, X _ Y=R(A1) and X & Y=[(h, h) | h # H1]. If X0=[(x, y) # X |
x{y] and Y0=[(x, y) # Y | x{y], then R(A1) is the disjoint union of
X0, Y0 and [(h, h) | h # H1].
Suppose that (x, y), ( y, z) # X. Since they are a bicomposable pair, it
follows that (x, z) # X. Similarly, (x, y), ( y, z) # Y implies (x, z) # Y. Thus
X and Y are subrelations of R(A1).
We claim that X and Y are clopen. Suppose (x* , y*) is a net in X con-
verging to (x, y) in R(A1). Since , is a homeomorphism, then ,(x* , y*) 
,(x, y) in R(A2). Notice that ((x*), (x*))  ((x), (x)) and (( y*),
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( y*))  (( y), ( y)). As [(x* , x*), (x* , y*)] and [(x* , y*), ( y* , y*)] are
bicomposable pairs and , preserves bicomposable pairs, it follows that
,(x* , y*)=((x*), ( y*))  ((x), ( y)),
so (x, y) # X. Thus, X is closed and similarly Y is closed. Since [(h, h) |
h # H1] is clopen, X=R(A1)"Y0, and Y=R(A1)"X0, it is easy to see that
X and Y must be open.
An open subrelation of R(A1) gives a closed subalgebra of A1 [13,
Theorem 4.1]. Thus, there is a subalgebra B of A1 corresponding to X and
similarly C corresponding to Y. Since the diagonal of R(A1) is contained
in X and Y, it follows that B and C both contain A1 & A1*. Since
XR(A1), we have B & B*=A1 & A1* and similarly for C. Since X & Y
is the diagonal of R(A1), it follows that B & C=A1 & A1*.
It remains only to show B+C=A1 and to construct the isometry ’.
Pick any presentation  (An , :n) for A1 . Since X0 and Y0 are disjoint,
every off-diagonal point of R(A1) has a basic open neighbourhood contained
either entirely in X0 or entirely in Y0. Thus, we still have a presentation of
A1 if we discard all the matrix units from each An whose graphs are not
contained either entirely in one of X0, Y0, or the diagonal of R(A1).
Suppose we have a bicomposable pair [(x, y), ( y, z)] with (x, y) # X0
and ( y, z) # Y0. Then ,(x, y) and ,( y, z) do not form a bicomposable pair
unless either x=y or y=z, contradicting either (x, y) # sX0 or ( y, z) # Y0.
It follows that if each An is a direct sum of upper-triangular matrix
algebras, then so is the subalgebra of An given by discarding matrix units
as in the previous paragraph.
Fix a presentation,  (An , :n), of this form. For each n, partition the
diagonal matrix units of An into three sets:
v initial or final projections of matrix units with graphs in X0,
v initial or final projections of matrix units with graphs in Y0, and
v those which are not initial or final projections of off-diagonal matrix
units.
The previous paragraph implies that the first two sets are disjoint. Since the
graph of every off-diagonal matrix unit is in either X0 or Y0, the union of
the three sets is all diagonal matrix units.
Let En , Fn and Gn be the three subalgebras of An given by all matrix units
with initial or final projections in one of the three sets, respectively. Then
An=EnFnGn . Observe that Gn contains no off-diagonal matrix units.
Given a # A1 , we now find b # B, c # C and d # D, so that a=b+c+d.
By either writing a as a limit of linear combinations of matrix units, or by
using the conditional expectation from C*(A1) onto D [27, Proposition 4.1],
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it is easy to find d # D so that a&d is the limit of [an] with each an # An
a linear combination of off-diagonal matrix units.
Define p (n)1 # An to be the sum of the diagonal matrix units in En and p
(n)
2
to be the sum of the diagonal matrix units in Fn . Let bn=an p (n)1 and
cn=an p (n)2 ; then an=bn+cn since an contains no summand of Gn . Let
b, c # A1 be the limits of bn and cn ; these limits exist since [an] converges,
&bn&bm&&an&am& &p (n)1 &, and similarly for [cn].
Since bn # En , it follows that b # B and similarly c # C. As bn+cn=an for
all n, we have b+c=a&d, showing A1=B+C.
As a map from X to ,(X), , is a binary relation isomorphism, and so
by [27, Proposition 7.5], induces an isometric algebra isomorphism from
B to the subalgebra of A2 corresponding to ,(X). Call this map ’B . As a
map from Y to ,(Y), , is an binary relation anti-isomorphism, and trivial
modifications to [27, Proposition 7.5] show there is an isometric anti-
isomorphism from C, call it ’C . Since both ’B and ’C are induced by the
same map on X & Y, it follows that they agree on B & C. Thus we have a
well-defined map, ’, on A1 .
It is easy to see that A2=’B(B)+’C(C), as we can use an argument
similar to that showing A1=B+C. Since ’B and ’C are onto, it follows
that ’ is onto.
To show that ’ is an isometry, we construct isometric injections
+1 : A1  BC and +2: A2  ’B(B)’C(C) so that the diagram
A1
+1 BC
’ ’B’C
A2ww+2 ’B(B)’C(C)
commutes. Given that each of +1 , +2 , and ’B ’C is isometric, it will follow
that ’ is isometric. So it suffices to construct isometric maps +1 and +2 .
Recall the presentation  (An , :n) above. Each An can be divided into
two (intersecting) subalgebras: Bn , the span of matrix units with graphs
contained in X, and Cn , the span of those with graphs contained in Y. Let
A$n=BnCn . Since :n(Bn)Bn+1 and :n(Cn)Cn+1 , define :$n : A$n 
A$n+1 as :n |Bn :n |Cn . Clearly, BC= (A$n , :$n).
Let *n : An  A$n also be given by :n |Bn:n |Cn . Observe that *n+1 b :n=
:$n b *n for all n, and so the universal property of inductive limits gives a
map +1 : A1  BC. To show that +1 is isometric, it suffices to show that
each *n is isometric.
Since An=En FnGn , Bn$En Gn and Cn$FnGn , we have for
a # An
&a&=max[&a|En&, &a| Fn&, &a|Gn&]
max[&a|Bn&, &a| Cn&]=&a| Bn a|Cn&=&*n(a)&.
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The reverse inequality is obvious and so each *n is isometric. Thus, +1 is
isometric. Similarly, we can define +2 and show that it is isometric. K
Remark. If the subalgebra Gn of An is zero for infinitely many n, then
A1=EF, where E and F correspond to the inductive limits of the En
and the Fn , respectively. Hence ’ is the direct sum of an algebra
isomorphism, ’| E , and an anti-isomorphism, ’| F . To characterize this
situation intrinsicly, observe that A1 has a presentation as in the proof so
that Gn is zero for infinitely many n if and only if C*(A1) admits no charac-
ters. (Pick any presentation and throw out those matrix units of Gn that
are sums of matrix units in Fm and Em for m>n; either all Gn are zero
or we can construct a character in C*(A1) by choosing a maximal ideal
containing all matrix units except a sequence in the algebras Gn .)
This is an instance of [12, Theorem 1.2], which states that an isometry
between triangular subalgebras of various nuclear, unital C*-algebras is,
essentially, the direct sum of an algebra isomorphism and an algebra anti-
isomorphism, provided the nuclear C*-algebras admit no characters.
The following example shows that, even for strongly maximal TAF
algebras, not every isometry splits as the direct sum of an algebra iso-
morphism and an algebra anti-isomorphism. Thus we cannot improve
upon [12, Theorem 1.2] in our setting.
Example 14. For n0, let
An=\ 
&1
k=&n
T2+T1\ 
n
k=1
T2+ ,
and let f : T1  T2 be the map f (a)=aa. Define :n : An  An+1 by
:n(x&n , ..., x&1 , x0 , x1 , ..., xn)
=(x&n , ..., x&1 , f (x0), x0 , f (x0), x1 , ..., xn),
and set A= (An , :n). Define gn : An  An as the map ( a bc) [ (
c b
a) on
the negatively indexed summands of An and as the identity map on the
rest. Observe that :n b gn=gn+1 b :n , and so, by the universal property of
inductive limits, we obtain a map 1: A  A.
This isometry 1 induces a bijection of R(A), ,, that maps bicomposable
pairs to bicomposable pairs. Indeed, arguing as in Example 8 shows that
R(A) is the disjoint union of countably many copies of R(T2), one for each
non-zero integer, and a single point, R(T1). If we identify R(A) with the
matrix units of (&1i=& T2)T1  (i=1 T2), then , is given by sending
each matrix unit e to 1(e).
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If 1 is the direct sum of an algebra isomorphism and an algebra anti-
isomorphism, then R(A) can be partitioned as two disjoint clopen sets.
Clearly, the set for the algebra isomorphism must contain R(T2) for all
positive indices while the set for the algebra anti-isomorphism must contain
R(T2) for all negative indices. The point R(T1) is in the closure of both sets
and so it is impossible to partition R(A) as required.
5. Main Results
In this section, we give the main result of the paper, Theorem 16, and
obtain various consequences of it. We need a preliminary observation
about the minimal intervals of MIC(A) which are in MIC(Aord).
Lemma 15. Let A and B be strongly maximal TAF algebras and 8:
MIC(A)  MIC(B) the map induced by a lattice isomorphism between
Id(A ) and Id(B). Then [I, J ] # MIC(Aord ) if and only if 8([I, J ]) #
MIC(Bord).
Proof. It suffices to characterize elements of MIC(Aord) in terms of the
lattice of ideals. Since 8 is induced by a lattice isomorphism, it will
preserve the characterizing property and so must map MIC(Aord) onto
MIC(Bord).
We fix a strongly maximal TAF algebra A= (Ai , :i) and consider
[I, J] # MIC(A) with endpoints [C, D] in the sense of Section 3.3. We claim
that [I, J] # MIC(Aord) if and only there is K # Id(A) with [I, J] # OK so
that the set of endpoints of elements in OK contains neighbourhoods of
both C and D. Since endpoints and the sets OK are defined in terms of the
lattice of ideals, proving this claim will prove the lemma.
Let 4MIC([I, J])=[ei ]iN , where 4MIC is the map of Lemma 2. If
[I, J] # MIC(Aord), then ei # Aord for large i ; fix such an i. If K is the ideal
generated by ei , then by Lemmas 6(ii) and 11 the set of endpoints of
elements in OK is G(ei*ei) _ G(eiei*), as required.
If [I, J]  MIC(Aord), then ei  Aord for all i. If K # Id(A) with
[I, J] # OK , then there is some N so that ei # K for all iN. Suppose that
4([I, J])=(C, D). If O is a neighbourhood of C, then O contains G(eiei*)
for some iN. As ei  Aord, there is some ji and restrictions of ei in Aj ,
say f and g, so that g is in the ideal generated by f. By Theorem 3(ii),
there exists a minimal interval [A, B] with 4([A, B]) # G(g). Since g is a
restriction of ei , one of the endpoints of [A, B] is in G(gg*)G(eiei*). In
addition, no other restriction of ei in Aj can have gg* as either its final or
initial projection. Since g is in the ideal generated by ei&g, by Lemma 6(i)
4(OK)G(ei&g). Thus, no element of OK can have an endpoint in G(gg*).
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This shows there is no neighbourhood of [I, J] whose set of endpoints
contains a neighbourhood of C, proving the claim. K
Theorem 16. Let A and B be strongly maximal TAF algebras with
isomorphic lattices of ideals. Then there is a bijective isometry ’: Aord  Bord
and closed triangular subalgebras E and F of Aord with E+F=Aord and
E & F the diagonal of A, so that ’ is an algebra isomorphism on E and an
anti-isomorphism on F.
Moreover, if the C*-algebras generated by Aord and Bord admit no
characters, then ’ splits as the direct sum of an algebra isomorphism and
anti-isomorphism.
Proof. Let 9 : Id(A)  Id(B) be the lattice isomorphism, and 8 :
MIC(A)  MIC(B) the bijection induced by 9. Since the bicomposable
pairs and topology of MIC(A) and of MIC(B) are defined in terms of the
lattice of ideals, 8 is a homeomorphism that preserves bicomposable pairs. By
Theorem 7, we can identify MIC(Aord) with a subrelation of MIC(A) with
the relative topology, and similarly for B. By Lemma 15, 8(MIC(Aord))=
MIC(Bord).
By applying Theorem 7 to A and B, we have homeomorphisms between
MIC(Aord) and R(Aord) and between MIC(Bord) and R(Bord). By
Proposition 10, these homeomorphisms send bicomposable pairs to
bicomposable pairs. Hence composing these maps with 8 restricted to
MIC(Aord), we have a homeomorphism between R(Aord) and R(Aord)
that preserves bicomposable pairs. By Theorem 13, we have the required
bijective isometry. The final sentence of the proof follows from the remark
after Theorem 13 or [12, Theorem 1.2]. K
The restriction to the subalgebras generated by the order preserving
normalizer in Theorem 16 is necessary. The two algebras of Example 8 are
strongly maximal TAF algebras with isomorphic lattices of ideals, yet we
will show there is no bijective isometry as above between them. Each of them
generates a primitive C*-algebra. Arguing as in the proof of Theorem 17
below shows that a bijective isometry between the algebras must be either
an algebra isomorphism or anti-isomorphism. Since each of the algebras is
anti-isomorphic to itself, we may assume the bijective isometry is an
isomorphism. In Example 8, we showed the algebras are not isometrically
isomorphic, so no such bijective isometry can exist.
The converse of Theorem 16 is false; there are strongly maximal TAF
algebras A and B so that Aord and Bord are isometrically isomorphic and
yet A and B do not have isomorphic lattices of ideals. Indeed, let A be
the algebra of Example 32 and set B=Aord. Clearly, Aord=Bord. That the
lattices of ideals of A and B are not isomorphic follows either by considering
join-irreducible ideals [10] or by observing that the lattice of ideals of A
25LATTICE OF IDEALS OF TAF ALGEBRAS
File: 580J 286526 . By:CV . Date:14:06:96 . Time:08:21 LOP8M. V8.0. Page 01:01
Codes: 3270 Signs: 2580 . Length: 45 pic 0 pts, 190 mm
contains a ‘‘large’’ completely distributive interval whereas that of B does
not (see Example 32).
For any TAF algebra A, clearly Aord contains the diagonal. Further,
one can construct strongly maximal algebras A where Aord is exactly the
diagonal, using the methods of [25] with the irregular unitaries used there
replaced by non-identity permutation unitaries of equally high order. For
such algebras, Theorem 16 reduces to: isomorphic lattices of ideals implies
isomorphic diagonals. This fact follows easily from the Gelfand theory of
commutative C*-algebras, since a maximal ideal of a TAF algebra is a
maximal ideal of the diagonal. Thus, the greatest interest of Theorem 16 is
for algebras A where Aord is large; indeed, A=Aord for many algebras
considered in the literature, such as the examples mentioned in the intro-
duction, the analytic algebras considered at the end of this section, and the
family of non-analytic algebras constructed in [27, Proposition 10.18].
Recall that a C*-algebra is primitive if it has a faithful irreducible
representation. In particular, all simple C*-algebras are primitive.
Theorem 17. Suppose A and B are strongly maximal TAF algebras
generated by their order preserving normalizers and the C*-algebras
generated by A and B are both primitive. Then A and B have isomorphic
lattices of ideals if and only if A is either isometrically isomorphic or
isometrically anti-isomorphic to B.
Proof. Let H be the maximal ideal space of A. Since C*(A) is
primitive, there is some h0 # H so that the orbit in C*(A) of h0 , i.e. [h # H |
(h0 , h) or (h, h0) # R(C*(A))], is dense in H [19, Proposition III.1]. Since
A is strongly maximal, this orbit is totally ordered by R(A) and so the
orbit in R(A) of h0 equals the orbit in R(C*(A)).
By Theorem 16, there is a bijective isometry ’: A  B and subalgebras
E and F of A so that E+F=A, E & F is the diagonal of A, ’ is an
algebra isomorphism on E and ’ is an algebra anti-isomorphism on F.
Hence, R(E) & R(F)=[(h, h) | h # H] and R(E) _ R(F)=R(A).
The proof of Theorem 13 shows that if (x, y) # R(E) and x{y, then
( y, z) and (z, y) are in R(E) for all z with ( y, z) or (z, y) in R(A) and
similarly if (x, y) # R(F). Hence the two sets
[h # H | (h, y) or ( y, h) # R(E) for some y # H with h{y],
[h # H | (h, y) or ( y, h) # R(F) for some y # H with h{y]
are disjoint open subsets of H, and one of them contains the orbit of h0 .
The set containing the orbit of h0 is then a dense open subset of H and so
the other is empty. Thus, one of R(E) or R(F) is [(h, h) | h # H] and the
other is R(A). Hence ’ is either an algebra isomorphism or an algebra
anti-isomorphism. K
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Let A and B be strongly maximal TAF algebras generated by their
order preserving normalizers. Let ’, E, and F be given as in Theorem 16.
Such a map ’ necessarily carries ideals in A to ideals in B and so induces
an isomorphism of ideals. Indeed, suppose that I is an ideal in A. Then
I & E is an ideal in E and since ’ | E is multiplicative, J=’(I & E) is an ideal
in ’(E). Similarly, K=’(I & F) is an ideal in ’(F). Since I & E and I & F
have the same intersection with E & F, it follows that J and K have the
same intersection with ’(E) & ’(F), the diagonal of B. As the product of
off-diagonal elements of ’(E) and ’(F) is zero, it follows that J+K is a
closed, two-sided ideal in B.
Example 8 shows that for general TAF algebras, isomorphisms of the
lattice of ideals need not be induced by such an isometry. We now show
that these isomorphisms do have this form when the algebras are generated
by their order preserving normalizers.
Corollary 18. Let A and B be strongly maximal TAF algebras
generated by their order preserving normalizers. If ,: Id(A)  Id(B) is a
lattice isomorphism, then , is induced by a bijective isometry ’: A  B as in
the conclusion of Theorem 16.
Proof. Let ’: A  B be the bijective isometry given by Theorem 16. If
: R(A)  R(B) is the homeomorphism associated to ’ (as in the proof of
Theorem 16), then for every [J, K] # MIC(A)
(4A([J, K]))=4B([,(J ), ,(K )]), (2)
where we use 4A and 4B to distinguish the two maps from MIC( } )
to R( } ).
It suffices to show that for every I # Id(A), ,(I )=[’(a) | a # I]. If I is
the support set of I in R(A1), then (I) is the support set of [’(a) | a # I]
in R(A2). For (x, y) # R(A1), by Theorem 3(iii), there is some [J, K] #
MIC(A) so that (x, y)=4A([J, K]). Notice that (x, y) # I if and only if
I # Cone([J, K]). Since , is a lattice isomorphism, I # Cone([J, K]) if and
only if ,(I ) # Cone([,(J), ,(K )]) for any [J, K] # MIC(A). Hence by (2),
if (x, y) # I then (x, y) is in the support set of ,(I ). Thus, ,(I )$[’(a) |
a # I]. Reversing the roles of A and B gives the other inclusion. K
5.1. Applications
Here, we discuss the implications of the previous results for two families
of TAF algebras: those isomorphic to their opposite algebras and those
analytic by a locally constant cocycle.
If A is an algebra, let Aop denote the opposite algebra of A, i.e., the set
[aop | a # A] with operations defined by
aopbop=(ba)op, aop+bop=(a+b)op, and c } aop=(c } a)op
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for all a, b # A and all c # C. The norm is given by defining &aop& to be
&a&.
Clearly, any normed algebra isometrically anti-isomorphic to A is iso-
metrically isomorphic to Aop. Combining this with Theorem 17 gives the
following result.
Corollary 19. Suppose that A and B are strongly maximal TAF
algebras generated by their order preserving normalizers and that A and B
generate primitive C*-algebras. Further assume that A and B are both
isomorphic to their opposite algebras.
Then A and B have isomorphic lattices of ideals if and only if they are
isometrically isomorphic.
Thus, such TAF algebras are determined by their lattices of ideals.
It is easy to see that the standard, refinement and alternation algebras
are isomorphic to their opposite algebras and so Corollary 19 applies to
them. Motivated by the corollary, we describe those TAF algebras which
are isomorphic to their opposite algebras.
Definition. Let  (Ai , :i) be a presentation of a TAF algebra A. Call
the presentation symmetric if there is a family of anti-multiplicative
isometries *i : Ai  Ai+1 so that  *i (Ai)= Ai and the following diagram
commutes for all i :
Ai ww
:i Ai+1
*i *i+1
Ai+1 www:i+1 Ai+2
Besides the usual presentations for the standard, refinement and alter-
nation limit algebras, the presentations of Example 8 are also symmetric,
whereas those for the refinement with twist limit algebras (see [8, 16] or
Section 5) are not.
Note that Aop is almost the same as A*=[a* | a # A] with its natural
algebra operations; the difference is that in A*, (c } a)*=c } a* for c # C.
Hence the bijection aop [ a* is isometric, conjugate-linear and multi-
plicative, and so we say that Aop and A* are isometrically conjugate-
isomorphic.
Proposition 20. Let A be a TAF algebra and H the maximal ideal
space of its diagonal. Then the following are equivalent.
(i) A is isometrically isomorphic to Aop,
(ii) A is isometrically conjugate-isomorphic to A*,
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(iii) A has a symmetric presentation, and
(iv) there is a homeomorphism 2: H  H so that (x, y) [ (2( y),
2(x)) is a binary relation reversing homeomorphism of R(A) onto R(A).
Moreover, if A is strongly maximal, then we may choose the presentation in
(iii) to be strongly maximal.
Proof. (i)  (ii). This is immediate from the discussion above.
(i)  (iv). Since R(Aop)=[( y, x) | (x, y) # R(A)], then this follows
from [27, Theorem 7.5].
(iii) O (i). Given a symmetric presentation, the universal property for
inductive limits gives an anti-multiplicative isometry 1: A  A. Since
 *i (Ai)= Ai , it follows that 1 is onto.
(i) O (iii). Let 1: A  A be the isometric isomorphism. By [33,
Theorem 4.1], 1 factors as a pair of maps, one induced by a map between
the spectra of A and Aop and the second induced by a T-valued cocycle
on the spectrum of Aop. By composing 1 with the automorphism of Aop
induced by the conjugate of this cocycle, we may assume that 1 maps
matrix units in A to sums of matrix units in Aop. Now compose 1 with
the anti-isomorphism from Aop to A that sends aop to a, to get an anti-
isomorphism 4: A  A that maps matrix units to sums of matrix units.
Choose a presentation  (Ai , :i) for A. Identifying each Ai with a sub-
algebra of A, then 4(Ai) is spanned by the images of the matrix units in
Ai . Since each image is a sum of matrix units, and there are only finitely
many matrix units in Ai , it follows that for each i, 4(Ai)Aj for some j.
Re-indexing the presentation, we have 4(Ai)Ai+1 for all i. Clearly [4|Ai]
is the required family of maps. Since re-indexing a strongly maximal
presentation gives a strongly maximal presentation, we are done. K
To finish this section, we apply our main results to certain analytic TAF
algebras. Let C be an AF C*-algebra and G be the topological groupoid
R(C); if AC is a TAF algebra, then we may assume R(A)G (indeed,
G may be thought of as the equivalence relation generated by R(A)). A
continuous function c: G  R is called a cocycle if c(x, y)+c( y, z)=c(x, z)
for all points (x, y), ( y, z) # G. The algebra A is analytic if there is a
cocycle c on G so that c&1([0, ))=R(A). The standard, refinement, and
alternation limit algebras are analytic [33, Examples 6.16.3]; for strongly
maximal non-analytic algebras, see [11, Section 4], [27, Proposition 10.18],
or [30, Example 3.2].
Recently, Ventura and Wagner [35] have introduced the notion of a
locally constant cocycleone so that for every point of G there is a
neighbourhood containing the point on which the cocycle is constant. In
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[33, Lemma 5.6], Ventura shows that a product-type cocycle gives a
system of order preserving matrix units. While that proof extends to locally
constant cocycles, we give another proof using [5, Proposition 17].
Proposition 21. If a TAF algebra A is analytic by a locally constant
cocycle, then A is generated by its order preserving normalizer.
Proof. Suppose A is contained in an AF C*-algebra C, G is the
groupoid R(C), R(A)G is the support of A and c: G  R is a locally
constant cocycle with c&1([0, ))=R(A).
If X=[e # ND(A) | c|G(e) is constant], then it follows from [5, Proposi-
tion 17] that c is locally constant if and only if X generates ND(A). To
show Aord=A, it suffices to show XN ordD (A).
Suppose that e # X is not in N ordD (A). Then there are distinct projections
p and q with p, qe*e and pOq so that epe*oeqe*. By definition of O,
there are u, v # ND(A) so that uu*=p, u*u=q and vv*=eqe*, v*v=epe*.
Notice that v(ep) u is a partial isometry with the same initial and final
projections as eq. Hence G(v) G(ep) G(u)=G(eq) and as c is a cocycle,
min c|G(eq)min c|G(v)+min c|G(ep)+min c| G(u) . (3)
Since p and q are distinct, so are epe* and eqe*. Hence neither u nor v is
in D, and so c restricted to G(u) and G(v) is positive. This fact and equa-
tion (3) show min c|G(eq)>min c|G(ep) , which contradicts the fact that c|G(e)
is constant. K
Algebras that are analytic by an integer-valued cocycle are called
Z-analytic [17, 21]. Clearly, the cocycle of a Z-analytic algebra is locally
constant, being continuous and integer-valued.
Product-type cocycles are cocycles for UHF C*-algebras }i=1 Mni that
arise as sums of cocycles for the subalgebras Mni [3335]. It is easy
to show from the precise definition of product-type that such cocycles
are locally constant. Since UHF C*-algebras are simple, we can apply
Theorem 17 to algebras analytic by product-type cocycles.
Corollary 22. Let B be a strongly maximal TAF algebra with C*(B)
primitive. If A is a Z-analytic algebra with C*(A) primitive or if A is a
product-type analytic algebra, then A and B have isomorphic lattices of
ideals if and only if A is either isometrically isomorphic or isometrically anti-
isomorphic to B.
Hence, if A and B have isomorphic lattices of ideals, then B is Z-analytic
or product-type analytic if A is.
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6. Generalized Twist Algebras
We now focus on a family of TAF algebras which are not generated by
their order preserving normalizers and use it to show that the results of
Section 4 cannot be straightforwardly extended. This family contains an
uncountable subfamily with pairwise isomorphic lattices of ideals but with
no pair admitting an isometric isomorphism or a surjective isometry
(Theorem 27). On the other hand, the order preserving normalizer of each
algebra is large, in the sense that every normalizing partial isometry has a
restriction which is order preserving. In addition, for the algebras in the
subfamily, the subalgebra generated by the order preserving normalizer has
the same lattice of ideals as the full algebra.
Let Sk denote the group of all permutations of [1, 2, ..., k]. Given
integers n and k, pick ? # Sk and define an embedding {? : Tn  Tnk by
{?(x)=(Ad U?) b \(x),
where \: Tn  Tnk is the refinement embedding and U? # Mnk is the unitary
given by the direct sum of the identity matrix in M(n&1) k and the permuta-
tion unitary in Mk associated to ?.
We will call {? the generalized twist, or briefly, the twist, embedding
associated to ?. Notice that each {? is a nest embedding (it maps invariant
projections of Tn to invariant projections of Tnk). If ? is the identity, then
{? is the usual refinement embedding. Restricted to the subalgebras given
by deleting the last column of Tn and the last k columns of Tnk , {? agrees
with the refinement embedding; in fact, this condition characterizes twist
embeddings.
The refinement with twist embeddings considered in [16, Example 4.4]
and [8, Section 3] correspond to {? where ? # Sk permutes k&1 and k.
Lemma 23. (i) Let :: Tn  Tnk and ; : Tnk  Tnkl be embeddings. If
; b : is a twist embedding, then : is a twist embedding.
(ii) Any composition of finitely many twist embeddings can be factored
uniquely as a composition of twist embeddings with the same multiplicities
(in order).
Proof. As ; b : is a nest embedding, it follows that : is a nest embedding.
Let P=e1, 1+ } } } +en&1, n&1 , an invariant projection for Tn . Since : is a
nest embedding of multiplicity k, :(P)=f1, 1+ } } } +fnk&k, nk&k , an invariant
projection for Tnk . If A is the subalgebra PTnP, then ; b : restricted to A is
a refinement embedding. It is easy to show that this implies that : restricted
to A is a refinement embedding into the subalgebra of Tnk given by compress-
ing to :(P). Given the expressions for P and :(P), it follows that : is a twist
embedding, proving (i).
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To prove (ii), pick ? # Sk and _ # Sl . We claim that {? b {_ is not the com-
position of any other pair of twist embeddings with the same multiplicities
(in order). This claim and induction proves the lemma.
Since {? b {_ is a twist embedding, there is an associated element of Skl ,
say x, so that {x={? b {_ . A straightforward calculation shows that
x=?$ } _$, where ?$, _$ # Skl are given by:
(1) define _$ by _$(k(i&1)+m)=k( j&1)+m for 1mk, if
_(i)=j.
(2) define ?$ to be the identity map on [1, ..., k(l&1)] and
?$(k(l&1)+m)=k(l&1)+?(m) for 1mk.
Given an element of Skl of this form and integers k and l, we can recover
? and _ uniquely by looking at the action of the permutation on each
consecutive block of k elements in [1, ..., lk]. Translated into embeddings,
this proves the claim. K
Definition. Given k # N and f : N  Sk , let Af denote the TAF algebra
given by
T1 w
{f (1) Tk w
{f (2) Tk 2 w
{f (3) Tk3 w
{f (4) Tk 4 w
{f (5) Tk5 } } }
These TAF algebras are analytic by [17, Theorem 4.6] and are also full
nest algebras, as studied in [7]. Before considering their lattices of ideals,
we classify the family of algebras [Af | f : N  Sk], for each k # N.
Definition. Given f, g: N  Sk , we say f and g eventually agree if there
is N # N so that f (n)=g(n) for all nN.
Theorem 24. Fix k # N and suppose f, g: N  Sk . Then Af is isometri-
cally isomorphic to Ag if and only if f and g eventually agree.
Proof. One direction is trivial. To prove the other, assume Af and Ag
are isometrically isomorphic.
Let :i={f (i) for all i and ;j={g( j) for all j. If we use :i, j for the composi-
tion :j&1 b } } } b :i , ;i, j similarly, and let Ai+1=Bi+1=Tki for all i, then by
[5, Theorem 19], we have an intertwining commuting diagram:
A1 ww
:1, m1 Am1 ww
:m1, m2 Am2 ww
:m2, m3 Am3 ww
:m3, m4 Am4 ww
:m4 , m5 } } } Af
,1 ,2
,3 ,4
,5 ,6
,7 ,8
,9 8, 8&1 (4)
B1 ww
;1, n1 Bn1 ww
;n1, n2 Bn2 ww
;n2, n3 Bn3 ww
;n3, n4 Bn4 ww
;n4 , n5 } } } Ag
where each ,i is an embedding and [mi] and [ni] are increasing sequences
of positive integers.
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Note that ,i+1 b ,i is a twist embedding, either :mi , mi+1 or ;ni , ni+1 , for
some i. By Lemma 23(i), each ,i is a twist embedding, i1. Since each :i, j
or ;i, j can be factored into twist embeddings of multiplicity k, it follows by
Lemma 23(ii) that each ,i can be so factored uniquely.
Define a function h: N  Sk by listing in order the permutations that
correspond to each twist embedding of multiplicity k in the factorization of
,2 and then ,3 and so on. Since
;ni , ni+1=,2i+1 b ,2i ,
for i1, it follows that g(i+n1)=h(i) for all i # N.
Similarly, :1, m1=,2 b ,1 and :mi , mi+1=,2i b ,2i&1 imply that there is some
m$0 so that f (i+m$)=h(i) for all i # N. In fact, since ,1 and ;1, n1 are
both maps from C to Bn1 , n1=m$ and so f and g eventually agree. K
Next, we describe the subalgebra of Af generated by its order preserving
normalizer. Let
{$m, k : Tm&1C  Tmk&1 C
be the unital map given by
{$m, k(A, a)=(\k(A)aa } } } a, a).
Clearly, {$m, k is order preserving and so the algebra Ak $= (Tkn&1C, {$kn, k)
is generated by its order preserving normalizer. When k is fixed, we use {$n
instead of {$k n, k for brevity.
Lemma 25. Fix f : N  Sk . If f (n) is the identity permutation for all but
finitely many n, then Aordf =Af . Otherwise, A
ord
f is isometrically isomorphic
to A$k .
Proof. If f (n) is the identity permutation for all but finitely many n,
then Af is a refinement limit algebra. Hence A
ord
f =Af .
Otherwise, we can identify A$k with a subalgebra of Af by identifying
each Tkn&1C with the subalgebra of Tkn spanned by all matrix units
except the off-diagonal matrix units in the last column. Since {f (n) and {$n
both agree and are order preserving on this subalgebra, it follows that Aordf
contains A$k .
On the other hand, an off-diagonal matrix unit in the last column is not
in the order preserving normalizer. To see this, suppose it is in Tkm for
some m and observe that there is some n>m so that its image in Tk n is not
order preserving (choose the least n>m so that f (n) is not the identity).
Since the image of an off-diagonal matrix unit in the last column contains
an off-diagonal matrix unit in the last column, it follows that no such
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matrix unit can be in the span of the order preserving normalizer. Thus,
Aordf is contained in A$k . K
Proposition 26. Fix k # N and f : N  Sk . Define 8 : Id(Af)  Id(A$k)
by I [ I & A$k .
If [ f (n)](k){k for infinitely many n, then 8 is a lattice isomorphism.
Proof. It is easy to see that 8 is a surjection and preserves lattice
operations. We need only show that 8 is injective; the following description
of 8 will be helpful.
Given I # Id(Af ), by [16, Theorem 2.6] we can associate to I a sequence
of ideals In # Id(Tkn) so that
In+1 & {f (n)(Tk n)={f (n)(In).
Let Jn # Id(Tk n&1C) be the sequence of ideals given by restricting In to
Tk n&1C. Since {f (n) restricted to Tk n&1 C agrees with {$n , we have
Jn+1 & {$n(Tkn&1 C)={$n(Jn).
Using [16, Theorem 2.6], the sequence [Jn] corresponds to an ideal of
A$k , call it J. It is easy to see that 8(I )=J.
Suppose I, I$ # Id(Af ) satisfy 8(I )=8(I$). Consider the sequences of
ideals I1 , I2 , ... and I$1 , I$2 , ... as above. Since their intersections agree, it is
clear that I$1 and I1 can differ only in the last column.
First we consider the special case where [ f (n)](k){k for all n. A matrix
unit is in I1 if and only if its image under {f (1) is contained in I2 . Under
{f (1) , a matrix unit in the last column, say e, is mapped to a sum of matrix
units in the last k columns of the range. As [ f (1)](k){k, the summand in
the last column of the range is in the ideal generated by the other summands.
Thus, without looking at the last column of the range, we can determine
whether or not {f (1)(e) is contained in I2 . Thus, the restriction of I2 deter-
mines which matrix units in the last column of Tk 1 are in I1 .
Since the restrictions of I2 and I$2 agree, it follows that I1=I$1 . Continuing
in this way shows that the sequences I1 , I2 , ... and I$1 , I$2 , ... must agree and
so I=I$ in this case.
In general, to show I1=I$1 , we need to consider the restrictions of In and
I$n where n is the least integer so that [ f (n)](k){k. Since [ f (n)](k){k,
the restriction of In determines which matrix units in the last column are
in I1 . Again, since the restrictions of In and I$n agree, I1=I$1 . Continuing as
before shows I=I$. K
Remark. Since there are f for which Af and A$k have isomorphic lattices
of ideals, it follows that TAF algebras generated by their order preserving
normalizers cannot be characterized in terms of their lattices of ideals.
34 DONSIG AND HUDSON
File: 580J 286535 . By:CV . Date:14:06:96 . Time:08:21 LOP8M. V8.0. Page 01:01
Codes: 2970 Signs: 2205 . Length: 45 pic 0 pts, 190 mm
Theorem 27. There is an uncountable family of strongly maximal TAF
algebras so that every pair has isomorphic lattices of ideals but no pair
admits a bijective isometry.
Proof. Fix k>1 and consider
[Af | f : N  Sk such that [ f (n)](k){k for infinitely many n].
By the previous proposition, the lattice of ideals of each algebra in this
set is isomorphic to that of A$k , which is generated by its order preserving
normalizer.
Consider the equivalence classes of functions f : N  Sk under the relation
of eventual agreement. By Theorem 24, distinct equivalence classes contain
algebras which are not isometrically isomorphic. Moreover, each algebra
generates a UHF (and hence primitive) C*-algebra. By the proof of
Theorem 17, any bijective isometry between two such algebras is an
algebra isomorphism or anti-isomorphism. It is easy to check that Af is not
anti-isomorphic to Ag for any choice of f, g: N  Sk , and so no two
algebras in distinct equivalence classes can admit a bijective isometry. Since
there are uncountably many algebras altogether and only countably many
algebras in each equivalence class, there must be uncountably many distinct
equivalence classes. K
In particular, consider Af and Ag where f, g: N  S2 are given, for all
n # N, by f (n) is the 2-cycle in S2 and g(n) is the identity. Then Ag is the
2 refinement limit algebra and Af is the 2
 ‘‘refinement with twist’’ limit
algebra. For I an ideal of Af , it is easy to see that the sequence [I & T2n]n
is, as a closed union in Ag , an ideal of Ag . Thus Id(Af ) is a sublattice of
Id(Ag). Since by Proposition 26 Id(Af ) and Id(A$2) are isomorphic and by
Theorem 17 Id(A$2) and Id(Ag) are not isomorphic, we conclude that
Corollary 28. The lattice of ideals of the 2 ‘‘refinement with twist’’
limit algebra is a proper sublattice of the lattice of ideals of the 2 refine-
ment limit algebra.
The same argument applies to the analogous subalgebras of any UHF
C*-algebra.
7. Distributivity and Complete Distributivity
We show that the lattice of ideals is distributive but not completely
distributive, and further, that elements of the order preserving normalizer
give intervals in the lattice that are not completely distributive. These
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results show there are TAF algebras whose lattices of ideals do not arise
from algebras generated by their order preserving normalizers.
Recall that an arbitrary lattice L is distributive if
x6 ( y 6 z)=(x 6y) 6 (x 6 z) (5)
holds for all elements x, y, z # L.
There are operator algebras whose lattices of ideals fail to be distributive.
Consider the subalgebra of M4 spanned by the identity and the matrix
units e1, 2 and e3, 4 . If I is the span of e1, 2+e3, 4 , J the span of e1, 2 , and K
the span of e3, 4 , then I 7 (J 6 K)=I but (I 7J) 6 (I 7 K )=0, violating
(5).
Proposition 29. The lattice of ideals of a TAF algebra is distributive.
Proof. It suffices to show the right-hand side of (5) contains the left-
hand side, as the other containment holds in every lattice. Suppose e is a
normalizing partial isometry in I 7 (J 6K ). It is a standard fact that if
e # J 6 K, then e is a sum of two elements, one contained in J and the other
contained in K (for example, see [10, Lemma 1.3] or the proof of
[5, Proposition 17, (1) O (2)]). Since both summands are in I, then
e # (I 7J) 6 (I 7 K ). K
Equation (5) implies a generalized distributive law for finite families of
finite subsets. A complete lattice L is completely distributive if the
generalized distributive law holds for families of subsets of arbitrary car-
dinality, i.e., if for every family [8* | * # 4] of subsets of L, we have

* # 4 \ 8*+=  # >* # 4 8* \ * # 4 (*)+ (6)
where >* # 4 8*=[ : 4  * # 4 8* | (*) # 8* for all *]. We follow the
usual conventions that  <=0 and  <=I, the identity element of the
lattice.
Recall from Section 3.1 that for an ideal K, GK= [I | [I, K] #
MIC(A)].
Theorem 30. Let A be a TAF algebra and e # N ordD (A) be such that e*e
is not a finite sum of minimal projections. If K is the ideal generated by e,
then the interval [GK , K] is not completely distributive.
Proof. Fix a presentation  (Ai , :i) for A. Without loss of generality,
assume e is a matrix unit in Am . For each nm, write e=kni=1 f
(n)
i , where
each f (n)i is a matrix unit in An and a restriction of e. Let I
(n)
i be the join
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of GK and the ideal generated by f (n)i . Since e # N
ord
D (A), it follows that
each I (n)i is distinct.
To show (6) does not hold, let 4=[* # N | *m] and let 8*=[I (*)i |
i=1, ..., k*]. For each *,  8*=K, and so the left-hand side of (6) is K. To
finish the proof, we will show that if e is in the right-hand side of (6), then
e*e is a finite sum of minimal projections, contrary to our hypothesis.
As in the proof of the previous proposition, if e belongs to this closed
span, then there is an integer N and elements 1 , ..., N # >* # 4 8* so that
e=Ni=1 gi , where gi are sums of matrix units with gi # * # 4 i (*).
Hence, it suffices to show that if g is a restriction of e and g # * # 4 (*)
for some  # >* # 4 8* , then the initial projection of g is a minimal projec-
tion in A. To see this, fix n and suppose that g=g1+ } } } +gp , with each
gi a matrix unit in An . For each gi , there is some j so that gi=f (n)j . As e
is in N ordD (A), so is g. Hence for any m, I
(n)
m & [gl | l=1, ..., p] is either a
single matrix unit or the empty set. Since (n)=I (n)k for some k, g # (n)
implies that p=1. Hence g*g is a minimal projection in every An and so
is a minimal projection in A, as required. K
Applying the theorem with e a diagonal projection, we have the following.
Corollary 31. The lattice of ideals of an infinite-dimensional TAF
algebra is not completely distributive.
We conclude by describing a TAF algebra with a ‘‘large’’ completely
distributive interval. By Theorem 30, if B is a TAF algebra generated by
its order preserving normalizer, then any completely distributive interval
[I, J]Id(B) will be small, in the sense that any matrix unit in J will have
restrictions contained in I. Thus, the lattice of ideals of the following
algebra cannot be isomorphic to that of a TAF algebra generated by its
order preserving normalizer.
Example 32. We define an injective C*-homomorphism ,n : M2 n 
M2 n+1 , the ‘‘twisted block standard’’ embedding [10], by
,n \AC
B
D+=\
A
0
0
C
0
A
C
0
0
B
D
0
B
0
0
D+ ,
where A, B, C, D are all in M2n&1 . Clearly A= (T2n , ,n) is a TAF
algebra.
Note that Aord is  (T2 n&1 T2 n&1 , {n), where {n(A, D)=(AA,
DD). If I is the closed span of the matrix units of A not in Aord, then
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it is easy to see that I is a closed ideal of A and A=Aord I. In fact,
I is the Jacobson radical of A (see [4]).
We will show that the interval [0, I] is completely distributive using
Longstaff ’s characterization of complete distributivity (see [6]). Briefly, a
lattice is completely distributive if and only if G
*
=G for every element of
the lattice, where G
*
= [F& | F 3 G] and F&= [E | F 3 E]. Since
G
*
$G always holds, we only need to show the reverse inclusion.
Consider the interval [0, I & T2n] in Id(T2 n). As this is a finite dis-
tributive lattice, it is completely distributive and so G=G
*
for any G in the
interval.
Given G # Id(A) with GI, fix n # N. By the previous paragraph, for
each matrix unit in I & T2 n not in G, say e, there is F $ # Id(T2n) with
F $I & T2n so that F $ 3 G & T2n and e  F $& . If F is the ideal of A
generated by F $, then F 3 G and the action of each ,m implies that e  F& ,
showing e  G
*
. Thus G
*
& T2 n=G & T2n for all n and so G*=G.
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