Recent studies using modern functional imaging methods have provided insights into the brain areas involved in combining information across the senses, and the manner in which sensory signals are integrated within them. These findings are remarkably consistent with the results from single-unit recording in animals.
Many events in everyday life are registered by the sense organs of more than one modality, for example by both the eyes and the ears. Consequently, the coordination and integration of information derived from different sensory systems is essential for providing a unified perception of our environment, and for directing attention and controlling movement within it. The capacity of the central nervous system to combine inputs across the senses can lead to marked improvements in the detection, localization and discrimination of external stimuli and to faster reactions to those stimuli. Indeed, some of our experiences, such as the appreciation of fine food or wine, rely heavily on the conjunction of complementary cues provided by different sensory modalities.
Under certain circumstances, crossmodal interactions may alter, rather than enhance, our perception of events. For example, our ability to comprehend speech is significantly improved when the speaker can be seen as well as heard [1] . But if the visual and auditory cues are incongruent, as occurs when dubbing one syllable onto a movie showing a person mouthing a different syllable, listeners typically report hearing a third syllable that represents a combination of what was seen and heard [2] (Figure 1 ). Crossmodal synthesis is therefore particularly important for stimulus identification and communication. Auditory illusions can also be induced by physically separating the cues [3] , as in the case of a ventriloquist's dummy. In this instance, subjects tend to mislocalize the speaker's voice in the direction of the synchronous, yet spatially discordant, visual cues produced by the dummy's moving lips. The neural integration of information derived from different sensory channels therefore allows, at least within certain limits, conflicting cues to be perceived as if they originate from the same external event.
Much of what we know about the brain regions and mechanisms involved in combining multisensory signals has come from anatomical and electrophysiological experiments in animals. Such studies are necessary if we are to understand the cellular basis for intersensory interactions. But the application of global imaging techniques has the potential to take this field much further, by identifying in humans the network of brain areas involved in specific multisensory tasks and the way in which information flows between them.
Where does multisensory integration take place?
The neural pathways responsible for processing modalityspecific signals are, to a large extent, anatomically distinct. This raises the spectre of a crossmodal binding problem, equivalent to that thought to exist for vision as a consequence of the functional specialization of different areas of the visual cortex [4] . In other words, how are different sensory cues associated with the same multimodal object -apparently represented by the activity of widely distributed neurons -linked together to provide a unified percept?
In fact, animal studies have shown that neurons in many parts of the brain receive converging inputs from more than one sensory system [5] . Until recently, however, there has been little evidence to link these multisensory areas with crossmodal perception and behaviour. Instead, it has been proposed that activity in modality-specific regions of the cortex may be combined on the basis of The influence of visual processing on the perception of speech sounds, commonly known as the McGurk effect. When the speaker mouths the syllable /ga/, but the auditory stimulus is actually /ba/, subjects tend to hear /da/.
Current Biology /ba/ /da/ /ga/ synchronized firing [6] . In principle, this could be achieved either via a subcortical relay station, such as the claustrum -which is reciprocally connected with many different areas of the cortex -or via feedback from higher cortical areas.
Results from recent imaging studies suggest that performance of humans in crossmodal tasks may tap what are traditionally regarded as purely unimodal cortical areas, as well as brain regions that are more overtly multimodal in function. For example, electrophysiological recordings from awake monkeys have highlighted the importance of the posterior parietal and premotor cortices in the guidance of movements toward visual, auditory and tactile stimuli [7] . Bremmer et al. [8] have now shown using functional magnetic resonance imaging (fMRI) that moving stimuli of all three modalities activate equivalent areas in the human brain. Studies such as this emphasize the role of heteromodal areas, whereas others ( [9, 10] for example) have shown that crossmodal behavioural gains are also associated with increased activity in the participating modality-specific cortices. Thus, in the case of speech, being able to both see and hear the speaker leads to increased activity in the visual and auditory cortices compared to the responses obtained to either hearing or seeing alone.
One of the problems confronting the application of functional imaging techniques to the study of multisensory synthesis relates to the experimental and analytical strategies used. To identify a brain region in which neurons receive converging multisensory signals, it is not enough to examine the overlap or conjunction of areas activated by two or more different unimodal stimuli. As the animal studies have shown, multisensory areas of the brain tend to contain a mixture of unimodally responsive neurons as well as those driven by different modality inputs. Consequently, if a single voxel in an imaging experiment -which samples many neurons -shows a response to stimuli in more than one modality, this may simply reflect the presence of different populations of modalityspecific neurons.
Examination of the properties of individual multisensory neurons suggests that it should be possible to observe changes in activation patterns in crossmodal imaging experiments that mirror changes in perception and behaviour. In the deeper layers of the superior colliculus -a midbrain nucleus involved in the control of orienting movements -neurons can exhibit 'multisensory facilitation', where a response evoked by two or more stimuli of different modality may be greater than the sum of the responses to the different stimuli presented in isolation (Figure 2a ). These response enhancements are observed when the different multisensory stimuli are temporally more or less synchronous and originate from the same region of space -as would be the case for an event that can be seen as well as heard [11] [12] [13] . On the other hand, multisensory signals that are widely disparate in space or time tend not to produce response enhancements and may even depress or eliminate the responses observed with unimodal stimulation (Figure 2b ). Behavioural correlates of these effects have also been observed [14, 15] .
Several recent studies [16] [17] [18] [19] [20] in humans using fMRI, magnetoencephalography (MEG) or event-related potentials have followed the same strategy by identifying brain areas that show multiplicative interaction effects in response to multimodal stimulation. It turns out that listening to speech whilst viewing congruent lip and mouth movements produces a significant response enhancement in the left superior temporal sulcus, whereas incongruent bimodal speech signals give rise to negative interaction effects ( Figure 3 ) [16] . The direction of these changes therefore appears to follow the same principles observed at the single cell level. Although the interpretation of interactions measured on the basis of regional blood flow changes is not straightforward, with different effects observed in different parts of the brain, this approach seems to hold great potential for establishing a link between the activation of specific brain areas and perception.
Binding multisensory signals associated with a common source
Improvements in performance as a result of crossmodal integration require that different sensory cues are perceived as arising from the same event. Various factors can contribute to this intersensory binding, including, as we have seen for the responses of superior colliculus neurons, proximity in time and space. Although strict temporal synchrony of the auditory and visual signals does not seem to be critical for speech perception [21] , the temporal relations between less complex sensory inputs -those lacking the complex temporal microstructure used to indicate association between the visual and auditory components of speech -are thought to provide a particularly important cue for grouping or segregating multimodal objects [22] .
Imaging experiments are now beginning to unravel the network of brain areas involved in registering intersensory attributes -such as time, space and meaning -that may contribute to the binding process. Using positron emission tomography, Bushara et al. [23] found that the perception of onset asynchrony between visual and auditory stimuli is associated with activity in the insular cortex and, to a lesser extent, in posterior parietal, prefrontal and cerebellar areas. These authors also found evidence for correlated activity between the insula, the posterior thalamus and superior colliculus during this task. In a related fMRI study [24] , the insula and superior colliculus were also observed among the regions showing significant response enhancement or depression during presentation of temporally matched or mismatched combinations of visual and auditory stimuli. These findings suggest that temporallydefined crossmodal interactions may be mediated at a relatively early level of processing.
Concluding remarks
The application of functional imaging techniques to the study of crossmodal processing is still in its infancy. Nevertheless, despite differences in experimental procedures and methods of analysis, a consistent pattern of results is beginning to emerge. Not surprisingly, different networks of brain regions appear to be engaged in different crossmodal tasks and for the integration of different shared multisensory attributes. One of the most encouraging findings from recent imaging studies in humans is that the brain areas activated during a given task and possibly the nature of the multisensory interactions operating within them may be equivalent to those established on the basis of single-unit recordings in animals. Improvements in temporal and spatial resolution afforded by combining complementary imaging techniques such as fMRI and MEG will clearly help to take this rapidly growing field forward. At the same time, the imaging data are likely to point the way for future electrophysiological recording studies in animals. 
