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SENSITIVITY FOR SMOLUCHOWSKI EQUATION
I.F. BAILLEUL
Abstract. This article investigates the question of sensitivity of the solutions µλt of Smoluchowski
equation on R∗+ with respect to parameters λ in the interaction kernel K
λ(., .). It is proved that µλt
is a C1 function of (t, λ) with values in a good space of measures under the hypotheses Kλ(x, y) 6
ϕ(x)ϕ(y), for some sub-linear function ϕ, and
∫
ϕ
4+ε(x)µ0(dx) < ∞, and that the derivative is
the unique solution of a related equation.
1. Introduction
a) Smoluchowski equation. Many chemical reactions, such as soot formation [KP07] or flame
synthesis of organic or inorganic nanoparticles [Kra06], have in common a microscopic mechanism
where particles of different masses evolve in a homogeneous medium. Each of them performs a
free thermal motion, with diffusivity depending on its mass, until it approaches enough any other
particle. These two particles will then coagulate to create a new one, whose mass will be the sum
of the masses of each of its ancestors.
The experimentor have only access to macroscopic quantities such as the concentration of the
different masses along time. How can he describe the evolution of these quantities from this mi-
croscopic description of the dynamics? Mathematically, we can describe these concentrations as
measures µt on the space R
∗
+ := (0,+∞) of masses of species. What comes out from experimental
measurements are quantities such like the concentration of particles with a mass between such and
such number, or, more generally, quantities of the form (f, µt) ≡
∫
f(x)µt(dx), for some functions
f . Smoluchowski has proposed in [vS16] to describe the evolution of the observations (f, µt) in a
well mixed system using some symmetric kernel K(x, y) describing the rates at which coagulations
occur:
(1.1)
d
ds
(
f, µs
)
=
1
2
∫ {
f(x+ y)− f(x)− f(y)
}
K(x, y)µs(dx)µs(dy).
Roughly speaking, a particle of mass x coagulates with a particle of mass y at rate K(x, y) to create
a particle of mass x+ y.
b) Sensitivity. The parameters of an experiment are incorporated into the model dynamics (1.1)
as parameters λ ∈ Rd in the interaction kernelK(·, ·) = Kλ(·, ·). Binder granulation a priori requires
for instance around 10 parameters to describe it ([BGKM07]). Finding the relevant parameters,
given the experimental data (the so-called “inverse problem”) is the fundamental step which will
allow future simulations to provide law cost predictions. Let denote by λ a generic multi-dimensional
parameter, Kλ the corresponding coagulation kernel and µλt the solution to Smoluchowksi equation
associated with Kλ. A simple and largely used method for tunning the parameter to data consists
in formally applying a method of steepest descent so as to minimize some distance between µλT and
µobsT , in the typical case where we are interested in the value at time T of the system. The measure
µobsT is given by experiments. To be effective, the algorithm requires the knowledge of the differential
σtλ of µ
λ
t with respect to λ so as to choose the steepest descent direction at each step. Note that σ
λ
t
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is a priori a signed measure. Engineers usually estimate it by a finite difference corresponding to two
close values of λ. The main approach to do that consists in approximating the differences
µ
λ+ǫei
t −µ
λ
t
ǫ
(for a basis vector ei of R
d) by the corresponding difference for the approximating particle systems
– see [BKMN10] for a non-trivial and efficient way of doing that. However, no justification that
∂λµ
λ
t exists has ever been given up to now, which puts the previous investigations on a somewhat
hazy mathematical framework.
The aim of this article is to prove that µλt is a C
1 function of (t, λ) (under proper conditions and
in a suitable sense) and that it is the unique solution to some equation (“sensitivity equation”). Not
only does this fact put the existing approaches on a firm ground, but it also leads to a new particle
approximation [BMK10] which happens to be more accurate than any other method. In the same
way as one can associate some finite interacting particle systems to Smoluchowski equation, the so-
called Marcus-Lushnikov processes [Mar68], one can associate a pair of coupled interacting particle
systems to the equation associated with the sensitivity, such that their difference converges weakly
to a solution of the “sensitivity equation”, as a consequence of a kind of law of large numbers. The
well-posedness of this equation justifies theoretically the use of that particle system for simulating
the sensitivity.
Notation. Given a locally bounded non-negative kernel F (x, y) on R∗+×R
∗
+ and a Radon measures
µ, ν on R∗+, one defines a signed Radon measure F (µ, ν) setting
(1.2) F (µ, ν) =
∫ {
δx+y − δx − δy
}
F (x, y)µ(dx) ν(dy).
c) Strategy for studying the sensitivity of Smoluchowski equation. We describe in the
remainder of this section the approach we use to prove the above mentionned differentiability result.
From a mathematical point of view, the main difficulty in solving Smoluchowski equation comes
from the fact that whilst the weak formulation (1.1) is always a well-defined problem (although it
may have no solution), it is not easy to find a Banach or a Fréchet space of (signed) measures where
the differential equation
(1.3) µ˙s =
1
2
K(µs, µs)
itself is meaningful. This difficulty disappears for bounded kernels, where Smoluchowski equation
can be solved in the Banach framework of Radon signed measures equipped with total variation
norm. The computation of ∂λµ
λ
t is formally straightforward and leads to a representation formula
involving essentially only {µλs}s6t. The map t → µ
λ
t solving equation (1.3), its derivative with
respect to λ solves formally the equation
(1.4) σ˙λt = K
λ
(
µλt , σ
λ
t
)
+
1
2
∂λK
λ
(
µλt , µ
λ
t
)
obtained by differentiation of equation (1.3) with respect to λ; we have written ∂λK
λ(x, y) for the
partial derivative of Kλ(x, y) with respect to λ. This equation can be solved, considering first the
linearized problem
(1.5) ρ˙λs = K
λ(µλs , ρ
λ
s )
before using the variation of constants method.
(i) We introduce a dual evolution equation on functions to study the linear equation (1.5). To
that end, define some time dependent operators Λλs on functions setting
(1.6) Λλsf(x) =
∫ {
f(x+ y)− f(x)− f(y)
}
Kλ(x, y)µλs (dy).
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These operators satisfy the identity (
Λλsf, ρ
)
=
(
f,K(µλs , ρ)
)
.
Now, if one considers the backward linear equation
f˙s = −Λ
λ
s fs, s ∈ [0, t] and ft = f,
its solution {fs}06s6t depends linearly on f , so we can write it in the form U
λ
s,tf , for a linear operator
Uλs,t. This function U
λ
s,tf has two important properties. As a function of t it satisfies the identity
d
dtU
λ
s,tf = U
λ
s,tΛ
λ
t f , and if {ρ
λ
s}s>0 denotes a solution of equation (1.5), then
d
ds
(
Uλs,tf, ρ
λ
s
)
=
(
−ΛλsU
λ
s,tf, ρ
λ
s
)
+
(
Uλs,tf, ρ˙
λ
s
)
= −
(
Uλs,tf,K(µ
λ
s , ρ
λ
s )
)
+
(
Uλs,tf,K(µ
λ
s , ρ
λ
s )
)
= 0.
So we see that the solution to the linear equation (1.5) needs to be given by the formula
(1.7)
(
f, ρλt
)
=
(
Uλ0,tf, ρ0
)
.
(ii) To implement the variation of constants method and solve the affine equation (1.4), introduce
as in equation (1.6) the operator
Λ∂λs f(x) =
∫ {
f(x+ y)− f(x)− f(y)
}
∂λK
λ(x, y)µλs (dy).
Note the relations(
Λλsf, µ
λ
s
)
=
(
f,Kλ
(
µλs , µ
λ
s
))
and
(
Λ∂λs f, µ
λ
s
)
=
(
f, ∂λK
λ
(
µλs , µ
λ
s
))
.
Defining the measures σλt by the formula
(1.8)
(
f, σλt
)
=
1
2
∫ t
0
(
Λ∂λs U
λ
s,tf, µ
λ
s
)
ds
one sees that it satisfies a weak form of equation (1.4):
d
dt
(
f, σλt
)
=
d
dt
(
1
2
∫ t
0
Uλ0,sΛ
∂λ
s U
λ
s,tf ds , µ0
)
=
(
1
2
∫ t
0
U
0,s
λ Λ
∂λ
s U
λ
s,tΛ
λ
t f ds, µ0
)
+
1
2
(
Uλ0,tΛ
∂λ
t f, µ0
)
=
(
Λλt f, σ
λ
t
)
+
1
2
(
Λ∂λt f, µ
λ
t
)
=
(
f,Kλ
(
µλt , σ
λ
t
))
+
(
f,
1
2
K∂λ
(
µλt , µ
λ
t
))
.
d) Organisation of the article. How far from full justification is this argument? In the case of
uniformly bounded kernels Kλ, we shall see in section 2 that everything is meaningful in the Banach
framework of signed measures equipped with total variation distance, its dual space being the space
of bounded functions equipped with the supremum norm. Yet, no such satisfactory framework is
available for unbounded kernels; we shall thus use an approximation procedure in section 3 to extend
the result. The main result (theorem 6) states that the function (t, λ) 7→ µλt is a C
1 function with
values in a good space of measures and that it is the only solution of a weaker version of equation
(1.4) under proper conditions.
The idea to investigate a linearized Smoluchowski equation was first used in Kolokoltsov’s paper
[Kol10] to see how µt depends on its initial value. We use here the same tools (theorems 13, 15, 16)
as in that paper. We shall compare in section 4, a) the present work with the work of Kolokoltsov.
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Note that the simplified proof of a useful lemma of Kolokoltsov (theorem 13), given in section 4, b)
and used in section 3.1, might be of some interest for itself.
Notations. All functions and measures are defined on R∗+ throughout the text.
• We shall use the notation µ⊗2(dxdy) for the product measure µ(dx)µ(dy).
• As the expression f(x+y)−f(x)−f(y) will appear numerous times in the text, it will be useful
to abbreviate it into {f}(x, y). In these terms, the weak version (1.1) of Smoluchowski equation
may be written
d
dt
(f, µt) =
1
2
∫
{f}(x, y)K(x, y)µt(dx)µt(dy).
2. Sensitivity for bounded kernels
We consider in this section Smoluchowski equation (1.1) for a family {Kλ}λ of interaction kernels,
bounded some constant M . We recall in section 2.1 why the strong version (1.3) of Smoluchowski
equation is well defined in a good Banach framework. The classical tools of differential equations
will then give us for free existence, uniqueness and regularity results of the solutions {µλt }t>0 to
equation (1.3). We shall then take profit in section 2.2 of the fact that the derivative σλt = ∂λµ
λ
t
solves a time-non-homogeneous affine equation to get an explicit formula for it which will be useful
in the sequel.
2.1. Existence and uniqueness in the bounded case: a quick overview. Denote by B0 the
Banach space of bounded measurable functions, equipped with the supremum norm ‖.‖0. Denote
also by ‖ρ‖0 the total variation of a signed Radon measure ρ, and by
M0 = {µ Radon measure ; ‖ρ‖0 <∞}.
Note that ‖ρ‖0 = sup
{
(f, ρ) ; f ∈ B0, ‖f‖0 6 1
}
, and that the space (M0, ‖.‖0) is complete since
it is the dual space of the complete space
(
Cb(R+,R), ‖.‖∞
)
. We shall denote by M+0 the cone of
non-negative elements of M0.
The main reason why everything works well in the bounded case is that as we have
∣∣(f,K(µ, µ))∣∣ 6
3‖f‖0M‖µ‖
2
0, for any f ∈ B0, the Radon measureK(µ, µ) belongs toM0 if µ does; so Smoluchowski
equation (1.3): µ˙s =
1
2K(µs, µs), is a well defined ordinary differential equation in the Banach space
M0.
Proposition 1. Equation (1.3) has a well defined flow of solutions in
(
M0, ‖.‖0
)
, which preserves
the cone M+0 . The solution µt is defined for all times if µ ∈ M
+
0 .
Proof – It suffices to see that the vector field K is locally Lipschitz. But given µ and ν in M0,
one can write (
µ⊗2 − ν⊗2
)
(dxdy) = µ(dx)(µ − ν)(dy) + ν(dy)(µ− ν)(dx).
Nothing more is needed to get, for any f ∈ B0, the inequality∣∣(f,K(µ, µ))− (f,K(ν, ν))∣∣ = ∣∣∣∫ {f}(x, y)K(x, y)(µ⊗2 − ν⊗2)(dxdy)∣∣∣
6 3‖f‖0M
(
‖µ‖0 + ‖ν‖0
)
‖µ − ν‖0,
which implies
(2.1)
∥∥K(µ, µ)−K(ν, ν)∥∥
0
6 3M
(
‖µ‖0 + ‖ν‖0
)
‖µ − ν‖0.
To see that µt is non-negative if µ0 is non-negative we find a non-negative function θt on R
∗
+
such that the transformed measure ρt := θtµt solves a differential equation which preservesM
+
0
in a obvious way1. See [Nor99], proposition 2.2, for instance.
1Which is not the case of Smoluchowski equation. One uses the same method in the study of Boltzmann equation.
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Given an initial condition µ0, denote by
[
0, T (µ0)
)
the maximal interval on which the solution
started from µ0 is defined. If µ0 is non-negative, one has
d
dt
‖µt‖0 =
d
dt
(1, µt) = −
1
2
∫
K(x, y)µt(dx)µt(dy) 6 0
and the path {µt}06t<T (µ0) stays in a ball where the vector field K is (globally) Lipschitz. This
explains why the solution is actually defined on [0,∞). 
2.2. Sensitivity. We prove in this section that if the coagulation kernel depends nicely on a pa-
rameter λ then the solution to Smoluchowski equation is a C1 function of (t, λ). It’s derivative with
respect to λ has a representation involving only (µs)s>0.
2.2.1. Dependence on a parameter. Let now {Kλ(., .)}λ∈U be a family of symmetric non-negative
kernels on R+∗ depending in a C
2 way in a parameter λ belonging to some open set U of some
R
p. Denote by K∂λ(x, y) the derivative of Kλ(x, y) with respect to λ and define the Radon signed
measure K∂λ(µ, µ) setting(
f,K∂λ(µ, µ)
)
=
∫
{f(x+ y)− f(x)− f(y)}K∂λ(x, y)µ(dx)µ(dy).
Denote by
[
0, T λ(µ0)
)
the maximal interval on which the solution to Smoluchowski equation (1.3)
with interaction kernel Kλ(·, ·) started from µ0 is defined
Theorem 2 (Sensitivity for bounded kernels). Suppose Kλ(·, ·) and its first two derviatives are
bounded by a constant M , uniformly in λ ∈ U . Then the map (t, λ) ∈
[
0, T λ(µ0)
)
× U 7→ µλt ∈
(M0, ‖.‖0) is differentiable with respect to λ and its derivatives σ
λ
t (called “sensitivity”) is the unique
solution of the equation
(2.2) σ˙λt = K
λ
(
µλt , σ
λ
t
)
+
1
2
K∂λ
(
µλt , µ
λ
t
)
.
Proof – As is classically done in the study of ordinary differential equations in Banach spaces
(e.g. consult [Mar87]), the result is a consequence the following four properties.
(1) For each µ ∈ M0, the map λ ∈ U 7→ K
λ(µ, µ) ∈ (M0, ‖.‖0) is differentiable, with a
derivative K∂λ(µ, µ) ∈ (M0, ‖.‖0) depending continuously on µ ∈ (M0, ‖.‖0).
(2) The map (s, λ) 7→ µλs ∈ (M0, ‖.‖0) is continuous on [0, T ]× U .
(3) The linear map ν 7→ K(µs, ν) takes (M0, ‖.‖0) into itself and has a uniformly bounded
norm for s ∈ [0, T ]. The same result holds for the map ν 7→ K∂λ(µs, ν).
(4) Let C be a compact set of (M0, ‖.‖0). There exists an (M0, ‖.‖0)-valued function O2(µ, µ
′)
such that ‖O2(µ, µ
′)‖0 6 m‖µ− µ
′‖20 for some constant m, and
(2.3) ∀µ, µ′ ∈ C, Kλ0(µ′, µ′)−Kλ0(µ, µ) = 2Kλ0(µ, µ′ − µ) +O2(µ, µ
′).
K∂λ0 has the same property.
We prove points 1 and 2 and leave the elementary proofs of points 3 and 4 to the reader.
1. Given f ∈ B0, apply Taylor formula in a small neighbourhood V of λ0 to get∣∣∣(f,Kλ(µ, µ)−Kλ0(µ, µ)− (λ− λ0)K∂λ(µ, µ))∣∣∣ =∣∣∣∣
∫
{f}(x, y)
(
Kλ(x, y)−Kλ0(x, y)− (λ− λ0)K
∂λ(x, y)
)
µ(dx)µ(dy)
∣∣∣∣
6 3‖f‖0
|λ− λ0|
2
2
max
λ˜∈V
∣∣∂2
λ˜
K λ˜(x, y)
∣∣‖µ‖20.
This proves the differentiability assertion. The map µ ∈ M0 → K
∂λ(µ, µ) can be seen to be
locally Lipschitz using the same reasonning as was used in the proof of proposition 1 to prove
that the vector field K is locally Lipschitz.
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2. It is a classical fact in dynamics2 that it is sufficient to check that the map (λ, µ) ∈ U×M0 →
Kλ(µ, µ) is locally Lipschitz to get the continuity of (s, λ) 7→ µλs ∈ (M0, ‖.‖0). Writing
Kλ(µ, µ)−Kλ
′
(ν, ν) = Kλ(µ, µ)−Kλ(ν, ν) +
(
Kλ −Kλ
′
)
(ν, ν),
and using inequality (2.1), Taylor formula, and the fact that sup
x,y ; ℓ
∣∣K∂ℓ(x, y)∣∣ 6 M , one obtains
‖Kλ(µ, µ)−Kλ
′
(ν, ν)‖0 6 3M
(
‖µ‖0 + ‖ν‖0
)
‖µ − ν‖0 + 3M‖ν‖
2
0|λ− λ
′|.

2.2.2. A representation formula for the sensitivity. We fix µ0 throughout this section and work on
a fixed time interval [0, T ] ⊂
[
0, T λ(µ0)
)
, for all λ ∈ U . As explained in the introduction, one can
solve explicitly equation (2.2) solving first its linearized verion before using the variation of constant
method. The first step is made solving a dual problem to the homogeneous equation, on the space
B0.
a) Dual linearized Smoluchowski equation. Define for each λ ∈ U , a time-dependent linear
vector field Λλs on B0, setting for any f ∈ B0
(2.4) Λλsf(x) =
∫ {
f(x+ y)− f(x)− f(y)
}
Kλ(x, y)µλs (dy).
As ‖Λλs‖0 6 3M(1, µ
λ
s ) 6 3M‖µ0‖0, and µ
λ
s depends continuously on s, the vector field Λ
λ
s on B0
is continuous with respect to f ∈ B0 and s. So, given some time t > 0, the backward and forward
differential equations
(2.5) f˙s(x) = −Λ
λ
sfs (x), ft given,
are meaningful in B0, and elementary results on linear differential equations on Banach spaces give
the following proposition3.
Proposition 3. The differential backwards and forwards equations (2.5) in (B0, ‖.‖0) have a unique
solution, defined for all time. It is of the form fs = U
λ
s,tft, for a continuous linear operator U
λ
s,t on
B0, with norm 6 e
3M‖µ0‖0|t−s|. We also have for any f ∈ B0
(2.6)
d
dt
Uλs,tf = U
λ
s,tΛ
λ
t f.
This operator Uλs,t can be used to solve explicitly the linear equation on M0
ρ˙λs = K
λ(µλs , ρ
λ
s );
this equation has a unique solution on the time interval [0, T ] as the time non-homogeneous vector
field Kλ(µλs , ·) is continuous and bounded. Indeed, one gets from Smoluchowski equation (1.3) and
equation (2.5)
d
ds
(
Uλs,tf, ρs
)
= −
(
ΛλsU
λ
s,tf, ρs
)
+
(
Uλs,tf, ρ˙s
)
= −
(
Uλs,tf,K(µs, ρs)
)
+
(
Uλs,tf,K(µs, ρs)
)
= 0;
so the identity
(
Uλ0,tf, ρ0
)
= (f, ρλt ) holds for any f ∈ B0; thus
ρλt =
(
Uλ0,t
)∗
ρ0.
2Consult Martin’s book [Mar87] for instance.
3Consult Martin’s book [Mar87].
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b) A representation formula for σλt . The second step to solve the affine equation (2.2) is to
use the variation of constant method as explained in the introduction. The following lemma will be
used in the way.
Lemma 4. The function t ∈ [0, T ] 7→ σλt ∈ M0 is the only solution in
(
M0, ‖.‖0
)
of the weak
differential equation
∀ f ∈ B0,
d
dt
(f, σt) =
(
f,Kλ
(
µλt , σt
))
+
1
2
(
f,Kλ(µλt , µ
λ
t
))
, σ0 given.
Proof – Note first that since the function t ∈ [0, T ] 7→ σλt ∈ M0 satisfies the strong equation (2.2)
it also satisfies the above weak equation. Given two solutions σt and σt of the latter, one has
for any f ∈ B0
(
f, σt − σt
)
=
∫ t
0
(
f,Kλ
(
µλs , σs − σs
))
ds =
∫ t
0
(
Λλsf, σs − σs
)
ds.
But as the operator Λλs on
(
B0, ‖.‖0
)
has norm 6 3M‖µ0‖0, we must have
(
f, σt − σt
)
6 3M‖µ0‖0‖f‖0
∫ t
0
‖σt − σt‖0ds,
and so
‖σt − σt‖0 6 3M‖µ0‖0
∫ t
0
‖σs − σs‖0 ds.
One deduces from Gronwall’s formula that σt = σt. 
Define the map Λ∂λs on B0 by the formula
Λ∂λs f(x) =
∫ {
f(x+ y)− f(x)− f(y)
}
K∂λ(x, y)µλs (dy);
notice that the identities(
Λ∂λs f, µ
λ
s
)
=
(
f,K∂λs (µ
λ
s , µ
λ
s )
)
, and
(
Λλs f, µ
λ
s
)
=
(
f,Kλs (µ
λ
s , µ
λ
s )
)
, f ∈ B0.
Proposition 5 (Representation formula for the sensitivity). One has
(2.7) (f, σλt ) =
1
2
∫ t
0
(
Λ∂λs U
λ
s,tf, µ
λ
s
)
ds
for any f ∈ B0.
Proof – Denote temporarily by σ̂λt the measure f ∈ B0 7→
1
2
∫ t
0
(
Λ∂λs U
λ
s,tf, µ
λ
s
)
ds; it belongs to
M0. The following calculus is fully justified in the Banach framework of (B0, ‖.‖0). For any
f ∈ B0, one has
d
dt
(
f, σ̂λt
)
=
d
dt
(
1
2
∫ t
0
Λ∂λs U
λ
s,tf ds , µ
λ
s
)
=
(
1
2
∫ t
0
Λ∂λs U
λ
s,tΛ
λ
t f ds, µ
λ
s
)
+
1
2
(
Λ∂λt f, µ
λ
t
)
=
(
Λλt f, σ̂
λ
t
)
+
1
2
(
Λ∂λt f, µ
λ
t
)
=
(
f,Kλ
(
µλt , σ̂
λ
t
))
+
(
f,
1
2
K∂λ
(
µλt , µ
λ
t
))
.
Since σ̂λt satisfies a weak version of equation (2.2) it coincides with σ
λ
t according to lemma 4.

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3. From bounded to unbounded kernels
We shall now drop the boundedness hypothesis on the kernels Kλ. Yet, to get some control on
the interaction rates, we shall make the hypothesis that one has
(3.1) ∀λ ∈ U ,∀x, y ∈ R∗+, K
λ(x, y) 6 ϕ(x)ϕ(y)
for some sub-additive function ϕ(4), greater than 1. We shall also suppose that
(3.2) K∂λ(x, y) 6 ϕ(x)ϕ(y).
Last, we shall suppose the existence of a (small) ε > 0 such that
(3.3) (ϕ4+ε, µ0) <∞.
In his paper [Nor99], J. Norris proved that (ϕ2, µλt ) remains finite on some time interval
[
0, T (µ0)
)
if (ϕ2, µ0) is finite. The same argument shows that (ϕ
4+ε, µλt ) also remains finite (on a possibly
different time interval, still denoted
[
0, T (µ0)
)
) if (ϕ4+ε, µ0) is finite. Given some T < T (µ0) denote
by C(T ) a positive constant such that
(3.4) ∀ t 6 T, (ϕ4+ε, µt) 6 C(T ).
The function ϕ being greater than 1, the other moments (ϕp, µλt ), with 1 6 p 6 4 + ε, are also
bounded above by C(T ) on [0, T ].
In order to estimate the tail behaviour of measures, we introduce the following spaces of measures,
indexed by non-negative reals p:
Mp =
{
µ ; ‖µ‖p :=
(
ϕp, |µ|
)
<∞
}
.
Using this notation condition (3.4) reads: µt ∈ M4+ε ⊂ M1, for all 0 6 t 6 T . To compare the
behaviour of non-bounded functions with the behaviour of ϕ, one defines the increasing family of
function spaces, indexed by non-negative reals p:
Bp =
{
f ; sup
|f |
ϕp
<∞
}
;
we shall write ‖f‖p for this supremum. Note that ‖µ‖p = sup{(f, µ) ; f ∈ Bp, ‖f‖p 6 1}. The
purpose of this section is to prove our main result.
Theorem 6 (Sensitivity for unbounded kernels). Assume conditions (3.1), (3.2) and the moment
condition (3.3). Then the map (t, λ) ∈ [0, T ] × U 7→ µλt ∈
(
M1, ‖.‖1
)
, is a C1 function and its
derivative σλt satisfies the following equation for any f ∈ B0.(
f, σλt
)
=
(
f, σλ
0
)
+
∫ t
0
∫
{f}(x, y)Kλ(x, y)µλs (dx)σ
λ
s (dy)ds+
1
2
∫ t
0
∫
{f}(x, y)K∂λ(x, y)µλs (dx)µ
λ
s (dy)ds
The function σλ· is the only
(
M1, ‖.‖1
)
-valued solution of this equation.
This statement will be proved by an approximation procedure. Let
{
Kλ ;N
}
N>0
be a sequence of
bounded symmetric kernels converging towards K, and such that ∂λK
λ ;N and ∂2λK
λ ;N are also
bounded, with
∣∣Kλ ;N (x, y)∣∣ and ∣∣∂λKλ ;N (x, y)∣∣ bounded above by ϕ(x)ϕ(y). Let µλ ;Nt and σλ ;Nt
be the measures associated with Kλ ;N and ∂λK
λ ;N , constructed in section 2. Theorem 6 will be
proved by showing that
(1) the map (t, λ) ∈ [0, T ] × U 7→ µλ ;Nt ∈
(
M1, ‖.‖1
)
is, for each N , a C1 function, and
∂λ µ
λ ;N
t = σ
λ ;N
t in
(
M1, ‖.‖1
)
.
(2) the sequence
{
µ
λ ;N
t
}
N>0
converges towards µλt in
(
M1, ‖.‖1
)
, uniformly with respect to
(t, λ) ∈ [0, T ] × U ;
4We have ϕ(x+ y) 6 ϕ(x) + ϕ(y), for all x, y ∈ R∗+.
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(3) the sequence
{
σ
λ ;N
t
}
N>0
of its derivatives converges in
(
M1, ‖.‖1
)
towards some σλt , uni-
formly with respect to (t, λ) ∈ [0, T ] × U .
Points 2 and 3 will be proved sections 3.1 and 3.2 respectively. We prove the first point here. Denote
by M an upper bound of Kλ ;N . Notice first that the inequality
∣∣{f}(x, y)∣∣ 6 2‖f‖1(ϕ(x) + ϕ(y)),
gives for any µ ∈ M1
∣∣(f,Kλ ;N (µ, µ))∣∣ 6 2M‖f‖1 ∫ (ϕ(x) + ϕ(y))µ(dx)µ(dy)
6 4M‖f‖1‖µ‖
2
1;
(3.5)
so the Radon measure Kλ ;N (µ, µ) belongs to M1 if µ does. Now, the following inequalities enable
us to see that the vector field µ 7→ Kλ ;N (µ, µ) on
(
M1, ‖.‖1
)
is Lipschitz. The function f ∈ B1 has
norm no greater than 1 and µ, ν ∈ M1.
∣∣∣(f,Kλ ;N (µ, µ)−Kλ ;N (ν, ν)))∣∣∣ = 2M ∫ (ϕ(x) + ϕ(y))(|µ|(dx)|µ − ν|(dy) + |ν|(dy)|µ − ν|(dx))
6 2M
(
‖µ‖1‖µ− ν‖0 + ‖µ‖0‖µ− ν‖1 + ‖ν‖0‖µ− ν‖1 + ‖ν‖1‖µ− ν‖0
)
6 4M
(
‖µ‖1 + ‖ν‖1
)
‖µ − ν‖1.
The differentiability of the map λ ∈ U 7→ µλ ;Nt ∈
(
M1, ‖.‖1
)
can be proved in the same way as
was done in section 2.2 in the framework of
(
M0, ‖.‖0
)
. To prove the continuity of µλ ;Nt and σ
λ ;N
t
with respect to (t, λ) ∈ [0, T ]×U , one checks that the vector fields appearing in equations (1.3) and
(2.2) are Lipschitz in (λ, µ) ∈ U ×M1, mimicking what was done in the proof of theorm 2 in the
framework of U ×M0. This completes the proof of the first point.
Note that the operators Λλ ;Ns and Λ
∂λ ;N
s are bounded in
(
M1, ‖.‖1
)
, with norm no greater than
4M‖µλs‖1, so that the representation formula for σ
λ ;N
t given in (2.7) also holds in
(
M1, ‖.‖1
)
. The
remainder of this section is dedicated to the proofs of points 2 and 3. After a preliminary result
in section 3.1, we prove a stronger version of point 2, useful in the sequel. The proof of point 3 is
made in section 3.2.
As we shall prove these results for a fixed λ, we shall drop the λ in µλt and σ
λ
t in the sequel. The
following elementary result will be used repeatedly; its proof is left to the reader.
Lemma 7. For any p > 1 and any f ∈ Bp,
∣∣{f}(x, y)∣∣ 6 2p‖f‖p(ϕp(x) + ϕp(y)).
As a last remark, note that the measures µNt satisfy for any 0 6 t 6 T and N > 0 the same moment
inequality (3.4) as µt.
3.1. Convergence of µNt to µt in (M2+ε, ‖.‖2+ε). Let {µt}06t<T (µ0) be the solution given by
Norris’ theorem; choose T < T (µ0). It is worth noting that using dominated convergence and
the moment estimate (3.4), the measures {µt}06t6T satisfy the weak version (1.1) of Smoluchowski
equation for any f ∈ B3+ε. We start this section showing that they depend regularly on t.
Proposition 8. The path {µt}06t6T is a C
1 path in
(
M2+ε, ‖.‖2+ε
)
.
Proof – One proves that the path {µt}06t6T is 1) Lipschitz in
(
M3+ε, ‖.‖3+ε
)
, 2) C1 in
(
M2+ε, ‖.‖2+ε
)
.
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1) Take a function f ∈ B3+ε. One establishes the following inequalities using the inequality
K(x, y) 6 ϕ(x)ϕ(y) and the sub-additivity of ϕ.
∣∣(f, µt − µs)∣∣ 6 1
2
∫ t
s
∫ ∣∣{f}(x, y)∣∣K(x, y)µr(dx)µr(dy) dr
6
cε‖f‖3+ε
2
∫ t
s
∫ {
ϕ3+ε(x) + ϕ3+ε(y)
}
ϕ(x)ϕ(y)µr(dx)µr(dy) dr
6 2cε‖f‖3+ε
∫ t
s
∫
ϕ4+ε(x)ϕ(y)µr(dx)µr(dy) dr
6 2cε‖f‖3+ε(ϕ, µ0) sup
s6r6t
‖µr‖4+ε |t− s|.
Taking the supremum of the left hand side, with ‖f‖3+ε 6 1, this shows that the path {µt}06t6T
is Lipschitz in
(
M3+ε, ‖.‖3+ε
)
, with Lipschitz constant 6 2cεC(T )
2.
It follows from this fact that the formula
(f, νt) :=
1
2
∫
{f}(x, y)K(x, y)µt(dx)µt(dy)
defines an element νt of
(
M2+ε, ‖.‖2+ε
)
which is continuous with respect to t. Indeed, since
one has for any f ∈ B2+ε,
∣∣(f, νt − νs)∣∣ = 1
2
∣∣∣∣
∫
{f}(x, y)K(x, y)
{
µt(dx)(µt − µs)(dy) + µs(dy)(µt − µs)(dx)
}∣∣∣∣
6
c′ε‖f‖2+ε
2
∫ (
ϕ2+ε(x) + ϕ2+ε(y)
)
ϕ(x)ϕ(y)
(
µt(dx)|µt − µs|(dy) + µs(dy)|µt − µs|(dx)
)
6 2c′ε‖f‖2+εC(T )‖µt − µs‖3+ε,
we have ‖νt − νs‖2+ε 6 8cεc
′
εC(T )
3 |t− s|.
2) Finally, write for any f ∈ B2+ε
(
f, µt − µs − (t− s)νs
)
=
∫ t
s
(f, νr − νs)dr,
and note that the integral is uniformly o(t − s), for ‖f‖2+ε 6 1; this proves that the path
{µt}06t6T is differentiable, as a path in
(
M2+ε, ‖.‖2+ε
)
, with continuous derivative νt. 
We shall use this result in the form: The path {ϕ2+εµt}06t6T is a C
1 path in
(
M0, ‖.‖0
)
. This
enables us to apply a useful lemma of Kolokoltsov (see the appendix of [Kol06]) of which we give a
clear and short proof in section 4.
Lemma 9 (Kolokoltsov [Kol06]). Let {ρs}06s6T be a C
1 path in (M0, ‖.‖0), with derivative
{ρ˙s}06s6T . There exists a {±1, 0}-valued measurable function (s, x) ∈ R+ × R
∗
+ 7→ εs(x) such
that we have
• ‖ρt‖0 = ‖ρ0‖0 +
∫ t
0 (εs, ρ˙s) ds, for any t ∈ [0, T ],
•
(
f, |ρt|
)
= (fεt, ρt), for all f ∈ B, t ∈ [0, T ].
Proposition 10. The sequence of measures {µNt }N>0 converges to µt in
(
M2+ε, ‖.‖2+ε
)
, uniformly
with respect to t ∈ [0, T ].
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Proof – Applying Kolokoltsov’s lemma to the C1 path
{
ϕ2+ε(µNt − µt)
}
06t6T
in
(
M0, ‖.‖0
)
, and
denoting by εNs the function given by theorem 13, we can write
‖µNt − µt‖2+ε =
∫
ϕ2+ε(x)|µNt − µt|(dx) =
∫ t
0
(
εNs ϕ
2+ε, µ˙Ns − µ˙s
)
ds
=
∫ t
0
{εNs ϕ
2+ε}(x, y)
(
KN (x, y)µNs
⊗2
−K(x, y)µ⊗2s
)
(dx⊗ dy)
=
∫ t
0
∫
{εNs ϕ
2+ε}(x, y)KN (x, y)
(
µNs
⊗2
− µ⊗2s
)
(dx⊗ dy) ds
+
∫ t
0
∫
{εNs ϕ
2+ε}(x, y)
(
KN −K
)
(x, y)µ⊗2s (dx⊗ dy) ds.
The second term converges to 0 by dominated convergence and the fact that ‖µs‖3+ε is bounded;
call it oN (1). To handle the first term, write it as∫ t
0
∫
{εNs ϕ
2+ε}(x, y)KN (x, y)
(
(µNs − µs)(dx)µ
N
s (dy) + µs(dx)(µ
N
s − µs)(dy)
)
=
∫ t
0
∫
{εNs ϕ
2+ε}(x, y)KN (x, y)εNs (x)|µ
N
s − µs|(dx)
(
µs + µ
N
s
)
(dy) =: (∗);
we have used the symmetry of the expressions with respect to x and y. Now, using the fact
that
∣∣εNs ∣∣ 6 1, one can find some constant Cε such that
{εNs ϕ
2+ε}(x, y)εNs (x) 6 ε
N
s (x)ϕ
2+ε(x+ y)− ϕ2+ε(x)− εNs (y)ε
N
s (x)ϕ
2+ε(y)
6 ϕ2+ε(x+ y)− ϕ2+ε(x)− εNs (y)ε
N
s (x)ϕ
2+ε(y).
To deal with the upper bound, note that there exists a constant Cε such that the inequality
(a+ b)α − aα 6 Cα
(
aα−1b+ bα
)
.
holds for any a, b > 0. It follows that
{εNs ϕ
2+ε}(x, y)εNs (x) 6 Cε
(
ϕ2+ε(y) + ϕ1+ε(x)ϕ(y)
)
,
so
(∗) 6 cε
∫ t
0
∫ (
ϕ2+ε(y) + ϕ1+ε(x)ϕ(y)
)
KN (x, y)
(
µs + µ
N
s
)
(dy)|µNs − µs|(dx) ds
6 cε
∫ t
0
(
2
(
‖µs‖3+ε ∨ ‖µ
N
s ‖3+ε
)
‖µNs − µs‖1 + 2
(
‖µs‖2 ∨ ‖µ
N
s ‖2
)
‖µNs − µs‖2+ε
)
ds
6 4CεC(T )
∫ t
0
‖µNs − µs‖2+ε ds.
Putting the pieces together, we have obtained
‖µNt − µt‖2+ε 6 oN (1) + 4CεC(T )
∫ t
0
‖µNs − µs‖2+ε ds,
where oN (1) is uniform in t ∈ [0, T ]; Gronwall’s lemma enables to conclude. 
All the estimates above do not depend on the implicit parameter λ; this proposition proves (a
stronger version of) point 2 in our strategy of proof.
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3.2. Convergence of σNt to σt in
(
M1, ‖.‖1
)
. We prove the third point of our strategy in this
section. For that purpose, we rely crucially on the representation formula (2.7) for σt for bounded
kernels, as it brings back the problem of proving the convergence of σNt to a convergence problem
for (µNs )06s6t and its functionals U
N
s,t. Given ℓ > 0, denote by B
0
ℓ the set of real-valued functions f
on R+ such that
|f |
ϕℓ
is bounded and converges to 0 at infinity.
Proposition 11. (1) There exists a uniformly bounded family of operators {Us,t}06s6t6T on(
B03 , ‖.‖3
)
such that the functions s, t 7→ Us,tf are differentiable in
(
B03 , ‖.‖0
)
, when f ∈
B1+ε, with derivatives −ΛsUs,tf and Us,tΛtf , respectively.
(2) These operators Us,t preserve B
0
1+ε, and are bounded in
(
B01+ε, ‖.‖1+ε
)
.
Proof – This proposition is a direct application of theorems 15 and 16 on propagators, in section
5; we apply them to the two pairs
(
ϕ1+ε, ϕ3
)
and
(
ϕ
1
2 , ϕ1+ε
)
. We adopt the notations
Jsf(x) ≡
∫ {
f(x+ y)− f(x)
}
K(x, y)µs(dy), Msf(x) ≡
∫
f(y)K(x, y)µs(dy)
used in section 5.
1. Applying theorems 15 and 16, we only need to check that the inequalities
• Jsϕ
α 6 C(α)‖µs‖α+1ϕ
α,
•
∣∣Ms(ϕα)∣∣ 6 ‖µs‖α+1ϕ,
• for any f ∈ Bβ, Jsf 6 2
β+1
(
ϕβ+1(x)‖µs‖1 + ϕ(x)‖µs‖β+1
)
.
hold for any α and β > 1, which is done by elementary algebra.
2. To apply theorems 15 and 16 to the pair
(
ϕ
1
2 , ϕ1+ε
)
, one needs to verify that Jsϕ
1
2 6
C(T )
2
ϕ
1
2 .
This can be done by writing∫ {
ϕ
1
2 (x+ y)− ϕ
1
2 (x)
}
K(x, y)µs(dy) 6
∫ {(
ϕ(x) + ϕ(y)
) 1
2 − ϕ
1
2 (x)
}
K(x, y)µs(dy)
6
∫
ϕ(y)
2ϕ
1
2 (x)
ϕ(x)ϕ(y)µs(dy) =
‖µs‖2
2
ϕ
1
2 (x)
6
C(T )
2
ϕ
1
2 (x).

Theorem 16 provides us with an additional information: Us,t and all its approximations U
N
s,t have a
norm on B01+ε controlled by the right hand side of equation (5.7), which is independent of N .
Since Us,t sends B
0
1+ε in itself, and Λ
∂λ
s is easily verified to be a bounded operator from B1+ε
into B2+ε, with a uniformly bounded norm for 0 6 s 6 t 6 T , the formula
(3.6) (f, σt) =
1
2
∫ t
0
(
Λ∂λs Us,tf, µs
)
ds
defines a measure σt belonging to M1. By proposition 11, the quantities
(
f, σNt
)
and
(
f, σt
)
are
bounded uniformly in t ∈ [0, T ], N > 0 and λ ∈ U , given any f ∈ B1.
Theorem 12. The sequence
{
σNt
}
N>0
converges to σt in (M1, ‖.‖1), uniformly for t ∈ [0, T ].
Proof – We need to prove that the limit(
f, σNt
)
=
1
2
∫ t
0
∫ {
UNs,tf
}
K∂λ ;N
(
µNs , µ
N
s
)
ds −→
N,+∞
1
2
∫ t
0
∫
{Us,tf}K
∂λ
(
µs, µs
)
ds = (f, σt)
holds uniformly for ‖f‖1 6 1 and 0 6 t 6 T . If one can prove that U
N
s,tf converges to Us,tf in
B1+ε, uniformly in 0 6 s 6 t 6 T , then
• the inequality
∣∣K∂λ ;N ∣∣(x, y) 6 ϕ(x)ϕ(y),
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• and the fact that µNs converges to µs in
(
M2+ε, ‖.‖2+ε
)
, uniformly in s ∈ [0, T ],
will enable us to apply dominated convergence to get the result. We are thus led to prove that
there exists a decreasing sequence {aN}N>0, converging to 0, such that one has∥∥Us,tf − UNs,tf‖1+ε 6 aN∥∥f‖1,
for any 0 6 s 6 t 6 T and any f ∈ B1.
Since f ∈ B1 ⊂ B1+ε one can use the differentiability property of Us,t as a function of s and t
to write
Us,tf − U
N
s,tf =
∫ t
s
d
du
(
Us,uU
N
u,t
)
f du =
∫ t
s
(
Us,u
(
Λu − Λ
N
u
)
UNu,t
)
f du.
As UNu,tf belongs to B
0
1+ε, with a norm uniformly controlled for ‖f‖1 6 1, and as Us,u is a
uniformly bounded operator on B2+ε, it suffices to prove that there exists a decreasing sequence
{aN}N>0 converging to 0 such that one has∥∥(Λu − ΛNu )g∥∥2+ε 6 aN ,
for any g ∈ B1+ε, with ‖g‖1+ε 6 1. To prove this fact, write∣∣∣(Λλu − Λλ ;Nu )g(x)∣∣∣ =
∣∣∣∣
∫
{g}(x, y)
(
K(x, y)µs(dy)−K
N (x, y)µNs (dy)
)∣∣∣∣
6 cε
∫ (
ϕ1+ε(x) + ϕ(y)
)(
K(x, y)|µs − µ
N
s |(dy) + |K −K
N |(x, y)µs(dy) + 2ϕ(x)ϕ(y)|µ
N
s − µs|(dy)
)
6 cεϕ
2+ε(x) ‖µNs − µs‖1 + cεϕ(x) ‖µs − µ
N
s ‖2+ε + cεϕ
1+ε(x)
(
|K −KN |(x, .), µs
)
+ cε
(
ϕ1+ε(·)
∣∣K −KN ∣∣(x, ·), µs)+ cεϕ2+ε(x) ‖µNs − µs‖1 + cεϕ(x) ‖µNs − µs‖2+ε.
This formula makes it clear that we shall get the existence of these aN ’s if we can prove that the
sequence of functions x 7→
(
ϕ1+ε(·)
∣∣K −KN ∣∣(x, ·), µs) converges to 0 in B2+ε as N → +∞.
This fact is clearly seen on the following inequality where M is an arbitrary positive constant.
1
ϕ2+ε(x)
∫
ϕ1+ε(y)|K −KN |(x, y)µs(dy) 6
1
ϕ2+ε(x)
∫
ϕ2+ε(y)ϕ(x)1ϕ(x)ϕ(y)>N µs(dy)
6
1
ϕ1+ε(x)
∫
ϕ2+ε(y)1ϕ(x)ϕ(y)>N µs(dy)
ϕ>1
6
‖µs‖2+ε
M1+ε
1ϕ(x)>M +
(∫
ϕ2+ε(y)1ϕ(y)> N
M
µs(dy)
)
1ϕ(x)6M

Proposition 10 and theorem 12 together prove point (2) and (3) of our strategy of proof for theorem
6, showing that µλt is a C
1 function of its arguments. To complete the proof of theorem 6, it remains
to prove that σλt is the unique solution in M1 of the equation
(3.7)(
f, σλt
)
=
(
f, σλ
0
)
+
∫ t
0
∫
{f}(x, y)Kλ(x, y)µλs (dx)σ
λ
s (dy)ds+
1
2
∫ t
0
∫
{f}(x, y)K∂λ(x, y)µλs (dx)µ
λ
s (dy)ds
where f is any bounded function.
We have seen in section 2.2 that this identity holds if one replaces σλt and µ
λ
t by σ
λ ;N
t and µ
λ ;N
t
resspectively. Use then the above convergence results σλ ;Nt → σ
λ
t , in M1, and µ
λ ;N
t → µ
λ
t , in
M2+ε, together with the inequalities∣∣∣(f,Kλ(µλt , σλt )) − (f,Kλ(µλ ;Nt , σλ ;Nt ))∣∣∣ 6 3‖f‖∞ (‖µλt − µλ ;Nt ‖1 ‖σλt ‖1 + ‖µλ ;Nt ‖1 ‖σλt − σλ ;Nt ‖1),∣∣∣(f,K∂λ(µλt , µλt ))− (f,K∂λ(µλ ;Nt , µλ ;Nt ))∣∣∣ 6 3C(T ) ‖f‖∞ (‖µλt − µλ ;Nt ‖1 + ‖σλt − σλ ;Nt ‖1),
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to pass to the limit properly.
To prove uniqueness of the solution to equation (3.7) in
(
M1, ‖ · ‖1
)
it suffices to show that the
equation
∀ f ∈ Bc, (f, γt) =
∫ t
0
∫ {
f(x+ y)− f(x)− f(y)
}
K(x, y)µs(dx)γs(dy)ds
has at most one solution in
(
M1, ‖ · ‖1
)
. We have written here Bc for the set of bounded Borel
functions with compact support. Rewrite this equation under the form
(f, γt) =
∫ t
0
(
Λsf, γs
)
ds.
Repeating the proof of corollary 11, it is seen that there exists bounded propagators Us,t on
(
B01 , ‖ ·
‖1
)
such that the function s ∈ [0, t] 7→ Us,tf solves the equation
d
dsUs,tf = −ΛsUs,tf for any
f ∈ Bc(⊂ B
0
1) and t ∈ [0, T ]. It follows that the expression (Us,tf, γs) is well defined and that
d
ds
(Us,tf, γs) =
(
−ΛsUs,tf, γs
)
+
(
ΛsUs,tf, γs
)
= 0;
so (f, γt) = (U0,tf, γ0), implying the uniqueness of γt. This ends the proof of theorem 6.
4. Comments
4.1. Related works. One can see the main roots of theorem 6 in section 4 of Kolokoltsov’s pioneer-
ing article [Kol10] on the central limit theorem for the Marcus-Lushnikov dynamics. He develops in
this section tools for the analysis of the rate of convergence of the semi-group of Marcus-Lushnikov
process to the semi-group of solutions of Smoluchowski equation. Recall the Marcus-Lushnikov
process
{
Xnt
}
t>0
is a strong Markov jump process on the space of discrete measures whose jumps
are as follows. If its state at time t is
1
n
∑
δxi(t), for i in a finite set It depending on t, define, for
i < j in It, independent exponential random times Tij with parameter
K
(
xi(t), xj(t)
)
n
and set
T = min{Tij ; i < j}.
The process remains constant on the time interval [t, t+T [ and has a jump
1
n
(
δxp(t)+xq(t) − δxp(t) − δxq(t)
)
at time t + T , if T = Tpq. The dynamics then starts afresh. The convergence of this sequence
{Xn}n>0 of processes to the deterministic solution of Smoluchowski equation was first proved under
general conditions in [Nor99]. Yet, no fine analysis of the convergence of the corresponding semi-
group was done before [Kol10]. We explain roughly his idea to see how similar equations to the
’variation’ equations (1.3), (1.4) appear in his context.
Suppose we are in a situation where existence and uniqueness of solutions to Smoluchowski
equation hold into a proper sense, and denote by {Tt} and {T
n
t } the semi-groups of Smoluchowski
and Marcus-Lushnikov dynamics. Also, denote by L and Ln their generators. Then, given any
(good) function F and a measure µ
(
Tt − T
n
t
)
F (µ) =
∫ t
0
(
T nt−s
(
Ln − L
)
TsF
)
(µ) ds.
The choice of a function F of the form F (µ) =
∫
g(x)µ⊗k(dx), for some symmetric function g of k
variables, provides a ’measure’ of the moments of µ. One has TsF (µ) = F (µs), where µ0 = µ.
Introducing some derivation operation δ on functions on measures:
δF (µ ; x) = lim
ε→0
F (µ + εδx)− F (µ)
ε
,
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one can write for any function G
(4.1)
(
Ln − L
)
G (µ) = −
1
2n
∫ (
δG(µ ; 2x)− 2δG(µ ; x)
)
K(x, x)µ(dx) +O
(
n−3/2
)
.
One thus sees that taking G = TsF , with the above F , leads to consider the quantity
δ
(
(g, µ⊗kt )
)
= k
(
(g, µ⊗k−1t ⊗ δµt)
)
,
where
δµt = lim
ε→0
µt(µ+ εδx)− µt(µ)
ε
is ’the’ derivative of µt with respect to its initial condition. Terms of the form δ(δµt) arise in
the O
(
n−3/2
)
term of equation (4.1). This analysis brings back the estimate of
(
Tt − T
n
t
)
F (µ) to
estimates on µs, δµs and δ
2µs. To do so, Kolokoltsov shows that δµs is a solution of the linear
equation
d
ds
δµs = K
(
µs, δµs
)
in some sense, and that δ2µs is a solution of the affine equation
d
ds
δ2µs = K
(
µs, δ
2µs
)
+K
(
δµs, δµs
)
in some sense. The tools used to solve these equations are essentially the same as those used
above; the reader may will find the details given here helpful to unzip the section 4 of [Kol10].
We have used yet a slightly different approach in the implementation of the variation of constant
method. Note also that we have been able to go from the framework of ’sub-linear’ kernels of
[Kol10]: K(x, y) 6 C(1 + x + y), to the framework of an essentially ’sub-multiplicative’ kernel:
K(x, y) 6 ϕ(x)ϕ(y), an improvement which is of some practical interest.
4.2. Kolokoltsov’s lemma. This paragraph contains a simple proof of Kolokoltsov’s lemma, which
was used in a crucial way to prove a uniqueness result in the original article [Kol06] where it was
first introduced. We prove it here in a slightly less general framework than in [Kol06], sufficient
for our purposes as well as for its use in [Kol06]; the gain in clarity and volume of the proof is
substantial.
Let (Ω,F) be a measurable space with a σ-algebra F generated by a filtration {Fn}n>0 made
up of finite σ-algebras. We shall denote by {Apn}p the atoms of Fn. We shall write (M, ‖.‖) for
the space of finite signed-measures on (Ω,F), equipped with the total variation distance. We shall
define, for each n > 1, the total variation of a measure with respect to Fn:
∀µ ∈ M, ‖µ‖(n) = sup
{
(f, µ) ; f ∈ Fn, |f | 6 1
}
.
These quantities have the property
(4.2) ∀µ ∈ M, ‖µ‖(n) −→
n+∞
‖µ‖.
Recall that the topological dual space of (M, ‖.‖) is the space (B, |.|) of bounded measurable func-
tions on (Ω,F), equipped with the supremum norm. We shall write B̂ for the set of bounded func-
tions g on [0, T ]×Ω, with norm ‖̂g‖ = sup
{
gs(x) ; s ∈ [0, T ], x ∈ Ω
}
, and shall define
(
M̂, ‖.‖TV
)
as the space of finite signed measures on [0, T ]× Ω, equipped with the total variation norm.
Theorem 13 (Kolokoltsov’s lemma [Kol06], Appendix). Let {ρs}06s6T be a C
1 path in (M, ‖.‖),
with derivative {ρ˙s}06s6T . There exists a {±1, 0}-valued measurable function εs(x) such that we
have
• ‖ρt‖ = ‖ρ0‖+
∫ t
0 (εs, ρ˙s) ds, for any t ∈ [0, T ],
• ∀ f ∈ B,∀ t ∈ [0, T ],
(
f, |ρt|
)
= (fεt, ρt).
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We shall make use of the following elementary lemma in the course of the proof of theorem 13.
Lemma 14. By convention, sgn(0) = 0. We have for any C1 function g : R+ → R∣∣g(t)∣∣ = ∣∣g(0)∣∣ + ∫ t
0
sgn
(
g(s)
)
g′(s)ds.
Proof – Using lemma 14 in each set Apn, we can define a {±1, 0}-valued function s 7→ ε
n; p
s such
that ∣∣ρt(Apn)∣∣ = ∣∣ρ0(Apn)∣∣+
∫ t
0
εn; ps ρ˙s(A
p
n) ds.
Define then the function εns (x) as being equal to ε
n; p
s on A
p
n; the preceding identity yields
(4.3) ‖ρt‖(n) = ‖ρ0‖(n) +
∫ t
0
(εns , ρ˙s) ds.
The functions εn belong to the set B̂ of bounded functions on [0, T ] × Ω, and have supremum
norm no greater than 1. Using the duality between M̂ and B̂ provided by integration, equation
(4.3) can be written
(4.4) ‖ρt‖(n) = ‖ρ0‖(n) +
(
εn, ρ˙s ⊗ ds
)
.
Now, since
(
B̂, ‖̂.‖
)
is the topological dual space of
(
M̂, ‖.‖TV
)
, its unit sphere is weakly-∗
compact. We can thus find a sub-sequence {εnk}k>1 and an element ε of B̂, with norm less than
1, such that
∀µ ∈ M̂, (εnk , µ) −→
k+∞
(ε, µ).
Together with formulas (4.2) and (4.4), this convergence result, applied to the measures ρ˙s(dx)⊗
1[0,t](s)ds, gives
(4.5) ∀ t ∈ [0, T ], ‖ρt‖ = ‖ρ0‖+
∫ t
0
(εs, ρ˙s) ds.
To prove the second point of theorem 13, remark that since∫ T
0
‖ρs‖(n)ds =
∫ T
0
(εns , ρs)ds = (ε
n, ρs ⊗ 1[0,T ]ds),
we have
‖|ρs| ⊗ ds‖TV = (ε, ρs ⊗ 1[0,T ]ds).
It follows that
εsρs = |ρs|
for almost all s. Define εs to be equal to
dρs
d|ρs|
on the exceptional set. This modification of εs
preserves identity (4.5) and proves the second point of theorem 13. 
5. Appendix on propagators
We collect in this appendix the material on propagators needed in section 3.2 to prove the
convergence of σNt to σt in
(
M1, ‖ ·‖1
)
. Recall that a propagator is a family {Us,t}s6t of operators
such that Utt = Id and one has UstUtr = Usr for all s 6 t 6 r. Define an (a priori) unbounded
operator on functions setting
Λsf(x) =
∫
{f}(x, y)K(x, y)µs(dy).
Theorem 16 below states conditions under which the backward/forward differential equation
(5.1) u˙s = −Λsus, 0 6 s 6 t 6 T, ut given,
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can be solved in some Banach space of functions. Some notations are needed. Set
Jsf(x) ≡
∫ {
f(x+ y)− f(x)
}
K(x, y)µs(dy) =
∫
f(x+ y)K(x, y)µs(dy)−
(∫
K(x, y)µs(dy)
)
f(x)
≡ Lsf(x)− τs(x)f(x),
(5.2)
and
(5.3) Msf(x) ≡
∫
f(y)K(x, y)µs(dy), Ts(x) ≡
∫ s
0
τr(x)dr.
Considering the backward/forward differential equation
(5.4) f˙s = −Jsfs, 0 6 s 6 t 6 T, ft given,
as a perturbation of the integrable equation f˙s = τsfs, one sees that equation (5.4) is formally
equivalent to the integral equation
(5.5) fs = e
Ts−Ttft +
∫ t
s
eTs−TrLrfr dr.
Given some positive function h, set Bh =
{
f ; sup |f |h < ∞
}
, and define ‖f‖h = sup
|f |
h , for
f ∈ Bh. The space
(
Bh, ‖.‖h
)
is a Banach space. Define also B0h as the set of functions f ∈ Bh such
that fh goes to 0 as h goes to infinity. The following two theorems are part of the folkore; they are
stated under this form in the appendix of Kolokoltsov’s article [Kol10].
Theorem 15 (Existence of propagators, first part). 1) Suppose that there exists two continuous
positive functions h and h′, and positive constants c and c′ such that
a. 0 < h′ 6 h, h′ ∈ Bh,
∀ s ∈ [0, T ], Jsh
′ 6 c′h′, Jsh 6 ch.
Then, given t ∈ [0, T ] and some function ut ∈ Bh, the minimal solution of the backwards/forwards
integral problem (5.5) with final/initial condition ut is of the form {Ss,tut}s for some bounded
operators Ss,t on (B
0
h, ‖.‖h) depending continuously on s and t, with norm no greater than e
c|t−s|.
If now one considers the backward/forward differential equation
f˙s = −Λsfs = −
(
Js −Ms
)
fs, 0 6 s 6 t 6 T, ft = f given,
as a perturbation of equation (5.4), the preceding differential equation is formally equivalent to the
integral equation
(5.6) fs = Ss,tf −
∫ t
s
Ss,rMrfr dr.
Theorem 16 (Existence of propagators, second part). 2) Suppose, in addition to the hypothesis
of theorem 15, that the following hypothesis on the perturbations Ms hold.
b. The family {Ms}06s6T is a bounded family of linear transforms of (Bh, ‖.‖h).
Denote by ‖Ms‖h the norm operator of Ms. Then the series
Us,tf = Ss,tf −
∫ t
s
Ss,rMrSr,tf dr +
∫
s6r16r26t
Ss,r1Mr1Sr1,r2Mr2Sr2,tf dr1dr2 + · · · ,
converges in (Bh, ‖.‖h) for any f ∈ Bh. It defines a propagator on
(
B0h, ‖.‖h
)
depending continuously
on s and t, and with norm
(5.7) 6 e
(
c+ sup
s6r6t
‖Mr‖h
)
|t−s|
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The map s 7→ Us,tf is the minimal solution of the backwards/forwards integral problem (5.6) with
final/initial condition f .
3) If finally
c. • for any f ∈ Bh′, the function s 7→ Jsf ∈ (B
0
h, ‖.‖h) is well defined and continuous,
• each Ms sends continuously (Bh, ‖.‖h) in (Bh′ , ‖.‖h′),
then for any f ∈ Bh′, the function s 7→ Us,tf ∈
(
B0h, ‖.‖h
)
is differentiable, with derivative −ΛsU
s,tf .
It is also differentiable as a function of t, with derivative Us,tΛtf .
Acknoledgements. The author would like to thank James Norris for his interest about this work.
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