Abstract-We determine a joint link activation and routing policy that maximizes the stable throughput region of time-varying wireless ad-hoc networks with multiple commodities. In practice, the state of the channel process from the time it is observed till the time a transmission actually takes place can be significantly different. With this in mind, we introduce a stationary policy that takes scheduling and routing decisions based on a possibly inaccurate estimate of the true channel state. We show optimality of this policy within a broad class of link activation processes under certain mild conditions. In particular, processes in this class may be induced almost by any policy, possibly non-stationary, even anticipative and aware of the entire sample paths of the arrival, estimated and true channel processes, provided that it has no knowledge on the current true channel state, besides that available through its estimate.
I. INTRODUCTION
In this paper 1 , we consider joint scheduling and routing policies that maximize the stable throughput region of timevarying wireless ad-hoc networks. There exists a rich literature in the context of maximum stable throughput. (See references e.g., [1] , [2] , [3] [4].)
In particular, in [1] a centralized stationary scheduling and routing rule is proposed that maximizes the stable throughput of static, multi-hop radio networks with multiple commodities. 1 This work is sponsored in part by the Office of Naval Research through grant N000140610065 and by the National Science Foundation under the grant CNS0626620. Prepared through collaborative participation in the Communications and Networks Consortium sponsored by the U. S. Army Research Laboratory under the Collaborative Technology Alliance Program, Cooperative Agreement DAAD19-01-2-0011. The U. S. Government is authorized to reproduce and distribute reprints for Government purposes notwithstanding any copyright notation thereon. The work of the third author was supported by the National Science Foundation under Grant DMI-0422931. Any opinions, findings, and conclusions or recommendations expressed in this paper are those of the authors and do not necessarily reflect the views of the National Science Foundation.
The policy in [1] is proved to be at least as good as any stationary policy. Furthermore, under the assumption that scheduled transmissions never fail, it is proved to perform at least as well as any non-stationary policy in terms of stable throughput. In a subsequent work, [3] , we proved optimality of a similar rule within the set of all stationary policies in the more general case of time-varying topology wireless ad-hoc networks. Further, [3] also differs from [1] in that each commodity is assigned a weight and the policy gives priority to different commodities accordingly. In both [1] and [3] , it is assumed that links are imperfect and a scheduled transmission may fail, based on a link failure probability, which is independent of which links are being activated. In [2] , a scheduling policy that achieves maximum stable throughput in single-hop time-varying networks is identified. Finally, in another related study, in [4] , a joint routing, scheduling and power control policy is proposed that maximizes the stable throughput of time-varying wireless networks. The authors in [4] consider a time-varying process of perfect channels, i.e., a scheduled transmission is always successful, as the current channel and noise conditions are fully available to the policy at every time a decision is made.
In practice exact knowledge of the channel state is likely to be unavailable. This may be the case when the channel process varies fast with time (e.g., fast fading) or when the propagation delay of the feedback channel is large. (See references [5] , [6] .) Under these conditions, the channel state at the time of decision may be significantly different from the state at which the actual transmissions take place. Therefore, in such situations the policy may only have access to a possibly highly inaccurate estimate of the channel state at every time instant. This paper differs from [4] and generalizes [1] and [3] , in that we consider policies with knowledge of only an estimate of the true channel state. In particular, we propose a stationary joint scheduling and routing policy for multi-hop time-varying networks that maximizes the stable throughput of a network by having access to only an estimate of the current channel state. The proposed policy, inspired by the back-pressure idea of [1] , is shown to be optimal within a broad class of stationary and non-stationary link activation rules. We improve on the results of [1] and [3] in two aspects. First, we show that our proposed policy performs at least as well in terms of stable throughput as a large class of link activation processes that do not have more information on the current true channel state than that offered through its estimate known by our policy. In contrast with [1] , this result holds even when scheduled transmissions are not guaranteed to succeed. Second, our model of uncertainty in the channel state is more sophisticated than the one used in [1] and [3] in two respects. Firstly, the existence of a link is explicitly modeled through the Signal to Interference plus Noise Ratio criterion imposed by the physical layer. Secondly our model accounts for the fact that the probability of success of a transmission is affected by the interference caused by other nearby concurrent transmissions.
The rest of the paper is organized as follows. In Section II we give the network model and in Section III we list the set of assumptions we make throughout our paper. Section IV discusses the problem of stable throughput maximization under channel state uncertainty and consists of two parts. In Subsection IV-A we introduce our notion for stability and in Section IV-B we present our stable throughput maximizing policy. Section V defines a large class of link activation rules, induced by arbitrary stationary, non-stationary, perhaps anticipative policies. In Subsection V-A we introduce the notion of intermittent boundedness that will be useful in our optimality analysis. The results of optimality of our proposed policy within this broad class of link activation rules with respect to stable throughput maximization are presented in Section VI. Finally, in Section VII we conclude the paper.
II. MODEL FORMULATION
We consider a slotted time, wireless ad-hoc network consisting of N , possibly mobile, nodes each of which is equipped with a single transceiver. We denote by N = {1, 2, . . . , N } the set of all nodes in the network. Nodes transmit at fixed power levels P n , n ∈ N .
We also consider a set J = {1, 2, . . . , J} of distinct commodities of traffic with packet lengths equal to one time slot. The number of exogenous packet arrivals of commodity j ∈ J at node n during time slot t is denoted by A nj (t). We let A j (t) denote the N -vector (A nj (t) : n = 1, 2, . . . , N ) and
Traffic of commodity j ∈ J is routed in a multihop fashion through the network until it reaches any node in a set of exit nodes, V j ⊂ N , where it exits the network. For a commodity j = j, the sets V j and V j may overlap. We further assume that there are no exogenous arrivals of a particular commodity at the exit nodes of that commodity, i.e., A nj (t) = 0 for all n ∈ V j , j ∈ J .
At each node n ∈ N there exist J infinite capacity buffers, each holding packets of a particular commodity j ∈ J that have reached node n. We denote the queue size for commodity j at node n at the end of time slot t, by X nj (t). At time slot 0 the queue sizes at all nodes are arbitrary, i.e., X nj (0) ≥ 0. However, the queue size for each exit node n ∈ V j and for all time slots t ≥ 0 satisfies X nj (t) = 0. Finally, for every commodity j ∈ J , we denote by X j (t) the N -vector A fundamental aspect of our model that contrasts it from prior work of [2] , [3] and [4] , is that at the beginning of each time slot t the controller has access only to an estimatê S(t) = {(Ĝ (n,m) (t),N o(m) (t), ∀n, m ∈ N } of the current channel state S(t). The estimated channel stateŜ(t) during slot t is characterized by the estimated path lossĜ (n,m) (t) between each pair of nodes n, m and the estimated noise powerN o(m) (t) at each receiving node m. Note that although the noise power N o(m) is time invariant, its estimateN o(m) (t) depends on time since as time progresses we may naturally get a monotonically improving estimate.
We further assume that node mobility is restricted to occur only among points of a finite grid and that the path loss exponents take discrete values. Under the above assumptions, the state space of the true and estimated channel processes is a finite set of cardinality K, which is naturally assumed to be common for both {S(t)} ∞ t=1 and {Ŝ(t)} ∞ t=1 . We denote this set by S = {S (1) , S (2) , . . . , S (K) }. We will further denote by
. . , K} the set of indices that label the elements of S.
At every time slot t, a (unidirectional) link = (n, m) from node n to node m under the true channel state S(t) ∈ S is defined to exist, if the Signal to Noise Ratio (SNR) at m exceeds a certain, non-negative, threshold θ m , i.e.,
We denote the source node, n, of link by s( ) and its destination node, m, by d( ). Given the node mobility and the variations of the channel process, the total number of links, L, can be as large as N ×(N −1). We denote by L = {1, 2, . . . , L} the set of indices of all links in the network.
Not every subset of links in L can be concurrently activated as simultaneous transmissions are restricted by the physical layer access constraints. In order to take these constraints into account, appropriate medium access control schemes need to be introduced. In this paper, we focus on conflict free scheduling. Towards this end, we define an activation vector to be any Lelement binary vector, each entry of which corresponds to a link formed by a pair of nodes in the network. At any time slot t, the entries of this vector are equal to one for those links that are concurrently activated at time slot t and zero for all other links. We also require that an activation vector complies with the single transceiver assumption. We further define an activation vector c to be valid with respect to some channel state S(t) if for every link ∈ L such that the th entry c of c satisfies c = 1, the SINR criterion
is satisfied with c being the th entry of c. This implies that the corresponding transmissions through all links ∈ L with c = 1 will be successful under channel state S(t). Similarly, the estimated SINR criterion underŜ(t) can be written as
Note that due to the inaccuracy of the estimate, an activation vector selected at time slot t may be valid with respect to the estimated channel stateŜ(t) at time t but not valid with respect to the true channel state S(t) and vice versa. For every possible estimated channel state
we denote by T k the constraint set of S (k) , i.e., the set of all valid activation vectors with respect to S (k) . Note that for every activation vector c ∈ {0, 1} L that is componentwise smaller than some vector c ∈ T k i.e., c ≤ c , it holds that c ∈ T k . This is natural because for any collection of links that jointly satisfy the SINR criteria (2) -(3) these criteria will still be satisfied by switching off certain transmissions. From the above observation it follows that the 0-vector is also a valid activation vector for each channel state S. For each commodity j ∈ J , consider a link activation process {E j (t)} ∞ t=1 and let E(t) := J j=1 E j (t). When the estimated channel state isŜ(t) = S (k) , the process E(t)
must satisfy E(t) ∈ T k . The aforementioned property of the constraint set also implies that for every commodity j ∈ J the corresponding E j (t) satisfies E j (t) ∈ T k . Further, for each commodity j ∈ J , a vector E j (t) must be such that its th component (E j (t)) takes the value zero for all those time slots t such that the queue size of the corresponding commodity j is zero at the time of the link activation, i.e., X s( )j (t − 1) = 0. We say that every process {E
defined as above is a valid activation process. Unless otherwise specified, all the activation processes we consider are valid.
Further, for every time slot t whereŜ(t) = S (k) for some
Intuitively, the th entry q c (t) of the matrix Q c (t) for a given activation vector c ∈ T k takes the value one only when the estimator estimates the channel correctly in the sense that the values of the corresponding SINR c under both the true and estimated channel state lie at the same side of the inequality.
In the ideal case of perfect channel estimation, we would have that for every time slot t,
Also, for every commodity j ∈ J we define the matrix R j as an N × L matrix to denote the changes in the queue sizes after a successful link activation. The (n, ) entry, r j n , of this matrix equals
Note that r j n = 0, when n = d( ) ∈ V j , as packets of commodity j arriving at n will exit the system. Overall, the above yields the following queue size dynamics equation
The nomenclature defined so far is summarized through an example in Figure 1 . In that figure, we consider a network of 4 nodes, i.e., N = {1, 2, 3, 4}. There exist two commodities of traffic in the network, i.e., J = {1, 2}. A 11 (t) and A 22 (t) denote the arrivals, in packets/slot, during time slot t of commodity 1 at node 1 and of commodity 2 at node 2 respectively. We assume that packets of each commodity exit the network at node 4, i.e., V j = {4}, for j = 1, 2. At every node in the network, there exist two infinite capacity buffers, that hold separately the packets of each commodity. We indicate the queue size of commodity 1 at node 2 at the end of time slot t by X 21 (t) and the queue size of commodity 2 at the same node by X 22 (t). We assume that channel conditions are such that two possible channel states may occur, namely S = {S (1) , S (2) }.
Given that at every time slot the channel state is being, perhaps erroneously, estimated, it may be possible that the estimator decides that the channel state process is in state S . Note that, due to the estimation error, scheduled transmissions through links that are thought to be non-conflicting may fail. There exist a total of 4 possible links in the network, where a "link" satisfies the SNR criterion of Equation (1). In other words L = {1, 2, 3, 4}. Further, although both links 2 and 4 are in L, they cannot be activated simultaneously, because they do not jointly satisfy the physical layer constraints of SINR. In fact, as the constraint set T 2 indicates, at most one of them may be activated at a time.
III. ASSUMPTIONS
Throughout this paper, the following assumptions are made. 
Assumption 1: (a) The triplet {S(t),Ŝ(t), A(t)}

Assumption 1 (a) guarantees that each of the processes {S(t)}
does not depend on t. From Assumption 1 (b), it follows that the first moments of the arrival process {A(t)} ∞ t=1 are also finite, i.e., λ nj := E[A nj (t)], where the quantity λ nj corresponds to the arrival rate of commodity j ∈ J at node n ∈ N . We also denote by λ the arrival rate matrix (λ nj , n = 1, 2, . . . N, j = 1, 2, . . . J), and for each j ∈ J , we write λ j for the N -vector λ j = (λ nj , n = 1, 2, . . . N ). All arrival rates in our model are measured in terms of packets per time slot.
Assumption 2:
Let n ∈ N be a node such that for some n ∈ N , j ∈ J with λ nj > 0 there exists a sequence of links
where SNR( , t) is obtained through Equation (1) and SNR( , t) is defined similarly as
Then, there exists a node n ∈ V j and a sequence of links
Assumption 2 is an assumption on sufficient connectivity of the network. Specifically it requires that for any node that may receive traffic of a particular commodity, there should also exist a downstream path of links to some exit node for that commodity under both the true and estimated channel states.
IV. STABLE THROUGHPUT MAXIMIZATION UNDER CHANNEL STATE UNCERTAINTY
In this section, we consider a policy that maximizes the network stable throughput by making use of only an estimate of the true channel state. Our policy is built upon the back-pressure idea in [1] , that tries to maximize the stable throughput of the network by spreading the traffic from the more congested to the less congested areas in the network. Accordingly, the policy we introduce attempts to activate the nodes of the network in a way that the weighted queue sizes will be kept as equal as possible, while at the same time satisfying the constraints imposed by 
the physical layer. The physical layer information available to the policy under consideration is limited due to the uncertainty regarding the current channel state.
The routing component of the introduced policy resembles the so-called "hot-potato" routing approach in which nodes simply unload packets to neighboring nodes with smaller queue loads ( [7] ). In fact, in our model, the route any packet follows is determined by the link activation schedule that aims at maximizing the stable throughput region of the network. Hence, although an individual packet may follow a circuitous route towards one of its exit nodes, the overall characteristics of the routes are expected to be reasonable, albeit non-optimal. Our objective being the characterization of maximum stable throughput region makes this sort of routing legitimate. No other routing will increase the stable throughput region, although it may decrease the delay.
The introduced policy π w 0 is parameterized by a weight assignment w = (w j , j = 1, 2 . . . , J), where w j is a positive weight assigned to each commodity j ∈ J so that packets corresponding to a commodity of a larger weight are given priority by being scheduled and routed through the network more often. For every given weight vector w, the stationary policy π 
A. System stability
The state of our system is driven by the process of the queue sizes. In this section, we show that under Assumption 1 (a) and policy π w 0 , the queue size process defined by Equation (6), i.e., the state of our system, evolves according to a homogeneous Markov Chain. Our aim is to show that this Markov Chain is stable, and thus derive network stability for as large as possible a set of arrival rates.
Proposition 1:
Under Assumption 1(a), the process {X(t)} ∞ t=0 generated by Equation (6) with E j (t) = π w 0 j (X(t−1),Ŝ(t)) for every j ∈ J is a homogeneous Markov chain. Furthermore, X(t) is independent of (S(t ),Ŝ(t ), A(t )) for all t > t ≥ 0.
The result in the above proposition is a direct consequence of the fact that any process defined by a recurrence equation driven by white noise input, with initial value independent of the input, is Markov. (See, e.g., [8, Theorem 2.1].) A usual definition for stability of an irreducible Markov Chain is that the Markov Chain is positive recurrent. When the Markov Chain is not guaranteed to be irreducible, a more general definition for stability needs to be employed. Following [1] , we adopt the following definition for stability of a (not necessarily irreducible) homogeneous Markov Chain.
We say that the network is stable if the state process
is stable.
B. A stable throughput maximizing policy
In this subsection, we specify the stable throughput maximizing policy π w 0 in detail. Given the current queue size matrix x ∈ X , weight assignment w and activation vector c ∈ T k , for every estimated channel state
The independence of matrixQ c k from t for all k ∈ K follows from Assumption 1 (a). Since the queue size x nj = 0 whenever n ∈ V j , it follows that the th component of D wj kc (x) is the weighted queue size difference
For every potential link ∈ L, let
and
Finally, define
to be the maximizer in Equation (13) and also let
Recall that the entries of every valid activation vector c ∈ T k are either 0 or 1, with 1 indicating activation of the corresponding link. Hence D w kc (x) c is the sum of the maximum weighted differences over all links that belong to the constraint set T k associated with c. If there exist more than one maximizer in Equation (16) ties are resolved arbitrarily provided that a link will be left inactive whenever the corresponding maximum weighted difference associated with that link is 0. Furthermore, if there exist more than one maximizer in Equation (15), ties are resolved arbitrarily.
With the above in hand and in the spirit of the optimal policy of [1] , our proposed admissible policy π w 0 is such that,
, and (c k (x)) = 1, and x s( )j > 0 0, otherwise, where (c k (x)) is the th entry of the vector c k (x). When a link is activated, i.e., π w 0 (x, S (k) ) is 1, the policy π w 0 will select for transmission through that link a packet of one of the classes j that achieves the "max" in Equation (13).
Clearly, for every commodity j ∈ J we have that π w 0 j (x, S (k) ) ∈ T k . Note further, that for every link that is activated, a packet of a single commodity j ∈ J is transmitted and hence there will exist a single π w 0
The above, along with the fact that the policy leaves a link inactive whenever the maximum weighted difference over that link is 0, guarantees that the policy will induce a valid link activation process. The maximizing property of this policy will be made precise in Section VI.
V. A GENERAL CLASS OF ACTIVATION PROCESSES UNDER CHANNEL STATE UNCERTAINTY
In this section, we introduce a large class of link activation processes E, whose behavior with respect to maximizing the stable throughput of the network will be compared to that of π w 0 in Section VI. In order to specify the class E we define nŜ EQ (t; k, c, Q) to be the number of time slots in the interval [0, t] that the estimated channel state is S (k) , the activation vector E(t) takes value c ∈ T k and the matrix Q E(t) (t) is equal to Q ∈ Q. Here Q is the set of all L × L diagonal matrices whose diagonal is in the set {0, 1} L . Also, we define nŜ E (t; k, c) to be the number of time slots in the interval [0, t] that the estimated channel state is S (k) and the activation vector
The set E is defined as follows. A valid link activation processes
and for every k ∈ K, c ∈ T k and Q ∈ Q it holds that nŜ EQ (t; k, c, Q)
almost surely as t → ∞. Note that such processes may be induced by non-stationary policies, as well as policies that are even anticipative and aware of the exact realizations of the arrival process {A(t)} ∞ t=1 and estimated channel process {Ŝ(t)} ∞ t=1 . At any time slot that a decision is made, such processes may even have knowledge on the past and the future of the true channel state process.
Equation (17) is a natural condition. A link activation process that has additional information regarding the true channel state at time slot t can potentially exploit this knowledge and for example avoid collisions by not scheduling the corresponding nodes. In this way it may potentially outperform any policy whose information regarding the true channel state S(t) is limited to the estimateŜ(t).
A. The notion of intermittent boundedness
When {E(t)} ∞ t=1 belongs to the class E, the resulting queue size process {X(t)} ∞ t=0 generated by Equation (6) 
VI. OPTIMALITY OF THE PROPOSED CLASS OF POLICIES
In order to present our results of optimality of our proposed policy, we first need to define some sets of rates.
In a stable network, traffic at any given node n ∈ N cannot accumulate without bound. Therefore, stability can be viewed through the concept of flow conservation, namely that for any commodity the sum of departing flows at any node, except for the exit nodes for this commodity, must be equal to the sum of arriving flows for this commodity. With this intuitive justification, we define the set of "potentially stabilizable" arrival rates Λ as
Further, let the stable throughput region C π w 0 under π w 0 be defined as follows: Note that although the requirement for an arrival rate being in C π w 0 is that the process of the queue sizes is stable under π w 0 , the set of arrival rates C only requires that the queue size process satisfies the weak notion of intermittent boundedness with positive probability.
Let ri(·) denote the relative interior of a set. The following theorem summarizes our main results. The proof of this theorem can be found in [9] .
Theorem 1:
The set Λ is a convex polytope. Furthermore, for all weight assignments w = (w j , j = 1, 2, . . . , J), with w j > 0 for every commodity j ∈ J it holds that
We proceed to give some more insight into the results of this theorem. From Equation (20) it follows that for all weight assignments w, the rate regions C π w 0 , C π w 0 and C are all squeezed between the convex polytope Λ and its relative interior. Hence, the sets of rates C π w 0 , C π w 0 , and C can differ by at most points on the relative boundary of Λ and therefore they are almost identical sets. In fact, this implies that for any rate, except perhaps for a few rates in the relative boundary of Λ, that cannot be stabilized by our introduced stationary policy π w 0 , there exists no policy in the large class E that can even make the process of the queue sizes intermittently bounded with some positive probability.
VII. CONCLUSIONS
In this paper, we introduce a joint scheduling and routing policy that maximizes the stable throughput of a time-varying ad-hoc network while having access only to a possibly inaccurate estimate of the true channel process. We characterize the common set of stable arrival rates that this policy supports and prove that the proposed policy is optimal with respect to stable throughput not only within the class of stationary link activation processes, but also within a general class of stationary, nonstationary, and possibly anticipative ones. 
