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ABSTRACT
In this paper, we are interested in iris biometric applica-
tions. More precisely, our contribution consists in design-
ing both a pupil detection and a tracking procedure from
video sequences acquired by low-cost webcams. The nov-
elty of our approach relies on the fact that it is operational
even with a minimal user cooperation and, under bad illu-
minations and acquisition conditions. A robust classifica-
tion algorithm is designed to detect the pupil. Moreover,
a pupil tracker based on the extended Kalman filter is ap-
plied in order to reduce the processing time. Experimen-
tal results are performed in order to evaluate the perfor-
mances of the proposed detection and tracking system.
1. INTRODUCTION
Biometry offers new solutions for automatic person recog-
nition applications. In this respect, much attention is paid
to iris recognition since an iris contains rich and unique
characteristics of the person which do not alter or evolve
with time [1]. The iris identification system starts by lo-
calizing in the captured eye image the pupil through which
the light enters inside the eye. Hence, the pupil detection
is a key issue for achieving satisfactory performances of
the whole recognition system. Unfortunately, at this step,
many problems could occur. Indeed, the performances are
limited if the subject does not strictly cooperate. Besides,
the detection step could suffer from suboptimal capture
conditions such as specular reflections, occlusions by eye-
lids and eyelashes.
To handle condition changes, several methods were in-
vestigated as the shape-based ones [2] which make use
of a prior model of the pupil and the appearance-based
ones [3] which exploit specific features of the eye area.
While shape-based methods cannot cope with large shape
variations, appearance-based methods are sensitive to light
changes, focus and occlusions.
The objective of this paper is to propose a novel pupil
detection and tracking algorithm in a semi-cooperative con-
text, operating under less controlled acquisition conditions.
Our idea is to resort to video sequences captured by low
cost cameras (typically webcams) in order to select the
best quality images for which the pupil localization proce-
dure ensures the highest recognition or identification rates.
Furthermore, to meet the requirement of real time appli-
cation, we exploit the temporal information through a fast
tracking algorithm which also enhances localization accu-
racy.
The remainder of this paper is organized as follows. In
Section 2, we describe the proposed pupil localization me-
thod. In Section 3, we show that including a tracking pro-
cedure improves the detection step and some conclusions
and perspectives are consequently drawn in Section 4.
2. PROPOSED PUPIL LOCALIZATION
We start with the description of common artifacts, then
present related works and finally describe our algorithm.
2.1. Image artifacts
Very often, infrared spectrum imaging are employed be-
cause the iris strongly reflects infrared light while only the
sclera reflects much the visible light. Hence, the pupil cor-
responds to the darkest region in the image. However, iris
images suffer from several artifacts as shown in Fig. 1(a).
Indeed, the pupil shape varies with the attitude of the sub-
ject relative to the sensor, eyelid closure and individual
biometric differences. Moreover, a low contrast alters the
shape contour whereas specular reflections from illumi-
nation sources corrupt large areas of the region of inter-
est. Besides, blur could degrade the image: it is due by
both the eye motion during exposure time and the defocus
when the focal point is outside the depth of field of the
object to be captured. Consequently, most of the reported
pupil detectors include a preprocessing step to attenuate
such artifacts [4]. As far as we are concerned by pupil de-
tection, we will describe in more detail the preprocessing
step we performed in paragraph 2.3.1.
2.2. Related works
Several methods of pupil localization have been already
reported in the literature [5]. In what follows, we will
only focus on the most employed ones.
The most widespread shape-based approach is due to
Daugman [6]: the objective is to find the inner and outer
boundaries of the iris by applying an integro-differential
operator. Another alternative was suggested by Wildes [7]:
it consists in computing an edge map followed by a Hough
transform in order to detect circles. Generally, compared
to Daugman’s method, Wildes’s approach is more robust
to noise perturbations but at the expense of an increased
computational load. This has motivated extended versions
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(a) Close-up image (b) Preprocessed image
Fig. 1. Morphological pre-processing.
to reduce the computational complexity [8, 9]. Other strate-
gies have also been investigated as those based on the
pupil appearance [3]. For instance, in [10] an iterative
thresholding algorithm is considered to separate between
two dark regions that satisfy specific anthropometric con-
straints using a skin-color model.
The proposed localization algorithm combines the two
latest issues to exploit their respective benefits. Indeed, it
exploits the prior information about pupil geometry and
intensity distribution and takes into account the processing
time as a constraint.
2.3. Principle of the proposed algorithm
The goal is to extract the pupil center location. The main
steps of the proposed algorithm consist of a morphologi-
cal preprocessing, a coarse localization and a refined one
thanks to an unsupervised classification algorithm. In what
follows, we document each of these steps in more detail.
2.3.1. Morphological preprocessing
To reduce the artifacts, we resort to morphological opera-
tors as they are able to adapt the processing to the under-
lying object shape. More precisely, we apply closings for
eyelashes impact reduction and openings for white spot
and light reflections attenuation. Experimental evaluation
using an iris image (640×480 pixels) clearly illustrates the
gain from this preprocessing step as shown in Fig. 1(b).
2.3.2. Coarse localization
Once the images are enhanced, an initial coarse segmen-
tation is performed to isolate the rectangular region of in-
terest containing the pupil. To this end, a thresholding is
applied and the centroid of the resulting region is consid-
ered as a coarse position of the pupil center as illustrated
in Fig. 2(b).
2.3.3. Refined localization
Let J denote the number of pixels falling within the result-
ing coarse region of interest (CRI). The goal is to classify
these pixels having in consideration the fact that the pupil
(a) Coarse localization (b) Region of interest
Fig. 2. Coarse pupil localization.
is typically much darker than its surroundings. The re-
fined position of the pupil center will correspond to the
centroid of the class with the minimum average inten-
sity. In this respect, it is important to consider a mean-
ingful and tractable model of the eye which accounts for
the large variability of eye appearance and dynamics. For
each pixel j = 1, . . . , J within the CRI, we consider the
feature vector fj composed by it spatial coordinates (xj , yj)
and its intensity Ij . The objective is to classify the set
F = {fj/j = 1, . . . , J} into C classes.
To this end, the Competitive Agglomeration algorithm
(CAA) is retained as a unsupervised clustering technique
[11]. This choice is motivated by its good classification
accuracy without the need to specify the number of clus-
ters C. It combines the advantages of both partitional and
hierarchical classification techniques. Indeed, the CAA
begins by assigning the data to a large number of classes,
see Fig. 3(a), then the agglomeration step (which charac-
terizes the hierarchical methods) aims at merging two or
more appropriate clusters, see Fig. 3(b). More precisely,
if P = (pc/c = 1, . . . , C) represents prototypes of the C
clusters, the CAA minimizes the following objective func-
tion:
J =
C∑
c=1
J∑
j=1
u2cj ‖ fj − pc ‖ −α
C∑
c=1
 J∑
j=1
ucj
2
under the constraint
∑C
c=1 ucj = 1, ∀j ∈ {1, . . . , J}.
Here, ucj is the membership of fj to a cluster c, ‖ · ‖
is the Euclidean norm, and α is a positive weight. We
have retained the Euclidean norm since the clusters to be
detected are circular as near frontal faces and depending
on the viewing angle, the pupil appears almost circular.
Besides, α aims at ensuring a balance between the two
terms of J : the data set should be partitioned into the
optimal number of clusters while clusters will be designed
to minimize the sum of intra-cluster distances.
2.4. Results
The method has been tested on 517 close-up iris images.
The computation time is 172 ms on a single-core CPU
(1.73 GHz). The evolutions of the real positions and the
estimated ones along with the time-varying sequence are
shown in Fig. 4. The proposed localization method is ac-
curate but fails in some situations where images have bad
quality. There are several issues including the occlusion
(a) C=5 (b) C=2
Fig. 3. CAA steps.
(a) x coordinate (b) y coordinate
Fig. 4. Localization results of an entire sequence video
(no tracking).
of the eye by the eyelids, state of the eye (open/closed),
variability in size, reflectivity and head pose. These issues
hardly present the same order of magnitude and frequency
in the sequence to be drastically eliminated. So, in the
next section, we present a novel solution to tackle such
problems.
3. PUPIL TRACKING
The previous detection method separately operates on in-
dividual frames and, hence it does not exploit the tem-
poral information. Consequently, additional refinements
in terms of accuracy and computing time should be ex-
pected if the pupil localization in the current frame is de-
rived from the estimated position in the previous frames.
We start by briefly explain the notations and the theoretic
tools used in this aim at the next paragraph. Then, we
conclude from the experiments.
3.1. Problem statement
In other words, it is suggested to apply a tracking method
based on the concept of Kalman filtering (EKF) [12]. In
our work, we propose to resort to the extended Kalman
filter in order to take into account the nonlinearity of the
observation equation. More precisely, the state vector sk
of the considered system in the k-frame is defined by:
sk = (xk, dxk, yk, dyk)
T
where (xk, yk) is the pupil position and (dxk, dyk) is the
pupil displacement between (k−1)T and kT , T being the
temporal sampling period. The dynamics of the pupil is
modeled as a first order auto-regressive process involving
a Gaussian additive noise depicted by the following linear
dynamic state equation:
sk = Ask−1 + qk
where qk is a realization of a zero-mean white Gaussian
process N (0,Q) and
A =

1 T 0 0
0 1 0 0
0 0 1 T
0 0 0 1
 .
In our experiments, we have noted that the measurements
ck = (xˆk, yˆk)
T – which are the estimated position (xˆk, yˆk)
resulting from the proposed localization method – are re-
lated to the state vector according to a nonlinear equation:
ck = hk(sk) + rk
where rk is the realization of the observation noise as-
sumed to be N (0,R), rk and qk are mutually indepen-
dent and hk is a nonlinear function.
After several tests, we success to formulate an approxi-
mate and closed-form expression of this function that min-
imizes the mean square error between the real observa-
tions and those given by the model:
hk(sk) = e
−b(Hsk−ck−1) H sk,
where b is a parameter and
H =
(
1 0 0 0
0 0 1 0
)
.
We assume that e(.) for a vector is the vector consisting of
the exponential of its components. It is worth noting that
b was estimated according to the least mean squares. The
EKF aims at estimating the state sk in the sense of a mean
square error from the current and past observations.
3.1.1. Extended Kalman Filter
In this respect, the EKF only uses the first order terms
in the Taylor series expansion of the nonlinear equation.
Given the estimated state sˆk/k at the k given all the mea-
surement up to k with the corresponding estimation co-
variance matrix Pk/k, the EKF algorithm consists of the
following steps.
1. Initialize filter at k = 0
2. The state prediction at time instant k and the corre-
sponding covariance matrix are:
sˆk/k−1 = Asˆk−1/k−1
Pk/k−1 = APk−1/k−1AT +Q.
3. The Kalman gain is:
Kk = Pk/k−1HTk
[
HkPk/k−1HTk +R
]−1
where Hk is the Jacobian of the nonlinear function
calculated at the state prediction:
Hk =
∂hk
∂sT
∣∣∣∣
sˆk/k−1
4. The estimation at k given all the measurement up
to time instant k and the corresponding covariance
matrix are:
sˆk/k = sˆk/k−1 +Kk
[
ck − hk(sˆk/k−1)
]
,
Pk/k = [I−KkHk]Pk/k−1.
5. Increase k to k + 1 and repeat from step 2.
It is worth noting that the noise covariances should be
known a priori. In our case, we estimated these covari-
ances by applying the well-known Expectation-Maximi-
zation algorithm (EM) [13].
3.2. Experimental results
Fig. 5 shows the plots of the estimated position outputted
by the EKF-based tracking algorithm. By comparing these
plots with those of Fig. 4, it can be noted that the proposed
tracking allows to improve the accuracy of the pupil lo-
calization. Indeed, the achieved average error amounts to
0.217 along the x-axis (and to 0.068 along the y-axis) for
a mere detection and decreases to 0.157 (respectively to
0.034) thanks to the tracking. However, some errors still
remains especially at the moment of backlashes of the eye.
These fast jumps should make null the assumption of the
linear state equation and yield to inaccurate estimation of
the state vector.
4. CONCLUSION
The video-based eye tracking iris is crucial for biometric
applications. But the use of tracking system can profit to
many other applications among them medical applications
requiring gaze tracking. There are many related works
that are worth further investigating. Firstly, the estima-
tion of covariance matrices could be carried out frame by
frame. Furthermore, it seems interesting to address the
problem of a suitable nonlinear modeling of the dynamics
of the system. Finally, improvement could be expected
when some geometric constraints related to the shape of
the eye are accounted for.
5. REFERENCES
[1] J. Daugman, “Probing the uniquennes and random-
ness of IrisCodes: Results from 200 billion iris pair
comparisons,” in Proc. of the IEEE, vol. 94, 1927-
1935, 2006.
(a) x coordinate (b) y coordinate
Fig. 5. Localization results of an entire sequence video
(with EKF tracking).
[2] D.W. Hansen and A.E.C. Pece, “Eye tracking in the
wild,“ CVIU, vol. 98, no. 1, pp. 182-210, 2005.
[3] W.M. Huang and R. Mariani, “Face detection and
precise eyes location,“ Proc. of ICPR00, Barcelona,
Spain, 2008.
[4] Z. He, Z. Sun, T. Tan, and X. Qiu, “Enhanced usabil-
ity of iris recognition via efficient user interface and
iris image restoration,” Proc. of the ICIP, San Diego,
CA, USA, 261-264, Oct. 2008.
[5] D. W. Hansen and Q. Ji, “In the eye of the beholder:
A survey of models for eyes and gaze,” IEEE Trans.
on PAMI, vol. 32, no. 3 , pp. 478-500, 2010.
[6] J. Daugman, “How iris recognition works,” IEEE
Trans. on CSVT, vol. 14, no. 1, pp. 21-30, 2004.
[7] R. Wildes, “Iris recognition: an emerging biometric
technology,” Proc. of the IEEE, vol. 85, pp. 1348-
1363, 1997.
[8] W. Boles et al, “A human identication technique us-
ing images of the iris and wavelet transform,” IEEE
Trans. on IP, vol. 46, no. 4, pp. 1185-1188, 1998.
[9] L. Ma et al, “Efficient iris recognition by characteriz-
ing key local variations,” IEEE Trans. on IP, vol. 13,
no. 6, pp. 739-750, Jun. 2004.
[10] R. Stiefelhagen, J. Yang, and A. Waibel, “Track-
ing eyes and monitoring eye gaze,” Proc. of PUI’97,
Banff, Canada, pp. 98-100, Oct. 1997.
[11] H. Frigui and R. Krishnapuram, “Clustering by com-
petitive agglomeration,” Pat. Recogn., vol. 30, no. 7,
pp. 1109-1119, 1997.
[12] X. Xie et al, “Real-time eye feature tracking from
a video image sequence using Kalman filter,” IEEE
Trans. SMC, vol. 25, no. 12, pp. 1568-1577, 1995.
[13] A. Dempster et al, “Maximum Likelihood from in-
complete data via the EM algorithm,” J. of the Roy.
Stat. Soc., Series B, vol. 39, no. 1, pp. 1-38, 1977.
