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Abstract
Many skeletonization algorithms for 3D solids have been proposed in recent
years. The one given herein is surprisingly simple compared to most of them,
but it is still very fast and has theoretically favorable properties. Actually, it
provides a connected surface skeleton that allows shapes to be reconstructed
with bounded error. Such skeleton is discretized, but can be computed at any
desired resolution. In addition, the algorithm is also very attractive because
it allows discrete skeletons to be obtained directly from solid objects in many
representations without converting them to a voxel model. In other words, we
present the ﬁrst concise arbitrary-resolution skeletonization algorithm that does
not require to necessarily work at voxel level. Our algorithm is a generalization
of the one presented for 2D objects. It is based on the application of directional
erosions, while retaining those regions whose elimination would introduce dis-
connections.
keywords:3D skeletons, solid modelling, volume rendering, object tracking, ani-
mation, medical imaging.
1 Introduction
The Medial Axis Transform (MAT) is well deﬁned for any object as the closure of
the set of centres of maximal balls which can be ﬁt inside the object, where a ball
is maximal if it is not contained in any other such ball [5]. Note that the deﬁnition
of the MAT is general, and applies to objects of any dimension. The word skeleton
is usually understood in 2D to mean the medial axis of a given shape. The medial
surface of a 3D solid is deﬁned similarly to its 2D counterpart.
The skeleton of an object is useful in computational geometry and geometric mod-
eling. It has been used, for example, in modeling growth and in the analysis of sym-
metries, in path planning, feature recognition, and in ﬁnite element mesh generation
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[18]. It has also been proposed as an alternative to boundary representation or con-
structive solid geometry models in a design and interrogation system, since it also
provides a complete representation of a solid [23] and [8]. More recently, Skeletoniza-
tion has also been used as an useful tool in medical imaging, providing an eﬃcient
method for visualization and analysis, such as interpretation of images [24], virtual
navigation [12], [10], [4], surface extraction [21] and representation model [22], [15],
[25].
Although there have been numerous studies on this technique in computer vi-
sion and pattern recognition [16], [5], [19], most research focuses on 2D images [6],
incompatible with easy 3D extension.
The computation of the medial surface for arbitrary solids is a complex problem.
So far, it has only been solved exactly for polyhedra [18]. Nevertheless, the MAT per
se is not the unique skeleton which can be used. There are others, more easily derived
skeletons, which share the critical properties of the MAT. Sudhalkar et al. [20] infer
these properties as the followings:
• The skeleton should have no interior (thinness).
• The skeleton should have homotopic equivalence to the object. That is, there
sould be holes and enclosed voids in the skeleton corresponding to those in the
solid (connectivity).
• The location and relative proportions of features such as ribs, bosses, holes, etc.
should reﬂect those in the solid.
• There should be thickness information associated with each point in the skeleton
(reconstructability).
Unfortunately, as recognized by [17], in the discrete plane these requirements be-
come mutually incompatible, so that practical skeleton methods are invariably a com-
promise between them. In this sense, thinness may be incompatible with preservation
of connectedness, or with reconstructability.
Although other alternatives are possible [26], two main methods to obtain skeletons
in discrete spaces have been proposed: boundary-based thinning methods (also called
boundary peeling, erosion, etc.)and distance coding (also called distance transform).
Thinning methods iteratively peel oﬀ the boundary of a solid layer-by-layer, iden-
tifying ”simple points”, where removal does not aﬀect the topology of the object.
Up to our knowledge, the latest algorithm for thinning solids appeared in [13]. On
the other hand, methods based on distance coding ﬁrst convert the volume, which
consist of foreground and background voxels, into a volume where every foreground
voxel is labeled with a value corresponding to the minimum distance to the back-
ground. Diﬀerent types of metrics for discrete solids are used, aiming to approximate
the Euclidean distance. Then, the ridges of the induced scalar ﬁeld constitute the
skeleton. The ideal distance coding-based methods has three steps: 1) Approximate
the minimum distance ﬁeld, 2) detect all local maxima in terms of distance value,
and 3) reconnect the local maxima to generate skeletons [26]. Up to our knowledge,
the most recent distance coding-based skeletonization algorithm appeared in [14]. A
more recent work based on a variant of distance coding methods, called the grass ﬁre
transform, can be found in [26].
Recently, a very simple thinning algorithm for 2D was proposed in [9] which falls
inside the boundary-based thinning approach and it has been proved successfully over
run-length encoded images. The algorithm we propose here is an extension of that
former one.
2 Background
Let Z3 be the discrete space. Let X ⊂ Z3 be a 3D solid. Let X¯ = Z3 \X denote the
background of X. The connectivity used herein is (26,6)-connectivity, which means
26-connectivity for the solid and 6-connectivity for the background. Each of the 26
neighbors of a voxel in the solid deﬁnes a direction which will be numbered as shown
in ﬁgure 1.
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Figure 1: Directional oﬀset in Z3.
Mathematical morphological operations apply to sets of any dimensions, such as
Euclidean Rn or its discrete equivalent, the set of n-tuples of integers Zn. Dilation and
erosion are the primary operations of mathematical morphology. Erosion of a binary
region X using structuring element B is deﬁned as XB = {y|∀b ∈ B, y+b ∈ X}, the
dilation using the same structuring element as X ⊕ B = {y|y = x + b, x ∈ X, b ∈ B}
and its opening as XoB = ((X B)⊕B).
If Xb denotes the translation of X in the direction associated with b ∈ B, then
it can be shown that X  B = ⋂b∈B X−b. That is, erosion can be accomplished by
taking the intersection of all the translates of X, where the shifts in the translates are
negated members of B seen as vectors.
An especially interesting case for B is that in which B consists of two voxels,
where one is centered in the origin. Then, the erosion of X using B can be computed
simply by X B = X ∩X−b and its opening by XoB = (X ∩X−b) ∪ (X ∩X−b)b
Since (B1  B2)  B3 = B1  (B2 ⊕ B3) then, if B = B1 ⊕ B2 ⊕ ... ⊕ Bk, one
concludes that X B = (...[(X B1)B2] ...Bk)
Thus, if a structuring element can be broken down to a chain of dilations of
smaller substructuring elements, the desired operations may be performed as a string
of suboperations.
3 Extreme Vertices Model
The natural redundancy in 3D images can be exploited to speed up morphological
operation, often dramatically, through a spatial encoding scheme such as the Extreme
Vertices Model (EVM) introduced in [2]. The EVM allows representing orthogonal
polyhedra (OPP) - i.e., polyhedra with all their edges and faces oriented in three or-
thogonal directions - in a very concise form. This model also enables the development
of simple and robust algorithms for performing the most usual and demanding tasks
on solid modelling, such as closed and regularized boolean operations, solid splitting,
other set-membership classiﬁcation and measure operations on OPPs.
All the geometric and topological relations concerning faces, edges and vertices
of an OPP can be obtained from its EVM. Actually, an EVM is a complete non-
ambiguous implicit boundary model for OPPs, so an explicit boundary representation
(B-rep) can be obtained from the EVM for visualization purposes.
3.1 Deﬁnitions and properties
Let P be an OPP, a brink is the maximal uninterrupted segment built out of a
sequence of collinear and contiguous two-manifold edges of P . The ending vertices
of a brink are called extreme vertices (EV). Figure 2(a) shows an OPP with a brink
from vertex A to vertex E (both extreme vertices). In this brink, vertices B, C and
D are non-extreme vertices.
The EVM is a representation scheme in which any OPP is described by its (an
only its) set of EV. A plane of vertices (plv) is the set of vertices lying on a plane
perpendicular to a main axis of P . A slice is the region between two consecutive
planes of vertices, that is, the interior of P. A section (S) is the resulting polygon
from the intersection between a slice and an orthogonal plane. Each slice has its
representing section. Figure 2(b) shows an OPP with its planes of vertices and sections
perpendicular to the X axis.
All these deﬁnitions can be extended to any dimension [7]. In this paper we are
concerned with dimension ≤ 3. Planes of vertices and sections obtained from a 3D
object are, then, 2D orthogonal polygons. From them, we can obtain their 1D lines
of vertices and their 2D slices with their corresponding 1D sections. Finally, lines of
vertices and 1D sections are 1D objects which are composed of one or several brinks.
Let plvi(P ) be the ith plane of vertices and Si(P ) be the ith section of EVM(P),
where i = 1 . . . n with n the total number of planes of vertices. Sections can be
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Figure 2: (a) An OPP with three non-manifold edges and a non-manifold vertex
and a marked brink from vertex A to vertex E. (b) Planes of vertices and sections
perpendicular to the X axis are shown in dark and light grey respectively.
computed from planes of vertices and vice-versa:
S0(P ) = Sn(P ) = ∅
Si(P ) = Si−1(P )⊗∗ plvi(P ), (1)
plvi(P ) = Si−1(P )⊗∗ Si(P ), (2)
where plvi(P ) and Si(P ) denote the projections of plvi(P ) and Si(P ) onto a main
plane orthogonal to a coordinate axis and ⊗∗ denotes the regularized XOR operation.
Note that in order to operate with the projections we need not take into account the
coordinate of the extreme vertices that corresponds to the projecting plane.
General Boolean operations between OPP can be carried out by applying recur-
sively the same Boolean operation over the corresponding OPP sections. This algo-
rithm is presented in a previous work [3] and consists in a geometric merge between
the EVM of both operands which involve as a basic operation the XOR between EV.
In addition, eﬃcient morphological operations of 3D objects have been imple-
mented through the EVM, shrinking or elongating the inner sections of the object.
The algorithms can be found in [11].
4 3D skeletonization using EVM
The algorithm we propose here is an extension to 3D solids of a previous one for 2D
binary images presented in [9]. We use the Extreme Vertices Model (EVM) as the
spatial scheme of representation for the 3D solids. The EVM encoding avoids the
natural redundancy in 3D voxelized objects speeding up morphological operations
often dramatically and allows implementing the thinning algorithm indistinctly onto
images and orthogonal solids with improved performances. In addition, thinning
of both 3D voxelized objects and orthogonal solids is possible, and 3D skeletons of
variable thickness can be produced using the EVM.
The proposed method satisﬁes the requirements given above in the following order
of priority: connectedness, thinness and reconstructability . The proposed procedure
can be outlined as follows: Those voxels whose deletion by a directional erosion
might destroy the connectedness are retained and classiﬁed as gaps, then the region
is eroded and the corresponding residual computed. Gaps and residuals are retained
in the image, and this process is repeated until no progress is made. Following the
reasoning depicted in [9] the skeleton is obtained by the union of residuals and gaps.
4.1 Residuals
X ⊥ B, is the set made of those points in X which do not belong to its opening using
the structuring element B, that is, X ⊥ B = X \ (XoB). Then, in terms of EVM, a
disconnected skeleton of an object X can be deﬁned as the set of all the residuals of
the successive erosions of EV M(X) (see Fig. 4(b)).
PROCEDURE algorithmS1 (INPUT X : EVM , B : EVM , OUTPUT S : EVM)
VAR E : EVM ENDVAR
S ← ∅;
While X = ∅; do
E ← X B;
S ← S ∪X\(E ⊕B);
X ← E;
endWhile
end.
Now, let us assume that B is a centered 3× 3× 3 cubic structuring element which
can be broken down into a chain of six dilations of two-voxel elements in the directions
0,2,4,6,8 and 10. Then, the above algorithm can be rewritten as follows:
PROCEDURE algorithmS2 (INPUT X : EVM , B : box, OUTPUT S : Array of EVM)
VAR i : int, E : EVM ENDVAR
S ← ∅; i← 1;
While X = ∅ do
E ← X ∩X0 ∩X2 ∩X4 ∩X6 ∩X8 ∩X10;
S[i]← X\E ∪ E10 ∪ E8 ∪ E6 ∪ E4 ∪ E2 ∪ E0;
X ← E; i← i+ 1;
endWhile
end.
Then, each cell of S stores a part of the skeleton computed at the ith iteration,
where each value of i will be associated with a grey-level in the ﬁnal image which
guaranties the desired property of reconstructability. The main advantage of this al-
gorithm over the previous one is that it only involves directional erosions and dilations
along the coordinate axes. Nevertheless, the skeleton thus obtained is neither unit-
width nor connectivity preserving. A similar disconnected skeleton, but an unit-width
one, can be easily obtained by slightly modifying the above algorithm as follows (see
Fig. 4(c)):
PROCEDURE algorithmS3 (INPUT X : EVM , B : EVM , OUTPUT S : Array of EVM)
VAR E,A : EVM ; d, i : int ENDVAR
S ← ∅; A← ∅; i← 1;
While X = ∅ do
for (d← 0; d ≤ 10; d← d+ 2)
E ← X ∩Xd;
if (0 ≤ d ≤ 6) then
A← A ∪ (X \ (E ∪ E(d+4)mod8));
else
if (d = 8) then A← A ∪ (X \ (E ∪ E10));
else A← A ∪ (X \ (E ∪ E8));
endIf
endIf
X ← E;
endFor
S[i]← A; i← i+ 1;
endWhile
end.
Unfortunately, as it has been already said, thinness and reconstructability are
mutually incompatible goals in the discrete sets, so the original shape can only be
nearly reconstructed. Also, the connectivity among the residuals must be solved.
4.2 Directional gaps
Those voxels to ensure connectivity in the ﬁnal skeleton will be part of a set of
disjoined regions that we will call gaps. Contrary to what one might expect, when
considering only directional erosions, gaps can be easily computed. For example, the
directional gap of a binary region X in direction 0 (the coordinate y axis in the positive
region direction) can be obtained by computing:
X \X0 ∩ ((X7 \X6) ∪ (X1 \X2) ∪ (X20 \X16) ∪ (X22 \X17)
∪(X21 \X14) ∪ (X23 \X15) ∪ (X12 \X10) ∪ (X9 \X8)) (3)
This boolean formula detects the voxel conﬁgurations shown in ﬁgure 3 and all
π/2 rotated versions around the y axis. While grey cubes correspond to points in the
foreground, the transparent cubes correspond to points in the background.
(1) (2)
Figure 3: Gaps in Z3.
Gaps along the other coordinates axes, either in positive or negative directions, can
analogously be obtained. The above expression is obtained as a generalization of the
two-dimensional case. It is worth nothing that the concept of gaps, ﬁrst introduced
in [9], is closely related to the set of βn templates recently presented in [1].
The EVM encoding allows us to represent and manipulate images and 3D voxelized
objects indistinctly. Then, skeletonization of 3D objects using EVM is obtained as a
simple generalization of the two-dimensional case.
4.3 The thinning algorithm
The implementation of the thinning algorithm following this approach consist in two
steps repeated iteratively until no more progress is made. The ﬁrst step is to retain
those voxels whose deletion by a directional erosion might destroy the connectedness,
which are classiﬁed as gaps. Next, the region is eﬀectively eroded and the correspond-
ing residual is computed. The following algorithm implements this process and work
for both images and 3D voxelized objects using the EVM as spatial encoding.
PROCEDURE algorithmS4 (INPUT X : EVM ,B : EVM ,OUTPUT S : EVM)
VAR A,G,E : EVM ; d, i, loop : int ENDVAR
S ← ∅; A← ∅; S ← X;
if (dim=2) then loop=6 else loop=10
do
X ← S;
for (d← 0; d ≤ loop; d← d+ 2)
G← Gaps(S, dim, d); E ← S ∩ Sd;
if d = 8 or d = 10 then
R← S \ (E ∪ E(d+4)mod8);
else
if (d = 8) then R← S \ (E ∪ E10);
(a) (b) (d)(c)
Figure 4: (a) original object. (b) residuals by S1. (c) Unit-width residuals
by S2. (d) 3D skeleton by S4.
else R← S \ (E ∪ E8);
endIf
endIf
A← A ∪R ∪G; S ← A ∪ E;
endFor
while (X = S)
end.
where Gaps(S, dim, d) implements the expression 3 for every direction of translate
(indicated for the parameter d). Figure 4 shows the original doll (a), the residu-
als obtained by algorithmS1 (b), the unit-width residuals obtained by algorithmS2
(c) and the ﬁnal skeleton (d) obtained by applying the general thinning algorithm
(algorithmS4).
5 Acceleration technique based on decomposed EVM
operations
The process to obtain the skeleton depicted above consist in successive boolean oper-
ations between the input object, X, and displaced versions of itself, Xd, x = 0, 1..., 25.
It is easy to prove that EV M(Xd) = (EV M(X))d, because it is a simple ordered set
of points, so it is translation invariant. Then, all the planes of vertices of EV M(Xd)
can be computed from EV M(X) displaced conveniently. Let plvi(X) be the ith plane
of vertices of the EV M(X), then
plvi(Xd) = (plvi(X))d (4)
Si(Xd) = plvi(Xd)⊗ plvi+1(Xd) = (plvi(X))d ⊗ (plvi+1(X))d = (Si(X))d (5)
By the other side, Xd is always displaced one unit respect of X in the corresponding
direction d (see Fig. 5). The same is true for every pair of operands involved in the
skeletonization because the deﬁnition of gaps and residuals (see deﬁnitions above),
so the spatial coherence can be proﬁted. Let X and Xd be a pair of operands in
the skeletonization process and let op be the operation between them, one of the
following is always true:
Si(X op Xd) = Si(X) op Si(Xd) if d ∈ {2, 6, 14, 15, 16, 17}
Si(X op Xd) = Si(X) op Si+1(Xd) if d ∈ {3, 4, 5, 7, 13, 18, 19, 24, 25}
Si(X op Xd) = Si(X) op Si−1(Xd) if d ∈ {0, 1, 7, 9, 12, 20, 21, 22, 23} (6)
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Figure 5: (a) EVM of X. (b) EVM of X0 overlapped on X.
In the conventional implementation of skeletonization, all the displacements of
X involved in the expression have to be computed previously and afterward, each
resulting EVM is operated with each other until the total expression is completed.
For example, computing expression 3 would require to build 22 3D-EVMs before to
solve the ﬁnal expression.
Proﬁting the invariance on translations and the spatial coherence between operands,
an incremental version of boolean operations is proposed in order to avoid computing
the EVM of all displacements of X. In this approach, an expression composed of
several operations is decomposed to solve it section by section, i.e. each section is
operated against all displaced versions involved in the expression, so all the interme-
diate operands are solved through 2D-EVM and only the 3D-EVM of the ﬁnal result
is builded. This strategy saves multiple computing of sections and EVM traversals
which are very time consuming. Using the equations 4 and the fact of every operation
involves two operands displaced in at most one unit of each other (equations 6), the
EV M(R) resulting of operating X and X0, for example, can be expressed as:
EV M(R) = {Si(R)\Si(R) = Si(X) op Si−1(X)d, i = 0 . . . n} (7)
6 Results
This section presents some results of our proposal. The testing datasets are a synthetic
model of a truck, and an human vertebra obtained by CT (see Fig. 6). All the
algorithms have been run on a Sun Ultra Sparc 60 workstation. Images show, per each
object, the original model in grey, its yellow skeleton overlapped onto the transparent
original and a zoom-in of the previous composition. Table shows, per each dataset,
their number of voxels and the processing time required to obtain the skeleton. The
ﬁrst one corresponds to the Thomas et al.’s implementation (unencoded-based), the
second one corresponds to our proposal (EVM-based) and the last row shows the
times with the acceleration technique (improved-EVM).
Figure 6: original, skeleton and detail for truck (up) and vertebra (bottom)
truck vertebra
# of voxels 5910 22263
unencoded-based 758 2644
EVM-based 266 920
EVM-improved 118 377
Table 1: Skeletonization processing time (in seconds)
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