Decaimiento Polinomial y Modelaje Numérico Computacional de la viga de Timoshenko con disipación parcial by Acasiete Quispe, Frank Henry & Pino Romero, Neisser
Journal homepage http://revistas.unitru.edu.pe/index.php/SSMM
SELECCIONES MATEMA´TICAS
Universidad Nacional de Trujillo
ISSN: 2411-1783 (Online)
Vol. 05(02): 164 - 174 (2018)
Decaimiento Polinomial y Modelaje Nume´rico Computacional de la viga de
Timoshenko con disipacio´n parcial
Polynomial Decay and Computational Numerical Modeling of Timoshenko beam
with partial dissipation
Frank Henry Acasiete Quispe ∗ and Neisser Pino Romero †
Received, Set. 27, 2018 Accepted, Dec. 07, 2018
DOI: http://dx.doi.org/10.17268/sel.mat.2018.02.04
Resumen
Estudiamos la estabilizacio´n uniforme de una clase de sistemas Timoshenko con disipacio´n parcial de la
viga. Nuestro resultado principal es demostrar que el semigrupo asociado a este modelo tiene decaimiento
polinomial. Demostramos que el semigrupo decae polinomialmente a cero. El sistema decae polinomial-
mente con una tasa que depende de los coeficientes del problema. Adema´s mostramos el modelamiento
computacional del sistema mostrando los resultados obtenidos teo´ricamente.
Keywords. Ecuacio´n Diferencial Parcial, viga, semigrupo, estabilidad polinomial.
Abstract
We studied the uniform stabilization of a class of Timoshenko systems with partial dissipation of the beam.
Our main result is to prove that the semigroup associated to this model has polynomial decay. Moreover, we
prove that the semigroup decays polynomially to zero. The system decays polynomially with rate depending
on the coeficients of the problem. We also show the computational modeling of the system showing the
results obtained theoretically.
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1. Introduccio´n. Los estudios de las propiedades del sistema de Timoshenko fueron iniciadas en 1921
con el trabajo [1], siendo estudiado otras propiedades en [2, 3, 4], el cual fue considerando el siguiente
problema:
ρ1ϕtt − κ (ϕx + ψ)x = 0, (x, t) ∈ (0, L)× (0, T ),(1.1)
ρ2ψtt − bψxx + κ (ϕx + ψ) = 0, (x, t) ∈ (0, L)× (0, T ),(1.2)
donde t es la variable temporal, x la variable espacial definida en (0, L), siendo L la longitud de la viga. las
funciones ϕ,ψ representan el desplazamiento transversal y el a´ngulo de rotacio´n de la seccio´n transversal,
respectivamente. Las constantes del sistema son definidas por ρ1 = ρA, ρ2 = ρI, κ = KAG, b = EI ,
donde ρ denota la densidad, A el a´rea de la seccio´n transversal, I el a´rea del momento de inercia, K el
coeficiente de cizalla (K < 1) , E y G representan constantes ela´sticas que dependen del material.
En este trabajo estamos interesados en obtener la estabilizacio´n del sistema (1,1)-(1,2). Para ver otros casos
de sistema de Timoshenko con disipacio´n, ver [5, 6, 7].
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El objetivo de este trabajo es presentar de forma dida´ctica los resultados contenidos en el artı´culo [8],
usando la teorı´a de semigrupos vista en [9] y tambie´n acrecentar los resultados de la parte nume´rica vista
en [10] para nuestro trabajo que es el caso de disipacio´n parcial.
2. El sistema de Timoshenko con disipacio´n parcial. Vamos a considerar el siguiente problema
ρ1 (x)ϕtt − (κ (x) (ϕx + ψ))x = 0,(2.1)
ρ2 (x)ψtt − (b (x)ψx)x + κ (x) (ϕx + ψ) = 0.(2.2)
Para este sistema vamos a considerar la condicio´n de frontera en x = 0
ϕ (0, t) = ψ (0, t) = 0,(2.3)
y condicio´n de frontera en x = L dada por
mϕtt (L, t) + k0ϕt (L, t) + κ (L) (ϕx (L, t) + ψ (L, t)) = 0,(2.4)
Imψtt (L, t) + k1ψt (L, t) + b (L)ψx (L, t) = 0.(2.5)
y vamos a considerar el sistema sujeto a los siguientes datos iniciales
ϕ (x, 0) = ϕ0 (x) , ϕt (x, 0) = ϕ1 (x) , ψ (x, 0) = ψ0 (x) , ψt (x, 0) = ψ1 (x) .(2.6)
Los dos primeros te´rminos de (2.4), mϕtt (L, t) + k0ϕt (L, t), denotan la contribucio´n de la inercia del
cuerpo en la extremidad. Denotaremos S (L, t) = κ (L) (ϕx (L, t) + ψ (L, t)), este te´rmino representa el
amortecimiento proporcionado por el material granular, que es supuesto a ser proporcional al coeficiente de
velocidad de amortecimiento k0. El te´rmino S (x, t) = κ (x) (ϕx (x, t) + ψ (x, t)) representa la fuerza de
cizalla.
Donde M (x, t) = b (x)ψx (x, t), M (L, t) = b (L)ψx (L, t) es el momento de flexio´n e Im es el momento
de inercia de la extremidad.
En aplicaciones es importante reducir el mecanismo disipativo, como es el caso de nuestro trabajo. Ası´
asumimos que las propiedades disipativas del sistema son producidas apenas por el momento de flexio´n de
la viga. Con esto el modelo (2.1)-(2.6) se transforma en
ρ1ϕtt − κ (ϕx + ψ)x = 0,(2.7)
ρ2ψtt − bψxx + κ (ϕx + ψ) = 0,(2.8)
con las condiciones de contorno en la extremidad derecha x = L
S (L, t) + αϕ (L, t) = 0,(2.9)
M (L, t) + Imψtt (L, t) + k1ψt (L, t) = 0,(2.10)
y para la extremidad izquierda x = 0
ϕ (0, t) = 0,(2.11)
M (0, t)− Imψtt (0, t)− k2ψt (0, t) = 0,(2.12)
El sistema esta´ sujeto a las condiciones iniciales (2.6).
Aqui asumimos que todos los coeficientes del modelo son constantes. Observe que el sistema (2.7)-
(2.12) no posee ningu´n mecanismo disipativo eficaz sobre la deflexio´n transversal.
2.1. Formulacio´n abstracta. Primero vamos a mostrar la buena colocacio´n del sistema (2.7)-(2.12).
Para hazer esto vamos a denotar por U = (ϕ,ϕt, ψ, ψt, v, w)
′, entonces U satisface el siguiente problema
de Cauchy
Ut = A1U, U (0) = U0(2.13)
donde U0 = (ϕ0, ϕ1, ψ0, ψ1, v0, w0)
′ y A1 : D (A1) ⊆ H → H es dado por
A1 =

0 I 0 0 0 0
κ
ρ1
∂xx 0
κ
ρ1
∂x 0 0 0
0 0 0 I 0 0
− κρ2 ∂x 0 bρ2 ∂xx − κρ2 0 0 0
0 0 − 1Im γ3 0 − k1Im I 0
0 0 1Im γ4 0 0
k2
m I

,(2.14)
166 F. Acasiete, N. Pino.- Selecciones Matema´ticas. 05(02): 164-174 (2018)
donde γ3 (ψ) = bψx (L) , y γ4 (ψ) = bψx (0) . Por H denotamos el espacio complejo
H = H1∗ (0, L)× L2 (0, L)×H1 (0, L)× L2 (0, L)× C2,
donde H1∗ (0, L) =
{
w ∈ H1 (0, L) ∣∣ w (0, L) = 0}.
Vamos a dotar el espacio H con el siguiente producto interno: con
(U1, U2)H =
∫ L
0
ρ1Φ1Φ2dx+
∫ L
0
ρ2Ψ1Ψ2dx+
∫ L
0
b(ψ1)x(ψ2)xdx
+
∫ L
0
κ ((ϕ1)x + ψ1) ((ϕ2)x + ψ2)dx+ αϕ1(L)ϕ2(L) + Imv1 (L) v2 (L) + Imw1 (L)w2 (L) ,
donde Uj = (ϕj ,Φj , ψj ,Ψj , vj , wj)
′ ∈ H, j = 1, 2,Φj = (ϕj)t y Ψj = (ψj)t. Este produto interno
induce una norma (equivalente) en H dada por
‖U‖2H =
∫ L
0
[
ρ1 |Φ|2 + ρ2 |Ψ|2 + b |ψx|2 + κ |ϕx + ψ|2
]
dx
+ α |ϕ (L)|2 + Im |v|2 + Im |w|2 .
donde U = (ϕ,Φ, ψ,Ψ, v, w)′ con Φ = ϕt y Ψ = ψt.
Por tanto el domı´no del operador A1 sera´, con S(L, t) = S(L) para simplicidad en lo que sigue
D (A1) =
{
U ∈ H∣∣A1U ∈ H,S (L) + αϕ (L) = 0,Ψ (L) = v,Ψ (0) = w} .(2.15)
La ecuacio´n resolvente es dada al resolver iλU − A1U = F , donde U = (ϕ,Φ, ψ,Ψ, v, w)′ ∈ H y
F = (f1, f2, f3, f4, f5, f6)
′ ∈ H y t ∈ R. En te´rminos de las componentes la ecuacio´n resolvente es escrita
como sigue
λϕ− Φ = f1,(2.16)
λρ1Φ− k (ϕx + ψ)x = f2,(2.17)
λψ −Ψ = f3,(2.18)
λρ2Ψ− bψxx + κ (ϕx + ψ) = f4,(2.19)
Imλv + k1v + bψx (L) = f5,(2.20)
Imλw + k2w + bψx (0) = f6,(2.21)
S (L) + αϕ (L) = 0, ϕ (0) = 0.(2.22)
Prosiguiendo con los ca´lculos tenemos
Re (A1U,U)H = −k1 |v|2 − k2 |w|2 ≤ 0(2.23)
y ası´
k1 |v|2 + k2 |w|2 = Re (F,U)H ,(2.24)
donde F = (f1, f2, f3, f4, f5, f6).
El principal resultado de esta Seccio´n es dado por el siguiente Teorema.
Teorema 1. El operador A1 es generador infinitesimal del semigrupo de contracciones C0. Demos-
tracio´n: Como en [8], y en forma ana´loga de los Lemas 3.2.1 y 3.2.3 de [10], tenemos que A1 es definido
denso y disipativo. Resta mostrar que 0 ∈ ρ(A1), es decir, probar que existe una u´nica solucio´n del sistema
(2.16)-(2.22) para λ = 0. Ası´, tenemos el sistema (2.16)-(2.19) anulando los te´rminos que tienen a λ, se
obtiene, −Φ = f1,−Ψ = f3. Tenemos las siguientes igualdades
−κ (ϕx + ψ)x = f2,(2.25)
−bψxx + κ (ϕx + ψ) = f4,(2.26)
con las siguientes condiciones de contorno
ϕ (0) = S (L) + αϕ (L) = 0, bψx (0) = f6 + k2f3 (0) , bψx (L) = f5 + k1f3 (L) .
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El problema definido es bien colocado. Con efecto, denotamos por m (x) , la funcio´n, m (x) = Ax2 +Bx,
donde A y B son tales que
A = bmx (0) = bψx (0) , B = bmx (L) = bψx (L) .
Denotamos por ψ˜ = ψ −m (x) el sistema de encima puede ser escrito como
−
[
κ
(
ϕx + ψ˜
)]
x
= f,(2.27)
−bψ˜xx + κ
(
ϕx + ψ˜
)
= g,(2.28)
ϕ (0) = S (L) + αϕ (L) = 0, bψ˜x (0) = 0, bψ˜x (L) = 0,(2.29)
con f = f2 − κmx y g = f4 + bmxx − κm. Para mostrar la buena colocacio´n del problema, vamos a
considerar el espacio de Hilbert V = H10 (0, L)×H1 (0, L) y la forma bilineal
a
(
ϕ1, ϕ2, ψ1, ψ2
)
=
∫ L
0
κ
(
ϕ1x + ψ
1
)
(ϕ2x + ψ
2) + bψ1xψ
2
xdx+ αϕ
1 (L)ϕ2 (L) .
• a(·, ·) es bilineal;
• a(·, ·) es continual, la prueba de estos resultados es ana´loga a la vista en las pa´ginas 26 y 27 de
[10]
• a(·, ·) es coerciva. Para verificar la coercividad, vamos a considerar la identidad
−κϕxx = κψx − κ (ϕxx + ψx)
y multiplicando por ϕ obtenemos
αϕ (L)
2
+ κϕ (L)ψ (L) + κ
∫ L
0
|ϕx|2 dx = −κ
∫ L
0
ψxϕdx+ κ
∫ L
0
(ϕx + ψ)ϕxdx+ αϕ (L)
2
.
Usando la desigualdad de Poincare´, existe una constante C > 0 tal que∫ L
0
|ϕx|2 dx ≤ C
∫ L
0
|ψx|2 dx+ c
∫ L
0
(ϕx + ψ)
2
dx+ C |ϕ (L)|2 +  |ψ (L)|2 .(2.30)
Por otro lado, note que∫ L
0
|ψ|2 dx =
∫ L
0
(ϕx + ψ)
2
dx−
∫ L
0
|ϕx|2 dx− 2Re
∫ L
0
ϕxψdx
≤
∫ L
0
(ϕx + ψ)
2
dx+ c
∫ L
0
|ϕx|2 dx+ 1
2
∫ L
0
|ψ|2 dx.
Entonces ∫ L
0
|ψ|2 dx ≤ c
∫ L
0
(ϕx + ψ)
2
dx+ c
∫ L
0
|ϕx|2 dx.
Usando (2.30) y la Desigualdad de Poincare´, obtenemos∫ L
0
|ψ|2 + |ϕ|2 dx ≤ C
∫ L
0
(ϕx + ψ)
2
dx+ C
∫ L
0
|ψ|2 dx+ C |ϕ (L)|2 +  |ψ (L)|2 .
Desde
|ψ (L)|2 ≤ C
∫ L
0
|ψ|2 + |ψx|2 dx,
para  suficientemente pequen˜o, obtenemos∫ L
0
|ψ|2 + |ϕ|2 dx ≤ C
∫ L
0
(ϕx + ψ)
2
dx+ C
∫ L
0
|ψ|2 dx+ C |ϕ (L)|2 .
Por el Lema de Lax-Milgram la buena colocacio´n se obtiene. En particular 0 ∈ ρ (A1) y por el Corolario
2.7.1 de [10], tenemos que A1 genera un semigrupo de clase C0 de contracciones. 
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2.2. Resultados Auxiliares. Mostraremos los siguientes resultados que nos ayudara´n en el desarrollo
de nuestro trabajo.
Teorema 2 (Borichev Tomilov). Sea {T (t)} un semigrupo de claseC0 en un espacio de HilbertH con
generador infinitesimal A1, tal que, iR ⊂ ρ (A1) . Entonces las siguientes desigualdades son equivalentes
1
|η|α
∥∥(iη −A1)−1∥∥ ≤ C, ∀η ∈ R(2.31)
y ∥∥T (t)A−11 ∥∥ ≤ c
t
1
α
.(2.32)
Con el objetivo de estabilizar el sistema con el mı´nimo de disipacio´n, fue introducido un nuevo criterio,
conocido como igualdad de velocidad de las ondas, que es caracterizada por la siguiente identidad.
χ =
ρ1
ρ2
− κ
b
.(2.33)
En te´rminos de las componentes la ecuacio´n resolvente del sistema de Timoshenko (1.1)-(1.2) es escrita
como
λϕ− Φ = f1(2.34)
λρ1Φ− [κ(x) (ϕx + ψ)]x = f2(2.35)
λψ −Ψ = f3,(2.36)
λρ2Ψ− [b(x)ψx]x + κ(x) (ϕx + ψ) = f4,(2.37)
mλu+ k0u+ κ (L) (ϕx + ψ) (L) = f5,(2.38)
Imλv + k1v + b (L)ψx (L) = f6.(2.39)
Ahora vamos a introducir algunas notaciones.
Iϕ (β) = ρ1q1κ |Φ (β)|2 + q1 |κ (ϕx (β) + ψ (β))|2 ,(2.40)
Iψ (β) = ρ2q2b |Ψ (β)|2 + q2 |bψx (β)|2 ,(2.41)
N2 =
∫ L
0
[
ρ1 |Φ|2 + ρ2 |Ψ|2 + b |ψx|2 + κ |ϕx + ψ|2
]
dx.(2.42)
donde q1 y q2 son funciones continuas.
Con las notaciones enunciadas, tenemos el siguiente Lema
Lema 1. Suponemos que (ϕ,Φ, ψ,Ψ, u, v) sea una solucio´n fuerte para el sistema (2.34)- (2.39).
Entonces existe una constante positiva C tal que
N2 ≤ C
[
Iϕ (β) + Iψ (β) + ‖F‖2H
]
(2.43)
y
Iϕ (β) + Iψ (β) ≤ C
[
N2 + ‖F‖2H
]
,(2.44)
para β = 0, L.
3. Decaimiento Polinomial. El objetivo de esta seccio´n es demostrar el siguiente teorema.
Teorema 3. El semigrupo T (t) : H → H definido por el sistema de Timoshenko (2,7)− (2,12) decae
polinomialmente, es decir,
‖T (t)U0‖ ≤ C
t
1
2
‖U0‖D(A1) ,(3.1)
si χ = 0, donde χ es dado en (2.33). Por otro lado, si χ 6= 0
‖T (t)U0‖ ≤ C
t
1
4
‖U0‖D(A1) ,(3.2)
F. Acasiete, N. Pino.- Selecciones Matema´ticas. 05(02): 164-174 (2018) 169
donde T (t)U0 es el semigrupo junto con la condicio´n inicial del problema de Cauchy (2.13), asociado a
nuestro problema (2.7)-(2.12).
Demostracio´n: Vamos a mostrar que iR ⊂ ρ (A1), de manera similar al Teorema 3.3.1 de [10] y que la
desigualdad dada en el Teorema 2, que esta´ en el trabajo [11] es va´lida con α = 2, si χ = 0 y con α = 4, si
χ 6= 0.
Paso 1: iR ⊂ ρ (A1). Supongamos que hay un valor propio imaginario iλU − A1U = 0. Con efecto,
usando (2.23), tenemos que v = w = 0. Para las relaciones (2.18)-(2.21) y haciendo F = 0, tenemos que
ψ satisface
ψxx + α
2ψ = −κ
b
ϕx, donde bα2 = λ2ρ2 − κ(3.3)
con condiciones de contorno
ψ (0) = ψx (0) = ψ (L) = ψx (L) = 0
Multiplicando la ecuacio´n (2.25) por ψx, integrando sobre (0, L) y tomando la parte real, sigue que
Re
{∫ L
0
ϕxψxdx
}
= 0.(3.4)
Multiplicando las ecuaciones (2.18) y (2.19) por ψ, integrando sobre (0, L) y tomando la parte real, obte-
nemos que
Re
{∫ L
0
ΦΨdx
}
= 0⇒ Re
{∫ L
0
ϕψdx = 0
}
.(3.5)
Multiplicando la equacio´n (3.3) por ϕ integrando sobre (0, L) y usando (3.4) y (3.5), obtenemos que
ϕ (L) = 0. Por tanto, de las condiciones de contorno (2.9)-(2.12) obtenemos que ϕx (L) = 0. Del Le-
ma 1 aplicado a β = L concluimos que ϕ = ψ = 0. Entonces U = 0 el qual es una contradiccio´n. Por lo
tanto no hay valores propios imaginarios.
Paso 2: Valen las siguientes estimativas
1
|λ|2 ‖ (λiI −A1)
−1 ‖H ≤ C, ∀λ ∈ R, si χ = 0(3.6)
y
1
|λ|4 ‖ (λiI −A1)
−1 ‖H ≤ C, ∀λ ∈ R, si χ 6= 0.(3.7)
Multiplicando la ecuacio´n (2.17) por ψ, (2.19) por ψx obtenemos
iρ1λΦψ − κϕxxψ − κψxψ = f2ψ,(3.8)
iρ2λΨψx − bψxxψx + κϕxψx + κψψx = f4ψx.(3.9)
Integrando por partes, tomando la parte real y usando (2.9) obtenemos
Re
∫ L
0
iρ1λΦψdx+ κRe
∫ L
0
ϕxψxdx+ ReAψ = Re
∫ L
0
f2ψdx(3.10)
Re
∫ L
0
κϕxψxdx+Bψ = Re
∫ L
0
f4ψdx,(3.11)
donde
Aψ =
κ
2
|ψ (L)|2 + κ
2
|ψ (0)|2 + κϕx (0)ψ (0) + αReϕ (L)ψ (L) ,
Bψ = ρ2 |Ψ (L)|2 − ρ2 |Ψ (0)|2 + b |ψx (L)|2 − b |ψ0 (L)|2 + κ |ψ (L)|2 − κ |ψ (0)|2 .
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De las condiciones de contorno de ψ y de la relacio´n (2.24) obtenemos
|Bψ| ≤ c |λ|2 ‖U‖ ‖F‖ .(3.12)
Usando el Lema 1 obtenemos
|Aψ| ≤ α
∣∣ϕ (L)ψ (L)∣∣+ ∣∣κϕx (0)ψ (0)∣∣+ c ‖U‖ ‖F‖
≤ α ∣∣ϕ (L)ψ (L)∣∣+ c ‖U‖ ∣∣ψ (0)∣∣+ c ‖U‖ ‖F‖
para λ suficientemente grande. Por tanto, de (3.11) tenemos que∣∣∣∣∣Re
∫ L
0
ϕxψxdx
∣∣∣∣∣ ≤ c |λ|2 ‖U‖ ‖F‖(3.13)
para λ suficientemente grande. Usando la ecuacio´n de arriba (3.10), obtenemos que∣∣∣∣∣Re
∫ L
0
ΦxΨdx
∣∣∣∣∣ ≤ c |λ|2 ‖U‖ ‖F‖+ c ‖U‖ ∣∣ψ (0)∣∣+ αx ∣∣ϕ (L)ψ (L)∣∣ ,(3.14)
lo cual implica que∣∣∣∣∣Re
∫ L
0
φxψdx
∣∣∣∣∣ ≤ c ‖U‖ ‖F‖+ α|λ|2 ∣∣ϕ (L)ψ (L)∣∣+ c|λ|2 ‖U‖ ∣∣ψ (0)∣∣+ c ‖F‖2 .(3.15)
Multiplicando las ecuaciones (2.34) y (2.35) por ψ y tomando la parte real, obtenemos
−Re
∫ L
0
ΦΨdx+
k
ρ1
Re
∫ L
0
ϕxψxdx = R6.(3.16)
Multiplicando las ecuaciones (2.36) y (2.37) por ϕ y tomando la parte real, obtenemos
−Re
∫ L
0
ΨΦdx+
b
ρ2
Re
∫ L
0
ψxϕxdx+
κ
ρ2
|ϕ (L)|2 + κ
ρ2
Re
∫ L
0
ψϕdx = R7(3.17)
donde Ri para i = 6, 7 es tal que
|Ri| ≤ c ‖U‖ ‖F‖ .
Tomando la diferencia de (3.16) con (3.17) y usando κρ1 =
b
ρ2
, obtenemos
|ϕ (L)|2 ≤ c ‖U‖ ‖F‖+ α|λ|2
∣∣ϕ (L)ψ (L)∣∣+ c|λ|2 ‖U‖ ∣∣ψ (0)∣∣+ c ‖F‖2 ,
lo cual implica que
|Φ (L)|2 ≤ c |λ|2 ‖U‖ ‖F‖+ c ‖U‖ ∣∣ψ (0)∣∣+ c |λ|2 ‖F‖2 .
De (2.22) tenemos tambie´n
|ϕx (L)|2 ≤ c |λ|2 ‖U‖ ‖F‖+ c ‖U‖
∣∣ψ (0)∣∣+ c |λ|2 ‖F‖2 .
Usando el Lema 1 para β = L obtenemos∫ L
0
|Ψ|2 + |ψx|2 + |Φ|2 + |ϕx|2 ds ≤ cIψ (L) + cIφ (L) + c ‖U‖ ‖F‖ .
Entonces ∫ L
0
|Ψ|2 + |ψx|2 + |Φ|2 + |ϕx|2 ds ≤ c |λ|2 ‖U‖ ‖F‖
y para λ, suficientemente grande,
‖U‖2 ≤ c |λ|4 ‖F‖2 .
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Ahora vamos a probar (3.7) con χ 6= 0. De la identidad (3.17) y de las desigualdades (3.13)-(3.15) obtene-
mos
|ϕ (L)|2 ≤ c |λ|2 ‖U‖ ‖F‖+ c ‖F‖2 + α ∣∣ϕ (L)ψ (L)∣∣+ c ‖U‖ ∣∣ψ (0)∣∣ ,
lo cual implica
|Φ (L)|2 ≤ c |λ|4 ‖U‖ ‖F‖+ c |λ|2 ‖F‖2 + c ‖U‖ ∣∣Ψ (0)∣∣ .
De (2.22) tenemos tambie´n
|ϕx (L)|2 ≤ c |λ|4 ‖U‖ ‖F‖+ c |λ|2 ‖F‖2 + c ‖U‖
∣∣Ψ (0)∣∣ .
Para λ grande. Entonces usando el Lema 1 obtenemos∫ L
0
|Ψ|2 + |ψx|2 + |Φ|2 + |ϕx|2 ds ≤ cIψ (L) + cIφ (L) + c ‖U‖ ‖F‖ .
Usando el mismo raciocinio usado arriba∫ L
0
|Ψ|2 + |ψx|2 + |Φ|2 + |ϕx|2 ds ≤ c |λ|4 ‖U‖ ‖F‖
y para λ, suficientemente grande,
‖U‖2 ≤ c |λ|8 ‖F‖2 .
Paso 3: Conclusio´n: Sigue del Teorema de Borichev-Tomilov dado en el Teorema 2, que esta´ en el trabajo
[11]. Con esto tenemos la prueba del decaimiento polinomial del semigrupo generado por (2.7)-(2.12).

Obervacio´n 1 (Falta de estabilidad exponencial). El semigrupo definido por el sistema de Timoshen-
ko (2.7)-(2.12) no tiene decaimiento exponencial, la prueba de este resultado es ana´loga a la prueba del
Teorema 3.4.1 presentado en [10].
4. Abordaje Computacional y Discretizacio´n del Sistema. Realizamos la discretizacio´n del sistema
(2.7)-(2.12), usando diferencias finitas para las variables temporal y espacial, para las derivadas de orden 2
usamos diferencia centrada y para las derivadas de orden 1 usamos el me´todo explı´cito.
Obervacio´n 2. Para nuestro ana´lisis, los coeficientes sera´n constantes.
La discretizacio´n del tiempo es dada por
t0 = 0 < t1 = ∆t < ... < tn < ... < tN = N∆t < tN+1 = T
donde tn = n∆t para n = 0, 1, 2, ...N + 1 y hacemos
hx = ∆x =
L
i+ 1
,∆t =
T
N + 1
, L, T ∈ N
con xi = i∆x, i = 0, 1, 2, ..., I + 1.
Consideremos tambie´n los siguientes operadores de diferencias finitas en espacio y en el tiempo:
Esquema Progresivo Implı´cito (primer orden):
∂xu
n
j =
unj+1 − unj
∆x
, ∂tu
n
j =
un+1j − unj
∆t
Esquema Atrasado Explı´cito (primer orden):
∂xu
n
j =
unj − unj−1
∆x
, ∂tu
n
j =
unj − un−1j
∆t
Diferencia Central (segundo orden):
∂x + ∂x
2
unj =
unj+1 − unj−1
2∆x
,
∂t + ∂t
2
unj =
un+1j − un−1j
2∆t
Esquema de Diferencias Centrada (segundo orden)
∂x∂xu
n
j =
unj+1 − 2unj + unj−1
∆x2
, ∂t∂tu
n
j =
un+1j − 2unj + un−1j
∆t2
,
En todos los casos unj corresponde a la solucio´n nume´rica en los puntos nodales (xj , tn) de la discretizacio´n,
y tales operadores son construidos con base en la aplicacio´n de la serie de Taylor para u (xj , tn). Para otros
esquemas nume´ricos ver [12].
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4.1. Convergencia del Esquema Nume´rico. Tenemos la siguiente definicio´n:
Definicio´n 1. Decimos que un esquema nume´rico en diferencias finitas expresado por
F(∆x,∆t)u (∆x,∆t) = 0 y que aproxima una equacio´n diferencial parcial Fu (x, t) = 0, es convergente
en cada punto (xj , tn) si para (xj , tn) −→ (x, t) tenemos que unj → u cuando ∆x,∆t→ 0. Formalmente
l´ım
∆x→0
ma´x
j=0,1,2,...
l´ım
∆t→0
ma´x
n=0,1,2,...
∣∣u (xj , tn)− unj ∣∣ = 0
Ası´ nuestro sistema queda expresado de la siguiente manera
ρ1
(
ϕn+1i − 2ϕni + ϕn−1i
∆t2
)
− κ
(
ϕni+1 − 2ϕni + ϕni−1
h2x
+
ψni − ψni−1
hx
)
= 0,(4.1)
ρ2
(
ψn+1i −2ψni +ψn−1i
∆t2
)
−b
(
ψni+1 − 2ψni + ψni−1
h2x
)
+κ
(
ϕni − ϕni−1
hx
)
−κψni = 0.(4.2)
De (4.1) tenemos
ρ1
∆t2
ϕn+1i −
2ρ1
∆t2
ϕni +
ρ1
∆t2
ϕn−1i =
κ
h2x
ϕni+1 −
2κ
h2x
ϕni +
κ
h2x
ϕni−1 +
κ
hx
ψni −
κ
hx
ψni−1.
De (4.2) tenemos
ρ2
∆t2
ψn+1i −
2ρ2
∆t2
ψni +
ρ2
∆t2
ψn−1i =
b
h2x
ψni+1 −
2b
h2x
ψni +
b
h2x
ψni−1 −
κ
hx
ϕni−1 +
κ
hx
ϕni−1 − κψni .
La condicio´n de contorno en x = 0 es escrita como:
ϕni = 0(4.3)
b
(
ψni − ψni−1
hx
)
− Im
(
ψn+1i − 2ψni + ψn−1i
∆t2
)
− k2
(
ψni − ψn−1i
∆t
)
= 0(4.4)
De (4.4) tenemos
b
hx
ψni −
b
hx
ψni−1 −
Im
∆t2
ψn+1i +
2Im
∆t2
ψni −
Im
∆t2
ψn−1i −
k2
∆t
ψni +
k2
∆t
ψn−1i = 0
La condicio´n de contorno en x = L es escrita como:
κ
(
ϕni − ϕni−1
hx
+ ψni
)
+ αϕni = 0(4.5)
b
(
ψni − ψni−1
hx
)
+ Im
(
ψn+1i − 2ψni + ψn−1i
∆t2
)
+ k1
(
ψni − ψn−1i
∆t
)
= 0(4.6)
De (4.5) tenemos
κ
hx
ϕni −
κ
hx
ϕni−1 + κψ
n
i + αϕ
n
i = 0
De (4.6) tenemos
b
hx
ψni −
b
hx
ψni−1 +
Im
∆t2
ψn+1i −
2Im
∆t2
ψni +
Im
∆t2
ψn−1i +
k1
∆t
ψni −
k1
∆t
ψn−1i = 0
4.2. Consistencia y Estabilidad. En particular, el concepto de consistencia nos dice que la solucio´n
exacta de un problema de valor inicial y de contorno satisface las ecuaciones de diferencias de los me´todos
nume´ricos con un margen de error dado, que se obtiene de la aproximacio´n via serie de Taylor.
Definicio´n 2. Para Fu (x, t) = 0 y F(∆x,∆t)u (∆x,∆t) = 0, decimos que el esquema nume´rico es
consistente si para cualquier funcio´n u = u (x, t) suficientemente regular se tiene que:
F(∆x,∆t)u (∆x,∆t)→ 0 cuando (∆x,∆t)→ 0
Definicio´n 3. Un me´todo de diferencias finitas es estable si existe una constante M > 0, tal que,∣∣enj ∣∣ < M para todo j, n. Donde enj es el error del me´todo usado.
Teorema 4 (Convergencia Nume´rica). El esquema nume´rico explı´cito espacio-tiempo aplicado al
sistema, es convergente sı´, y solamente sı´,
∆t ≤ ∆x
c
(4.7)
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donde c =
√
E/ρ, ρ es la densidad.
Demostracio´n: Ver [13, 14].
Obervacio´n 3 (Propiedades de la Energı´a Discreta del Me´todo Explı´cito). Para la discretizacio´n de
la energı´a usaremos tambie´n diferencias finitas en la variable espacial x.
4.3. Resultados Computacionales. A continuacio´n escribiremos los resultados de la simulacio´n nume´ri-
ca realizados con el me´todo explı´cito de diferencias finitas, principalmente lo que nos muestra es la falta de
decaimiento exponencial de la energı´a. Trata´ndose de un modelo de dimensio´n finita, se debe determinar
los para´metros adecuados para asegurar buenos resultados, en este caso usamos los parametros dados en
[10].
Por lo tanto consideramos el caso con una viga de longitud L = 1, con las siguientes constantes fı´sicas
E = 1× 104N/m2, G = 4,12× 104N/m2, ρ = 1500kg/m3 y K = 2/6. Con las siguientes condiciones
iniciales ϕ (x, 0) = ψ (x, 0) = 8sen (4pix), ϕt (x, 0) = ψt (x, 0) = 0.
Usamos una malla adecuada en cada caso usando la condicio´n (4.7) y la evolucio´n del tiempo hasta t = 10.
Se obtuvieron los siguientes resultados.
FIGURA 4.1. Funcio´n Desplazamiento ϕ para t = 10.
FIGURA 4.2. Funcio´n Rotacio´n ψ para t = 10.
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FIGURA 4.3. Decaimiento de la Energı´a
5. Conclusiones.
En este trabajo se hace un ana´lisis donde el resultado principal es la prueba de la estabilidad polinomial del
sistema presentado (2.7)-(2.12), usando la teoria de semigrupos y ana´lisis funcional para un mejor enfoque y
obtencio´n de estos resultados. Otra herramienta para hacer este ana´lisis es por medio del ca´lculo variacional.
Por lo cual se concluye:
• En lo que respecta a la implementacio´n computacional observamos el comportamiento de las fun-
ciones desplazamiento ϕ y de rotacio´n ψ, la velocidad de las ondas que suceden en la viga con el
pasar del tiempo y la falta de estabilidad exponencial en su decaimiento.
• El decaimiento se da en el momento de flexio´n ya que el sistema tiene disipacio´n parcial a diferen-
cia de otros sistemas de Timoshenko en donde el decaimiento se da en ambas funciones; debido a
esto el decaimiento es lento a diferencia de sistemas con decaimiento exponencial.
• Tambie´n observamos en la Figura 4.3 la tasa de decaimiento polinomial del problema, con el
decaimiento de la energı´a.
• Para trabajos futuros se implementarı´a sistemas con memoria y con historia. Se procederı´a tambie´n
a hacer un ana´lisis de su comportamiento de estabilidad y su respectiva implementacio´n compu-
tacional.
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