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Los modelos clásicos han servido y siguen sirviendo para modelar las redes 
telefónicas basadas en distribuciones exponenciales, procesos de llegadas de 
Poisson y cadenas de Markov. Desafortunadamente, estos modelos no dan 
tan buenos resultados en las redes de conmutación de paquetes ya que 
presentan una fuerte correlación y propiedades fractales.  
 
Disponer de nuevos modelos de tráfico fiables es la clave para desarrollar 
nuevos protocolos y aplicaciones. La necesidad de una gran precisión en el 
tiempo entre llegadas y en la distribución del tamaño de los paquetes por un 
lado, junto con las velocidades de transmisión actuales disponibles en los 
enlaces por otro lado, provoca que encontrar un modelo que represente 
fielmente el tráfico real sea una difícil tarea. Actualmente, para simular y 
analizar dicho tráfico, se utilizan los modelos autosimilares ya que son los que 
mejor representan los patrones comentados, por lo que hay que desarrollar 
generadores precisos de dicho tráfico así como analizadores que detecten 
adecuadamente dichas características. 
 
Esto provoca la necesidad tanto de nuevas utilidades software (p. ej. TCPivo, 
Firm Timers) como de metodologías (p. ej. división de trazas, filtrado a bajo 
nivel) para testear los escenarios. El hecho de trabajar a altas velocidades 
supone un reto adicional, en aspectos como la captura de grandes volúmenes 
de datos o el marcado temporal preciso. 
 
Estas necesidades han desembocado en la utilización de sistemas híbridos (ni 
puramente software ni puramente hardware) los que los dota de una gran 
flexibilidad y escalabilidad, además de ser más economicos. Normalmente 
estos sistemas están montados sobre equipos estándards junto con algun 
dispositivo especifíco como pueden ser tarjetas capturadoras. 
 
En el proyecto presente se ha procurado abarcar esta problemática mediante 
el uso de soluciones híbridas compuestas por equipos estándards y tarjetas 
capturadoras DAG Gigabit Ethernet (GE) 4.3 de Endace. Para ello hemos 
desarrollado diversas utilidades tanto de generación como de análisis 
obteniendo buenos resultados en el último campo detectando tanto la 
 
 
distribución del tráfico (autosimilaridad, LRD) como su composición (flujos 
gigantes y flujos pequeños). Sin embargo, por el hecho de trabajar a altas 
velocidades, nos hemos encontrado con problemas en generación a causa del 
scheduling y fluctuaciones en los momentos de transmisión de los paquetes. 
Esto, a su vez, nos ha dado una visión de las limitaciones que existen y 
también las posibles soluciones e implementaciones de cara al futuro. 
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The classical models used for telephony networks are based on exponential
distributions, Poisson arrival processes and Markov chains. Unfortunately,
these models fail when applied to packet switching networks, whose traffic
exhibits strong correlation and fractal properties. 
 
Having accurate traffic models is the key to develop new protocols and
applications. The necessity of high accuracy in the measurement of packet
interarrival time and packet size distribution, along with the high
transmission speeds available in the connections, makes the problem of
finding a good model a difficult task. Self-similar processes seem to be
the most adequate model for simulating and analyzing network traffic. That
is why there is a need of generators and analyzers capable of handling
such kind of processes. 
 
This is also the reason for developing new software utilities (for example
TCPivo, Firm Timers) and methodologies (for example trace division, low
level filtering) in order to test real systems with realistic traffic.
Working with high speeds adds additional challenges; for example, the
capture of high amounts of data and their accurate timestamping. 
 
Hybrid systems (mixing software and hardware) can be the solution for the
aforementioned problems. These systems provide a great flexibility and
scalability, in addition to being cheap. Normally these systems are
standard PC-based machines, working together with some specific cards such
as specialized data acquisition devices. 
 
In the present project we have tried to solve the aforementioned
traffic-related challenges with the use of hybrid solutions composed by PC
and Endace DAG Gigabit Ethernet (GE) 4.3 acquisition cards. We have
developed some utilities capable of capturing traffic and analyzing it,
detecting the distribution of the traffic, its self-similarity and LRD
properties, and its composition (elephant and mice flows). We have
obtained good results dealing with these topics. The results obtained for
traffic generators are not as good, due to the problems we have found
because of the lack of scheduling utilities, and the fluctuations
 
 
introduced by the cards during transmission. The project has documented
the limitations of the cards, and also the possible solutions to be
developed as future work. 
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La autosemejanza se ha observado en muchos fenómenos naturales 
incluyendo fenómenos físicos y sociológicos. Mandelbrot [1] estableció el uso 
de distribuciones autosimilares para modelar los fenómenos fractales del 
mundo real, como por ejemplo, mercados bursátiles, terremotos y 
meteorología. También el tráfico de las redes de conmutación de paquetes 
(p.ej. Internet) es autosimilar.  
 
El tráfico autosimilar de las redes de paquetes exhibe también dependencia 
sobre una gran escala de tiempos (Long Range Dependence o LRD). Esta 
característica se contrapone con el modelo telefónico de llegadas y salidas de 
Poisson. La autosemejanza en redes de paquetes se debe a la distribución de 
los tamaños de los datos, de las interacciones humanas y/o de la dinámica de 
los protocolos de red. La autosemejanza y la LRD en sistemas de redes 
presentan un conjunto de problemas a la hora de analizarlos y diseñarlos, 
aparte de que los modelos anteriores sobre los que se construyeron las redes 
no son válidos en presencia de estas características. 
 
Por otro lado, el aumento exponencial de las velocidades en los enlaces junto 
al incremento del tráfico en la Red provoca que sea imposible llevar un control 
exhaustivo de todos los flujos que circulan con los equipos que disponemos 
actualmente. En contraposición, el 9% de los fujos en un enlace contienen el 
90% del tráfico total en bytes. Por ello, se buscan algoritmos que sean 
capaces de aportarnos información útil y precisa del contenido de las redes 
evitando el muestreo (sampling) total a través del reconocimiento exacto de 
estos flujos significativos. 
 
Por estos motivos que veremos a lo largo de los capítulos, el diseño de redes y 
de servicios de red robustos y de control eficiente (p. ej. uso de recursos) se 
ha convertido en una tarea cada vez más problemática en el entorno de 
Internet. Para este propósito, entender las características del tráfico de Internet 
supone un punto crucial.  
 
En referencia al comportamiento del tráfico, en este TFC se ha realizado una 
investigación y desarrollo sobre los equipos disponibles para poder generar y 
analizar tráfico autosimilar de la forma más realista: 
 
1. Desde el punto de vista del software se ha intensificado la 
investigación en las capas de nivel bajo, las responsables de capturar 
los paquetes de los enlaces. Lo más destacable es la optimización del 
filtrado [2], buffers compartidos entre el capturador y las aplicaciones, y 
la disminución de las interrupciones y el uso de polling. 
 
 




2. Desde el punto de vista de hardware se ha investigado en mejorar el 
rendimiento explorando el paralelismo tanto físico como lógico. 
 
3. Aparte de estos puntos también se investiga como solucionar los 
problemas de scheduling producidos en medidas en tiempo real por las 
aplicaciones de nivel de usuario. 
 
Una de las soluciones adoptadas es no utilizar un sistema completamente 
basado en hardware o software sino uno híbrido basado en estaciones de 
trabajo estándards con tarjetas específicas de captura. Para este propósito, 
disponemos de las tarjetas capturadoras DAG (Gigabit Ethernet) GE 4.3 de 
Endace. Estas tarjetas disponen de dos puertos Gigabit Ethernet cada una, 
con altas prestaciones de captura entre las que destaca el timestamp preciso 
de los paquetes a nivel físico con lo que se consigue una precisión mucho más 
elevada que cualquier otra tarjeta capturadora. Con estas tarjetas como base, 
implementaremos utilidades de captura y generación de tráfico realista y 
analizaremos los resultados a lo largo del trabajo. 
 
En referencia a la monitorización del tráfico, en este TFC se ha realizado la 
implementación de diferentes algoritmos de monitorización y medidas de 
tráfico, primero en simulación y luego sobre tráfico real, buscando las ventajas 
e inconvenientes de cada uno. Para conseguirlo, hemos introducido cambios 
en la implementación para poder acomodar los algoritmos a equipos 
estándards. 
 
En ambos campos, se ha procurado buscar implementaciones con un coste 
bajo y en algunos casos incluso de código abierto, en contraposición a los 
sistemas caros y cerrados de generación de tráfico, con tal de ofrecer una 




Este TFC sigue la estela de TFCs anteriores realizados en la EPSC [3] [4], 
introduciendo nuevos conceptos (hardware específico, implementación 
sobre sistema operativo Linux)  y revisando los resultados obtenidos a partir 
de estas novedades. 
 
Para lograrlo, nos hemos basado en tanto en trabajos pioneros [5] [6] [7] [8]  
[9] asi como otros más actuales (Anexos 8 y 18). Para la parte técnica del TFC 
hemos recurrido tanto a software existente el cual hemos adaptado a nuestras 
necesidades (Anexos 17.1 y 19.2), así como investigar y presentar nuevas 
utilidades (Anexos 8 y 17). 
 
Con todos estos elementos, queremos revisar conceptos clave en el modelado 
y control del tráfico de redes,  así como presentar una nueva base de estudio 
(equipos híbridos con un fuerte peso en la parte software) para futuros 
proyectos y trabajos. 




Nuestros objetivos en este TFC son varios: 
 
• Tener un primer contacto con los equipos, mostrando las capacidades 
básicas de la tarjeta DAG, tanto en generación como en captura. 
• Entender la distribución del tráfico en redes Ethernet e implementar 
utilidades que nos permitan simular y detectar la característica LRD. 
• Implementar diferentes algoritmos para la detección y medida de flujos 
grandes para compararlos y observar sus resultados. 
• Y en conjunto, presentar un trabajo completo que trate parte de la 
problemática del análisis del tráfico (modelado y comportamiento)  en 
redes Ethernet mediante el uso de sistemas híbridos y a su vez preparar 
una base sólida para próximos trabajos. 
 
 
En la presente memoria haremos, en primer lugar, una breve introducción a los 
equipos y dispositivos utilizados. En concreto, presentaremos la tarjeta DAG 
4.3 GE de Endace (capítulo 1) sobre la cual gira el TFC y veremos alternativas 
software mediante Timers de Linux en el capítulo 2. A continuación, en el 
capítulo 3 introduciremos el modelado del tráfico haciendo hincapié en las 
características de autosimilaridad y LRD. También presentaremos los métodos 
utilizados para la generación y el análisis que implementaremos. En el capítulo 
4 veremos las pruebas realizadas en generación con tráfico CBR, VBR y 
autosimilar. A continuación, en el capítulo 5 presentaremos las pruebas 
realizadas en captura con los mismos tipos de tráfico. Una vez realizado el 
modelado del tráfico, en el capítulo 6 presentaremos y haremos pruebas con 
los algoritmos de monitorización y medidas de tráfico para ver su eficacia para 
detectar la composición del tráfico. Y por último, en el capítulo 7 
presentaremos las conclusiones alcanzadas y las posibles líneas de 
investigación futura. 
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En este capítulo se analizan las funcionalidades básicas que ofrece la tarjeta 
de captura pasiva DAG (Data Acquisition and Generation) GE 4.3, creada 
por Waikato Applied Network Dynamics (WAND) [10], grupo de investigación 
de la Universidad de Waikato, que conjuntamente con inversores externos ha 
formado la compañía Endace Measurement Systems, la cual ofrece y da 
soporte a las tarjetas DAG. 
 
1.1.1. Capacidades de la tarjeta 
La arquitectura usada en la mayoría de las NICs (Network Interface Card)1 es 
tal que incluso la red de una oficina puede verse sobrecargada con el tráfico 
que circula por ella, resultando en pérdidas o corrupción de paquetes. En 
cambio, las capacidades de las tarjetas DAG permiten un control eficiente del 
tráfico de red trasladándolo a la memoria del PC sin utilizar los recursos 
existentes, evitando interrupciones, liberando así la CPU para otros procesos 
como pueden ser las propias utilidades de análisis. 
Con las tarjetas DAG la captura a tasa máxima es posible, generando capturas 
de longitud variable para reducir costes de almacenamiento. En dichas 
capturas, unos de los aspectos más resaltables es la precisión del timestamp o 
marcado temporal y su sincronización. Precisamente, debido a su diseño para 
realizar estas operaciones, las tarjetas no pueden ser utilizadas como NICs, 
aunque se podría diseñar un driver pero se comprometería el funcionamiento 
óptimo de las tarjetas. También es posible la generación de tráfico pero el uso 
de la pila TCP/IP de los Sistemas Operativos no está implementado debido a 
que las DAG son tarjetas capturadoras de red PCI pero no están diseñadas 
como una NIC. 
 
En cuanto al funcionamiento de las tarjetas, este va muy ligado al equipo que 
las soporta ya que, por ejemplo, para soportar la captura a tasa máxima 
dependemos también de la velocidad del disco duro así como la de las 
aplicaciones de análisis, si se utilizan. Las tarjetas DAG están diseñadas para 
soportar todo tipo de ráfagas cortas y retardos breves por parte del sistema. 
Además, a parte de las limitaciones del sistema, tenemos que el bus PCI-X 
puede trabajar hasta 4 Gigabits/sec soportando ampliamente la velocidad de 
escritura a memoria. Para soportar ráfagas de paquetes pequeños, la tarjeta 
dispone de un buffer FIFO lo suficientemente grande para almacenar unos 
cuantos milisegundos de tráfico a tasa máxima. Por otro lado, las tarjetas no 
pueden funcionar como bypass para el tráfico por sí solas pero se puede usar 
una aplicación en el sistema para que lo implemente. 
                                            
1 Tarjeta de red Ethernet convencional. 
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El formato nativo utilizado por las tarjetas no está soportado directamente por 
las librerías libpcap por lo que se deben utilizar herramientas que realicen la 
conversión. En todo caso, al realizar la conversión, estamos perdiendo 
precisión ya que las Libpcap sólo soportan una resolución de milisegundos, 
mientras que las tarjetas DAG tienen una resolución de 15 nanosegundos. 
Además, el timestamp  se implementa de forma distinta. Mientras que las DAG 
lo realizan al principio del paquete, las libpcap lo hacen al final de la 
recepción del paquete. Por estos motivos, es más recomendable utilizar la API 
de las tarjetas para no empeorar el funcionamiento.  
 
La tarjeta no permite programar en su CPU, dando como solución la utilización 
de un coprocesador programable en VHDL. Este mismo coprocesador 
ayudaría a mejorar, por ejemplo, el funcionamiento del filtrado que también se 
puede implementar a nivel de usuario con filtros BPF. 
 
La necesidad básica de la tarjeta recae en la idea de desarrollar sistemas de 
trabajo híbridos. Esto significa que poseen las cualidades tanto de un sistema 
puramente software como de uno de hardware específico. Con los sistemas 
software, tenemos escalabilidad, bajo coste y una flexibilidad notable. En 
cambio, con los sistemas de hardware específicos tenemos una precisión y 
unos resultados óptimos para un tipo de proceso concreto. 
 
1.2. Funcionamiento de la tarjeta 
 
El hecho de utilizar un PC estándar junto a una tarjeta dedicada de captura 
como las DAG proporciona un funcionamiento óptimo ya que conseguimos 
unas capturas muy precisas que pueden ser tratadas de multitud de maneras 





Figura 1.1. Arquitectura software DAG [Imagen extraída de Endace Dag 
Technology Brief, pág. 3]. 
 
 
El driver de la tarjeta es el responsable de reservar una amplia sección 
contigua de memoria física, el cual se llenará por la tarjeta con los datos de red 
capturados. El tamaño de este buffer es variable, teniendo un tamaño habitual 
de 32 a 128 MB. Cuando una aplicación inicializa una captura, el driver realiza 
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dos mapeados de memoria, uno para crear un puntero al espacio de memoria 
en el espacio de direcciones de la aplicación, y otro para llevar el espacio de 
Entrada/Salida de la tarjeta a la aplicación. 
 
Desde este momento, la aplicación de nivel de usuario tiene control completo 
sobre la tarjeta y trata la captura sin intervención del kernel. La flecha punteada 
de la figura 1.1 así lo indica. Por lo tanto la aplicación tiene acceso directo a 
los registros de la tarjeta. 
 
Durante las capturas, la tarjeta y la aplicación comparten la memoria a modo de 
pipa. De esta manera se evitan las interrupciones durante la captura, a 
diferencia que otras tarjetas de captura. A su vez, también se obliga a un 
polling continuo de los registros de la tarjeta para tener conciencia de las 
nuevas llegadas. De aquí que se recomiende que no haya más dispositivos en 
el bus PCI-X los cuales provocarían una degradación en el funcionamiento de 
la tarjeta. 
 
Este funcionamiento provoca que la carga de la CPU sea mínima, alrededor de 
1-5% aproximadamente, en nuestro caso para una CPU de 3GHz. Si las 
comparamos con las tarjetas y APIs utilizadas en TFCs anteriores [3] [4], 
veremos que la tarjeta DAG sobresale especialmente en este aspecto, 
proporcionando la mejor elección ya que elimina completamente los problemas 
de saturación de la CPU. 
 
En el Anexo 2 se puede encontrar más información acerca de la tarjeta. 
 
1.3. Timestamp de la tarjeta 
 
En este apartado destacaremos la característica más importante de la tarjeta 
DAG, su marcado temporal. Para ver más detalladamente el proceso de 
marcado veremos la arquitectura de capas de la tarjeta el cual se muestra en la 
figura 1.2. Entre otras cosas podemos ver como el DAG Universal Clock Kit 
(DUCK) se encuentra en las primeras capas para realizar un marcado preciso 
(marcado hardware). 
 
Por otro lado, en la figura 1.3  se aprecia la diferencia entre el marcado de la 
tarjeta DAG y una NIC normal. En la figura se observa que DAG realiza el 
marcado durante el preamble de la trama mientras que las NIC lo realizan 
cuando el sistema ya ha leído la trama e incluso después de que la CPU sirva 
otras interrupciones. En detalle, una tarjeta NIC debe leer el paquete entero, 
comprobarlo y copiarlo al PC, y producir una interrupción. Cuando la CPU 
esté libre, atenderá la interrupción y marcará con el propio clock del sistema el 
paquete. La latencia producida puede variar decenas de milisegundos 
dependiendo del equipo utilizado. Las tarjetas DAG, por otro lado, aparte de no 
producir interrupciones y marcar el paquete al principio, disponen del DUCK 
para realizar su propio marcado. 
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Figura 1.2. Arquitectua de las capas de la tarjeta DAG [Imagen extraída de 





Figura 1.3. Momento de marcado en tarjetas DAG y tarjetas NIC [Imagen 
extraída de Endace Dag Time-Stamping Whitepaper, pág. 2]. 
 
 
El reloj interno tiene una precisión de 100ns. Esta precisión la conseguimos 
gracias al DUCK anteriormente mencionado. Este sistema mantiene la 
sincronización del reloj de la tarjeta con otra referencia. La diferencia con las 
NIC anteriormente mencionada en la figura puede ser de 1/10000 de lo que 
puede alcanzarse con DUCK. 
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Otra ventaja del DUCK es la gran variedad de fuentes que se le pueden 
insertar. Por ejemplo en redes intercontinentales con NIC no podríamos 
obtener una precisión correcta. En cambio con 2 DUCK y un GPS si que 
podríamos. 
 
1.4. Interconexión y comunicación 
 
El hecho de trabajar con tarjetas DAG, al ser tarjetas capturadoras, permite que 
se capturen todos los paquetes que pasan por sus puertos. Por otro lado, al no 
ser una NIC convencional, no responderá a mensajes de resolución de 
direcciones (p. ej. ARP) ni, en general, a protocolos que requieran mensajes de 
respuesta (p. ej. ICMP). 
 
En escenarios reales, en los que el equipo con la tarjeta DAG no sea el 
destinatario del tráfico, habrá que insertar splitters o switchs con 
funcionalidad de mirror en medio del enlace para poder capturar una copia 
de los paquetes. Además hemos de tener cuidado cuando capturamos más de 
un flujo a partir de un switch ya que la tasa total recibida se puede ver 
disminuida drásticamente a causa de las interacciones de los diversos flujos. 
 
Por último destacar que a las altas velocidades que trabajamos hemos de tener 
cuidado con el uso de buffers en los dispositivos de interconexión ya que 
pueden provocar distorsiones en el tráfico (bottlenecks) provocando que no 
siga el modelo inicial de transmisión y, por lo tanto, el análisis posterior no sea 
correcto. 
 
A lo largo del capítulo hemos visto como con la utilización de hardware 
específico (tarjetas DAG) podemos obtener resultados más precisos. En el 
siguiente capítulo veremos soluciones software que pretenden emular dicha 
precisión mediante timers y control de prioridades suponiendo una solución 
más económica. Sería objeto de estudio en futuros trabajos comparar ambas 
soluciones y obtener resultados concluyentes al respecto. 
 
1.5.  Gestión de memoria 
 
Antes de proseguir con los siguientes capítulos comentaremos brevemente 
algunos aspectos sobre la gestión de memoria que realizan las tarjetas DAG. 
A la hora de gestionar la memoria tenemos diferentes aspectos a analizar. 
Primero de todo podemos distinguir entre la utilización de diferentes Sistemas 
Operativos. 
 
En el caso que utilizaramos Windows XP, la cantidad de memoria que 
reservemos para cada tarjeta está limitado hasta 64 MB. A parte de esto, 
dagmem (driver de la tarjeta que se inicializa en el arranque del Sistema 
Operativo) reserva 32 MB por defecto. Este valor se puede modificar en 
/etc/modules, en el parámetro dsize. Cuanta más velocidad se requiera más 
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memoria se necesitará, con la limitación de que la cantidad de memoria 
reservada de todas las tarjetas DAG 4.3 juntas no puede superar los 890 MB. 
En el sistema operativo Linux el valor por defecto suele ser de 512 MB. 
 
Otra característica que tenemos que tener en cuenta es la utilización de la 
memoria una vez estamos generando o capturando. En el caso de la captura, 
la tarjeta crea copias o reserva espacio para generar directamente cada 
paquete en un buffer de la memoria principal del PC. En caso de que el buffer 
de la tarjeta se llene, los paquetes que lleguen se irán descartando mostrando 
un mensaje de advertencia en pantalla (kernel: dagN:pbm safety net reached) o 
en el campo lctrl de los paquetes ERF. 
 
La memoria que se asigna a la tarjeta, a parte de ser variable, también es 
configurable a nivel de transmisión y recepción. Con la utilidad dagfour 
obtenemos un parámetro llamado mem=X:Y, donde X es la cantidad de 
memoria reservada para el flujo de recepción y Y la cantidad para el flujo de 
transmisión. Este parámetro es configurable con la misma utilidad dagfour y la 
opción mem=X:Y pudiendo reservar la cantidad de memoria adecuada en cada 
flujo según la utilidad que vayamos a dar a la tarjeta. Los flujos no pueden ser 
modificados cuando se recibe o transmite. El firmware particular de cada DAG 
indica el número máximo de streams que soporta. 
 
Por último, hay una característica opcional cuando se usa la tarjeta con el 
coprocesador para realizar filtros. En este caso se pueden crear dos buffers 
de memoria donde colocar los paquetes por separado y que puedan ser leídos 
independientemente para ser tratados con diferentes criterios. 
 
1.6. API libdag 
 
Para realizar los programas se ha utilizado la API de la tarjeta, libdag. Aunque 
es posible hacer llamadas directas del Sistema Operativo. hacia el driver de 
DAG, esto no es recomendable ya que la interfaz del driver del kernel esta 
sujeta a hacer cambios sin avisarlos. El uso de esta librería también 
proporciona portabilidad. 
 
La versión utilizada es la 1.3 la cual proporciona captura de datos y 
funcionalidades de transmisión. 
 
Funciones incluidas:  
• Apertura de la tarjeta 
• Mapeo del buffer de memoria 
• Manejo de los punteros del buffer 
• Recepción de las grabaciones de los paquetes 
• Transmisión de las grabaciones de los paquetes 
• Cierre de la tarjeta 
 
La interfaz pública de libdag está definida en el fichero header dagapi.h.
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CAPÍTULO 2. TIMERS Y PRIORIDAD EN LINUX 
2.1.Introducción 
 
Antes de centrarnos en las utilidades implementadas y los resultados que han 
proporcionado dedicaremos un capítulo a los timers y al sistema de prioridades 
en Linux. 
 
Este interés se debe a que al trabajar con altas velocidades no sólo nos 
preocupa lo que ocurra en el enlace sino también como son tratados los datos 
una vez están en las máquinas. Para ello nos hacen faltas timers precisos y 
que las utilidades trabajen sin interrupciones y realizando los procesos lo más 
rápido posible. Además, como hemos comentado en el capítulo anterior, dichas 
implementaciones podrían emular el funcionamiento de hardware específico, 
suponiendo un ahorro de coste importante. 
 
En este capítulo veremos, en una primera parte, diversos tipos de timers que 
se han desarrollado últimamente para obtener más precisión, y en una segunda 
parte veremos brevemente como funciona el planificador de Linux. 
 
En el Anexo 7 se hace una breve introducción a los timers en Linux.  
 
2.2. Timer TSC (TimeStamp Counter) 
 
Los TSC, o Time Stamp Counter, son registros internos presentes en las 
arquitecturas IA-32  desde los procesadores Pentium. IA-32 [11], también 
llamada x86, es la arquitectura del conjunto de instrucciones de los 
procesadores Intel, la cual reside en la mayoría de PCs del mundo. 
 
Los TSC tienen un tamaño de 64 bits en los que almacenan el número de 
ciclos de reloj consumidos por el procesador siendo el mecanismo más preciso 
en las plataformas x86. Para ver dicho registro se utiliza la instrucción RDTSC, 
la cual no precisa parámetros y devuelve el valor del registro que representa 
los clicks desde que se reinició por última vez la CPU. Entre las ventajas de 
utilizar TSC destaca que es bastante económico, en términos de complejidad, 
acceder a él (11 ciclos de reloj). 
 
2.2.1. Utilización como reloj 
 
Últimamente el registro TSC se ha ido popularizando como nuevo software 
para la temporización [12] ya que puede conseguir un funcionamiento tan 
bueno como los GPS. Para calibrarlo, entre otros métodos, se utiliza el 
procesado de los timestamps de los paquetes de un flujo de NTP entre un 
servidor y el host. Mediante este procesado los timestamps TSC se crean 
independientemente en el lado del receptor. 
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Una vez creados, la idea del reloj es simple. Si conocemos la duración de un 
clock de nuestro procesador podemos convertir rápidamente el valor del 
registro TSC a tiempo. 
 ( ) ( ) clockTTSCt *∆=∆    (2.1)  
 
Además, sabiendo que los osciladores de la CPU son altamente estables y 
tienen una derivación lenta, tenemos un reloj altamente fiable. Resumiendo, 
partimos de la idea de que el reloj primario es el propio host y con la ayuda de 
un servidor NTP podemos calibrar dicho reloj. 
 
Por otro lado para se impone un punto de vista distinto en el tratamiento del 
reloj. En contra de tratar la frecuencia y la desviación conjuntamente como 
hasta ahora, la idea es tratarlo por separado necesitando, por lo tanto, dos 
software clocks para cada tarea tal y como se explica en profundidad en [12]. 
 
Para terminar de hablar de los relojes TSC, tenemos la utilidad desarrollada por 
[13]. Se trata del mismo reloj TSC pero con mejoras notables respecto al 
anterior. No precisa de kernel modificado y trabaja con timestamps a nivel de 
usuario y los recreados virtualmente a nivel de Kernel. Los resultados dados 
son excelentes dando una precisión y robustez muy alta. Además prescinde del 
protocolo NTP dandole una flexibilidad y escalabilidad mayor. 
 
2.3. Firm Timers 
 
Los Firm Timers [14] son timers que usan tanto los timers APIC (Advanced 
Programmable Interrupt Controller) [15] como los timers PIT (Programmable 
Interval Timer) de las CPUs con arquitectura x86 para ofrecer timers precisos y 
con poca carga de la CPU sobre kernels de Linux. 
 
La combinación se basa en el uso periódico de PIT y aperiódico de APIC para 
implementar la llamada a microsleep() de manera eficiente y precisa. Entrando 
más en detalle prodríamos decir que la combinación se basa en tres timers: los 
one-shot (APIC), los periódicos (PIT) y los soft timers [16]. Mientras que el 
primero proporciona más precisión, los otros dos evitan la sobrecarga. Para 
evitar la sobrecarga hemos de utilizar un timer u otro en el momento adecuado. 
 
Por ejemplo, para generar interrupciones en intervalos aperiódicos utilizaremos 
one shot timers ya que, de generarlas con periódicos, generariamos más de la 
cuenta para poder cumplir con los tiempos. El problema reside en que los one 
shot hay que reprogramarlos para cada interrupción pero evitamos un flujo de 
interrupciones indeseadas. 
 
Aqui entran en juego los soft timers [17], que buscan y activan timers expirados 
en puntos estratégicos del kernel evitando la generación másiva de 
interrupciones hardware. Simplificando, los soft timers sirven para evitar 
interrupciones y reducir cambios de contexto sin implicar un retardo elevado. 
Pero, debido a que los puntos estratégicos o estados del kernel son 
impredecibles, los soft timers funcionan basándose en la probabilidad. Además 
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con los soft timers y los timers periódicos tenemos estructuras de datos más 
eficientes que con los one shot. 
 
Por lo tanto, la ventaja de los firm timers reside en el uso combinado de 
diferentes tipos de timers para obtener los beneficios de cada uno. A 
continuación veremos brevemente los detalles de los timers PIT y APIC. 
 
2.3.1. Timers PIT 
 
Empezaremos hablando sobre los timers PIT. Estos timers se basan en uno o 
más contadores que lanzan una interrupción cuando terminan la cuenta 
programada. Pueden ser periódicos o que terminen la cuenta atrás programada 
y se paren.  
 
Los contadores se suelen programar con intervalos de tiempo fijo. Por lo 
tanto estos intervalos son los que definen la resolución del timer. En el caso de 
los PIT este incremento es de 10ms, de aqui la resolución de los relojes de 
Linux. Cualquier intervalo de tiempo menor a este se verá afectado por un 
redondeo de 10 ms. No obstante este intervalo puede ser modificado pero si lo 
reducimos para obtener mayor precisión aumentaremos la sobrecarga del 
sistema. 
 
2.3.2. Timers APIC 
Advanced Programmable Interrupt Controller  (APIC), como su nombre indica, 
es un controlador de interrupciones de las cuales nosotros examinaremos las 
que se refieren a los timers. El módulo timer de las APIC es una 
implementación de timers sobre kernels 2.4 los cuales dan una precisión de 
microsegundos programados con TSC.  
El módulo APIC sólo puede ser activado vía software a partir de los 
procesadores P6 y además se precisa patchear el kernel para usarlo debido a 
que hay que redirigir las ISR (Interrupt Service Routine). Para comprobar si un 
procesador soporta el módulo APIC basta con comprobar el fichero 
/proc/cpuinfo en sistemas Unix.  
Dentro del módulo, la función encargada de controlar los timers es la 
run_apic_timer. De las pruebas de esta función se obtiene que el APIC arrastra 
un problema de inicio debido a que debe listar los timers, llamar las funciones, 
etc, lo que provoca una perdida de ciclos al comienzo de la aplicación. Una vez 
inicializado, el APIC funciona bien manteniendo una latencia baja excepto para 
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2.4. Prioridades en Linux 
2.4.1. Introducción 
 
Ahora veremos como se implementan las prioridades en Linux. Lo principal es 
ver como se implementa la planificiación de procesos en Linux [18]. El Process 
Scheduler (SCHED), es el componente del kernel encargado de controlar el 
acceso de los procesos al CPU. El SCHED es el componente de bajo nivel más 
importante del sistemas; todos los demás (incluyendo los módulos de acceso a 
disco, controladores de video, etc.), dependen directamente de él, tal y como 




Figura 2.1. Interacción entre los 5 subsistemas básicos del kernel de Linux 
[Imagen extraída de [18]]. 
 
 
Básicamente, el planificador hace cumplir una política que asegura que los 
procesos tengan un acceso justo a la CPU, mientras que se asegura de que las 
acciones necesarias del hardware sean realizadas por el núcleo a tiempo. 
 
Una vez presentado el sistema principal de la planificación, hablaremos de los 
procesos. En Linux pueden ser divididos en tres categorías, relacionadas con la 
prioridad: interactivos, por lotes y de tiempo real.  
 
Los procesos TR (tiempo real) son manejados por un algoritmo FIFO o Round 
Robin. Los demás procesos son despachados utilizando planificación Round 
Robin con un sistema de envejecimiento basado en créditos, donde el siguiente 
proceso a ejecutar es aquel que más créditos posea. Los procesos TR son 
considerados prioritarios sobre cualquier otro proceso en el sistema, por lo que 
serán ejecutados antes que los demás.  
 
Por otro lado, un proceso puede estar en alguno de estos estados: en 
ejecución, en espera, detenido o zombie (un proceso que, aunque ha 
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finalizado su ejecución, mantiene su PCB (Process Control Block) en el 
sistema. 
 
Algunos aspectos de la estructura interna del kernel que caben destacarse son: 
 
• El PCB está representado por la estructura task_struct. Esta indica el tipo de 
planificación (FIFO, RR) por medio del campo policy, la prioridad (priority), el 
contador del programa (counter), entre otros. 
 
• La función goodness otorga una “calificación” al proceso pasado como 
parámetro. Dicha puntuación oscila entre -1000 (no elegible) y +1000 (TR). 
Los procesos que comparten una zona de memoria ganan una puntuación 
equivalente a su prioridad. 
 
• El quantum varía según el proceso y su prioridad. La duración base es de 
aproximadamente 200ms. 
 
• La función switch_to es la encargada de salvar la información de un proceso 
y cargar el siguiente. 
 
• Las funciones sched_{get/set}scheduler se refieren al mecanismo de 
planificación asociado a ese proceso. De igual forma con 
sched_{get/set}param  se devuelve/fija la prioridad de un proceso. 
2.4.2. Llamadas al sistema  
 
En la siguiente tabla podemos ver  las llamadas al sistema utilizadas en el 
scheduling de Linux [19]. 
 






nice() Cambia la prioridad de un proceso. 
getpriority() Obtiene la prioridad máxima de un grupo de 
procesos. 
setpriority() Inicializa la prioridad de un grupo de procesos. 
sched_getscheduler() Obtiene la política de planificación de un 
proceso. 
sched_setscheduler() Inicializa la política de planificación y la 
prioridad de un proceso. 
sched_getparam() Obtiene la prioridad de planificación de un 
proceso. 
sched_setparam() Inicializa la prioridad de un proceso. 
sched_yield() Abandona el procesador sin bloquear. 
sched_get_priority_min() Obtiene el mínimo valor de prioridad para la 
política usada. 
sched_get_priority_max() Obtiene el máximo valor de prioridad para la 
política usada. 
sched_rr_get_interval() Obtiene el valor del quantum para la política 
Round Robin. 
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De entre todas las llamadas destacaremos 4: getpriority(), setpriority(), 
sched_getscheduler( ) y sched_setscheduler( ). 
 
2.4.2.1. Getpriority( ) y Setpriority( )  
Estas dos llamadas [20] permiten modificar la prioridad de los procesos de un 
grupo dado.  
En concreto, getpriority() devuelve 20 más la prioridad más alta entre todos 
los procesos de un grupo. Las llamadas del sistema vuelven un valor negativo 
solamente si ocurrió un cierto error. Por esa razón, el getpriority () no vuelve un 
valor normal que se extiende entre -20 y 20, sino un valor no negativo que se 
extiende entre 0 y 40. 
Por otro lado, setpriority() fija la prioridad de todos los procesos en un grupo 
dado a un valor dado. 
El núcleo implementa estas llamadas del sistema por medio de las rutinas de 
servicio sys_getpriority() y sys_setpriority(). Las dos utilizan básicamente el 
mismo grupo de parámetros: 
which 
Identifica el grupo de procesos. 
 
who 
Valor del pid, del pgrp, o del campo del uid (dependiendo del valor de el 
cual) que se utilizará para seleccionar los procesos. Si who es 0, su 
valor se fija igual al del campo correspondiente del proceso actual. 
 
niceval 
El nuevo valor de la prioridad (utilizado solamente por sys_setpriority ()). 
Debe extenderse entre -20 (la prioridad más alta) y +20 (prioridad 
mínima).  
 
Solamente a los procesos con una capacidad de CAP_SYS_NICE se les 
permite aumentar su propia prioridad baja o modificar la de otros procesos.   
 
2.4.2.1. Llamadas al sistema relacionadas con Tiempo Real 
Ahora introduciremos un grupo de las llamadas del sistema que permiten que 
los procesos cambien su disciplina de planificación y, particularmente, que se 
conviertan en procesos en tiempo real.  
La llamada de sistema sched_getscheduler() pregunta la política de 
planificación aplicada actualmente al proceso identificado por el parámetro pid. 
Dicha política puede ser SCHED_FIFO, SCHED_RR, o SCHED_OTHER. La 
rutina correspondiente de servicio sys_sched_getscheduler() invoca 
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find_task_by_pid(), que localiza el descriptor de proceso que corresponde al 
pid dado y devuelve el valor de su campo de la política de planificación.  
La llamada de sistema sched_setscheduler() fija la política de planificación y 
los parámetros asociados para el proceso identificado por el pid. La rutina de 
servicio sys_sched_setscheduler() comprueba si la política de planificación 
especificada por el parámetro de la política y la nueva prioridad estática 
especificada por el parámetro param->sched_priority son válidas. También 
comprueba si el proceso tiene capacidad de CAP_SYS_NICE o si su dueño 
tiene derechos de superusuario. Si todo es correcto, ejecuta las declaraciones 
siguientes: 
p->policy = policy;  
p->rt_priority = param->sched_priority;  
if (p->next_run)  
    move_first_runqueue(p);  
current->need_resched = 1;  
 
Por último, con la llamada al sistema sched_setparam() se establecen los 
parámetros de planificación asociados con la política de planificación para el 
proceso identificado por su pid. 
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En este capítulo se darán los conocimientos teóricos necesarios para 
comprender los conceptos que se abordarán en el siguiente capítulo de 
pruebas. Además se exponen los algoritmos de las utilidades que utilizaremos 
para dichas pruebas. 
 
3.1. Análisis y generación de tráfico 
 
En lo que resta de este TFC vamos a tratar con 2 diferentes acepciones de 
tráfico. En primer lugar, realizaremos un modelado del tráfico mediante las 
tarjetas DAG y las utilidades implementadas. Para ello el tráfico será un flujo 
de paquetes de un PC a otro directamente conectados mediante un cable 
cruzado.  
 
Este tráfico será generado sintéticamente y estará compuesto por paquetes 
de igual tamaño y mismas cabeceras. Su utilidad será comprobar las 
capacidades de la tarjeta tanto en captura como en generación y, 
posteriormente, nos servirán para generar tráfico autosimiliar mediante unas 
distribuciones dadas y así testear las utilidades implementadas. Para ello 
utilizaremos distintos tipos de generadores que enumeraremos en los últimos 
subapartados de este capítulo. 
 
Dado que del tráfico transmitido no nos interesa toda la información que 
transporta, extraeremos del paquete sólo los campos necesarios para facilitar 
el estudio posterior. En nuestro caso, por lo tanto, las trazas estarán formadas 
por dos columnas: una con el timestamp del paquete y otra con el tamaño de 
dicho paquete.  
 
Con estos campos nos es posible caracterizar la distribución del tráfico y 
observar su proceso de llegadas. Para aplicar los analizadores LRD que 
comentaremos más adelante al tráfico capturado precisamos obtener una única 
serie temporal para aplicar la transformada Wavelet en la que se basan. Para 
ello realizaremos la agregación del tráfico capturado a diferentes escalas 
temporales. La agregación se basa en obtener el número de llegadas, eventos, 
bytes, paquetes, etc en un intervalo temporal constante y definido 
previamente. Con la agregación podemos apreciar la evolución estadística del 
tráfico a lo largo del tiempo. 
 
En segundo lugar, trabajaremos con varios flujos a la vez y para ello 
utilizaremos tanto tráfico real como trazas recopiladas por el NLANR (National 
Laboratory for Applied Network Research, organización distribuida que 
proporciona soporte técnico, ingeniería y análisis sobre el tráfico de redes) [21]. 
Esta necesidad se debe a los algoritmos de monitorización y medidas de 
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tráfico implementados, los cuales funcionan bien bajo simulación pero 
queremos comprobar su efectividad en escenarios reales. 
 
3.2. Modelos clásicos: el proceso de Poisson 
 
Los primeros modelos de tráfico se crearon para estudiar la RTC, Red 
Telefónica Conmutada. Para modelarla se utilizan los modelos de Erlang de 
pérdidas y espera, los cuales a su vez se basaban a su vez en las cadenas de 
Markov y el proceso de Poisson. Cuando aparecieron las redes de paquetes, 
se siguieron utilizando los modelos clásicos, asumiendo que las fuentes de 
datos eran infinitas y existía una independencia entre las mismas, a su vez que 
el tiempo entre llegadas y el tamaño de los paquetes seguían una distribución 
exponencial. Dicha aceptación proporcionaba expresiones sencillas para 
dimensionar tamaños de colas, como veremos a continuación con el proceso 
de Poisson como ejemplo concreto. 
Según el proceso de Poisson, la probabilidad de que haya un número de 
llegadas k en un tiempo T dado es 




|     (3.1) 
 
Donde k es el número de llegadas en un tiempo T  y λ es el número medio de 
llegadas.  
Y la probabilidad de que haya un número de finalizaciones j en un tiempo dado 
es 




|     (3.2) 
 
Donde j es el número de finalizaciones en un tiempo T  y µ es el número medio 
de finalizaciones. 
 
Los intervalos entre llegadas (λ) o finalizaciones (µ) son independientes y 
tienen una distribución exponencial negativa. 
 
    ( ) µµ tetf
t
−=     (3.3) 
Sin embargo, a pesar de su sencillez, estos modelos no se ajustaban al tráfico 
de paquetes. A partir de estudios [5], se demuestra que el proceso que genera 
el tráfico de paquetes no es el mismo que el de la RTC ya que presenta 
propiedades autosimilares. Por lo tanto, el proceso de Poisson no era 
adecuado dando lugar al estudio detallado de la autosimilaridad.  




La esencia de la autosimilaridad recae en que el elemento estudiado 
demuestra la misma distribución estadística en tiempo (o espacio), sin importar 
la escala del análisis [22]. Un ejemplo se puede ver en la Figura 3.1. en la que 
se observa que el tráfico de redes no se rige por el proceso de Poisson porque 
si fuera así, se apreciaría un alisado en los picos de las ráfagas a medida que 
aumentásemos (efecto de “zoom”) la escala temporal de agregación. Esto, a su 
vez sería consecuencia de la baja dependencia temporal (incorrelación) que 














Fig. 3.1. Tráfico Ethernet (Paquetes por unidad de tiempo de la traza de Agosto 
’89 de Bellcore en una red Ethernet de 10 Mbps y correspondiente a unas 30 
horas de tráfico) en escalas de 100 seg (superior), 10 seg, 1 seg, 100 mseg y 
10 mseg (inferior).  
Podemos denominar como autosimilitud exacta la característica que posee 
un proceso en el cual todas sus distribuciones y momentos son invariantes con 
la escala temporal de agregación. Dicho de una manera más formal, las 
estadísticas del proceso X son equivalentes a  
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es decir, a las del proceso analizado a la escala temporal a y normalizado por 
Ha , donde H es el parámetro Hurst y es el parámetro de escalado de la 
autosemejanza. 
Aunque en sentido estricto el parámetro de Hurst caracteriza exactamente los 
procesos autosimilares (procesos H-ss), a menudo también se utiliza para 
describir la característica LRD de tales procesos [23], la cual comentaremos 
más adelante. Por ejemplo el movimiento browniano fraccionario (FBM) es un 
proceso H-ss que tiene incrementos estacionarios, pero que no es en sí mismo 
estacionario. Su proceso de incrementos es el ruido gaussiano fraccionario 
estacionario (fGn) el cual posee LRD. Es una práctica común, sin embargo, 
etiquetar al fGn con la H del FBM del cual procede.  
El tráfico autosimilar muestra la persistencia de burstiness (variabilidad) el 
cual se mantiene a lo largo de muchas escalas temporales, provocando un 
impacto notable en el funcionamiento de la red. Mientras que para tráficos de 
Poisson este fenómeno ocurre para escalas pequeñas y se suaviza para 
grandes, en el tráfico autosimilar este se mantiene para todas las escalas. 
3.3.1. Parámetros de la Autosimilaridad  
Como hemos dicho anteriormente, el parámetro de Hurst H mide el nivel de 
autosemejanza de un proceso. H puede tomar valores desde 0.5 a 1. Un valor 
de 0.5 indica la ausencia de autosemejanza (proceso de Poisson). Por otro 
lado, cuanto más cercano es H a 1, más se mantiene la variabilidad. 
Los valores típicos de H  que se suelen dar son los siguientes:  
• Procesos totalmente autosimilares tienen H = 1. 
• Procesos puramente aleatorios como el ruido blanco gaussiano tienen H 
= 0.5. 
• El tráfico de red puede tener un amplio rango de valores de H pero 
típicamente entre 0.7-0.8 [5]. 
Por otra parte, los procesos estocásticos autosimilares suelen ir acompañados 
por distribuciones de “colas fuertes” (heavy tails). Dichas distribuciones 
pueden ser usadas para caracterizar la densidad de probabilidad que describe 
los procesos del tráfico como pueden ser los tiempos entre llegadas de 
paquetes o la longitud de las ráfagas. Una distribución tiene colas fuertes si: 
                [ ] 20,, <<∞→≈> − αα xxxXP           (3.5) 
donde dada la variable aleatoria X con una distribución concreta, la 
probabilidad que X sea mayor que x es la que indica la ecuación 3.5. que a su 
vez indica que si el límite asintótico es hiperbólico, es una distribución heavy 
tail. 
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La distribución heavy tail más simple es la distribución de Pareto, la cual es 
hiperbólica en todo su rango, con parámetros k y α (k, α>0), y función de 
densidad y de distribución 
















kxF 1 ,    ( )0; >> αkx     (3.7) 
Y valor medio 
[ ] ( )1−= α
αkXE   , ( )1>α     (3.8) 
Donde k es el valor mínimo que la variable aleatoria puede tomar, y α que 
determina la media y la varianza de la variable aleatoria. Si α ≤ 2, entonces la 
distribución tiene varianza infinita, y si α ≤ 1, tal y como se puede desprender 
de la ecuación 3.8,  tiene media y varianza infinita. La distribución de cola de 
Pareto decae más lentamente que la distribución exponencial y de ahí el 
término heavy-tail. 
Gracias al ejemplo de la distribución de Pareto y sus ecuaciones podemos 
entender lo que conlleva una distribución heavy tail. Al poder tener media y 
varianza infinita la probabilidad de aparición de valores muy desviados de la 
media no es menospreciable, es decir que existe una probabilidad no nula de 
variaciones fuertes lo que le lleva a provocar tiempos de espera en cola 
elevados o incluso desbordamientos de buffers que los diferencia de los 
modelos Markovianos o Poissonianos donde esta probabilidad de encontrar 
ráfagas fuertes (burstiness) es menospreciable. 
 
3.3.2. Ejemplos de tráfico autosimilar 
 
La propiedad de la autosimilaridad se encuentra en muchos tipos de tráfico de 
datos que utilizamos diariamente. De ahí que sea tan importante conocerlos 
bien y saber modelar los dispositivos de interconexión para que los servicios no 
se degraden. A continuación mostramos una serie de ejemplos de tráficos 
autosimilares: 
•Tráfico Ethernet 
El tráfico Ethernet es autosimilar con valores típicos de H entre 0.7-0.9 
(parámetro de Hurst)  y distribuciones de Pareto con α = 1.2 [5]. 
 
 
24                                                                                        Analizador/Generador Gigabit Ethernet de altas prestaciones 
 
•Tráfico WWW 
El patrón del tráfico generado por los navegadores es autosimilar. Su función 
de densidad y de distribución se pueden caracterizar perfectamente con una 
distribución de Pareto (heavy tail) con  α entre 1.16 y 1.5. [5] 
•Tráfico SS7 
El tráfico generado por la señalización SS7 usada en ISDN se modela mejor 
mediante modelos autosimilares que con modelos Poisson [24].  
•Tráfico TCP, FTP y TELNET  
Cuando la tasa de pérdidas en el tráfico TCP es relativamente alta, el 
mecanismo de control de congestión del protocolo genera tráfico con periodos 
en OFF exhibiendo distribuciones heavy tail sobre varias escalas temporales e 
introduciendo pseudo-LRD sobre todo el tráfico [25]. Por derivación, en 
protocolos de aplicación que corren sobre TCP se observan también las 
distribuciones heavy tail, como puede ser FTP y TELNET [7].  
•Video VBR  
El video digitalizado mediante codificadores de tasa variable (VBR), como los 
de las familias H.26x y MPEG, posee una función de autocorrelación que 
decae hiperbólicamente como las distribuciones heavy tails  y puede ser 
modelado usando procesos autosimilares [26]. 
 
3.3.3. Impacto en el funcionamiento de la red 
Si caracterizamos como rendimiento de la red el throughput conseguido y la 
pérdida de paquetes, podemos ver como se degrada gradualmente con el 
incremento del parámetro H [8], el cual provoca cambios de carácter fractal que 
se traducen en una variabilidad o burstiness más marcada o en una mayor 
presencia de LRD del cual hablaremos en el siguiente apartado.  
Por otro lado, agregar flujos de tráfico autosimilar (escenario típico de Internet) 
intensifica la autosemejanza (más "burstiness") aumentando el problema ya 
que los picos duran más tiempo y los buffers terminan por desbordarse lo que 
implica varias consecuencias como pérdida de paquetes, violación de los 
requisitos temporales (muy perjudicial en video) y causando efectos 
desastrosos en multiplexados estadísticos tal y como se desprende de los 
estudios presentados en [8] [27] [28] [29] y [30]. 
En la Fig 3.2. podemos apreciar que el tamaño de la cola para una utilización 
dada incrementa con H, es decir cuanto más autosimilar, mayor el tamaño de 
cola para una utilización menor, degradando el servicio. La distribución de la 
longitud de la cola del tráfico autosimilar decae más lentamente que con las 
fuentes de Poisson cuya H es equivalente a 0.5 (dependencia entre las 
muestras prácticamente nula).  Por lo tanto, a igual carga (utilización), el tráfico 
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autosimilar requiere más capacidad de cola o bien tiene una probabilidad de 
pérdidas más alta. 
 
Fig 3.2. Tamaño de cola dada una utilización y un valor de H  determinado 
[Imagen extraída de [8]]. 
3.4. Modelos de tráfico en redes de paquetes: procesos 
autosimilares 
 
En la Fig. 3.3. podemos ver la comparación de un proceso autosimilar y un 
proceso Poisson en diferentes escalas de tiempo, como se puede apreciar el 
proceso autosimilar no pierde la variabilidad con el aumento de escalas, por el 
contrario el de Poisson se “suaviza”. Como hemos dicho en el apartado 3.3.1. 
los procesos autosimilares vienen definidos por distribuciones con colas fuertes 
(heavy tails) por lo que hay una alta probabilidad de que haya valores alejados 
de la media según (3.5) y esto se traduce en ráfagas con picos altos con efecto 
de suavizado a altas escalas de agregación para procesos no autosimilares. En 
cambio para los procesos autosimilares este suavizado es menos notable, 

















Fig. 3.3. Comparación de las características del tráfico autosimilar y Poisson 
con el aumento de escala. A la izquierda tráfico Poisson y a la derecha tráfico 
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3.4.1. Procesos FGN (Fractional Gaussian Noise) 
 
Como ejemplo de serie autosimilar introduciremos brevemente las series FGN 
(Fractional Gaussian Noise).  
 




















Sample Autocorrelation Function (ACF)




















Sample Autocorrelation Function (ACF)
 
Fig 3.4. Autocorrelación para una fgn de H=0.5 (izquierda) y una fgn de H=0.9 
(derecha). Las líneas horizontales representan los intervalos de confianza del 
95%. 
 
Es el proceso de incrementos del FBM (Fractional Browian Motion). El FGN es 
un proceso exactamente autosimilar de segundo orden y con parámetro 
autosimilar H siempre que ½< H < 1. En la Fig. 3.4 podemos ver la función de 
autocorrelación de un proceso no autosimilar (H=0.5) y de un proceso FGN con 
un alto grado de autosimilaridad (H=0.9). Nótese como la función de 
autocorrelación del proceso FGN decae a cero muy lentamente mientras que la 
del proceso no autosimilar cae a cero rápidamente. 
 
3.5. Dependencia a largo término (LRD) 
Podemos definir la característica LRD como la divergencia del espectro en el 
origen de un proceso estacionario estocástico con segundos momentos finitos 
α−≈ f
C
fSx f)( , ∞→f      (3.9) 
donde α es el exponente de escalado adimensional y Cf tiene dimensiones de 
la varianza y describe los aspectos cuantitativos (los intervalos de confianza del 
estimador de la media de los datos LRD son proporcionales a la raíz cuadrada 
de Cf) [31]. 
Dichos parámetros son independientes y deben ser estimados empíricamente 
aunque algunos procesos pueden tener fijadas ciertas relaciones entre los 
valores. 
Básicamente, los procesos dependientes a corto y largo plazo (SRD y LRD 
respectivamente) están caracterizados por sus funciones de autocorrelación. 
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Mientras que en procesos SRD la dependencia entre valores a diferentes 
tiempos decrece rápidamente a medida que la diferencia temporal aumenta, 
en procesos LRD esta dependencia es mucho más fuerte. Dicho de otra 
manera un proceso SRD decae exponencialmente limitando una area finita, 
mientras que el LRD decae hiperbólicamente delimitando una area infinita. 
En estadística, la autocorrelación de una serie temporal discreta de un 
proceso Xt es simplemente la correlación de dicho proceso con una versión 
desplazada en el tiempo de la propia serie temporal. Si Xt representa un 
proceso estacionario de segundo orden con un valor principal de µ entonces se 
define: 
( ) ( )( )[ ]
2σ
µµ −−= +kTT XXEkR      (3.10) 
donde E[] es el valor esperado y k el desplazamiento temporal considerado 
(normalmente denominado desfase). Esta función varía dentro del rango [−1, 1] 
donde 1 indica una covarianza perfecta (la señal se superpone perfectamente 
tras un desplazamiento temporal de k). 
La LRD se observa en escalas grandes por lo que valores pequeños de la 
función de autocorrelación pueden provocar efectos notables ya que el tráfico 
presenta una gran dependencia en tiempo lo que intensifica la potencia en 
las frecuencias bajas tal como se observa en la figura 3.5.  Mientras más 
cercano a 1 sea el parámetro de Hurst, más autosimilar es la traza y presenta 
una LRD más marcada 
 
 


























Densidad Espectral de Potencia


























Densidad Espectral de Potencia
 
Fig 3.5. Densidad espectral de potencia para: (izquierda) una fgn de H=0.5 
(SRD) y (derecha) una fgn de H=0.9 (LRD). 
 
 
Podemos ver como la fgn05 presenta una potencia de espectro uniforme 
mientras que la fgn09, al presentar una dependencia en tiempos grandes, 
muestra una potencia mayor en las frecuencias bajas. 
 
Una de las características básicas de LRD es que el espectro presenta la 
siguiente gráfica: 













Fig.3.6. Espectro LRD [Imagen extraída de [4], pág. 15] 
 
 
Donde µj representa la densidad espectral de potencia. 
 
Si representamos el espectro de las subbandas wavelet y tomamos 
























1H                      (3.11) 
 
3.6. Estimación LRD 
 
La estimación de la propiedad LRD en este TFC se implementa con 
analizadores Wavelet, en concreto el LDestimate desarrollado por Abry y 
Veitch [9]. Para nuestro propósito utilizaremos dos versiones, la 
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Para realizar la estimación se implementa la Transformada Wavelet mediante 




























La idea es estudiar la señal a partir de aproximaciones más y más precisas, 
donde en cada aproximación se cancelen algunas de las altas frecuencias o 
“detalles” de la señal original. 
 
El banco de filtros agrega las muestras recibidas en diversas escalas, por 
ejemplo, en la figura 3.8 tenemos 3 escalas (3 detalles y una aproximación). 
El filtro realiza el cálculo de los coeficientes wavelet dx(j,k) a partir de la señal 
muestreada en cada escala y las versiones dilatadas y desplazadas de la 
wavelet madre. 
 
Exactamente, los coeficientes dx(j,k) y ax(j,k) (serie de detalles de alta 
frecuencia y una aproximación de baja frecuencia, respectivamente) son 
calculables mediante una convolución discreta en tiempo utilizando dos filtros 
digitales h(n) (filtro paso bajo) y g(n) (filtro paso alto) y un diezmado a la 
salida de cada filtro. Este diezmado hace que el número de coeficientes a la 
salida de cada filtro sea la mitad de los que tenemos a la entrada y, por lo 
tanto, mantenemos la ortogonalidad. Los coeficientes de los filtros h y g se 
obtienen a partir de la Wavelet madre  ψ0 y la función de escala φ0. Ahora 
vemos la necesidad de la agregación del tráfico a intervalos regulares con tal 
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filtro X 2 Diezmado 
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A continuación se realiza la regresión lineal ponderada y se muestra el 
diagrama Logscale, en el cual las escalas más bajas representan las altas 
frecuencias y viceversa. A raíz del diezmado, aquí se nos presenta un 
problema, en cual las escalas altas tienen pocas muestras, lo que supone 
intervalos de confianza menores y por lo tanto la regresión lineal puede oscilar 
considerablemente dando lugar a resultados falseados si trabajamos sólo con 
escalas altas. Como ejemplo de gráficas (y también de este problema) 
mostramos dos diagramas Logscale para tráfico TCP, el cual cuantas más 
pérdidas tenga más autosimilar es. 
 
Figura 3.9. Gráficas Logscale Diagram para tráfico TCP con 
probabilidad de perdidas p=0.1 y H=0.761 (izquierda) y p=0.2 y H=0.803 
(derecha). [Gráficas extraídas de [25]]. 
 
En el Anexo 19.2 se encuentra una descripción más detallada del proceso 
estimador. 
 
3.7. Generación de tráfico 
 
A lo largo del TFC probaremos distintos tipos de generadores de tráfico con tal 
de testear la capacidad de la tarjeta: 
 
3.7.1. Generador CBR 
 
Implementación sencilla mediante la cual conseguimos transmitir a tasa 
constante. Para ello, utilizamos un planificador basado en la función 
microsleep() con la que “dormimos” la aplicación un intervalo igual al tiempo 




longitudtiempo =               (3.12.) 
 
desestimando, por lo tanto, el timestamp de los paquetes. 
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3.7.2. Generador VBR 
 
Volvemos a utilizar el planificador del generador anterior pero esta vez para 
generar una tasa variable. Por lo tanto, el intervalo entre paquetes será variable 
y no vendrá regido por la ecuación 3.12. sino que vendrá determinado por los 
timestamps de los paquetes almacenados en el fichero a transmitir. 
 
Con el timestamp del paquete comprobamos el tiempo actual: 
 
actualtimestampsleep TTT −=     (3.13.) 
 
En caso de que sea positivo, “dormimos” la aplicación el tiempo resultante. En 
caso de que sea negativo el paquete se transmite inmediatamente. 
 
3.7.3. Generador autosimilar (FGN) offline 
 
En este generador utilizaremos el mismo que en el Generador VBR. La 
diferencia recae en que el tráfico a transmitir será autosimilar, en concreto 
series temporales FGN, por lo que necesitaremos utilidades previas para 
generar dicha traza, las cuales vemos en capítulos posteriores. El proceso 
mediante el cual se generan las series FGN se detalla en el Anexo 19.1 
 
3.7.4. Generador autosimilar SUP-FRP 
 
El modelo de Sup-FRP se define como la superposición de M procesos de 
renovación fractal independientes y probabilísticamente idénticos. Los 
procesos de renovación FRP son aquellos en los que el tiempo entre llegadas 
adyacentes, τ, son variables aleatorias independientes con la misma función de 
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Donde αγ −= 2  y τ es el tiempo de llegada. El parámetro A nos permite 
diferenciar entre el comportamiento exponencial y el comportamiento de las 
llegadas de tiempo de la función de densidad, es decir nos indica que el 
comportamiento fractal se encuentra en el tiempo entre llegadas. De esta forma 
el modelo puede generar un tráfico, en tiempo real o no, con comportamiento 
fractal y dependencia a largo rango pudiendo elegir los parámetros de media, 
varianza y grado de autosimilaridad (H). Es importante destacar que la 
propiedad de renovación se pierde al superponer los procesos, es decir, los 
tiempos entre llegadas adyacentes dejan de ser independientes. 
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Implementaremos el método de Sup-FRP para generar tráfico en tiempo real 
con las tarjetas DAG a partir del código de [4]. Este algoritmo nos permitirá 
generar tráfico autosimilar indefinido, al contrario de otros métodos en los que 
hay que especificar la duración de la traza, a partir de los siguientes pasos. 
 
 
Suponiendo que S representa el reloj de simulación y )( jS  representa el tiempo 
de la secuencia j FRP los intervalos  de tiempo jτ  se generan según lo 
siguiente: 
 
1. Escogemos los valores de H (grado de autosimilaridad), λ (tasa media de 
llegadas) y M (número de procesos FRP ha superponer). 
 
2. Por cada j = 1,2,...,M generamos )(0
jτ  con las ecuaciones dadas y iniciamos 
)(
0
)( jjS τ= . 
 





5. Avanzamos el reloj de simulación: *)( jSS ← . 
 
6. Generemos un nuevo intervalo de tiempo τ a partir de la ecuación dada y 
τ+← *)(*)( jj SS . 
 







   FRP (1) 
 
 









  Sup-FRP 
 
 
Fig. 3.10 Realización de un proceso Sup-FRP para M=3. Para cada j=1,2,...,M, τi  
representa el tiempo del intervalo i-ésimo del proceso FRP j-ésimo con la misma 
pdf )(τp . 
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8. Entonces SS ji −= *)(τ . 
 
9. Avanzamos de nuevo el reloj de simulación: *)( jSS ← . 
 
10. Repetimos los pasos 6 – 9 hasta generar el número de llegadas deseado. 
 
Gracias a que el algoritmo genera secuencialmente los intervalos entre 
llegadas y, por lo tanto, no es posible que habiendo generado un paquete en un 
tiempo concreto el algoritmo calcule después que otro paquete debía haber 
sido enviado antes es posible su implementación en tiempo real. 
 
En los capítulos 4 y 5  presentaremos los resultados de las pruebas realizadas 
con el generador. 
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El objetivo del presente capítulo es mostrar los resultados extraídos de  
diferentes generadores de tráfico implementados en el TFC. Para ello 
listaremos los tipos de pruebas realizadas, mostraremos ejemplos y sacaremos 
conclusiones. El conjunto total de pruebas se encuentra disponible en los 
anexos que citaremos con cada generador. 
4.2. Generación CBR 
 
Podemos definir CBR (Constant Bit Rate) como un tipo de enlace que 
proporciona ancho de banda fijo con lo cual se garantiza una velocidad en todo 
instante. El proceso opuesto es VBR.  
 
Para implementar nuestro código nos hemos basado en dos utilidades Open 
Source para facilitar la edición. Para la parte de transmisión hemos utilizado, 
obviamente, la utilidad por defecto de transmisión que viene en el package 
tools de las tarjetas DAG, Dagflood. A su vez, para la parte de scheduling, es 
decir, para determinar el momento en que los datos deben ser enviados, 
hemos utilizado la función do_sleep(), contenida a su vez en la función 
send_packets() de la utilidad TCPreplay [32].  
4.2.1. Parte de transmisión 
 
El código que hemos utilizado para la transmisión, Dagflood, compone la mayor 
parte de la utilidad. Nos hemos decantado por realizar una versión ampliada de 
dicho código incluyendo las opciones de elección de tasa CBR a la que 
queremos transmitir y la elección de un fichero de salida para comprobar los 
resultados de la transmisión.  Por lo tanto, nuestro esfuerzo recae sobretodo en 
la parte de scheduling que comentaremos en el próximo apartado.  
 
4.2.2. Parte de scheduling 
 
Para implementar esta función, vimos que dagflood ya traía unas opciones para 
limitar la velocidad pero los resultados que daba no eran coherentes tal y como 
se puede ver en el anexo 9. La razón por la que creemos que ocurre esto se 
debe a que las iteraciones del bucle principal que se dedica a la transmisión no 
las realiza periódicamente, es decir, los intervalos entre cada transmisión van 
variando. De esta manera si nosotros especificamos un retardo fijo adicional al 
que ya se produce provocaremos que el retardo total entre emisiones sea 
distinto en cada iteración.  
 
La idea de dagflood de introducir un retardo entre emisiones para conseguir 
una velocidad determinada nos parece la manera más sencilla de lograrlo pero 
la manera que está implementada no es la correcta. Por lo tanto, decidimos 
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investigar otras utilidades de generación y la manera que tienen de 
implementar la gestión de la velocidad. Nos decantamos por TCPreplay por ser 
de código abierto (Open Source) y por la popularidad que goza. 
 
Observamos que la implementación que realiza también se basa en  la 
introducción de retardo entre emisiones pero que la determinación del intervalo 
es mucho más precisa, como veremos a continuación. En el Anexo 22 del CD 
se puede ver el código completo de la utilidad GenTraffic y las modificaciones 
que hemos introducido a los códigos de Daglfood y TCPreplay. 
4.2.3.  Pruebas 
 
Con la aplicación implementada realizamos una serie de pruebas para 
comprobar su funcionamiento. Por defecto la utilidad dagflood, y por 
continuación también GenTraffic, disponen de una opción verbose mediante la 
cual obtenemos la velocidad media alcanzada durante la transmisión.  
 
A continuación mostramos las salidas obtenidas de la aplicación GenCBR para 
100 Mbps y 1 Gbps. Los nuevos parámetros utilizados son: 
 
-r indica el modo utilizado, commit o copy. 
-T indica la velocidad de transmisión en bps. 
-o indica el fichero de salida donde se guardan los datos enviados y el tiempo 
absoluto en cada iteración del bucle principal de transmisión. 
 
servgenmonI:~# /usr/local/src/dag-2.5.5/tools/GenCBR -d /dev/dag0 -f 
prueba.erf -r 1 -v -t 10 -T 100000000 -o modo1_100M.txt 
caching file... done. 
------------------------------------------------- 
total bytes sent to dag card: 125184000 (119.38 MiB) 
approx. average speed: 100.01 Mbps (12.50 MiB/s) 
 
servgenmonI:~# /usr/local/src/dag-2.5.5/tools/GenCBR -d /dev/dag0 -f 
prueba.erf -r 1 -v -t 10 -T 1000000000 -o modo1_1G.txt 
caching file... done. 
------------------------------------------------- 
total bytes sent to dag card: 1259581440 (1201.23 MiB) 
approx. average speed: 1000.24 Mbps (125.03 MiB/s) 
 
Fig. 4.1. Capturas de los resultados de transmisión con GenTraffic 
 
Ahora si que se aprecia que la velocidad solicitada es la velocidad obtenida. 
Como la aplicación tan sólo nos muestra la velocidad media, hemos realizado 
una prueba en la que la utilidad nos retorne el valor instantáneo en cada 
emisión. Como era de esperar los resultados son los mismos. Las gráficas de 
estas pruebas se pueden encontrar en el Anexo 9. 
 
De las pruebas podemos extraer que para velocidades inferiores a 1Mbps la 
velocidad se aproxima a 1 Mbps. Esto puede ser debido a que el tiempo en el 
que la aplicación se duerme es mayor y puede provocar problemas de tiempo 
de ejecución. Para velocidades superiores vemos que la media se ajusta a la 
velocidad indicada y cuanto mayor es la velocidad más cerca estan las 
desviaciones de la media. Por lo tanto la tarjeta DAG trabaja correctamente 
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para un margen de velocidades de 1Mbps a 1Gbps. También hemos 
probado a solicitar  velocidades superiores a 1Gbps, obteniendo gráficas con 
zonas de saturación, como por ejemplo la figura 4.2.  
 
Un hecho destacable es que en cada transmisión hay una distorsión en el 
inicio de la traza debido a la corrupción a la que sufren los contadores al inicio 
de cada captura y también al tiempo que transcurre desde que la tarjeta se 
inicializa hasta que se estabiliza. 
 
En cuanto al límite de agregación de la tarjeta en transmisión nos encotramos 
con que es de 10 ms para no obtener picos en 0 que nos falseen las medidas. 
Como ejemplo, en la figura 4.2 se muestra el caso para 1 Gbps agregado a 
10ms.  El valor de 10 ms viene dado seguramente por el clock del kernel de 
Linux. Aunque utilizemos nanosleep para transmitir y poseamos una precisión 
de nanosegundos, nos debemos esperar al próximo clock del reloj para 
reanudar la tarea. Esto nos puede dar una variabilidad máxima de 10ms y por 
lo tanto en escalas inferiores a 10 ms obtenemos picos en 0 debido a la 
inactividad. 
 



















1Gbps agregado a 10ms
 
Fig. 4.2. Gráfica de la captura de 1Gbps agregada a escala temporal de 10 
mseg donde se aprecia el límite de saturación. 
 
 
Comentar que las pruebas mostradas están realizadas con el modo 1 de la 




Una vez tenemos la aplicación implementada comprobamos la eficiencia tanto 
en el consumo de CPU como en el de memoria. Para ello nos servimos de la 
utilidad top [33], mediante la cual podemos obtener bastante información de 
los procesos que están corriendo en ese momento.  
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Tal y como podemos ver en la figura 4.3, la aplicación no consume en exceso 
CPU y en este caso tampoco memoria. Esto era de esperar ya que el código 
trabaja con tarjetas DAG y sabemos que estas no producen mucha carga a la 
CPU, gracias a su FPGA y el uso del slot PCI el cual permite accesos directos 
a memoria sin cargar la CPU. 
 
Por parte del consumo de memoria vemos que es bajo en este caso, pero 
debemos tener en cuenta que la aplicación mapea el fichero de transmisión en 
memoria para poder acceder rapidamente a él. En este caso el fichero tiene un 
tamaño aproximado de 15 kilobytes, pero hay que tener en cuenta que 
necesitaremos tanta memoria como tamaño tenga el fichero para poder 
realizar la transmisión. 
 
Figura 4.3. Consumo de CPU y memoria de la aplicación 
 
A través de las pruebas realizadas vemos que la tarjeta DAG puede trabajar 
perfectamente en transmisiones CBR para un rango de 1Mbps a 1Gbps 
sirviendo el tráfico generado como tráfico de carga. 
 
4.3. Tráfico VBR 
 
Una vez visto que podemos determinar correctamente la tasa de transmisión 
con nuestra implementación, pasaremos a reproducir tráfico VBR (Variable Bit 
Rate), paso esencial para generar trazas con determinadas distribuciones. 
 
En la Figura 4.4. podemos ver el resultado obtenido al transmitir trazas de 
valores aleatorios de tráfico VBR. Para ello, hemos utilizado la utilidad Gen.c 
(Anexo 20 del CD) la cual genera trazas con tamaños de paquetes y 
velocidades de transmisión variables. En concreto se trata de una traza de 1 
Gbps y de paquetes de tamaño de 1500 bytes. 
 
En esta primera figura se expone la similaridad de la traza original con la traza 
realmente reproducida. En las gráficas de la izquierda, se puede ver la 
evolución de los tiempos y los tamaños de los paquetes de las dos trazas, 
mientras que en la derecha se expone el porcentaje de error cometido en la 
transmisión. 
 
Se puede observar como las trazas son muy similares, ya que obtenemos un 
error muy pequeño, excepto en los primeros cientos de paquetes debido a la 
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inicialización de la tarjeta que ya comentábamos en el apartado del tráfico 
CBR. Por parte del tamaño de los paquetes podemos ver que el error es un 
poco más grande aunque no significativo. Este error es debido a la introducción 
de cabeceras del formato ERF en la transmisión y del truncamiento de los 
paquetes con tamaño mayor a 1536 bytes (Tamaño trama Ethernet: 1518 















Timestamps en us de la traza original
Timestamps en us de la traza reproducida






















Tamaño paquetes bytes traza original
Tamaño paquetes bytes traza reproducida













Figura 4.4. Error en el lado de generación respecto al tamaño de los paquetes 
y su timestamp. 
 
Hemos realizado la misma prueba para paquetes de 64 bytes, la cual se 
muestra en el Anexo 10 y podemos concluir que que utilizar paquetes de 1500 
bytes proporciona mejores resultados que los de 64 bytes. Esto es debido a 
que se envían menos cabeceras y por lo tanto hay menos procesado. 
Además al ser más pequeños, los equipos han de tener un scheduling más 
preciso y eficiente para transmitirlos o capturarlos. 
 
Por otro lado, hemos visto que podemos generar tráfico variable correctamente 
pero sin una gran granularación por lo que a continuación estudiaremos los 
resultados de utlizar generadores autosimilares implementados con la API de 
la tarjeta DAG. Como hemos comentado al principio del TFC y también 
podemos desprender de los estudios realizados por [5], el tráfico real se puede 
simular con tráfico autosimilar con una característica LRD de parámetro de 
Hurst con valores que típicamente se encuentran en el rango 0.7 a 0.9. 
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4.4. Generación de trazas autosimilares 
 
Para poder realizar pruebas con tráfico autosimilar, y por lo tanto simular tráfico 
real para testear nuestros generadores y analizadores, hemos realizado un 
programa que a partir de una distribución autosimilar dada genere una traza de 
dos columnas indicando el timestamp del paquete y su tamaño para poder 
posteriormente transmitirla con los programas realizados anteriormente. 
 
Los procesos autosimilares utilizadas son las Fractional Gaussian Noise, las 
cuales hemos introducido en 3.4.1. 
4.4.1. Calidad de la traza generada 
 
A continuación vamos a comprobar la calidad de nuestro generador de trazas 
FGN. Para ello analizamos con LDestimate.m [31] (Anexo 19.2) en Matlab la 
distribución autosimilar obtenida con fft-fgn y después la traza generada con 
nuestro programa a partir de dicha distribución. 
 
Como ejemplo mostraremos el caso para un proceso FGN con parámetro 
Hurst 0.9 para trazas de 1Gbps. La salida obtenida del programa LDestimate 
para el proceso fgn09 a 1Gbps es la siguiente: 
 
Current plot held 
Octaves: in_data  available  selected  Goodness of fit  
         1--13.0   1--10     2--10       0.58877  
 
Scaling parameters are:    alpha (LRD)     H (LRD rewrite)   
        Estimates:           0.843          (0.921)   
        CI's:             [0.793, 0.892]   [0.897, 0.946]              
 
Second parameters are:         cf               
Estimates:                   0.1066                      
CI's:          [0.09399, 0.12041]                          
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Y la correspondiente a la traza de paquetes generada para poderla transmitir 
con la tarjeta: 
 
Current plot held 
Octaves: in_data  available  selected  Goodness of fit  
         1--13.0   1--10     2--10       0.74771  
Scaling parameters are:    alpha (LRD)     H (LRD rewrite)   
        Estimates:           0.781          (0.890)   
        CI's:             [0.731, 0.830]   [0.866, 0.915]              
 
Second parameters are:         cf               
Estimates:                   314430.4956                       
CI's:          [277331.07960, 355078.73217]                 
  
 
















Figura 4.6. Diagrama Logscale con línea de regresión e intervalos de 
confianza. 









































Figura 4.7. Comparativa entre la serie FGN y la traza generada a partir de 
esta. 
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El resultado es satisfactorio, dando unos resultados prácticamente perfectos 
desde el punto de vista de las características de la LRD (parámetro de Hurst y 
Cf). También podemos ver una gran variación entre los valores de Cf la serie 
FGN y la traza generada a partir de esta. El parámetro describe los aspectos 
cuantitativos o, dicho de otra manera, el tamaño de la LRD. Por lo tanto, esta 
diferencia es totalmente lógica ya que al realizar la conversión estamos 
sustituyendo los valores de la serie por cantidades de bytes, los cuales inflan 
en tamaño la serie.  
 
Por lo tanto, la interpretación como paquetes por llegada da unos resultados 
bastante favorables además de representar una fácil implementación en código 
C. Por otro lado lo podemos interpretar como bytes por llegada, lo cual nos 
permitiría un ajuste más fino del tamaño de los paquetes pero a altas 
velocidades, dado el gran volumen de datos, esta diferencia no es significativa.  
 
En el Anexo 12.1 se muestran los resultados para trazas con diferentes H y 
velocidades, obteniendo la misma calidad que para el caso de 0.9, por lo que 
podemos decir  que nuestras trazas generadas a partir de procesos FGN son 
precisas y correctas. 
4.5. Generación de tazas autosimilares online 
 
Para dimensionar de forma adecuada las redes y optimizar los recursos 
necesitamos estudiar el comportamiento de las fuentes, por lo tanto es esencial 
estudiar las características de simulaciones de tráfico sintéticas según los 
nuevos modelos de autosimilaridad. Existen diferentes generadores de tráfico 
autosimilar, unos más adecuados para servicios de datos (Método de las 
variables α- estables, método de la transformada de Fourier, RMD, SRA y 
Sup-FRP) otros más adecuados para tráfico de vídeo (Hoskings, FR-ARIMA) 
y los basados en wavelets. 
 
Uno de los problemas a los que nos enfrentamos en este diseño es obtener un 
método que permita generar tráfico autosimilar (es decir que modele el 
tráfico real) en tiempo real. Si nos basamos en métodos como por ejemplo el 
método Paxson [40] o el Algoritmo Random Midpoint  [41] nos encontramos 
con que debemos saber el inicio y el final de la traza, por lo tanto no se ajustan 
a nuestras necesidades. Además, el hecho de que sea online nos soluciona 
también los problemas de memoria al crear trazas grandes para poderlas luego 
transmitir evitando tener que almacenar la traza a transmitir y pudiendo simular 
asi un escenario más realista de duración arbitraria.  
 
Modelos aptos para trabajar en tiempo real son el Sup-FRP y los basados en 
wavelets. De éstos, hemos implementado el primero. 
 
El hecho también  de que el modelos genere los paquetes en el momento de la 
transmisión permite un ahorro importante de memoria asi como un 
procesamiento más rápido. 
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Dicho generador ya ha sido implementado en [4] para tarjetas FastEthernet 
convencionales y nuestra versión del código para tarjetas DAG se encuentra en 
el Anexo 29 del CD. 
4.5.1. Pruebas 
 
Tabla 4.1. Comparativa entre el proceso FGN y la traza generada a partir de 
este en el lado de generación. 
H solicitada Velocidad 
media 
H generada Dif. Valor absoluto Error relativo
0.8 500Mbps 0.787 0.013 1.625% 






















Tal y como se puede extraer de la tabla, vemos que la traza generada se ajusta 
bastante a la solicitada en diversos rangos de velocidades. Podemos destacar 
una mayor aproximación alrededor de los 600 Mbps, debido a que mayores 
velocidades obtenemos picos de saturación debido a la varianza de la traza. 
También se aprecia que cuanto mayor sea la H más aproximada es la traza 
generada debido a la presencia más marcada de la característica LRD. 
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Con tal de poder realizar un análisis matemático para la correcta estimación de 
H, hay que implementar un capturador eficaz. Gracias a la tarjeta DAG 
disponemos de un timestamp preciso, mejor que el de las tarjetas NIC 
utilizadas en TFC anteriores. Esta característica, junto a estimadores wavelets, 
superiores a otros que ofrecen un resultado erróneo o que requieren un coste 
computacional alto, nos ofrece una solución para analizar tráfico a altas 
velocidades.  
 
Para analizar los resultados, veremos, al igual que en el capítulo anterior, los 
resultados obtenidos en los diferentes tipos de tráfico implementados. 
5.2. Tráfico CBR 
 
Como última comprobación del tráfico CBR veremos como se recibe el tráfico 
en el lado del receptor. Para ello capturaremos con la tarjeta Dag tráficos de 
1Gbps durante 10s. Vemos que la tarjeta realmente es capaz de capturar a 
tasa máxima, en nuestra tarjeta esta tasa es de 1Gbps. Una vez tenemos las 
trazas agregadas vemos las gráficas que obtenemos: 
 





















Fig. 5.1. Gráfica de la captura de 1Gbps agregada a escala temporal de 0.1 
mseg en recepción. 
 
 
Si agregamos a 1seg podemos comprobar que las velocidades a las que 
hemos emitido se respetan en recepción. Ahora también podemos agregar a 
escalas menores ya que el timestamp lo realiza la tarjeta en hardware y no el 
reloj de Linux, por lo tanto no tenemos el problema de los 10 ms. 
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5.3. Tráfico VBR 
 
Para el tráfico VBR hemos realizado las mismas gráficas que en el apartado 
4.3. comparando la traza original con la recibida en el sistema de análisis. 
Volvemos a ver el mismo comportamiento, apreciando un ligero incremento 
negligible del retardo en los últimos paquetes en recepción y un aumento del 
error en el tamaño de los paquetes ya que estos han sido previamente 
truncados en la transmisión y además en recepción se les ha extraído las 
cabeceras. Aun así el detalle más alarmante es la pérdida de 282 paquetes, 
debido a la saturación del buffer a nivel usuario por la velocidad de transmisión 
y el tamaño de los paquetes. 
 












Timestamps en us de la traza original
Timestamps en us de la traza recibida























Tamaño paquetes bytes traza original
Tamaño paquetes bytes traza recibida


















Por lo tanto se puede desprender de los resultados que la fidelidad de la 
transmisión a altas velocidades de tráfico voluminoso es bastante óptima con 
una reproducción de la traza original bastante similar, gracias en gran medida a 
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Si observamos la figura 5.3. veremos la traza agregada en recepción. Tal y 
como se puede observar el tráfico presenta un comportamiento parecido a lo 
largo de las escalas el cual se va suavizando a medida que aumentamos la 
escala de tiempos, presentando asi la característica SRD. 
 





































































Figura 5.3. Agregación del tráfico en recepción a diferentes escalas. 
 
 
Tabla 5.1. Media y desviación de las trazas agregadas 


































En la tabla 5.1 podemos ver como la media se mantiene a lo largo de las 
escalas (teniendo en cuenta la variación de esta última) pero la desviación se 
va intensificado a medida que aumentamos de escalas. 
 
Poder generar tráfico VBR no nos basta para simular tráfico real. Para este 
objetivo nos hace falta determinar, aparte de las diferentes velocidades, los 
tiempos de llegadas, lo que nos lleva a implementar nuevas utlidades y 
generadores que lo permitan. 
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5.4. Captura de trazas autosimilares 
5.4.1. LDestimate 
 
Tal y como venimos defendiendo en todo el trabajo, el poder analizar el tráfico 
con la menor carga de procesado y utilización de memoria es lo principal. Al 
implementar esta utilidad se ha decidido no almacenar la traza en principio 
(aunque se podría permitir) y, por lo tanto, ir extrayendo los resultados 
deseados en tiempo real. De esta manera podemos trabajar con trazas de 
longitud arbitraria. También se ha permitidio variar el número de momentos 
desvanecientes de la wavelet usada. Esta variación permite definir 
correctamente los detalles wavelets y eliminar o disminuir la influencia de las 
tendencias determínisticas como pueden ser las tendencias lineales o las 
variaciones respecto de la media. Además se permite la elección de las escalas 
de análisis, asi como la acumulación o inicialización de muestras del banco de 
filtros en cada reporte. Las maneras de presentar los resultados son varias:  
 
• A intervalos periódicos reiniciando el banco de filtros en cada reporte. 
 
• A intervalos periódicos acumulando las muestras en el banco de filtros. 
 
























Traza con H=0.7 a 500 Mbps y modo ventanado
 

























Traza con H=0.7 a 500 Mbps y modo acumulado
 
Figura 5.5. Estimación del parámetro H con los dos modos para un proceso 
FGN de H 0.7. Superior: Modo ventanado. Inferior: Modo acumulado 




En esta figura de ejemplo podemos ver como la utilidad da buenos resultados 
para ambos modos, sobrestimando la H con una pequeña diferencia al valor 
real para procesos FGN. Aun asi, se aprecia que el modo acumulado tiende 
más rápido al valor real.  
 
En la figura 5.6, se puede apreciar la salida de la utilidad para trazas de 
duración arbitraria. Para ello hemos utilizado el generador Sup-FRP 
presentado en el capítulo anterior. A partir de estas figuras y la de los anexos, 
vemos como la aproximación es bastante buena, aun asi, para valores de H por 
debajo de 0.7 se sobrestima el parámetro de Hurst mientras que para los 
superiores se subestima. Además, añadir que al final de la captura se aprecia 
una corrupción de la captura. Esta falta de precisión se deberá seguramente a 
problemas en generación lo que provoca que el análisis no se haga sobre una 
traza ideal. 
 






















Proceso Sup-FRP con H=0.9 a 500 Mbps




















Proceso Sup-FRP con H=0.7 a 500 Mbps
 
 























Proceso Sup-FRP con H=0.5 a 500 Mbps






















Proceso Sup-FRP con H=0.8 a 500 Mbps
 
Figura 5.6. Estimación del parámetro H para procesos de duración arbitraria. 
 
En la figura 5.7 se pueden ver dos capturas de mayor duración. Esta viene 
determinada por el número de máximo de emisiones que puede reproducir el 
generador utilizado. En este caso podemos ver como la estimación se 
estabiliza del todo alrededor de los 50-60 seg, volviéndose a apreciar los 
efectos de la sub y sobrestimación. El motivo de este intervalo de tiempo de 
estabilización está relacionado con la escala de agregación. Esto se debe a 
que para que el estimador comience a realizar una estimación correcta este 
debe tener un número suficiente de muestras, estimado a partir de 5000 
muestras aproximadamente. Si tenemos en cuenta que las pruebas se 
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realizan con una escala de agregación de 10 mseg, tenemos que hasta los 50 
seg no tendremos las 5000 muestras necesarias. 























Proceso Sup-FRP con H=0.7 a 500 Mbps
 






















Proceso Sup-FRP con H=0.9 a 500 Mbps
 
Figura 5.7. Estimación del parámetro H para un proceso Sup-FRP en modo 




A continuación comprobaremos la calidad de la traza transmitida (una vez 
pasada a la tarjeta) y la traza capturada (en el extremo de recepción) para 
procesos FGN. Para ello las agregaremos a 10ms y veremos su gráfica. En 
este apartado, además comprobaremos dos métodos de scheduling, mediante 
polling o con llamada a sleep. 
 
En la figura que viene a continuación, mostramos en la parte superior las trazas 
tanto de transmisión como de captura para el método con polling, mientras que 
las inferiores representan las del método de llamada a sleep. 
 
Pruebas en captura  51 
 
 
A simple vista destacan tres aspectos: 
 
•La deformación de la traza en transmisión 
•La mayor imprecisión del método de llamada a sleep. 
•La tendencia a convertir a tasa constante la traza en el lado de captura. 
 
Para los dos primeros casos, el problema radica, como hemos venido 
comentando, en la precisión de los timers que junto al scheduling del SO 
provoca que aparezcan retardos que modifican la traza como por ejemplo los 
picos en el método polling o la gran varianza en el caso de llamada a sleep. En 
el Anexo 8 hay una pequeña comparación entre estos dos métodos donde se 
especifican sus ventajas e inconvenientes.  
 
La deformación de la traza también se puede ver afectada por el hecho de que 
la tarjeta dispone de salidas con fibra óptica y nosotros utilizamos transceivers 
eléctricos para trabajar con los cables cruzados categoría 6 que 
disponemos. La conversión de un medio a otro también nos puede provocar 
errores o fluctuaciones en la transmisión que alteran inevitablemente la traza 
capturada.  
 
Para el tercer caso, el problema puede deberse al switch que une las dos 
máquinas [34]. Al pasar los paquetes por el buffer del switch se puede producir 
un efecto cuello de botella que radique en la emisión a la salida de este de una 
salida prácticamente constante. 
 
Las trazas analizadas son de H=0.9 a 400 Mbps. 























































Figura 5.8. (Izquierda) Traza agregada en generación 
(Derecha) Traza agregada capturada. 
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Poll 0.9 0.923 0.791 
Sleep 0.9 0.855 0.941 
 
Podemos ver como en transmisión el método polling es más preciso y como el 
analizador wavelet sobrestima hasta una cierta H y luego subestima como esta 
ocurriendo en todos los ejemplos. Podemos destacar que la H generada es 
bastante óptima pero una vez llega a la tarjeta la traza esta se distorsiona 
bastante provocando que el análisis no sea tan preciso. Para observar desde 
otro punto de vista la precisión de los métodos vemos la figura 5.9. 
 









Logscale Diagram,  N=3    [ (j1,j2)= (4,7),   α-est = 0.711,    Q= 0.53615 ],   D-init
Octave j
yj 















Figura 5.9. (Izquierda) Diagrama logscale para el método sleep 
(Derecha) Diagrama logscale para el método poll. 
 
En esta figura podemos ver como los picos producidos por la imprecisión del 
método sleep provocan un aumento notable de las escalas bajas 
(frecuencias altas) del diagrama Logscale mientras que para el método poll, al 
no presentar estas variaciones, las escalas bajas se mantienen planas 
presentando más presencia en las escalas altas que caracterizan las 
fluctuaciones de frecuencia baja típicas del LRD. 
 
Podemos concluir que el método polling es el más preciso pero como se puede 
ver en el Anexo 8 también el que más consume. Por lo tanto nos encontramos 
ante un compromiso, que puede solucionarse con el uso de los Firm Timers 
presentados en el Capítulo 2. Como puede verse también en el Anexo 8, los 
resultados son más que aceptables. 
 
En el Anexo 12.2. se muestran los resultados para trazas con diferentes H, 
obteniendo la misma calidad que en el caso de 0.9. Como era de esperar,  ya 
que los problemas radican en la temporización y en los dispositivos de 
interconexión,  vuelven a suceder los problemas anteriores. 
 
Además destacar que cuanto mayor es el parámetro H más inestable se 
vuelve la traza debido a la variación de los períodos ON-OFF, en concreto de 
los últimos que producen grandes períodos de inactividad. Para acabar de ver 
el problema de la imprecesión del scheduling, mostramos la siguiente figura 
donde se puede ver la traza original agregada a 1ms y la que se transmite 
realmente, también agregada a 1ms. Como se puede ver la traza transmitida 
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posee multitud de picos pero guarda la media y el comportamiento de la traza 
durante la mayor parte del tiempo con respecto a la traza original. Los picos 
son debidos a que los retardos indeseados que se producen provocan que se 
envien los datos que correspondian a un momento determinado en uno 
posterior provocando un pico hacia cero seguido de otro hacia un valor muy 
superior a la media indicando este desplazamiento de bytes, añadiendo 
también los aspectos comentados hace unos párrafos. 


























Figura 5.10. (Arriba) Traza agregada original 
(Abajo) Traza agregada transmitida. 
 
Para intentar solucionar este problema se ha implementado una versión de la 
utilidad de transmisión con TSC buscando una precisión mayor debido a la alta 
frecuencia de nuestra CPU. Los resultados no han sido positivos, tal y como se 
puede ver en el Anexo 11. 
 
Por lo tanto la solución recae en el hecho de tener un sistema para controlar el 
grado de prioridad de las utilidades y su acceso a la CPU asi como una 
comunicación entre la tarjeta y la utilidad fluida. Esto último ya lo conseguimos 
con la tarjeta DAG mediante el uso del bus PCI-X el cual evita tener que 
atravesar toda la arquitectura del Sistema Operativo 
 
5.5. Captura online de trazas autosimilares  
5.5.1. Generador Sup-FRP 
 
Tabla 5.3. Estimación de H para procesos SUP-FRP 
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Como se extrae de la tabla, la captura del proceso SUP-FRP no acaba de dar 
unos resultados muy precisos debido a los problemas de transmisión ya que 
tiende a sobrestimar los resultados hasta H de valores 0.7 y subetimarlos para 
superiores. Aun asi creemos que es un buen paso ya que el problema radica 
en generación y no en captura debido al mayor procesado del generador Sup-
FRP que provoca que para altas velocidades no se acaben de cumplir los 
tiempos de transmisión. 
 















Slot temporal (10 
mseg)
Proceso SUP-FRP con H 0.7 a 500 Mbps














Slot temporal (10 mseg)
Proceso SUP-FRP con H 0.7 a 900 Mbps
 
Figura 5.11. Trazas capturadas para procesos SUP-FRP 
 
Aun así, tal y como se aprecia en la figura 5.11, este generador no provoca 
zonas de saturación lo que nos lleva a un compromiso entre generación precisa 
en cuanto a tiempos de transmisión o de estabilidad de la traza. 
 
El hecho de que no se cumplan los tiempos de generación se extrae de la 
medición de paquetes que se le pasan a la tarjeta antes de transmitirlos y la 
tasa a la que llegan en recepción. Para el caso de 500 Mbps, por ejemplo, 
obtenemos una tasa media antes de trasmisión de 491973000 bps, mientras 
que en captura obtenemos una de 154886432 bps.  
 
De aquí se extrae lo poco desarrollada que esta la API de la tarjeta para 
generación dando problemas cuando se requiere un proceso más alto para 
obtener la distribución a transmitir, asi como el letargo que producen los timers 
utilizados en generador Sup-FRP que junto a la alta velocidad requerida 
producen que los tiempos de transmisión no se cumplan. El hecho de que la 
tarjeta no funcione bien en generación no es nuevo, de hecho las utilidades 
desarrolladas por Endace con este propósito se limitan a transmitir tráfico a 
tasa máxima saturando incluso la tarjeta sirviendo este tráfico para poco más 
que tráfico de carga. 
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Medir y monitorizar el tráfico de red es necesario para poder diseñar elementos 
de red eficientes y tener un control óptimo sobre esta. La información obtenida 
mediante estos procesos es útil para monitorización a corto plazo (p. ej. 
detectar ataques DoS), ingeniería de tráfico a largo y corto plazo (p. ej. 
enrutamiento del tráfico, balanceo de carga, redimensionado de enlaces, etc)  e 
incluso para tarificación. 
 
Para medir el tráfico disponemos de varios métodos o mecanismos. Por un 
lado tenemos mecanismos que nos dan poca información, como es el caso 
del SNMP. En el otro extremo, tenemos  métodos que nos dan mucho detalle 
del tráfico pero suponen un volumen de datos enorme como es la recopilación 
de trazas. La medida del tráfico por flujos presenta un buen compromiso 
entre detalle y volumen de datos. 
 
Suele definirse flujo como un conjunto de paquetes con ciertas propiedades 
en común. Las propiedades que se escogen componen la definición del flujo (p. 
ej. un flujo compuesto por todos los paquetes que tengan la misma dirección IP 
origen y mismo puerto TCP de destino). Dada una definición de flujo, el 
conjunto de valores de las propiedades que lo forman se llaman identificador 
de flujo. 
 
La solución estándar de medida de tráfico por flujos recae en el uso de 
utilidades en routers para analizar los enlaces deseados. Una de las más 
usadas para este propósito es NetFlow (stándard de facto de Cisco) [35], 
mediante el cual podemos saber la utilización del enlace, monitorización del 
tráfico, aplicaciones en uso, enrutado de tráfico, picos temporales de uso, etc., 
entre otras cosas. 
 
El principal problema de la medida de tráfico por flujos es la falta de 
escalabilidad. Este problema se ve aún más acrecentado por el rápido 
aumento de la velocidad de los enlaces, el cual provoca un volumen de datos 
enorme imposible de manejar en su totalidad. Por un lado, las únicas memorias 
capaces de escalar con el número de flujos son las DRAM. Sin embargo, los 
tiempos de acceso de DRAM son ya demasiado grandes para las 
velocidades actuales de transmisión. Por otro lado, SRAM es la única 
tecnología capaz de soportar actualizaciones por cada paquete. Sin embargo 
las memorias SRAM son más caras, consumen más potencia y tienen baja 
capacidad. Esto encarece los diseños ya que para soportar grandes 
cantidades de SRAM se requieren mayores superficies en las placas; por 
ejemplo en las line-cards. Es por estos motivos por lo que tenemos un 
compromiso el cual debe ser solucionado mediante la implementación de 
algoritmos eficientes. 
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Netflow [35] utiliza grandes cantidades de DRAM y adapta la velocidad de 
transmisión de los enlaces mediante muestreo sistemático (p. ej. capturar 1 
de N paquetes).  Este conlleva 3 problemas: muestrea flujos no interesantes, la 
precisión por cada flujo es baja y el procesado del overhead. Afortunadamente, 
varios estudios han mostrado que la distribución de los tamaños de los flujos (a 
distintas escalas temporales y niveles de agregación) es heavy-tailed: unos 
pocos flujos grandes son los responsables de gran parte del tráfico [36]; por 
ejemplo según [37] el 9% de los flujos (llamados “elefantes”) transportan el 
90% del tráfico. El conocimiento de estos flujos es suficiente para muchas 
aplicaciones. NetFlow no es eficaz en ese sentido ya que muestrea tanto flujos 
pequeños como grandes y además es poco preciso. Se han propuesto 
mecanismos alternativos para la monitorización de flujos grandes: Sample and 
Hold y Multistage Filters [38] y, a través la combinación de estos dos el S3, 
los cuales han sido implementados por nosotros. 
6.1.1. Necesidades de las nuevas utilidades de monitorización y 
medidas de tráfico 
 
El objetivo de los nuevos algoritmos es detectar y monitorizar los flujos grandes 
o “elefantes”. Como flujo grande definimos a aquellos flujos cuyo tamaño 
supere un umbral T o una cierta fracción del total del tráfico (p. ej. 1%=z). 
Con esta última definición, como máximo pueden haber 1/z flujos grandes, por 
lo tanto, si es posible indentificarlos se podrían monitorizar usando poca 
cantidad de memorias SRAM que proporcionarían un rápido acceso a los datos 
y una alta precisión. En nuestro caso, sin embargo, no disponemos de dichas 
memorias. Por lo tanto implementaremos este acceso a la memoria mediante 
funciones de hash y listas enlazadas intentando emular en lo máximo 
posible las memorias SRAM. 
 
Para que los algoritmos funcionen correctamente hemos de definir previamente 
el identificador del flujo. Una vez lo tengamos, podremos diferenciar los flujos 
entre sí y observar el grado de presencia en el tráfico de red para distinguir 
entre flujos “elefantes y ratones”. Para realizar esta última distinción se define 
un umbral (% de la capacidad del enlace) durante un intervalo temporal 
dado. Básicamente el proceso general que siguen los 3 algoritmos cuando 













Fig. 6.1. Algoritmo general para las utilidades de monitorización y 
medidas de tráfico 
¿Hay una entrada












Puede desecharse o permanecer
en espera de algún evento 




Un algoritmo ideal debería reportar tan sólo aquellos flujos cuyo volumen es ≥ 
T. Algoritmos menos ideales pueden fallar en 3 aspectos: pueden omitir los 
flujos grandes (falsos negativos), pueden reportar flujos pequeños (falsos 
positivos) y pueden dar una estimación imprecisa de los flujos grandes. 
 
Por lo tanto, la bondad de los algoritmos se mide en base a 3 métricas: a) 
Cómo es de probable que un flujo grande sea detectado, b) Cantidad de 
memoria necesaria, ligado a cómo es de efectivo el algoritmo en evitar los 
falsos positivos (su presencia hace necesario sobredimensionar la flow 
memory ya que si se llena, puede ocurrir que un flujo grande no sea reportado) 
y c) el tiempo de proceso de los paquetes que componen los flujos (este 
debe ser inferior al tiempo entre 2 paquetes estando el enlace utilizado al 
100%). 
 
6.2. Algoritmos de monitorización y medidas de tráfico 
6.2.1. Sample and Hold 
  
La idea básica de este algoritmo es la misma que la de NetFlow con la 
diferencia de que el muestreo no es periódico sino que se muestrea 
aleatoriamente. Por otro lado, una vez que se ha muestreado un paquete 
perteneciente a un flujo concreto, dicho flujo se monitoriza exactamente, tal y 








Con este método reducimos considerablemente la cantidad de memoria 
necesaria a costa de un procesado mayor (comprobar que el flujo tiene una 
entrada y actualizar los contadores). En nuestro caso, la Flow Memory ha sido 
implementada con una tabla de hash (localización) y listas enlazadas 
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(almacenamiento) para permitir un uso de la memoria más eficiente y 
controlado. Para conocer si ya hay una entrada en la Flow Memory de un 















Figura 6.3. Arquitectura de la Flow Memory. 
 
 
La elección de la probabilidad de muestreo se realiza de manera que los flujos 
grandes sean muestreados con alta probabilidad. Si suponemos que p es la 
probabilidad de muestrear cada byte, entonces la probabilidad de muestrear un 
paquete de tamaño s es: 
 
 
                                
sps
s epp
−−≈−−≡ 1)1(1     (6.1.) 
 
 
p se escoge como: 
 
                                                    
T
p σ=        (6.2.) 
 
 
donde σ es el oversampling factor (factor de sobremuestreado) y T el umbral. 
Cogiendo p  como en 6.2, la probabilidad de detectar un flujo de tamaño T es: 
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Figura 6.4. Probabilidad de muestreo del paquete según el tamaño para el 
algoritmo Sample & Hold 
 
Podemos ver en la figura que cuanto menor sea la probabilidad por byte, menor 
es el rango de tamaños de paquete que pueden ser muestreados con total 
seguridad. En cambio cuanto mayor sea la probabilidad más pronunciado es el 
cambio pero también engloba más diversidad de tamaños. Por lo tanto se 
requiere llegar a un compromiso de elección de probabilidad. 
6.2.2. Multistage Filters 
 
Este algoritmo se basa en el uso de “stages” o tablas de hash que realizan 
un prefiltrado de los flujos que llegan. Cada tabla está compuesta por 
contadores. Cuando llega un paquete se le calcula una función hash sobre su 
identificador de flujo y se incrementa el contador correspondiente. Como la 
tabla hash contiene menos contadores que el número total de flujos, se 
implementan varias tablas para reducir la posibilidad de que un flujo pequeño 
mapee a contadores que se han incrementado debido a flujos grandes. Cuando 
un paquete llega, si todos los contadores donde mapea superan el umbral, 
dicho flujo se añade a la Flow Memory como en el sample & hold. El proceso 
restante es el mismo para los dos algoritmos. 
 
Figura 6.5. Funcionamiento del algoritmo Multistage Filters [Imagen extraída de 
[38]]. 
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Con este algoritmo se reduce a 0 la posibilidad de falsos negativos (debido a 
que si un flujo es grande, tarde o temprano, sus contadores llegarán a T) y 
disminuyen los falsos positivos. El hecho de realizar el prefiltrado disminuye 
el número de flujos que se añaden a la Flow Memory  ya que muchos no pasan 
el umbral necesario, mientras que los flujos grandes sí, ya que todos los 
paquetes del mismo flujo incrementan estos mismos contadores. 
 
Este algoritmo requiere más procesado que el Sample & Hold, pero permite 
una distinción más clara de los flujos y unos requirimientos de memoria 
menores. A causa de esta mayor discriminación también se pierde precisión en 
el tamaño de los flujos. 
 
También podemos ver que aunque el número de flujos aumente 
considerablemente con añadir más tablas de hash podemos mantener la 
misma cantidad de entradas en la Flow Memory ya que la probabilidad de que 
pasen más flujos se mantendrá. La cota superior del número de flujos que se 
capturarán, en media, con el algoritmo Multistage Filters viene dada por: 
 
 






−−≤ ,1max  (6.4.) 
 
 
donde n es el número de flujos total, d el número de tablas hash, b el número 
de contadores por tabla hash y k la relación entre el número de contadores y el 
máximo número de flujos superiores o iguales al umbral. Para ver con más 
detalle el razonamiento de esta ecuación remitimos al Anexo A de [38]. 
 







tenemos que el número de entradas en la Flow Memory será de 121.2. Si 
ahora tenemos 1000000 de flujos y queremos mantener este número de 
entradas tan sólo tenemos que cambiar d=5, es decir añadir una tabla hash. 
Por lo tanto tenemos que se sigue un escalado logarítmico lo que es muy 
positivo ya que grandes cantidades de flujos se pueden manejar con poca 
memoria gracias a unas pocas tablas de hash. 
6.2.3. S3 
 
Este algoritmo reúne lo mejor de los dos anteriores. Básicamente tiene el 
diagrama del multistage filter pero introduce un bloque muestreador antes de 
los filtros. Dicho bloque calcula una distribución geométrica sobre la 
probabilidad de muestreo de un byte, obtiendo un valor. Si cuando llega un 
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paquete, el cúmulo total de bytes recibidos es mayor que el de la distribución 
se muestrea un byte del paquete recibido y se vuelve a calcular la distribución 
geométrica. 
 
Se puede dar el caso, normalmente para paquetes grandes, que se muestreen 
más de un byte del mismo paquete debido a que el valor de la distribución 
geométrica es equivalente a que si cada byte fuera muestreado con 
probabilidad p. Una vez se tiene el número de bytes muestreados del paquete, 
se realiza el mismo procedimiento que con el multistage filters pero en vez de 
añadir el tamaño del paquete se añade el número de bytes muestreados. 
Debido al muestreo, los contadores se incrementan menos, lo que se traduce 
en menos interferencias entre los flujos. Por otro lado, se reduce el número de 
falsos positivos porque para que un flujo sea capturado, este debe ser 
muestreado. 
 
Como ejemplo vemos el código que implementa el muestreo y el filtrado: 
 






  nbytes++; 
next=next+geometrica(prob); //Geometrica a partir de la  
//probabilidad de muestreo 
 } 
    
 if(nbytes>0) 
 { 
  /*Actualizar contadores de los filtros con nbytes*/ 
 }  
 
 if(/*Se ha superado el umbral en los fitros*/) 
 { 




Este algoritmo, junto al multistage filters, realiza un paso alto con frecuencia de 
corte el umbral solicitado gracias a los filtros utilizados. De esta manera se 
eliminan casi completamente los falsos positivos. 
 
6.3. Pruebas realizadas en simulación 
 
6.3.1. Generador de trazas 
 
Para poder realizar las pruebas offline hemos desarrollado una herramienta 
para poder generar trazas con varios flujos llamada Flow_Gen. El código de 
dicha utilidad y su funcionamiento se puede observar en el Anexo 30 del CD . 
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6.3.1.1. Trazas con 3 elefantes 
 
A continuación se muestran una serie de pruebas realizadas para ver la utilidad 
de Flow_Gen. Comenzaremos con una traza de duración 4 segundos a 
1Gbps con 100000 flujos distintos de los cuales hay 3 elefantes que 
representan el 60% ( 10%, 30% y 20% respectivamente) del tráfico total. 
 
 













Figura 6.6. Número de paquetes por flujo detallado 
 
En la figura 6.6. se puede ver detalladamente que estos 3 flujos transmiten 
50344650 bytes, 149835299 bytes y 99727541 bytes respectivamente de 
500000000 bytes totales lo que supone un 60% del tráfico total. Por lo tanto, 
el generador funciona perfectamente. 
 
Por otro lado, en todas las pruebas la distribución de los tamaños de los 
paquetes se mantiene igual dando lugar a un repartimiento equitativo de los 
tamaños a todos los paquetes. Con las pruebas realizadas podemos concluir 
que el generador nos permite generar trazas con flujos diferenciados entre 
elefantes y ratones. 
 
6.3.2. Pruebas con Sample & Hold 
 
En este apartado se muestra la prueba realizada con la implementación del 
algoritmo Sample&Hold. La traza elegida es la correspondiente al apartado 
anterior. 
 
En la figura 6.7. se pueden ver los 3 flujos más representativos de la captura 
(los 3 elefantes) y la relación con el resto de flujos. Se han omitido los flujos 
restantes capturados para obtener mejor resolución en la gráfica, a parte de 
que el resultado es igual para el resto de flujos. En concreto los 3 elefantes 
contienen 49788005 bytes (98,89% capturado), 149815705 bytes (99,98% 
capturado) y 99727541 bytes (100% capturado) respectivamente de 
299706272 bytes capturados (59.9% del tráfico total). En total se han 
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capturado 190 flujos de los 1000000 originales distinguiendo con gran 
precisión los elefantes por lo que el algoritmo ha sido efectivo en simulación. 
 












Figura 6.7. Número de bytes por flujo 
 
 
Por lo tanto podemos concluir que el algoritmo cumple su cometido de 
identificar los flujos grandes. Por otro lado la elección de listas enlazadas como 
Flow Memory parece adecuada en cuanto a la gestión de grandes cantidades 
de memoria. 
 
6.3.3. Pruebas con Multistage Filters 
  
En este caso, vemos que sólo se capturan los elefantes debido al filtrado hash 
realizado previamente. Esto supone una necesidad de memoria inferior ya que 
no se capturan todos los flujos pero también supone una falta de precisión en la 
captura de los flujos debido al filtrado previo.  
 
En la figura 6.8. se pueden ver los 3 flujos más representativos de la captura 
(los 3 elefantes) y la relación con el resto de flujos. Se han omitido los flujos 
restantes capturados para obtener mejor resolución en la gráfica, a parte de 
que el resultado es igual para los flujos restantes. En concreto los 3 elefantes 
contienen 45358313 bytes (90,09% capturado), 144838112 bytes (96,66% 
capturado) y 94734199 bytes (94,99% capturado) respectivamente de 
284930624 bytes capturados (56.9% del tráfico total).  
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Figura 6.8. Número de bytes por flujo  
 
En el caso de multistage filtres los elefantes son detectados claramente y los 
ratones eliminados pero obtenemos menos precisión de bytes capturados que 
el sample and hold. 
 
6.3.3. Pruebas con S3 
 
En este caso, vemos que el resultado es muy parecido al de multistage filters 
pero que variando el valor del umbral de los filtros podemos tener la 
selectividad del MF y la precisión del S&H. 
 
 












Figura 6.9. Número de bytes por flujo  




En la figura 6.9. se pueden ver los 3 flujos más representativos de la captura 
(los 3 elefantes) y la relación con el resto de flujos. Se han omitido los flujos 
restantes capturados para obtener mejor resolución en la gráfica, a parte de 
que el resultado es igual para los flujos restantes. En concreto los 3 elefantes 
contienen 49516873 bytes (98,35% capturado), 148642378 bytes (99,2% 
capturado) y 98679713 bytes (98,94% capturado) respectivamente de 
296838964 bytes capturados (59.3% del tráfico total) para un valor umbral d 
de 1000.  
 
Los algoritmos aportan buenas ideas al tratamiento de las medidas de tráfico. 
Ambos permiten una distinción entre flujos grandes y pequeños, siendo el S3 el 
que mejor resultado da. Si se consigue que la elección de los umbrales sea la 
adecuada, junto a unas correctas funciones hash podemos obtener un método 
muy esperanzador para detectar los flujos, añadiéndole además la poca 
cantidad de memoria necesaria para controlar los flujos. Por lo tanto, debemos 
enfocar nuestros esfuerzos en el algoritmo S3 realizando algunas tareas de 
optimización en el código. 
 
6.4. Pruebas realizadas con tráfico real 
 
Se han realizado pruebas preliminares con tráfico real obtenido de trazas 
públicamente disponibles en [21]. Actualmente se están realizando 
experimentos para validar la implementación comparando los resultados con 
aquellos obtenidos en simulación. Una evaluación exhaustiva no ha sido 
disponible por motivos de tiempo ni se ha profundizado ya que no es el objetivo 
de este trabajo. 
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CAPÍTULO 7. CONCLUSIONES Y LÍNEAS FUTURAS 
 
7.1. Objetivos alcanzados 
 
De este estudio hemos obtenido un conocimiento amplio del funcionamiento 
de la tarjeta DAG GE 4.3 de Endace en cuanto a sus capacidades y su 
arquitectura tanto hardware como software. Hemos desarrollado varias 
utilidades dotándola de una versatilidad mayor de la que disponía, viendo sus 
puntos fuertes (captura) y sus puntos débiles (transmisión). Entre estas 
utilidades tenemos de secundarias (como la creación de paquetes ERF o la 
transformación de procesos en trazas de paquetes) y principales, en las que 
destacan, en transmisión, el generador VBR y el generador Sup-FRP, y en 
captura el estimador on-line LDestimate. 
 
También hemos visto diferentes modos de scheduling (poll, sleep, firm 
timers) y hemos realizado una batería de pruebas para observar los resultados 
compuesta por tráfico CBR, VBR y autosimilar (FGNs y Sup-FRP). A vista de 
estos hemos podido ver el comportamiento del tráfico a velocidades entre 
100Mbps y 1Gbps.  
 
Por último, hemos implementado algoritmos de monitorización y medidas de 
tráfico (Sample & Hold, Multistage Filters y S3) eficaces en su cometido con 
muy buenos resultados en simulación y hemos preparado su posterior 
implementación con tarjetas DAG y NIC convencionales para futuros estudios. 
7.2. Valoración de los objetivos 
 
Del trabajo realizado se extrae que los resultados son positivos en el hecho de 
que han mostrado el comportamiento de la tarjeta dando a conocer sus 
limitaciones y sus ventajas. No obstante, cabe aun experimentar más con la 
tarjeta ya que se abren varias posibilidades y se puede llegar a desarrollar 
utilidades más precisas y eficientes debido a que el problema recae 
esencialmente en la temporización de las utilidades a nivel usuario y la 
transmisión al medio. 
 
Con este TFC hemos dejado una base bastante importante para el desarrollo 
de sistemas híbridos en altas velocidades que permitirán continuar con la 
investigación en futuros proyectos. 
 
Además, el desarrollo de los algoritmos de monitorización y medidas de tráfico 
permite nuevas distinciones en el tráfico, permitiendo posteriores estudios de 
flujos concretos y de su comportamiento local y global. Los resultados 
obtenidos en simulación de estos algoritmos demuestran que sus bases y 
métodos son muy útiles para el análisis del tráfico por lo que con una serie de 
mejoras en los códigos finales podemos conseguir resultados muy 
interesantes. 
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7.3. Líneas futuras 
 
A partir de lo desarrollado en este TFC se abren varias lineas de investigación, 
algunas de las cuales se presentan en los Anexos 18 y 8 (división de trazas 
de alta velocidad en generación o realizar la temporización utilizando soft 
timers). También se presenta la resolución de la problemática en generación 
(control de retardos, jitter, performance del sistema, control de la 
desviación de los valores de las trazas, etc) como tema primordial a tratar 
en el futuro, buscando el funcionamiento óptimo de la tarjeta junto al PC (tanto 
en hardware como software).  Por lo que respecta a la captura, el punto más 
destacable de la tarjeta, una vez presentada y analizada la tarjeta en este TFC, 
se buscarían nuevas implementación relacionadas con la transmisión, 
dotándola de nuevas funcionalidades como puede ser el uso de la plataforma 
SCAMPI. 
 
Básicamente el estudio del tráfico host a host está bastante desarrollado. La 
investigación ahora se centra en ver el comportamiento en sistemas más 
complejos y como poder realizar el análisis de los enlaces cada vez más 
rápidos con los sistemas que disponemos actualmente ahorrando lo posible en 
coste tanto económico como computacional. 
7.4  Cuestiones éticas y medioambientales 
 
Los resultados de este TFC en sí no presentan amenaza para el 
medioambiente. Lo que sí puede provocar algún daño es el camino para 
obtener dichos resultados. En el estudio de trazas es normal realizar análisis de 
tráfico durante largos periodos de tiempo. Durante este tiempo, por lo tanto se 
consume energía. También es normal que no se tenga una sola máquina 
realizando procesado sino una cantidad más o menos elevada. Añadir además 
todos los dispositivos de interconexión o de medidas. Por lo tanto el consumo 
no resulta negligible y habría que tomar medidas de obtención de energia 
limpias como puede ser la solar para alimentar los dispositivos menos potentes 
y sistemas de ahorro de energía para los que más consumen como pueden ser 
los PCs. También es conocido el efecto de la temperatura sobre los equipos. El 
tener que hacer uso de sistemas de refrigeración en salas acondicionadas 
supone un hecho contaminante. Por lo tanto, habría que regular las emisiones 
de dichos sistemas mediante catalizadores u otros dispositivos reguladores. 
 
En cuanto a las cuestiones éticas, decir que trabajamos con un gran volumen 
de datos a grandes velocidades. Este tráfico inyectado en redes locales puede 
suponer un gran  deterioro en la calidad de las comunicaciones, por lo que hay 
que limitar el rango de transmisión. 
 
Por último, al trabajar con trazas que en ocasiones pertenecen a ISP hemos de  
procurar de proteger la intimidad de los propietarios de los datos y que no 
circulen sin ningún tipo de protección. Para este propósito se pueden utilizar 
herramientas de anonimización de trazas o de “sanitización” [39] mediante las 
cuales se sustituyan los datos privados (direcciones IP, payload de paquetes 
SMTP, etc), por otros valores que sigan manteniendo la semántica del tráfico 
pero oculten los datos comprometidos. 
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Anexo 1. Equipos utilizados 
 
Anexo 1.1. Hardware  
 
Los PCs utilizados constan del siguiente hardware: 
 
- Torre U4 Supermicro CSE742I-450 
- Placa base Supermicro X6DHE-XG2: Chipset Intel E7520 
- Microprocesador Xeon 3.0 GHz Nocona 
- Memoria Ram 2x 1024 Mbytes DDR2 ECC 
- HarDsc 120 Gbytes SERIAL ATA 72000 RPM 
- Tarjeta grafica Nvidia PCI Express de 258 Mbytes 
- Lector DVD LG 16x 
 
Tarjeta monitorización y generación de tráfico: 
 
- Endace Dag 4.3GE PCI-X 133MHz 
 
Dispositivos de interconexión: 
 
Switch Gigabit Ethernet D-link, modelo DGS-1008D de 8 puertos 
 
Anexo 1.2. Software 
 
Los PCs constan del siguiente software: 
 
 S.O: Debian 3.1 stable (Sarge) 
         Kernel: 2.4.27-686-smp  
 
         Debia 3.1 stable (Sarge) 
         Kernel: 2.6.8-686-smp 
 
         Windows XP Profesional 
 
 Software:  
 Linux:  
GNOME 2.6 
            Anjuta EID (Programación de aplicaciones) 
 
Windows: 
 Antivirus Avast-Home (Licencia Libre). 
 
  Software y drivers de la tarjeta generadora: 
 
   Linux: dag-2.5.5.tar.gz 
   Windows: dag-2.5.3.tar.gz 




Anexo 1.3. Sobre la tarjeta DAG 
 




Fig 1.1. Arquitectura de la tarjeta DAG [Imagen extraída de la Guía de 
Instalación de la tarjeta DAG Card GE 4.3 de Endace] 
 
 
Las interfaces de las que dispone son las siguientes: 
 
- 2 Optics Module: Estos dos módulos son SFP ( Mini-GBICS) donde 
se pueden poner transceivers ópticos o de cobre. Los transceiver 
ópticos pueden ser 1000BaseSX ( longitud de onda 850 nm) o 
1000BASELX ( longitud de onda 1310 nm), estos suelen tener 
conectores ópticos tipo LC. Los transceiver de cable, par trenzado  o 
cobre son los 1000Base-T cuyos conectores son RJ-45. 
 
- 1 Interfaz Sync In/Out, por medio de conector RJ-45. Este RJ-45 
está conectado a un cable bidireccional con circuitos diferenciados 
RS-422. Este interfaz se utiliza para recibir o enviar sincronismo de 
reloj por medio de señales PPS. 
 
- 1 Interfaz PCI-X de 64 bits de 66-133 MHz. Actualmente está 133 
MHz ya que es el único modo para que la tarjeta pueda enviar y 
recibir datos a 1 Gbps. 
 
La tarjeta también dispone de una serie de leds para informar de su estado: 
 
 




Fig 1.2. Leds de status de la tarjeta [Imagen extraída del Manual de Usuario 
de la tarjeta DAG Card GE 4.3 de Endace] 
 
 
-Led 1: Indica cuando esta encendido si el firware de la tarjeta esta cargado 
correctamente en la tarjeta. 
-Led 2: Indica cuando esta encendido que la tarjeta esta capturando datos. 
-Led 3 y 5: Indica que el Puerto A (led 3) y el puerto b (led 5) están activos y 
tienen link. 
-Led 4 y 6: Indica que hay algún error en la conexión, es decir, no les llega 
potencia óptico o no hay link, entre otras posibilidades. 
-Led 7: PPS Out. Indica si envía señales de sincronización 
-Led 8: PPS In. Indica si recibe señales de sincroniización. 
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Anexo 2. Utilización de la tarjeta 
 
La tarjeta viene con un seguido de utilidades que realizan las operaciones 
básicas como la carga de la imagen, inicialización de parámetros, transmisión, 
captura, etc. Estas utilidades se pueden encontrar en el directorio 
/usr/local/src/dag-2.5.5/tools. Para que estén operativas hay que cargar el 
módulo dag. Este paso se realiza mediante el comando dagload. 
  
El siguiente comando a utilizar será dagrom que se encarga de actualizar y 
cambiar el firmware de la tarjeta. Con la opción –x podemos observar las 
imágenes Xilinx que hay cargadas en la tarjeta. 
 
servgenmonI:/home/servgenmon# dagrom -x 
current:edag43epci_terf_v2_5 2v1000ff896 2004/11/26 14:55:56 
stable:edag43epci_erf_v2_9 2v1000ff896 2004/04/27 10:26:32 * 
Card Serial: 5335 
 
Con la opción –p cambiamos de imagen Xilinx en la FPGA de la tarjeta para 
habilitar la transmisión y recepción de tráfico. 
 
A continuación, utilizaremos la utilidad dagfour, la cual se encarga de configurar 




linkA nonic noeql norxpkts notxpkts crc long=1518 enablea 
linkB nonic noeql norxpkts notxpkts crc long=1518 enableb 
packet varlen slen=48 noalign64 
packetA drop=0 
packetB drop=0 
pcix 133MHz 64-bit nodrop routesource=stream0 buf=512MiB rxstreams=1 
txstreams=1 mem=0:0 
 
Analizamos lo que se obtiene: 
 
-En las dos primeras líneas vemos el puerto A y B de la tarjeta. Están 
configurados en modo nonic (no autonegociación), sin test loopback, sin 
recepción ni transmisión de paquetes, con el cálculo crc activado y una longitud 
máxima para los paquetes de 1518 bytes. 
 
-En la tercera línea se nos indica que estamos en modo longitud variable y que 
para longitudes mayores de 48 bytes los paquetes serán truncados. También 
se indica que no está activado el alineamiento de 64 bits. 
 
-En las 4 y 5 línea indica el número de paquetes desechados por puerto. 
 
-En la 6 línea se nos indica a la frecuencia que opera la tarjeta, la opción de no 
desechar, el stream por donde emite el flujo de salida, la cantidad de memoria 
reservada para la tarjeta y la cantidad de esta última reservada para la 
recepción de flujo y la transmisión respectivamente. 
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Con la opción default, los parámetros comentados se inicializan. El buffer 
reservado para la tarjeta se puede definir accediendo al fichero /etc/modules y 
modificando el parámetro dsize. 
 
Para monitorizar con más detalles los puertos, el comando dagfour dispone de 
opciones para ver datos más concretos de los puertos. Por ejemplo, con la 
opción -set obtendremos el estado físico de la tarjeta secuencialmente hasta 
que se detenga el comando: 
 
servgenmonI:/home/servgenmon# dagfour -aset 
PortA:Sync Link Auto RFlt Bad-Symb CRC-Fail  RxBytes RxFrames  TxBytes  
       0    0   0   0    0      0      0      0            0        
TxFrames   IntErr   SysErr  
0          0            0 
 
Como se puede ver, podemos elegir que se muestre la información de un solo 
puerto o de ambos con las opciones a y b. 
 
Debido a que la tarjeta utiliza el formato erf para transmitir y recibir datos, 
hemos de utilizar daggen (si tenemos un script) o dagbits (si tenemos una traza 
previamente capturada en otro formato) para realizar la conversión.  
 
Una vez tenemos el fichero erf creado debemos asegurarnos que está alineado 
a 64 bits para poderlo transmitir con la utilidad dagflood. Para ello, utilizamos 
dagbits. 
 
Ahora ya podemos transmitir el fichero. Para ello utilizaremos la utilidad 
dagflood: 
 
servgenmonI:~# dagflood -d /dev/dag0 -f script_prueba.erf 
------------------------------------------------- 
total bytes sent to dag card: 1491486720 (1422.39 MiB) 
approx. average speed: 1000.82 Mbps (125.10 MiB/s) 
 
Para utilizar el comando basta con indicar el dispositivo a utilizar e indicar el 
fichero a transmitir. Como resultado obtenemos los bytes enviados y la 
velocidad media alcanzada. 
 
Para capturar la transferencia, en el otro extremo debemos utilizar la utilidad 
dagsnap: 
 
servgenmonI:~# dagsnap -d /dev/dag0 -o /root/captura.erf 
servgenmonI:~# ls 
captura.erf  dag-2.5.5.tar.gz prueba.capture prueba.gen  
 
Cabe indicar que, además de los pasos mencionados para realizar la 
transmisión y captura de datos, hay que habilitar las tarjetas en modo nic para 
que autonegocien y se puedan comunicar. Una vez recibido el fichero 
necesitamos pasarlo a un formato legible. Esta operación se realiza mediante 
dagbits.         
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servgenmonI:~# dagbits -v dge time jitter delta print -f captura.erf > 
captura.asc 
dagbits: verbose: Reading input from captura.erf 
dagbits: verbose: record size 0 < dag_record_size 16 
 
Records processed: 0 Bytes processed: 0 
jitter: total failures 0 
dge: total failures 0 
time: total failures 0 
 
servgenmonI:~# ls 
captura.asc  captura.erf  install-report.template  prueba.erf   
 
En la línea de comandos indicamos que se realice la operación en modo 
verbose y que compruebe cada timestamp, imprima los timestamps, CRC, 
cabeceras ATM, payloads, diferencias entre timestamps y la variabilidad del 
retardo. También hemos de indicar el fichero de lectura y todo esto lo 
redireccionamos a un fichero ASCII. A continuación mostramos la información 
que contienen dichos ficheros. Esta información viene determinada por las 
opciones elegidas en la ejecución de la utilidad dagbits. 
 
dge 1: dge content test failed 
time 1: now 1125673827 got 1125673714 diff 113 
print 1: file offset 0x0 
ts=0x43186af2cea2f8c0 2005-09-02 15:08:34.8071743 UTC 
type: ERF Ethernet 
dserror=0 rxerror=0 trunc=0 vlen=1 iface=0 rlen=1532 lctr=0 wlen=1514 
offset=0 etype=0x05dc 
dst=01:6b:ca:13:24:bf src=00:00:10:8a:9f:e2 
7c 24 e8 db b2 8b ad 1a 2e f7 12 03 e2 e9 cc 59         
|$.............Y 
02 5b 43 1f 73 ca a3 ab 2d bd f1 99 0c 54 0e 89         .[C.s...-
....T.. 





delta 2: 0x000000000000ce40 0.0000123 
dge 2: dge content test failed 
dge 2: mac sequence broken dmac 016bca1324bf->016bca1324bf smac 
0000108a9fe2->0000108a9fe2 
time 2: now 1125673827 got 1125673714 diff 113 
print 1: file offset 0x5fc 
ts=0x43186af2cea3c700 2005-09-02 15:08:34.8071865 UTC 
type: ERF Ethernet 
dserror=0 rxerror=0 trunc=0 vlen=1 iface=0 rlen=1532 lctr=0 wlen=1514 
offset=0 etype=0x05dc 
dst=01:6b:ca:13:24:bf src=00:00:10:8a:9f:e2dge 1: dge content test 
failed 
time 1: now 1125673827 got 1125673714 diff 113 
print 1: file offset 0x0 
ts=0x43186af2cea2f8c0 2005-09-02 15:08:34.8071743 UTC 
type: ERF Ethernet 
02 1b f8 c0 1b 5c f2 21 9c e1 cf 76 4d 70 99 c7         
.....\.!...vMp.. 
7a f6 62 f8 c4 db 85 85 c8 85 99 5a 9d 4a 7c 9f         
z.b........Z.J|. 
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Fig 2.1. Formato paquete ERF [Imagen extraída del Manual de Usuario de la 
tarjeta DAG Card GE 4.3 de Endace] 
 
 
Podemos ver el timestamp, el tipo (ERF Ethernet) y los flags (ningún error 
interno, ningún error en el enlace, ningún truncamiento, paquetes de longitud 
variable y uso de la interface 0). También vemos la longitud total de la 
información transferida al bus PCI (rlen), ninguna perdida (lctr) y el tamaño del 
paquete junto con su cabecera (wlen). Por ultimo se nos muestra los datos 
útiles del paquete. 
8                                                                                          Analizador/Generador Gigabit Ethernet de altas prestaciones  
 
Anexo 3. Generación de tráfico con una distribución 
estadística genérica 
 
Para la generación de tráfico utilizamos 2 utilidades del sofwtare de Endace. 
Una es dagflood (utilizado para la transmisión) y otra es daggen (que a partir de 
un script que define nuestro tráfico nos crea un fichero .erf listo para 
transmitir). En este apartado nos centraremos en la utilidad daggen que es la 
que nos permitirá definir los patrones de nuestro tráfico. 
 
Primero de todo veremos el formato típico de un script de tráfico: 
 
packet eth_802_3 first_packet { 
src_addr 00:00:10:8a:9F:e2; 
dst_addr 01:6b:ca:13:24:bf; 




group my_traffic_group { 




Aquí podemos ver, en la primera definición, las características del paquete 
(origen, destino, payload) y después la definición del tráfico que vamos a 
transmitir. 
 
Ahora veremos como podemos generar el contenido de los payloads. Tanto 
como el contenido como el tamaño puede ser variado de una forma aleatoria 
siguiendo un patrón o una distribución estadística. Las siguientes 






• Valor aleatorio incluido entre  dos números (ambos incluidos): 
uniform (x,y); 
 
• Valores distribuidos en una distribución normal con centro ‘x’ y 
desviación ‘y’:  
normal (x,y); 
 
Nota: Actualmente los valores de la distribución normal no encajan 
exactamente con una distribución normal. 
 
• Tener valores aumentando entre dos números. Cuando se llega al límite 
se vuelve a empezar desde el primero (ROUND): 
[x:y]; 
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Ejemplo: 
payload dummy ([100:103]); 
Produce longituds de payloads: 100, 101, 102, 103, 100, 101, 102, 103, 100, 
Nota: si y < x los valores decrecen. 
 
• Podemos obtener lo mismo que antes pero una vez que llegue al limite 
empiece a decrecer (BOUNCE): 
[x~y]; 
Ejemplo: 
payload dummy ([100~103]); 
Produce longitudes de payload: 100, 101, 102, 103, 102, 101, 100, 101, ... 
Notar: si y < x los valores decrecen. 
 
• Tener valores ROUND o BOUNCE en pasos mayores que uno: 
[x:y] step z; 
[x~y] step z; 
Ejemplo: 
payload dummy ([100:106] step 2); 
Produce longitudes de payload: 100, 102, 104, 106, 100, 102, ... 
 
• Tener valores ROUND o BOUNCE siguiendo distribuciones: 
[x:y] step uniform (a,b); 
[x:y] step normal (a,b); 
[x~y] step uniform (a,b); 
[x~y] step normal (a,b); 
 
• Tener valores ROUND o BOUNCE en pasos ROUND o BOUNCE 
siguiendo una distribución: 
[x:y] step [a~b] step normal (c,d); 
 
Y así con todas las combinaciones posibles. Ahora nos centraremos en los 
patrones de tráfico. Tenemos dos comandos para definir patrones complejos: 
 
• send < packet id >< how many > 
El comando send escribe < how many > paquetes identificados con < packet id 
>. El parámetro < how many > puede seguir una distribución.  
 
• send < packet id >< how many > snap < snaplength > 
Esto es una variación del comando send permitiendo una longitud de captura 
específica para los paquetes escritos en este comando. La captura puede 
seguir una distribución. 
 
• loop < how many > { < commands > } 
El comando loop simplemente itera < how many > veces un conjunto de 
comandos, los cuales pueden ser send o loop. < how many > puede seguir una 
distribución. 
 
Gracias a estas combinaciones y que los patrones explicados en la longitud del 
paquete se pueden utilizar en la creación de patrones de tráfico, se pueden 
crear tráficos complejos de una manera sencilla, rápida y en pocas lineas. 
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En el siguiente ejemplo podemos ver un ejemplo de patrón de tráfico con la 
combinación de los anteriores comandos: 
 
traffic { 
group traffic_group_A { 
send packet_A 1; 
 
loop 4 { 
send packet_A 100; 
send packet_D 10; 
send packet_B uniform(100,200); 
send packet_E 2; 
} 
 
loop normal (100,8) { 
loop [10:20] { 
send F2004 [9~15] step 2; 
} 
send pos1 1; 
send pos2 1; 





Para la generación de números aleatorios, utilizaremos la utilidad daggen. En 
esta podemos tanto generar direcciones MAC aleatorias, como payloads 
aleatorios. Esto se debe al fichero dagrandom.c ubicado en el cd de endace en 
dag-2.5.5r1.tar.gz/tools/daggen. En este fichero vemos, aparte de las 
distribuciones anteriormente comentadas, la posible generación de tráficos de 
poisson: 
 
switch (distr->type) { 
  case _CONSTANT: 
   res = distr->x; 
   break; 
  case _NORMAL: 
   res = distr_normal (distr); 
   break; 
  case _UNIFORM: 
   res = distr_uniform (distr); 
   break; 
  case _POISSON: 
   res = distr_poisson (distr); 
   break; 
  case _PATTERN_ROUND: 
   res = distr_pattern_round (distr); 
   break; 
  case _PATTERN_BOUNCE: 
   res = distr_pattern_bounce (distr); 
   break; 
} 
 
Para el cálculo de números aleatorios se utilizan las librerias math.h, stdlib.h 
y unistd.h y las funciones random() y rand(). 
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Anexo 4. Software disponible para utilizar con las 
tarjetas DAG 
 
A continuación listaremos una serie de utilidades que vienen con el CD de la 




Esta utilidad sirve para convertir trazas de un formato a otro. Bastante útil 
cuando se quiere manejar distintas utilidades cuyos formatos son 
incompatibles. De esta manera se permite el reuso de las trazas. Los 
parámetros que se pueden usar en la linea de comandos son los siguientes:  
 
"Usage: %s [options]\n" 
"    -d <device>            DAG device name\n" 
"    -h,--help,--usage      display help (this page)\n" 
"    -v,--verbose           increase verbosity\n" 
"    --version              display version information\n" 
"    -i <filename>          input file\n" 
"    -o <filename>          output file\n" 
"    -r N[k|m|g]            change output file after N Bytes.\n" 
"                           k, m, g suffixes for kilobytes, megabytes, 
gigabytes.\n" 
"    -s <snaplen>           output snap length\n" 
"    -t <seconds>           capture period in seconds\n" 
"    -T <in_type:out_type>  input and output types (see list of types 
below)\n" 
"    -A <int>               output record alignment (ERF only)\n" 
"    -V                     select variable length output (ERF 
only)\n" 
"    -F                     select fixed length output (ERF only)\n" 
"    -G                     specify GMT offset in seconds (pcap 
only)\n" 
"    -c 0|16|32             specify number of bits in FCS checksum 
(pcap only)\n" 
"    -f <list>              comma separated list of filters (see list 
of filters below)\n" 
"    -b <BPF>               specify a BPF style filter\n" 
"\n" 
"Supported types:\n" 
"    dag    ERF direct from DAG device (input only)\n" 
"    erf    ERF (extensible record format) file\n" 
"    atm    legacy ATM file (input only)\n" 
"    eth    legacy Ethernet file (input only)\n" 
"    pos    legacy PoS file (input only)\n" 
"    null   produces no input or output\n" 
"    pcap   libpcap format file (output only)\n" 
"    prt    ASCII text packet dump (output only)\n" 
"\n" 
"Supported filters:\n" 
"    rx       filter out rx errors (link layer)\n" 
"    ds       filter out ds errors (framing)\n" 
"    trunc    filter out truncated packets\n" 
"    a,b,c,d  filter on indicated interface(s)\n" 
; 
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# For longer trace files and machines with 2GB file limit, 
# split trace into 1GB files. Names will be /one/capture0001.erf, 
# /one/capture0002.erf etc 
# 
#dagconvert $ver -d /dev/dag0 -r 1g -o /one/capture 
 
 
Los más útiles son los siguientes: 
 
-i=>Indica la traza de entrada 
-o=>Indica la traza de salida 
-T=>Indica los tipos de las trazas de entrada y salida mediante 
<in_type:out_type>. Por ejemplo –T eth:pcap. 
-A=>Sirve para alinear los bits de las trazas ERF 
-f=>Indica el uso de algunos filtros sencillos, como filtrar los paquetes 
truncados de la traza. 
 
Por último menciona la opción –r. Algunos sistemas tienen un límite de 2GB por 
archivo. Con esta opción podemos dividir los ficheros en ficheros del tamaño 
que se indique. Cada fichero resultante tendrá el nombre que le indiquemos 
con un identificador extra. La conversión de formatos se puede hacer 
directamente mientras se captura: 
 
#dagconvert $ver -d /dev/dag0 -r 1g -o /one/capture 
 





Es una utilidad que viene proporcionada con la tarjeta DAG. Permite usar las 
capacidades de transmisión de la tarjeta mediante la transmisión de paquetes 
almacenados en una traza a velocidad máxima. Como siempre que trabajamos 
con las tarjetas DAG, dichas trazas tienen que estar en formato ERF. En el 
caso de dagflood precisamos que además las trazas estén alineadas a 64 bits. 
Para conseguir la velocidad anteriormente esmentada, dagflood precisa que la 
traza esté en memoria del sistema. Los argumentos que se pueden usar con 
dagflood son los siguientes: 
 
usage: dagflood -f <filename> [options] 
 
Arguments: 
<file> file containing ERF records to send 
 
Options: 
-c <count> transmit file <count> times before exiting  
-h this page 
-d <device> use dag device <device> 
default: dag0 
-t <n> set program to terminate after <n> seconds. 
default: 0 (continue indefinately) 
-l set burst_max (maximum data burst length) 
default: 1 MB 
-v increase verbosity 
-u inter burst delay (microseconds) 
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-r <n> API mode: 
1: commit bytes 
2: copy bytes 
 
Podemos ver que hay varios modos de programar la duración de la transmisión 
(repeticiones, tiempo, longitud máxima...) 
 
Como podemos ver al final hay dos modos para hacer funcionar dagflood que 
dependen de la implementación de la API escogida. Esto sólo tiene importancia 





Este programa es simplemente una demostración del uso de la transmisión 
inline (Puerto A a Puerto B o viceversa, de la misma tarjeta) de las tarjetas 
DAG 4.3 GE. Además permite utilizar la tarjeta como un filtro de tráfico como el 
que se ve en los siguientes ejemplos: 
 
dagfwddemo -d /dev/dag0 "icmp" 
 




• Permite el uso de contadores en los scripts. Estos son variables con una 
distribución definida en ellos, permitiendo realizar scripts complejos con mayor 
facilidad. 
• Soporta tramas de 3 capas de enlace distintas: POS, 802.3 y ATM, teniendo 
cada uno sus restricciones en la definición del paquete. 
• Configuración del modo de funcionamiento. Elección del fichero de salida, el 
formato (ERF permite paquetes de varios tipos de enlance, PCAP sólo permite 
uno), número de repeticiones del script, interfaz de salida. 
• Permite hacer “pantallazos” de longitud configurable de los paquetes 





Esta utilidad se para comprobar el alineamiento de los ficheros ERF y para 
hacer comprobaciones en las trazas obtenidas en las capturas de la tarjeta 
DAG. Básicamente dagbits es un conjunto de rutinas de text y muestreo en un 
solo programa. Por poner un ejemplo de los test que puede realizar 
nombramos unos cuantos: 
 
- Mostreo por pantalla de los timestamps, crc, cabeceras y payloads. 
- Comparar los anteriores parámetros en paquetes consecutivos. 
- Comprobación de crecimiento uniforme del timestamp 
- Imprime las diferencias entre timestamps 
- Compara cabeceras Ip consecutivas sin tener en cuenta crc ni checksum. 
- Comprobación del checksum. 




Esta utilidad sirve para realizar debugs de las tarjetas: 
 
"Usage: %%s [-hvinf] [-d device] [-t histfile] [-r rcfile] [-x radix] 
[-c cmdline] [file]\n" 
" -h,--help,--usage this page\n" 
" -v,--verbose     increase verbosity (currently 
unsupported)\n" 
 
"   -V,--version        print version information\n" 
" -i             interactive, even when reading from a file or 
command line\n" 
 
" -d device           DAG to attach " 
" -t histfile         read history file" 
" -n                  no history (turn off reading and writing)\n" 
 
" -r rcfile           read initial commands from rcfile\n" 
" -x radix            radix to use\n" 
" -c cmdline          execute cmdline\n" 
 
" -f                 force open without expecting monitor to be 
ready\n" 
 
Los comandos más útiles serian la i, d, t, r y c. Con i entramos en modo 
interactivo, con d elegimos el dispositivo, con t vemos el historial, con r 




Esta utilidad se usa para configurar el reloj de las tarjetas DAG y mostrar su 
estado actual. Este programa tiene sentido cuando utilizamos 2 tarjetas en la 
misma máquina sin ninguna referencia. En este caso es muy importante 
sincronizarlas si es neceario comparar los timestamps. Hay dos maneras de 
sincronizarse. Que una tarjeta aporte el reloj a la otroa, o que se reciba el reloj 
del sistema y actuar de maestro-esclavo con la otra.  
 
Para hacer de maestro-esclavo, hay que conectar los puertos de sincronización 
de las tarjetas con un cable cruzado Ethernet RJ-45. Para configurar el maestro 
hay que utilizar dagclock:  dagclock –d /dev/dag0 –o 0 
 
La otra tarjeta se pondrá automaticamente en modo esclavo. 
 
En caso de se quiera respetar el UTC hay que coger el reloj del sistema. Se 
vuelven a conectar igual  y ahora hay que utilizar la utilidad dagtime. El resto de 
pasos son iguales. 
 
Los comandos de dagclock son los siguientes:  
 
Options:\n" 
" default  RS422 in, none out\n" 
" none  None in, none out\n" 
" rs422in  RS422 input\n" 
" hostin  Host input (unused)\n" 
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" overin  Internal input (synchronise to host clock)\n" 
" auxin           Aux input (unused)\n" 
" rs422out Output the rs422 input signal\n" 
" loop  Output the selected input\n" 
" hostout  Output from host (unused)\n" 
" overout  Internal output (master card)\n" 
" set      Set DAG Clock to PC clock\n" 
" reset  Full clock reset: Clock set from PC, RS422 in, none 
out\n 
 
Con ellos se decide de donde proviene la señal de sincronización, si la tarjeta 
debe sacarla por la salida,etc. La señal usa los niveles definidos por rs422. 
 
•Dagfour 
Sirve para configurar la interfaz de red y los parámetros de captura 
básicamente para las tarjetas DAG 4.x. Además reporta estadisticas de la 
transmisión. Para empezar a usar la tarjeta hay que configurarla. Con la opción 
default, dagfour inicializa los valores. Tambien se pueden activar odesactivar 
los puertos según convenga. 
 
dag@endace:~$ dagfour default  
linkA nonic noeql rxpkts txpkts crc long=1500 enablea  
linkB nonic noeql rxpkts txpkts crc long=1500 enableb  
packet varlen slen=48  
packetA drop=0  
packetB drop=0  
pcix 133MHz 64-bit rxonly  
 
Durante la transmisión se pueden ver diferentes valores estadisiticos 
secuencialmente en tiempo real. 
 
 
Figura 4.1. Monitorización de la tarjeta mediante la utilidad dagfour 
 
•Dagpps 
Esta utilidad es usada para comprobar la sincronización. Para conseguir el 
mejor timestamp, la tarjeta tiene que estar conectada a una fuente externa 
como un GPS. Para comprobar que la señal recibida es correcta se usa 
dagpps, el cual inspecciona los informes guardados en el log /var/log/messages 
varias veces durante un periodo y muestra las caracteristicas del pulso de 
entrada. Algunas tarjetas, como la nuestra, ya disponen de leds para 
comprobar si se recibe bien la señal. 
 
•Dagreset 
Programa que resetea el procesador ARM. De versiones 3.03 de firmware, 
como la nuestra, también resetea y vuelve a cargar las imágenes Xilinx del 
EEPROM de la tarjeta. 
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•Dagrom 




Sirve para capturar el tráfico que emite otra tarjeta y lo escribe en un fichero o 
en la salida por defecto para que pueda ser pipeado por otros programas. 
Opcionalmente puede descargar y programar la imagen Xilinx, descargar el 
código ARM. Entonces lo inicializa y realiza transferencias con el via registros 
de mailbox para empezar a medir. 
 
El programa espera interrupciones de la tarjeta que indican que se ha ocupad 
un megabyte del buffer, y  entonces copia los datos como un bloque binario en 
la salida o en fichero. La interrupción tambien puede venir de una fuente 
externa si se utiliza una sincronización externa. 
 
Dagsnap funciona ininterrumpidamente. Para detenerlo se pueden indicar 
algunas opciones como –n que indica que capture n paquetes solamente o 
indicar el número de segundos que se quiere capturar. 
 
Para capturar hay que usar un espacio de memoria suficentemente grande que 
de tiempo a la transferencia de disco antes de que llegue más información al 
buffer o incluso que se produzcan ráfagas que lo llenen repentinamente y 
produzcan perdidas o corrupción. Para que ello no ocurra el sistema debe tener 
un buen DMA para realizar las transferencias más rápidamente. Dagnsnap no 
indica que los datos hayan sido corrompidos o perdidos durante la 
transferencia del buffer al disco. En cambio si que indica las perdidas de la 
tarjeta al buffer. Para comprobar la consistencia de las llegadas hay que 
comprobar los reportes de perdidas y los timestamps de las trazas. 
 
La linea de comandos utilizada es la siguiente: 
 
"Usage: %s [options]\n" 
"    -d <device>          DAG device name\n" 
"    -h,--help,--usage    display help (this page)\n" 
"    -V,--version         display version information\n" 
"    -j                   Maximize disk write performance - will only 
write in chunks\n" 
"    -m <mebibytes>       Maximum amount of data to write per call in 
MiB (default 4)\n" 
"    -o <filename>        output file name (default is stdout)\n" 
"    -s <seconds>         runtime in seconds\n" 
"    -v,--verbose         increase verbosity\n" 
"\n" 
"With -v three columns are printed per second.\n" 
"    1. The cumulative total of data written out.\n" 
"    2. The buffer occupancy. Small values indicate no packet loss.\n" 




Esta utilidad se usa para sincronizar la tarjeta DAG con el reloj del host donde 
se encuentra cuando no hay ninguna referencia. Para esta sincronización no se 
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requiere hardware extra. Para el caso de dos tarjetas sin referencia tambien se 
usa para que la tarjeta que actua como maestro obtenga el reloj del host. 




De dos trazas Dag se produce una salida combinada con paqutes ordenados 
según el timestamp. No soporta la combinación de más de 2 entradas.  
 
Anexo 4.1. Programas de captura y análisis realizados 
 
Para la realización del TFC también se han implementado programas 
secundarios útiles para poder realizar las pruebas: 
 
Para el tema del análisis se han realizado o utilizado los siguientes programas  




Programa implementado a partir de la utilidad dagsnap de la suite Tools de Dag 
Endace. Con este programa podemos capturar con una tarjeta DAG y extraer 
dos salidas: 
 
•La traza entera capturada en formato ERF con todas las cabeceras para un 
estudio posterior más detallado. 
 
•La traza de captura en formato Berkeley en dos columnas, una con el 
timestamp en us  y otra con el tamaño del paquete capturado en bytes. 
 
El motivo de implementar estas dos salidas recae en el hecho de facilitar el 
análisis del tráfico en estaciones de trabajo normales.  Al estar trabajando con 
enlaces de alta velocidad, el tráfico manejado es considerable. Por lo tanto, 
una de las motivaciones de este TFC es realizar utilidades que puedan trabajar 
con dichos enlaces en equipos estándars. Uno de los objetivos a alcancar para 
lograr esto es reducir la utilización de memoria y capacidad de 
almacenamiento, por lo tanto, realizando trazas con tan sólo los campos 
necesarios se ahorra espacio, tiempo y facilita el posterior procesado de la 
información.  
 
Un ejemplo lo encontramos en la siguiente captura. Para la captura de tráfico 
de 1Gbps durante 5 y 10 seg obtenemos los siguientes resultados según el tipo 
de captura: 
 
servgenmonII:/home/servgenmon/Desktop# ls -l 
-rw-r--r-- 1 root root 52853120 06-05-03 09:48 captura_10seg 
-rw-r--r-- 1 root root 26752000 06-05-03 09:47 captura_5seg 
-rw-r--r-- 1 root root 10656215 06-05-03 09:49 captura_berkeley_10seg 
-rw-r--r-- 1 root root 5345537 06-05-03 09:48  captura_berkeley_5seg 
 
Figura 4.2. Tamaño de las capturas según el método utilizado 
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Se aprecia que la diferencia entre los diferentes métodos durante el mismo 
tiempo de captura es de alrededor de un factor 5. Teniendo en cuenta que 
trabajamos con altas velocidades y, por lo tanto, manejamos grandes 
cantidades de datos es un factor a tener muy en cuenta. 
 




Figura 4.3. Diagrama de estados de GenTrace 
 
Estado 1. Declaración de variables y su correspondiente inicialización. 
Estado 2. Parseado de la línea de comandos. 
Estado 3. Redireccionamiento de I/O y preparación de ficheros de escritura. 
Estado 4. Configuración de la tarjeta. 
 Estado 4.1. Cargar la imagen. 
 Estado 4.2. Inicializar los parámetros. 
 Estado 4.3. Inicializar los streams (buffers). 
 Estado 5. Inicialización de la señales. 
 Estado 5.1. Inicializar función de captura de señales. 
 Estado 5.2. Inicializar el timer. 
Estado 6. Se inicializan los parámetros de polling (tiempo máximo, tamaño 
mínimo,...). 
Estado 7. Bucle de captura (se captura por bloques y se comprueba que no 
exceda los tamaños) 
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Estado 8. Elección de formato de la traza de salida, estilo Berkeley 
(tratamiento paquete por paquete). 
Estado 9. Elección de formato de la traza de salida, formato ERF 
(tratamiento por bloques). 
Estado 10. Se reporta si se ha solicitado. 
Estado 11. Se comprueba si hay algun temporizador, si el tiempo no 
excede se retorna al bucle, si no pasamos al siguiente estado. 
Estado 12. Se detienen los flujos y se liberan los recursos. 
 
El código de la utilidad se encuentra en el Anexo 26 del CD. 
 
•LDestimate online con tarjeta DAG 
 
El analizador que hemos implementado se basa en el código de [20]. Captura a 
través de la tarjeta DAG y a continuación actualiza el banco de filtros wavelet 
DWT modificada para trabajar on-line. Cada cierto tiempo (modificable por el 
usuario) realiza la estimación del grado de autosimilaridad del tráfico y lo 
guarda en un fichero, pudiendo entonces resetar el banco de filtros o continuar 
en modo acumulado. También es posible modificar las escalas de estimación 
así como la wavelet daubechies usada. 
 
Centrándonos en la utilidad en sí, decir que se ha implementado a partir de 
varias utilidades: 
 
•LDestimate. (Anexo 19.2) 
 
•Aggregate. (Anexo 27 del CD) 
 
•Código de captura de la API de la tarjeta DAG. 
 
 
•Programas de generación y transmisión realizados 
Para transmitir la tarjeta trabaja con el formato ERF y por lo tanto necesitamos 
reconvertir las trazas con la utilidad daggen  o alguna de las que 
presentaremos a continuación y luego transmitirla con la utilidad 
correspondiente. También sabemos que estas utilidades cargan poco la CPU 
debido a que mapean la traza en la memoria y se comunican con la tarjeta 
mediante el bus PCI-X.  
Con la suite Tools de la tarjeta solamente tenemos la opción de transmitir 
tráfico a la máxima velocidad que permite la tarjeta, 1Gbps. También permite 
modificar la velocidad indicando el tiempo entre ráfagas pero como veremos en 
el próximo capítulo, este método no funciona correctamente. Por lo tanto, la 
única planificación que podemos obtener es en el momento de hacer el script 
de los paquetes. En ese script podemos incluir intervalos de inactividad 
siguiendo alguna distribución concreta tal y como se muestra en el Anexo 3. 
Por lo tanto con estas utilidades sólo podemos transmitir tráfico constante de 
1Gbps que funciona como tráfico de carga. 
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Por ello, utilizando la API de la tarjeta, hemos desarrollado diversas utilidades 
en código C para transmitir tráfico CBR y VBR a cualquier tasa así como 




Programa desarrollado a partir del código de la plataforma Opnet [25] 
publicado en [26]. Transforma las llegadas de una serie FGN autosimilar en 
tiempo de llegadas entre paquetes. 
 
Las trazas generadas tienen más importancia por el tiempo entre llegadas 
que por el número de llegadas por slot temporal. En el caso de un proceso de 
Poisson es fácil mapear las llegadas a tiempos entre llegadas. Pero en el caso 
que nos ocupa, procesos autosimilares, no es tan fácil la conversión debido a 
que las muestras del proceso deben ser filtradas para eliminar los valores no 
positivos, convertirlas a enteros, mapearlas dentro de cada slot y distribuirlas 
de alguna manera dentro de cada slot temporal. 
 
Hay diversas maneras de distribuir las muestras dentro de cada slot: 
 
•De forma equitativa. 
•De forma aleatoria. 
•Siguiendo algún patrón o proceso. 
 
En nuestro caso nos hemos decantado por la primera opción, dado que es la 
más sencilla y económica (computacionalmente hablando) de implementar. 











 0.0047393364         (=1/211 x 1.0) 
<210 idénticas líneas más> 
 
0.0121951219         (=1/82 x 1.0) 
<81 idénticas líneas más> 
 
0.2500000000         (=1/4 x 1.0) 




Figura 4.4. Proceso de conversión de número de llegadas a tiempo entre 
llegadas [Imagen extraída de [26], pág. 3]. 
 
Un ejemplo de este proceso lo podemos ver en la figura 4.4. En ella tenemos a 
la izquierda la serie autosimilar resultante de utilizar la utilidad fft-fgn [27] 
(Anexo 19.1). A la derecha tenemos los tiempos entre llegadas resultantes de 
dicha serie siguiendo el primer método. Los slots temporales utilizados para 
este ejemplo son de 1 seg. Vemos que las muestras se redondean a la baja y 
en los casos de muestras negativas se transforma en una sola llegada dentro 
del slot. 




Pequeña variación de la utilidad anteriormente descrita. Ahora los valores de la 
serie FGN se tratan como bytes por slot temporal. Esto se debe a que la 
interpretación de la utilidad anterior podía producir una pérdida de información 
al redondear las muestras. Pongamos un ejemplo para verlo claramente. 
 
Supongamos que queremos hacer una traza con tasa media 1Gbps y una 
desviación de 10 Mbps, con tamaño de paquetes de 1500 bytes. El slot 
temporal es de 1ms. Si interpretamos la serie autosimilar cómo llegadas por 







































































Como podemos ver en el segundo método no obtenemos valores decimales, 
con lo cual no hace falta realizar ningún truncamiento y no perderemos 
precisión. En realidad, los dos métodos transmiten los mismos datos, pero con 
el segundo método es más sencillo determinar el tamaño de los paquetes y, 
sobretodo del último paquete del slot ya que es el que hay que variar de 
tamaño para conseguir los bytes necesarios en ese slot. Aun así, con cualquier 
método que implementemos, para nuestro caso concreto, debido a la velocidad 
en la que trabajamos y el número de datos manejado, obtendremos una traza 




El siguiente código emula un generador de tráfico CBR, y posteriormente de 
tráfico VBR, para la tarjeta DAG 4.3 GE. Para el desarrollo de dicho programa 
se ha partido de códigos ya construidos.  En concreto nos hemos basado en el 
programa dagflood (transmisión) de las tarjetas DAG y de la función do_sleep() 
de la utilidad TCPreplay [8]. El código completo se puede observar en el 
Anexo 22 del CD. Para realizar el scheduling hemos implementado dos 
métodos:  
 
•Mediante llamadas a sleep().  
•Mediante polling. 
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El hecho de esta investigación se sostiene en el hecho que los dos métodos 
tienen diferentes resultados, tal y como se puede comprobar en [2]. 
 




Figura 4.5. Diagrama de estados de GenTraffic 
 
Estado 1. Declaración de variables y su correspondiente inicialización. 
Estado 2. Parseado de la línea de comandos. 
Estado 3. Mapear el fichero que contiene la traza en memoria. 
Estado 4. Configuración de la tarjeta. 
 Estado 4.1. Cargar la imagen. 
 Estado 4.2. Inicializar los parámetros. 
 Estado 4.3. Inicializar los streams (buffers). 
Estado 5. Inicialización de la señales. 
 Estado 5.1. Inicializar función de captura de señales. 
 Estado 5.2. Inicializar el timer. 
Estado 6. Elección de modo de transmisión. 
      Estado 6.1. Modo VBR con polling. 
 Estado 6.2. Modo VBR con llamada a sleep(). 
 Estado 6.3. Modo Copy Bytes con llamada a sleep(). 
 Estado 6.4. Modo Commit Bytes con llamada a sleep(). 
 Estado 6.5. Función dosleep(). 
Estado 7. Reporta estadísticas en caso necesario. 
Estado 8. Liberación de recursos, tanto fichero mapeado en memoria como 
espacio reservado para los buffers o streams. 
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La API de las tarjetas DAG [28] nos permite realizar la transmisión de 2 modos 
distintos. Para ello se usan las siguientes primitivas: 
 
•Dag_tx_get_stream_space(): Si la aplicación del usuario puede construir su 
paquete en el stream proporcionado, el usuario puede llamar a 
dag_tx_get_stream_space() para conseguir un puntero en el stream en el cual 
puede escribir directamente unos o más paquetes ERF. 
 
• Run_file_copy_bytes (file_t *file) 
• Run_file_commit_bytes (file_t *file) 
 
Según el manual de la utilidad dagflood, el resultado al utilizar un modo u otro 
es el mismo [29], aunque si leemos la Guia del Programador de la API vemos 
que con run_file_copy_bytes obtenemos menos eficiencia debido a que los 
datos ERF deben ser copiados al menos una vez por la CPU desde el buffer de 
usuario al buffer del stream. Por lo tanto, la diferencia básica es que mientras 
con la función copy debemos copiar los bytes de un buffer a otro, con la función 
commit podemos reservar el espacio necesario en el buffer del stream y la 




Esta utilidad se presenta en el Anexo 28 del CD y está basada en los códigos 
para Matlab de David Rincón (BerkeleyConversion.m) y Flaminio Minerva 
(aggregate.m).  
 
En nuestro caso al trabajar en Linux sería molesto tener que cambiar de S.O. 
para utilizar Matlab cada vez que necesitemos agregar una traza, por lo que 
con esta utilidad podemos tener todas las trazas bajo una misma carpeta y 
accesibles via la shell de Linux. 
 
Básicamente lo que hace aggregate es implementar la agregacion a diferentes 
escalas temporales para trazas de tipo Berkeley. A partir de una traza de 2 
columnas (1ª columna tiempo de llegada absoluto; 2ª columna tamaño del 
paquete), se obtiene como salida una traza de una sola columna con los bytes 
recibidos por slot temporal, tal y como podemos ver en el siguiente ejemplo. 
 
Trazas en formato 
Berkeley 
 Traza agregada a 3 seg 
 
500000 us           1300B 
1000000 us         700 B 
2000000 us         1500 B 
2500000 us         650 B 
3000000 us         1000 B 









Figura 4.6. Ejemplo de agregación 
 




Programa diseñado para generar trazas de dos columnas sintéticamente 
mediante la funcion rand(). La primera columna indica el tiempo absoluto del 
paquete en seg y la segunda columna indica el tamaño en bytes. Permite la 
escritura de la traza a fichero o por la salida estandar. 
 
El uso de la utilidad es el siguiente: 
 
Gen –n Numero_paquetes –t Tamaño_paquetes –T Desviación_tamaño –v 
Velocidad_media_Mbps –V Desviación_velocidad 
 
A partir de la velocidad y el tamaño del paquete obtenemos los timestamps de 
los paquetes. Destacar que la semilla de la utilidad rand se inicializa con el PID 
del proceso, variante en cada ejecución, de esta manera nos aseguramos de 
obtener trazas diferentes en cada llamada.  
 




Programa diseñado para generar paquetes ERF a partir de trazas de tráfico 
estilo Berkely o de tráfico agregado, ya que la tarjeta DAG sólo puede 
transmitir paquetes con formato ERF. El payload generado de los paquetes es 
aleatorio para aligerar el proceso. 
 
Se ha utilizado como base el código de la utilidad daggen del software de la 
tarjeta Dag. En el Anexo 22 del CD se puede ver el código principal. Para 
consultar las funciones utilizadas observar las proporcionadas por la suite Tools 




Esta utilidad mantiene la misma estructua que la anterior con la excepción de 
que se basa en TSC (Timestamp Counter) para realizar el scheduling. Tanto 
las llamadas a sleep() como los bucles de polling se implementan con estos 
contadores en lugar de llamadas a  la función gettimeofday() para obtener los 
tiempos de la planificación, ya que estos contadores permiten crear un reloj 
preciso y robusto de una manera sencilla siendo exportable a más 
implementaciones. 
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Anexo 5. Filtrado con la tarjeta DAG 
 
A continuación veremos las utilidades de filtrado que hay soportadas con la 
tarjeta Endace. Para realizar el filtrado las utilidades se basan en: 
 
• Interfaz de entrada 
• Protocolo [IP, ICMP, IGRP, TCP, UDP]  
• Dirección IP de origen y destino  
• Puerto TCP y UDP de origen y destino 
• Flags TCP 
 
Las utilidades que comentaremos serán 3: Filter_Loader, Snort_Compiler y 
Tcpdump Compiler. 
 
Figura 5.1. Arquitectura del proceso de filtrado en las tarjetas DAG [Imagen 




Esta utilidad carga un conjunto de filtros de un fichero de texto o de la entrada 
estándar en el Coprocesador. Para crear el filtro podemos hacer un script 
compatible con Filter_Loader o crearlo con las reglas Snort Rule o Tcpdump 
Rules y luego compilarlo para hacerlo compatible. El firmware de la tarjeta 
puede soportar 2 conjuntos de filtros por interfaz, uno activo y el otro no. 
También cabe destacar la posibilidad de cambiar dinámicamente el conjunto de 
filtros que tiene cargados la tarjeta evitando al mismo tiempo que haya pérdidas 
de paquetes. Esta posibilidad limita el número de filtros por conjunto como se 
puede observar en la siguiente tabla: 
 
 
Figura 5.2. Arquitectura del proceso de filtrado en las tarjetas DAG [Imagen 
extraída del Manual de Usuario de la tarjeta DAG Card GE 4.3 de Endace] 




Ahora veremos un ejemplo tipico de la sintasis de un conjunto de filtros 
 
 
Figura 5.3. Arquitectura del proceso de filtrado en las tarjetas DAG [Imagen 
extraída del Manual de Usuario de la tarjeta DAG Card GE 4.3 de Endace] 
 
 
Los filtros se basan en dos reglas simples: aceptar o rechazar. Delante de 
cada filtro se indica un identificador para saber que filtro ha descartado el 
paquete. A continuación se indica el protocolo del paquete. En este punto 
también se podría indicar en que división del buffer de recepción se alojará el 
paquete. Esta función sólo está disponible con el coprocesador. Para filtrar se 
indican los parámetros por los cuales se filtrará y su valor. El uso de “-” indica 
que se puede utilizar cualquier valor. Por último se indican las interfaces 
utilizadas. 
 
La utilidad dispone de algunos parámetros configurables en la linea de 
comandos. Los más interesantes son los siguientes: 
 
-d=>Elección de la tarjeta. 
-l=>Tipo de enlace. En nuestro caso será ethernet. 
-m=>Donde indicar el identificador del filtro usado para cada paquete. 
Normalmente se indica que se mapee en los campos de offset y padding. 
-i=>Indica el fichero de texto que posee el conjunto de filtros 
-s=>Indica el número de bytes capturados del payload del paquete. Por defecto 




Al igual que el anterior, define un conjunto de filtros en un fichero. Cabe decir 
que en todas las sintaxis, cada filtro viene definido en una única linea. Snort es 
un sistema de detección de intrusión en la red (NIDS) de código abierto. 
Soporta los mismo parámetros de filtrado que el Filter_Loader. Cuando Snort 
detecta un patrón predefinido que considera malicioso alerta al usuario. 
 
A continuación veremos un ejemplo de la sintaxis de Snort: 
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Figura 5.4. Arquitectura del proceso de filtrado en las tarjetas DAG [Imagen 
extraída del Manual de Usuario de la tarjeta DAG Card GE 4.3 de Endace] 
 
 
Tal y como se puede apreciar, el uso de Snort Rules simplifica mucho la 
edición de los filtros. Gracias al compilador pasamos de la sintaxis Snort a la de 
Filter_Loader y ya podemos cargar el filtro. 
 
Con Snort indicamos igualemente que hacer con el paquete (Accept o Reject), 
el protocolo usado. Después indicamos los parametros utilizados para filtar. En 
este caso se indican que se acepten las cabeceras y los primeros 50 bytes del 
payload de todos los paquetes TCP que lleguen a la dirección 192.168.1.24 por 
los puertos del 80 al 90 inclusive y que no provengan de las subredes 
10.0.0.0/8 y 127.0.0.0/16 con cualquier puerto de origen. 
 
Además la utilidad Snort permite el uso de declaraciones de variables para su 
posterior uso en las reglas: 
 
 
Figura 5.5. Arquitectura del proceso de filtrado en las tarjetas DAG [Imagen 
extraída del Manual de Usuario de la tarjeta DAG Card GE 4.3 de Endace] 
 
 
En el ejemplo anterior, podemos ver como se definen dos variables. El 
resultado de la regla serái el siguiente. Se rechazarán todos los paquetes TCP 
que tengan un Ip origen perteneciente a External_Network (Cualquier Ip que no 
este en la subred de la Internal_Network) y cualquier puerto de origen que 
vayan dirigidos a una Ip de la subred Internal_Network al puerto 22. 
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Los parámetros de la linea de comandos son los mismos que Filter_loader con 
la excepción de que se debe indicar un fichero de salida del compilador e 





Esta utilidad se basa en los mismos principios que las anteriormente 
comentadas. La única diferencia radica en que el compilador crea por defecto, 
para cada regla de protocolo de capa 4, una regla que tiene el sentido 
contrario para todos los paquetes que no cumplan la regla original. 
 
A continuación veremos un ejemplo claro de las reglas Tcpdump: 
 
 
Figura 5.6. Arquitectura del proceso de filtrado en las tarjetas DAG [Imagen 
extraída del Manual de Usuario de la tarjeta DAG Card GE 4.3 de Endace] 
 
 
Como podemos ver, en Tcpdump las reglas están más orientadas a modo 
programación que a modo texto.En el ejemplo se indica que se acepten todoso 
los paquetes ip y tcp que no vayan por el puerto 80 tanto en origen como 
destino.Vemos que la creación del filtro es mucho más simple y conceptual ya 
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Anexo 6. API de captura 
 
La tarjeta DAG , en modo captura, refleja la llegada de un paquete como una 
grabación dentro de un buffer de memoria circular proporcionado por el PC. A 
partir de aquí, hay 3 métodos para proporcionar información de los paquetes 
de la red a la aplicación. 
 
•Captura de datos de red: El primer método se usa con el programa dagsnap. 
Esta utilidad puede escribir un fichero en el disco conteniendo las grabaciones 
de los paquetes en un orden secuencial. Como es un fichero de trazas, puede 
ser procesado más tarde con un analizador. Si no se especifica un fichero de 
salida, dagsnap escribirá en stdout (salida por defecto), permitiendo pipear los 
datos dentro de un analizador que lee por stdin (entrada por defecto). 
 
Aunque este método es simple para el diseño de un prototipo, no proporciona 
una alta eficiencia debido a que todas las trazas tienen que pasar a través de 
una pipa UNIX causando multiples copias en memoria y provocando un cuello 
de botella entre la CPU y la memoria. 
 
Los sistemas basados en PC pueden realizar entre 400-1000 Mbytes/sec  
operaciones de lectura/escritura cuando acceden a la información no-
cacheada en la memoria principal. Cuando los datos son copiados el 
throughput efectivo baja a un ancho de banda comparable con una Gigabit 
Ethernet. 
 
•El segundo método es con la librería libcap, disponible desde [1] incluye 
soporte directo para las tarjetas DAG. Esto permite  que cualquier programa 
escrito para las libcap API capture directamente desde las tarjetas DAG. La 
tarjeta DAG no son NIC (tarjeta de interfaz de red), y por lo tanto el acceso al 
mapeo de memoria es mucho más eficiente. De esta manera, podemos utilizar 
aplicaciones libcap sin copias para acceder a las cabeceras de los paquetes y 
los contenidos.  
 
•El tercer método y el más eficiente para obtener los datos de red es la API del 
lenguaje C nativo. Es el que utilizaremos ya que proporciona el mayor 
rendimiento con una interfaz de memoria mapeda de cero copias y baja carga 
de cabeceras. Esta API viene descrita en detalle en la Guia del Programador 
de las tarjetas DAG. 
 
Para entender la comunicación de procesos, describimos la estructura de la 
tarjeta: 
 
• Hardware interfaz de linea. 
• Capa física  
• Un procesador de paquetes que marca las llegadas de los paquetes 
usando el DUCK de la tarjeta y crea grabaciones de los paquetes.  
• Un elemento de procesado opcional.  
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• PCI Burst Manager (PBM), el cual escribe grabaciones de paquetes 
sobre el bus PCI del PC. 
 
Durante las operaciones de captura, el PCI burst manager recibe grabaciones 
de paquetes desde el procesador de paquetes, y los escribe dentro del buffer 
del stream de recepción en la memoria del PC via Bus Mastering DMA. El PCI 
burst manager proporciona una indicación al driver de como está el buffer, un 
puntero productor, y  cesa de escribir cuando el buffer está lleno. Cuando el 
buffer se llena, las grabaciones se pierden hasta que el puntero indique lo 
contrario. Los paquetes perdidos son contados e informados fuera de banda. 
 
La API DAG controla el puntero de consumo, moviéndolo cuando las 
grabaciones de los paquetes son consumidas por los programas de los 
usuarios para tener más espacio en el buffer circular. 
 
Las funciones se basan en polling y podemos decirle que retorne cuando 
captura un paquete, cuando pasa un cierto tiempo, o cuando llega un cierto 
volumen de bytes (En estos dos últimos casos, se mantiene el timestamp de 
cada paquete por separado). Dichas funciones son dag-advance-stream{} y 
dag-rx-stream-next-record{} 
 
Con el primero tenemos dos punteros (top y bottom) dentro del buffer. El 
puntero bottom indica cuando empieza el siguiente paquete y el puntero top 
indica el límite superior de los datos accesibles, caracterizandoun buffer 
circular. A partir de aquí, se va procesando de paquete en paquete. Para saber 
cuanto mide cada paquete se utiliza el valor del campo de longitud de paquete 
(rlen) de la cabecera ERF. Este proceso se realiza hasta alcanzar el puntero 
top. Entonces este puntero se convierte en el nuevo bottom y asi podemos 
liberar espacio en el buffer. Para obtener el nuevo puntero top debemos ver lo 
que retorna la función. Este método es el más eficiente ya que pasamos un 
bloque grande con solo una llamada aunque debemos tratar cada paquete por 
separado como hemos comentado. 
 
Otra opción sería utilizar el segundo método mencionado, 
dag_rx_stream_next_record{}. Este método es el que realmente realiza la 
captura de paquete en paquete utilizando un solo puntero que indica donde 
empieza el siguiente paquete.  
 
Las ventajas de este método es que el manejo del puntero y la liberación del 
espacio lo realiza la librería. La desventaja es que hay que llamar a la función 
repetidamente, proporcionando menos eficiencia que el otro método, sobre un 
10% más de carga. Cabe destacar que los dos métodos tratan con paquetes 
ERF, no paquetes nativos. 
 
En posteriores versiones de la API no se añaden nuevos métodos de captura 
sino nuevas funcionalidades como mejora de los reportes de error (v1.4) o 
mayor eficiencia en las transmisiones inline (v1.6). 
 
Para ver los dos modos de captura que restan por comprobar, analizaremos las 
funciones dag_get_stream_poll{}y dag_set_stream_poll{}. Como ya dijimos 
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en el anterior informe, la API utiliza polling para obtener la información de la 
tarjeta. Con el primer método obtenemos los parámetros que utiliza  para hacer 
el polling a un stream concreto y con el segundo inicializamos dichos 
parámetros.  
 
Las dos funciones, obviamente, tienen los mismos parámetros y son los 
siguientes: 
 
•int dagfd ?Representa el dispositvo DAG 
 
•int stream_num ? Indica el stream utilizado. 
 
•uint32_t *mindata ?La cantidad de datos que debe ser devuelta por los 
métodos de captura. Por defecto 16 bytes (tamaño cabcera ERF). Si lo 
ponemos a 0 evitaremos que se bloquee si no hay datos disponibles. 
 
•struct timeval *maxwait ? El máximo tiempo de espera antes de retornar. 
Este valor tiene preferencia sobre mindata. Por defecto es 0, lo que indica que 
está desactivado. 
 
•struct timeval *poll ?Si no hay mindata bytes cuando se llama a la función 
de captura por primera vez, la librería “dormirá” un tiempo poll para evitar el 
excesivo polling y liberar el bus y la CPU. Aun asi el temporizador maxwait  
sigue funcionando y si se agota el tiempo poll y se ha excedido el maxwait la 
función retornará. El valor por defecto es 10ms. Para hacer el temporizador se 
usa la función nanosleep(), que en linux se basa en el timer del kernel que tiene 
una resolución de 10 ms lo que implica que cualquier tiempo inferior a 10ms se 
convertirá en 10 ms, de ahí el valor por defecto. 
 
No obstante, si utilizamos un planificador en tiempo real podremos implementar 
valores hasta 2 ms, lo que permiteun polling más preciso pero la tendremos un 
incremento importante de la utilización de la CPU. 
 
Tal y como vemos, el poder modificar los valores del polling tiene más 
flexibilidad con la utilización de dag_advance_stream{} ya que se saca más 
partido a los parámetros jugando con bloques y tiempo. En cambio con 
dag_tx_stream_next_record{} ya estamos limitados a realizar polling de 
paquete en paquete. 
 
Por último tenemos el tema de los timestamps. En la captura, al trabajar con 
paquetes ERF, aun se pasen por bloques, se pasan paquetes ERF cada uno 
con su Timestamp, por lo tanto se mantiene el marcado. 
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Anexo 7. Introducción al timer de Linux 
 
En este anexo realizaremos una breve explicación del funcionamiento de los 
timers en Linux. En Linux hay dos relojes: el de la BIOS y el del sistema. El que 
utilizaremos para las aplicaciones es el del sistema. Al estar en el sistema una 
vez se apaga el ordenador lo perdemos. Para ello necesitamos el reloj de 
hardware. Al arrancar el kernel el reloj del sistema no está inicializado. Para 
ello el primer programa que arranca (init) pregunta al reloj hardware mediante 
/etc/rcS.d/S50hwclock.sh --> /etc/init.d/hwclock.sh.  
 
Cuando durante el arranque aparece en pantalla Local time: Dia Mes X X:X:X 
CET XXX, (donde X son los números de dias, meses, horas...) es que el 
hwclock.sh ha actuado. 
 
Desde entonces se tiene el reloj del sistema con la misma hora que el reloj 
hardware. Pero cada uno de ellos se mueve a diferente velocidad porque 
tienen distintos mecanismos de funcionamiento. El hardware funciona con un 
oscilador de cuarzo y el de sistema mediante una interrupción de tiempo del 
estándar ISA. 
 
Sólo vuelven a coincidir los dos relojes cuando se apaga el sistema y entre 
otros se ejecuta el script /etc/init.d/hwclock.sh con la opción stop: entonces la 
hora del sistema se guarda en el reloj hardware. Este sistema de sincronización 
presupone que justo antes de apagar el ordenador, la hora del sistema es más 
fiable que la hora del reloj hardware.  
 
La utilidad más interesante que nos ofrece el reloj del sistema es poder generar 
interrupciones periódicas para obtener un sistema multitarea y atender varias 
peticiones además de poder establecer ciertas prioridades. Estas 
interrupciones son normalmente generadas por hardware externo, las cuales 
interrumpen la actividad de la CPU y ejecutan un código especial (ISR). 
 
Como hemos dicho, estas interrupciones son generadas periódicamente. El 
intervalo viene dado por un parámetro llamado HZ que se encuentra definido 
en linux/param.h. 
 
Este valor varia dependiendo de la arquitectura (normalmente i.x86 ) del equipo 
donde esté instalado el sistema operativo. En la mayoría de casos este valor es 
de 100 que quiere decir que se realizan 100 interrupciones por segundo. Por 
otro lado, tenemos la variable TSC, la cual se incrementa en uno por cada 
interrupción a modo de contador. Esta variable se encuentra en linux/sched.h. 
 
El valor de HZ es modificable. Esto puede ser útil para aquellos que quieran 
realizar tareas que precisen hacerse en tiempo real. Incrementando el valor de 
HZ obtenemos mejores respuestas pero en contra provocamos una sobrecarga 
del sistema mayor. Por eso, los valores que vienen por defecto son los que los 
desarrolladores aconsejan después de múltiples pruebas. 
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En nuestro caso, según la Guía de la API de la tarjeta DAG 4.3 de Endace, se 
utiliza un valor de HZ de 100. En concreto la tarjeta utiliza la función POSIX.1b 
nanosleep en el espacio de usuario para generar retardos o intervalos de 
liberación de recursos. A su vez, esta función está basada en el mecanismo del 
timer del kernel lo que nos da una resolución de 1/HZ, o 10ms. Al estar definido 
este valor, la tarjeta no soportará mayor resolución lo que hará que tiempos 
menores a 10 ms den un retraso hasta tardar 10ms. 
 
Para poder manejar los parámetros del reloj disponemos de varias variables 
tanto las comentadas como otras de nuevas: 
 
•Tenemos la variable HZ que indica el número de tics de reloj por segundo. Se 
encuentra en <linux/param.h> 
 
•La variable TSC que es un contador que indica cuantos clics de reloj llevamos 
desde que se inició el sistema. Puede ser sobrecargada, pero normalmente no 
debe alterar el funcionamiento del sistema. Se encuentra en <linux/sched.h> 
 
•Las funciones rdtsc y rdtscl. Sirven para leer la variable TSC enteros (rdtsc) 
o su mitad de bajo nivel (rdtscl). Se encuentran en <asm/msr.h>  
 
•Las funciones do_gettimeofday y get_fast_time, sirven para obtener el tiempo 
actual con mayor o menor resolución respectivamente, o con menor o mayor 
velocidad respectivamente. Se encuentran en <linux/time.h> 
 
•Las funciones udelay y mdelay sirven para introducir retardos en 
microsegundos o milisegundos. Los retardos se consiguen con bucles de 
ocupación lo que hace que se usen con cuidado ya que pueden colapsar el 
sistema. Se encuentran en <linux/delay.h> 
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Anexo 8. Métodos de scheduling  
 
En este apartado veremos las pruebas realizadas en [2] con la utilidad TCPivo 
para testear diferentes métodos de temporización o scheduling. Esta utilidad 
precisamente utiliza firm timers, comentados en el Capítulo 3 de la memoria, 
para mejorar la precisión en el momento de reproducir trazas. Además, la 
posibilidad de generar interrupciones aperiódicas ayuda a obtener esta 
precisión. 
 
En las gráficas y tablas siguientes extraídas del artículo presentado se pueden 
ver los resultados y beneficios de usar firm timers  en lugar de otros 
mecanismos de temporización. 
 
Anexo 8.1. Carga de CPU 
 
Para comenzar, observamos en la tabla 8.1. los diferentes métodos usados en 
las pruebas y la carga que suponen en la CPU.  
 
 
Tabla 8.1. Carga de la CPU según el método de temporización usado [Imagen 




En el primer método, polling, se realiza un polling continuo hasta que el 
tiempo de emisión del paquete es alcanzado. Esto proporciona una alta 
precisión pero una alta carga como se puede observar. 
 
En el segundo método, usleep(), vemos que la carga de la CPU baja 
considerablemente. En cambio la precisión obtenida no es la adecuada.  
 
Por último, con los firm timers,  obtenemos lo mejor de ambos casos y 
vemos que el rendimiento es el más bajo y la precisión obtenida, como 
veremos a continuación, es la mejor. 
 
Anexo 8.2. Precisión 
 
Ya hemos visto que en cuanto a carga de CPU la mejor elección son los firm 
timers. Pero también interesa ver que precisión se tiene, es decir que error hay 
entre el momento en que el paquete debe ser lanzado y en el que realmente se 
lanza. En las figuras siguientes veremos que precisión se obtiene con cada 
método. 
 




Figura 8.1. Error usando un bucle de polling [Gráficas extraídas de [2]] 
 
 
Si usamos el método de polling vemos que tenemos un error pequeño que 
disminuye a medida que aumenta el tiempo entre emisiones. Se puede 
comprobar como aunque las δ sean inferiores a 10ms en las gráficas se 
obtienen siempre valores de aprox 10 ms. Esto es debido a la programación 
comentada en el Capítulo 2 en la que los contadores se inicializan con valores 




Figura 8.2. Error usando la función usleep() [Gráficas extraídas de [2]] 
 
 
Con la función usleep vemos que la precisión alcanzada deja mucho que 
desear sobretodo si los tiempos son pequeños ya que los timers usados son 
periódicos, sin poder aplicar un reajuste correcto.Otra vez se vuelve a apreciar 
el problema de los 10 ms. 
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Figura 8.3. Error usando Firm Timers [Gráficas extraídas de [2]] 
 
 
Utilizando Firm Timers el resultado es óptimo. Para valores pequeños de 
tiempo entre emisiones se comporta como el polling, pero con el añadido de 
bajo consumo de CPU. Para valores mayores se observa la verdadera eficacia 
de los Firm Timers obteniendo un error prácticamente máximo de 10 ms, que 









A pesar de los buenos resultados obtenidos, los Firm Timers no son perfectos. 
Si a las anteriores pruebas le añadimos un tráfico de fondo que cargue tanto la 
memoria (escritura / lectura de un buffer) como las interficies I/O 
(escritura/lectura de un fichero) vemos que los Firm Timers pierden toda su 
eficacia dando un comportamiento indeseable. 
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Anexo 9. Pruebas de transmisión CBR 
 
En este anexo se muestran las pruebas realizadas con relación al tráfico CBR. 
Con Dagflood podemos especificar la cantidad de bytes que pasamos a la 
tarjeta para transmitir y el intervalo de tiempo que queremos entre estas 
transmisiones. Según su manual [29], podemos controlar la velocidad de 
emisión con los siguientes parámetros. 
 
-d especifica la intefaz usada. 
-f indica el fichero donde está el tráfico a transmistir. 
-l indica la longitud máxima de la ráfaga. 
-u indica el retardo entre ráfagas. 
-t indica el tiempo en seg que debe durar la ejecución de la utilidad. 
-v proporciona más información por pantalla. 
 
servgenmonI:~# dagflood -d /dev/dag0 -f prueba.erf -l 1024000 -u 100 -
t 5 -v 
caching file... done. 
------------------------------------------------- 
total bytes sent to dag card: 38123520 (36.36 MiB) 
approx. average speed: 60.90 Mbps (7.61 MiB/s) 
 
servgenmonI:~# dagflood -d /dev/dag0 -f prueba.erf -l 1024000 -u 500 -
t 5 -v 
caching file... done. 
------------------------------------------------- 
total bytes sent to dag card: 38031360 (36.27 MiB) 
approx. average speed: 60.76 Mbps (7.60 MiB/s) 
 
servgenmonI:~# dagflood -d /dev/dag0 -f prueba.erf -l 1024000 -u 1000 
-t 5 -v 
caching file... done. 
------------------------------------------------- 
total bytes sent to dag card: 25497600 (24.32 MiB) 
approx. average speed: 40.71 Mbps (5.09 MiB/s) 
 
servgenmonI:~# dagflood -d /dev/dag0 -f prueba.erf -l 1024000 -u 1500 
-t 5 -v 
caching file... done. 
------------------------------------------------- 
total bytes sent to dag card: 25466880 (24.29 MiB) 
approx. average speed: 40.68 Mbps (5.09 MiB/s) 
 
servgenmonI:~# dagflood -d /dev/dag0 -f prueba.erf -l 1024000 -u 2000 
-t 5 -v 
caching file... done. 
------------------------------------------------- 
total bytes sent to dag card: 19107840 (18.22 MiB) 
approx. average speed: 30.53 Mbps (3.82 MiB/s) 
 
servgenmonI:~# dagflood -d /dev/dag0 -f prueba.erf -l 1024000 -u 2500 
-t 5 -v 
caching file... done. 
------------------------------------------------- 
total bytes sent to dag card: 19092480 (18.21 MiB) 
approx. average speed: 30.51 Mbps (3.81 MiB/s) 
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servgenmonI:~# dagflood -d /dev/dag0 -f prueba.erf -l 1024000 -u 3000 
-t 5 -v 
caching file... done. 
------------------------------------------------- 
total bytes sent to dag card: 15298560 (14.59 MiB) 
approx. average speed: 24.44 Mbps (3.05 MiB/s) 
 
servgenmonI:~# dagflood -d /dev/dag0 -f prueba.erf -l 1024000 -u 3500 
-t 5 -v 
caching file... done. 
------------------------------------------------- 
total bytes sent to dag card: 15313920 (14.60 MiB) 
approx. average speed: 24.47 Mbps (3.06 MiB/s) 
 
servgenmonI:~# dagflood -d /dev/dag0 -f prueba.erf -l 1024000 -u 4000 
-t 5 -v 
caching file... done. 
------------------------------------------------- 
total bytes sent to dag card: 12810240 (12.22 MiB) 
approx. average speed: 20.46 Mbps (2.56 MiB/s) 
 
servgenmonI:~# dagflood -d /dev/dag0 -f prueba.erf -l 1024 -u 4000 -v 
caching file... done. 
------------------------------------------------- 
total bytes sent to dag card: 1024 (0.00 MiB) 
approx. average speed: 0.70 Mbps (0.09 MiB/s) 
 
servgenmonI:~# dagflood -d /dev/dag0 -f prueba.erf -l 1024000 -u 4000 
-v 
caching file... done. 
------------------------------------------------- 
total bytes sent to dag card: 24053760 (22.94 MiB) 
approx. average speed: 20.47 Mbps (2.56 MiB/s) 
Fig. 9.1. Capturas de los resultados de transmisión con Dagflood 
 
Si nos fijamos en la figura anterior, podemos ver que las velocidades que 
obtenemos, para un cambio proporcional de intervalo entre emisiones 
(parámetro u) no guardan esta proporcionalidad. Además si calculamos la 




Velocidad paquete=              (9.1) 
 
vemos que los resultados no corresponden con los que muestra la aplicación. 
Para solucionarlo, implementamos la utilidad GenCBR, posteriormente 




servgenmonI:~# /usr/local/src/dag-2.5.5/tools/GenCBR -d /dev/dag0 -f 
prueba.erf -r 1 -v -t 10 -T 100000 -o modo1_100K.txt 
caching file... done. 
------------------------------------------------- 
total bytes sent to dag card: 168960 (0.16 MiB) 
approx. average speed: 0.14 Mbps (0.02 MiB/s) 
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servgenmonI:~# /usr/local/src/dag-2.5.5/tools/GenCBR -d /dev/dag0 -f 
prueba.erf -r 1 -v -t 10 -T 1000000 -o modo1_1M.txt 
caching file... done. 
------------------------------------------------- 
total bytes sent to dag card: 1274880 (1.22 MiB) 
approx. average speed: 1.02 Mbps (0.13 MiB/s) 
 
servgenmonI:~# /usr/local/src/dag-2.5.5/tools/GenCBR -d /dev/dag0 -f 
prueba.erf -r 1 -v -t 10 -T 10000000 -o modo1_10M.txt 
caching file... done. 
------------------------------------------------- 
total bytes sent to dag card: 12533760 (11.95 MiB) 
approx. average speed: 10.02 Mbps (1.25 MiB/s) 
 
servgenmonI:~# /usr/local/src/dag-2.5.5/tools/GenCBR -d /dev/dag0 -f 
prueba.erf -r 1 -v -t 10 -T 100000000 -o modo1_100M.txt 
caching file... done. 
------------------------------------------------- 
total bytes sent to dag card: 125184000 (119.38 MiB) 
approx. average speed: 100.01 Mbps (12.50 MiB/s) 
 
servgenmonI:~# /usr/local/src/dag-2.5.5/tools/GenCBR -d /dev/dag0 -f 
prueba.erf -r 1 -v -t 10 -T 1000000000 -o modo1_1G.txt 
caching file... done. 
------------------------------------------------- 
total bytes sent to dag card: 1259581440 (1201.23 MiB) 
approx. average speed: 1000.24 Mbps (125.03 MiB/s) 
 
servgenmonI:~# /usr/local/src/dag-2.5.5/tools/GenCBR -d /dev/dag0 -f 
prueba.erf -r 1 -v -t 10 -T 10000000000 -o modo1_10G.txt 
caching file... done. 
------------------------------------------------- 
total bytes sent to dag card: 1268459520 (1209.70 MiB) 
approx. average speed: 1000.42 Mbps (125.05 MiB/s) 
 
servgenmonI:~# /usr/local/src/dag-2.5.5/tools/GenCBR -d /dev/dag0 -f 
prueba.erf -r 2 -v -t 10 -T 100000 -o modo2_100K.txt 
caching file... done. 
------------------------------------------------- 
total bytes sent to dag card: 168960 (0.16 MiB) 
approx. average speed: 0.13 Mbps (0.02 MiB/s) 
 
servgenmonI:~# /usr/local/src/dag-2.5.5/tools/GenCBR -d /dev/dag0 -f 
prueba.erf -r 2 -v -t 10 -T 1000000 -o modo2_1M.txt 
caching file... done. 
------------------------------------------------- 
total bytes sent to dag card: 1274880 (1.22 MiB) 
approx. average speed: 1.02 Mbps (0.13 MiB/s) 
 
servgenmonI:~# /usr/local/src/dag-2.5.5/tools/GenCBR -d /dev/dag0 -f 
prueba.erf -r 2 -v -t 10 -T 10000000 -o modo2_10M.txt 
caching file... done. 
------------------------------------------------- 
total bytes sent to dag card: 12533760 (11.95 MiB) 
approx. average speed: 10.02 Mbps (1.25 MiB/s) 
 
servgenmonI:~# /usr/local/src/dag-2.5.5/tools/GenCBR -d /dev/dag0 -f 
prueba.erf -r 2 -v -t 10 -T 100000000 -o modo2_100M.txt 
caching file... done. 
------------------------------------------------- 
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total bytes sent to dag card: 125184000 (119.38 MiB) 
approx. average speed: 100.04 Mbps (12.50 MiB/s) 
 
servgenmonI:~# /usr/local/src/dag-2.5.5/tools/GenCBR -d /dev/dag0 -f 
prueba.erf -r 2 -v -t 10 -T 1000000000 -o modo2_1G.txt 
caching file... done. 
------------------------------------------------- 
total bytes sent to dag card: 1259950080 (1201.58 MiB) 
approx. average speed: 1000.25 Mbps (125.03 MiB/s) 
 
servgenmonI:~# /usr/local/src/dag-2.5.5/tools/GenCBR -d /dev/dag0 -f 
prueba.erf -r 2 -v -t 10 -T 10000000000 -o modo2_10G.txt 
caching file... done. 
------------------------------------------------- 
total bytes sent to dag card: 1268766720 (1209.99 MiB) 
approx. average speed: 1000.54 Mbps (125.07 MiB/s) 
 
servgenmonI:~# /usr/local/src/dag-2.5.5/tools/GenCBR -d /dev/dag0 -f 
prueba.erf -r 1 -v -t 10 -T 645010000 -o modo1_645010K.txt 
caching file... done. 
------------------------------------------------- 
total bytes sent to dag card: 808688640 (771.23 MiB) 
approx. average speed: 646.24 Mbps (80.78 MiB/s) 
 
servgenmonI:~# /usr/local/src/dag-2.5.5/tools/GenCBR -d /dev/dag0 -f 
prueba.erf -r 2 -v -t 10 -T 645010000 -o modo2_645010K.txt 
caching file... done. 
------------------------------------------------- 
total bytes sent to dag card: 808980480 (771.50 MiB) 
approx. average speed: 646.44 Mbps (80.80 MiB/s) 
 
servgenmonI:~# /usr/local/src/dag-2.5.5/tools/GenCBR -d /dev/dag0 -f 
prueba.erf -r 1 -v -t 10 -T 645324000 -o modo1_645324K.txt 
caching file... done. 
------------------------------------------------- 
total bytes sent to dag card: 808688640 (771.23 MiB) 
approx. average speed: 646.23 Mbps (80.78 MiB/s) 
 
servgenmonI:~# /usr/local/src/dag-2.5.5/tools/GenCBR -d /dev/dag0 -f 
prueba.erf -r 2 -v -t 10 -T 645324000 -o modo2_645324K.txt 
caching file... done. 
------------------------------------------------- 
total bytes sent to dag card: 809026560 (771.55 MiB) 
approx. average speed: 646.44 Mbps (80.80 MiB/s) 
 
servgenmonI:~# /usr/local/src/dag-2.5.5/tools/GenCBR -d /dev/dag0 -f 
prueba.erf -r 1 -v -t 10 -T 702003000 -o modo1_702003K.txt 
caching file... done. 
------------------------------------------------- 
total bytes sent to dag card: 878008320 (837.33 MiB) 
approx. average speed: 701.62 Mbps (87.70 MiB/s) 
 
servgenmonI:~# /usr/local/src/dag-2.5.5/tools/GenCBR -d /dev/dag0 -f 
prueba.erf -r 2 -v -t 10 -T 702003000 -o modo2_702003K.txt 
caching file... done. 
------------------------------------------------- 
total bytes sent to dag card: 878407680 (837.71 MiB) 
approx. average speed: 701.84 Mbps (87.73 MiB/s) 
 
servgenmonI:~# /usr/local/src/dag-2.5.5/tools/GenCBR -d /dev/dag0 -f 
prueba.erf -r 1 -v -t 10 -T 702000000 -o modo1_702M.txt 
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caching file... done. 
------------------------------------------------- 
total bytes sent to dag card: 878177280 (837.50 MiB) 
approx. average speed: 701.63 Mbps (87.70 MiB/s) 
 
servgenmonI:~# /usr/local/src/dag-2.5.5/tools/GenCBR -d /dev/dag0 -f 
prueba.erf -r 2 -v -t 10 -T 702000000 -o modo2_702M.txt 
caching file... done. 
------------------------------------------------- 
total bytes sent to dag card: 878469120 (837.77 MiB) 
approx. average speed: 701.64 Mbps (87.70 MiB/s) 
 
Fig. 9.2. Capturas de los resultados de transmisión con GenTraffic 
 
En las pruebas realizadas se utilizan los dos métodos de transmisión de la API, 
commit y copy, produciendo las mismas tasas de salida. Para comprobar que 
velocidad instantánea se produce en cada segundo de la transmisión, 
agregamos las trazas capturadas a una escala temporal de 1 seg y obtenemos 
las siguientes gráficas. 


















































































































Fig. 9.3. Gráficas de las capturas agregadas a escala temporal de 1 seg. 
 
 
Podemos ver como para velocidades inferiores a 1Mbps la velocidad se 
aproxima a 1 Mbps. Esto puede ser debido a que el tiempo en el que la 
aplicación se duerme es mayor y puede provocar problemas de tiempo de 
ejecución. Para velocidades superiores vemos que la media se ajusta a la 
velocidad indicada y cuanto mayor es la velocidad más cerca estan las 
desviaciones de la media. Por lo tanto la tarjeta DAG trabaja correctamente 
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para un margen de velocidades de 1Mbps a 1Gbps. También hemos probado a 
solicitar 10Gbps, En esas condiciones vemos que la tarjeta se satura ya que se 
supera el limite de transmisión. Por último comentar el pico característico al 
inicio de cada captura. Este error es debido a la corrupción a la que sufren los 
contadores al inicio de cada captura y también al tiempo que transcurre desde 
que la tarjeta se inicializa hasta que se estabiliza. 
 
En cuanto al lado de transmisión hacemos una última prueba. Vemos el grado 
máximo de agregación temporal que podemos realizar a las trazas capturadas. 
Como primera observación, vemos que la máxima agregación se debe hacer a 
las trazas de mayor velocidad para no obtener picos en 0 que nos falseen las 
medidas. 
 
En la siguiente figura se muestra el caso para 1 Gbps agregado a 10ms. Esta 
es la escala temporal máxima a la que podemos agregar con las tarjetas DAG 
ya que en agregaciones mayores nos aparacen picos en 0. También se puede 
apreciar como hemos llegado a la máxima tasa de generación ya que en la 
figura 9.4. se observa claramente los límites de saturación. El valor de 10 ms 
viene dado seguramente por el clock del kernel de Linux. Aunque utilizemos 
nanosleep para transmitir y poseamos una precisión de nanosegundos, nos 
debemos esperar al próximo clock del reloj para reanudar la tarea. Esto nos 
puede dar un jitter máximo de 10ms y por lo tanto en escalas inferiores a 10 ms 
obtenemos picos en 0 debido a la inactividad. 
 



















1Gbps agregado a 10ms
 
Fig. 9.4. Gráfica de la captura de 1Gbps agregada a escala temporal de 10 
mseg. 
 
Comentar que las pruebas mostradas están realizadas con el modo 1 de la 
tarjeta. Obviamos mostrar los resultados del otro modo ya que són 
prácticamente indénticos. 
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Anexo 10. Pruebas VBR 
 
En este anexo, presentamos las mismas pruebas que las realizadas en la 
memoria para tráfico VBR pero para paquetes de 64 bytes. Respecto a los 
paquetes vuelve a suceder el mismo problema de las cabeceras que con 1500 
bytes, en este caso aun más intensificado debido al menor tamaño. Respecto a 
la fidelidad de los timestamps vemos que el error en este caso es mucho mayor 
ya que la diferencia entre los timestamps originales y los reales es muy 
distante. 
 
El problema radicará seguramente en el hecho que para transmistir un paquete 
de 64 bytes se requiere mucho menos proceso y tiempo de transmisión que 
para uno de 1500 bytes. A velocidades altas como las que estamos trabajando 
se puede dar que para según que tiempos la resolución del SO no sea lo 
suficiente y, por lo tanto se adhiera un retardo a la transmisión.  
 
Esto es lo que sucede en este caso. La duración de la transmisión de  los 
paquetes de 64 es menor que la de 1500 bytes, como era de esperar, pero 
también se ve afectada por un alto retardo añadido. 
 








Timestamps en us de la traza original
Timestamps en us de la traza reproducida





















Tamaño paquetes bytes traza original
Tamaño paquetes bytes traza reproducida









Figura 10.1. Error en el lado de generación respecto al tamaño de los paquetes 
y su timestamp 














Timestamps en us de la traza original
Timestamps en us de la traza recibida






















Tamaño paquetes bytes traza original
Tamaño paquetes bytes traza recibida
















Por lo que refiere a la agregación, se vuelven a dar características fractales 
visualmente hablando pero podemos ver como estadísticamente la desviación 
no posee un grado de similaridad a lo largo de las escalas. 
 
También se puede ver como las trazas agregadas poseen más picos 
repentinos hacia cero, debido seguramente a la combinación del tamaño de los 
paquetes y el retardo adicional comentado antes, que produce que en 
intervalos concretos de tiempo se produzcan muchas menos llegadas que las 
esperadas. 
 
Podemos concluir que utilizar paquetes de 1500 bytes proporciona mejores 
resultados que los de 64 bytes. Esto es debido a que se envían menos 
cabeceras y por lo tanto hay menos procesado. Además al ser más pequeños, 
los equipos han de tener un scheduling más preciso y eficiente para 
transmitirlos o capturarlos. 
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Figura 10.7. Agregación del tráfico en recepción a diferentes escalas. 
 
 
Tabla 10.2. Media y desviación de las trazas agregadas 



































Por otro lado, hemos visto que el tráfico VBR que hemos generador no simula 
bien el comportamiento del tráfico real de Internet ya que no sigue una 
distribución apropiada que simule correctamente los tiempos ON-OFF. Como 
hemos comentado al principio del TFC, el tráfico real se puede simular con 
tráfico autosimilar con una característica LRD de parámetro Hurst 0.7 a 0.9. 
 
Por ello en los siguientes capítulos veremos los resultados al utilizar 
generadores y analizadores de tráfico autosimilar con las tarjetas DAG. 
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Anexo 11. Pruebas con TSC 
 
Las siguientes pruebas vienen a mostrar los resultados obtenidos de utilizar un 
contador TSC para obtener una temporización en vez de la función 
gettimeofday(). Las gráficas obtenidas son para distintos tipos de H y vienen a 

























































Figura 11.1. (Izquierda) Traza agregada en generación 



































































Figura 11.2. (Izquierda) Traza agregada en generación 










































































Figura 11.3. (Izquierda) Traza agregada en generación 
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De los resultados obtenidos destacar dos aspectos: 
 
El primero, tal y como podemos ver es que al utilizar TSC obtenemos la misma 
precsisón en sleep y en polling, por lo que obtenemos la ventaja de utilizar la 
función sleep (con menor carga de CPU) y obtener una precisión mayor. 
 
El segundo aspecto a destacar es la apariencia inversa de la gráfica respecto a 
las obtenidas usando la función gettimeofday. Esto lo podemos entender como 
la precisión que tienen las funciones a la hora de respetar el timestamp 
indicado. 
 
En el caso de las gráficas de gettimeofday vemos que los picos superiores a la 
media son menores que en el caso de usar TSC. Por lo tanto, tenemos que con 
TSC  hay un ligero retraso a la hora de cumplir con los timestamps, de ahí que 
luego tengamos picos grandes superiores a la media. También se extrae de 
aquí el primer resultado, es decir utilizar sleep o polling es indiferente ya que 
los TSC disminuyen la precisión del segundo. 
 
Concluimos, por lo tanto que el uso de TSC no es recomendado si no se 
usa combinado con otros relojs que realicen un ajuste como es el caso de 
los Firms Timers. 
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Anexo 12. Pruebas de la bondad de las trazas 
autosimilares 
 
Anexo 12.1. Creación de trazas autosimilares 
 
En este anexo se muestran las pruebas de bonanza de las trazas FGN 
generadas sintéticamente. En la memoria ya hemos incluido los resultados 
para la traza con H 0.8. Aquí mostraremos los resultados para 0.5 y 0.7. La 
utilidad usada es LDestimate, y la salida muestra la elección de diversas 
escalas hasta encontrar el resultado más exacto. Empezamos con las pruebas 
para la FGN con H 0.5. 
 
La salida obtenida del programa LDestimate para la fgn05 a 100Mbps es la 
siguiente: 
 
Current plot held 
Octaves:    in_data     available     selected     Goodness of fit  
           1--13.0       1--10          2--10         0.55081  
 
Scaling parameters are:    alpha (LRD)     H (LRD rewrite             
Estimates:                  0.023            (0.511)               
CI's:                [-0.027, 0.072]   [0.487, 0.536]    
  
Second parameters are:         cf               
Estimates:                  0.7884                              
CI's:                 [0.69582, 0.88983]                 
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Current plot held 
Octaves:    in_data     available     selected     Goodness of fit  
            1--13.0       1--10          2--10           0.59473  
 
Scaling parameters are:    alpha (LRD)     H (LRD rewrite)   
Estimates:                  0.020            (0.510)                   
CI's:                [-0.030, 0.069]    [0.485, 0.535]    
 
Second parameters are:         cf               
Estimates:               1967786.8653               
CI's:         [1736650.64198, 2220924.20111 
 
 













Figura 11.2. Diagrama Logscale con línea de regresión e intervalos de 
confianza. 









































Figura 11.3. Comparativa entre la serie FGN y la traza generada a partir de 
esta. 
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La salida obtenida del programa LDestimate para la fgn05 a 500Mbps es la 
siguiente: 
 
Current plot held 
Octaves:    in_data     available     selected     Goodness of fit  
            1--13.0       1--10          2--10          0.55082  
 
Scaling parameters are:    alpha (LRD)     H (LRD rewrite)   
Estimates:                  0.023            (0.511)                   
CI's:                 [-0.027, 0.072]   [0.487, 0.536]      
 
Second parameters are:         cf               
Estimates:                  0.7884               
CI's:              [0.69582, 0.88983]                 
 
 

















Y la correspondiente a la traza generada: 
 
Current plot held 
Octaves:    in_data     available     selected     Goodness of fit  
             1--13.0       1--10          2--10        0.39510  
 
Scaling parameters are:    alpha (LRD)     H (LRD rewrite)   
Estimates:                 0.017            (0.509)            
CI's:                 [-0.032, 0.067]   [0.484, 0.533]    
 
Second parameters are:         cf               
Estimates:            1971374.8986                                   
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Figura 11.5. Diagrama Logscale con línea de regresión e intervalos de 
confianza. 
 







































Figura 11.6. Comparativa entre la serie FGN y la traza generada a partir de 
esta 
 
La salida obtenida del programa LDestimate para la fgn05 a 900Mbps es la 
siguiente: 
 
Current plot held 
Octaves:    in_data     available     selected     Goodness of fit  
            1--13.0       1--10          2--10          0.55082  
 
Scaling parameters are:    alpha (LRD)     H (LRD rewrite)   
Estimates:                   0.023            (0.511)                     
CI's:                [-0.027, 0.072]   [0.487, 0.536]    
 
Second parameters are:         cf                     
Estimates:                0.7884                                   
CI's:          [0.69582, 0.88983]                           
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Figura 11.7. Diagrama Logscale con línea de regresión e intervalos de 
confianza. 
 
Y la correspondiente a la traza generada: 
 
Current plot held 
Octaves:    in_data     available     selected     Goodness of fit  
            1--13.0       1--10          2--10           0.67836  
 
Scaling parameters are:    alpha (LRD)     H (LRD rewrite)   
Estimates:                  0.026            (0.513)                     
CI's:               [-0.024, 0.075]   [0.488, 0.538]     
 
Second parameters are:         cf                                      
Estimates:        1919693.5854                                   
CI's:    [1694241.51206, 2166602.05271]                           
 
 













Figura 11.8. Diagrama Logscale con línea de regresión e intervalos de 
confianza. 
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Figura 11.9. Comparativa entre la serie FGN y la traza generada a partir de 
esta 
 
La salida obtenida del programa LDestimate para la fgn07 a 100Mbps es la 
siguiente: 
 
Current plot held 
Octaves:    in_data     available     selected     Goodness of fit  
            1--13.0       1--10          2--10           0.55029  
 
Scaling parameters are:    alpha (LRD)     H (LRD rewrite)   
Estimates:                   0.440            (0.720)                  
CI's:     [0.390, 0.489]   [0.695, 0.745]    
 
Second parameters are:     cf                     
Estimates:               0.3540                                   
CI's:         [0.31258, 0.39939]                           
 












Figura 11.10. Diagrama Logscale con línea de regresión e intervalos de 
confianza. 
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Y la correspondiente a la traza generada: 
 
  
Current plot held 
Octaves:    in_data     available     selected     Goodness of fit  
            1--13.0       1--10          2--10            0.50911  
 
Scaling parameters are:    alpha (LRD)     H (LRD rewrite)   
Estimates:                  0.412            (0.706)                      
CI's:                 [0.363, 0.462]   [0.681, 0.731]           
 
Second parameters are:      cf                     
Estimates:          922547.6928                                   
CI's:      [814582.99270, 1040747.87754]               
       












Figura 11.11. Diagrama Logscale con línea de regresión e intervalos de 
confianza. 









































Figura 11.12. Comparativa entre la serie FGN y la traza generada a partir de 
esta 
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La salida obtenida del programa LDestimate para la fgn07 a 500Mbps es la 
siguiente: 
 
Current plot held 
Octaves:    in_data     available     selected     Goodness of fit  
            1--13.0       1--10          2--10            0.55030  
 
Scaling parameters are:    alpha (LRD)     H (LRD rewrite)   
Estimates:                    0.440            (0.720)               
CI's:                   [0.390, 0.489]   [0.695, 0.745]      
 
Second parameters are:         cf                     
Estimates:                  0.3540                                   




















Y la correspondiente a la traza generada: 
 
Current plot held 
Octaves:    in_data     available     selected     Goodness of fit  
            1--13.0       1--10          2--10            0.68130  
 
Scaling parameters are:    alpha (LRD)     H (LRD rewrite)   
Estimates:                     0.414            (0.707)               
CI's:                [0.365, 0.464]   [0.682, 0.732]      
 
Second parameters are:         cf                     
Estimates:               921333.8234                                   
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La salida obtenida del programa LDestimate para la fgn07 a 900Mbps es la 
siguiente: 
 
Current plot held 
Octaves:    in_data     available     selected     Goodness of fit  
            1--13.0       1--10        2--10             0.55030  
 
Scaling parameters are:    alpha (LRD)     H (LRD rewrite)   
Estimates:                      0.440            (0.720)           
CI's:                    [0.390, 0.489]   [0.695, 0.745]  
   
Second parameters are:         cf                     
Estimates:                0.3540                                   
CI's:                  [0.31258, 0.39940]                           
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Y la correspondiente a la traza generada: 
 
Current plot held 
Octaves:    in_data     available     selected     Goodness of fit  
            1--13.0       1--10          2--10           0.45389  
 
Scaling parameters are:    alpha (LRD)     H (LRD rewrite)   
Estimates:                   0.422            (0.711)               
CI's:                   [0.372, 0.471]   [0.686, 0.735]    
 
Second parameters are:         cf                     
Estimates:               897044.9292                                   
CI's:           [792057.40962, 1011986.45147]                   
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Figura 11.18. Comparativa entre la serie FGN y la traza generada a partir de 
esta 
 
La salida obtenida del programa LDestimate para la fgn09 a 100Mbps es la 
siguiente: 
 
Current plot held 
Octaves:    in_data     available     selected     Goodness of fit  
            1--13.0       1--10          2--10            0.58879  
 
Scaling parameters are:    alpha (LRD)     H (LRD rewrite)   
Estimates:                  0.843            (0.921)                          
CI's:                 [0.793, 0.892]   [0.897, 0.946]       
 
Second parameters are:         cf                     
Estimates:                   0.1066                                   
CI's:                 [0.09399, 0.12041]                         
 
 
















Figura 11.19. Diagrama Logscale con línea de regresión e intervalos de 
confianza. 
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Y la correspondiente a la traza generada: 
 
Current plot held 
Octaves:    in_data     available     selected     Goodness of fit  
            1--13.0       1--10          2--10            0.71729  
 
Scaling parameters are:    alpha (LRD)     H (LRD rewrite)   
Estimates:                   0.789            (0.894)                  
CI's:                   [0.739, 0.838]   [0.870, 0.919]   
       
Second parameters are:         cf                                   
Estimates:                307580.4922                                   
CI's:            [271278.85453, 347355.73370]                   
 
 
















Figura 11.20. Diagrama Logscale con línea de regresión e intervalos de 
confianza. 
 









































Figura 11.21. Comparativa entre la serie FGN y la traza generada a partir de 
esta 
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La salida obtenida del programa LDestimate para la fgn09 a 500Mbps es la 
siguiente: 
  
Current plot held 
Octaves:    in_data     available     selected     Goodness of fit  
            1--13.0       1--10          2--10            0.58877  
 
Scaling parameters are:    alpha (LRD)     H (LRD rewrite)   
Estimates:                   0.843            (0.921)                    
CI's                   [0.793, 0.892]   [0.897, 0.946]         
Second parameters are:         cf                                   
Estimates:                   0.1066                                   
























Y la correspondiente a la traza generada: 
 
Current plot held 
Octaves:    in_data     available     selected     Goodness of fit  
            1--13.0       1--10          2--10             0.63627  
 
Scaling parameters are:    alpha (LRD)     H (LRD rewrite)   
Estimates:                  0.786            (0.893)                    
CI's:                 [0.737, 0.836]   [0.868, 0.918]        
 
Second parameters are:         cf                                     
Estimates:                309143.9176                                   
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Figura 11.24. Comparativa entre la serie FGN y la traza generada a partir de 
esta 
 
La salida obtenida del programa LDestimate para la fgn09 a 900Mbps es la 
siguiente: 
 
Current plot held 
Octaves:    in_data     available     selected     Goodness of fit  
            1--13.0       1--10          2--10             0.58877  
 
Scaling parameters are:    alpha (LRD)     H (LRD rewrite)   
Estimates:                      0.843            (0.921)                
CI's:                  [0.793, 0.892]   [0.897, 0.946]    
 
Second parameters are:         cf                     
Estimates:                   0.1066                                   
CI's:                [0.09399, 0.12041]                           
 






























































Y la correspondiente a la traza generada: 
 
Current plot held 
Octaves:    in_data     available     selected     Goodness of fit  
             1--13.0       1--10          2--10            0.67209  
 
Scaling parameters are:    alpha (LRD)     H (LRD rewrite)   
Estimates:                 0.779            (0.890)               
CI's                   [0.730, 0.829]   [0.865, 0.914]    
 
Second parameters are:         cf                                      
Estimates:                316537.9837                                   
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Anexo 12.2. Calidad en transmisión y recepción 
 
En esta segunda parte del Anexo vemos las pruebas realizadas en el momento 
de la transmisión y en el de captura. Para ello mostramos las trazas con H 0.5 y 
0.7. Las de H 0.8 se muestran en la memoria del trabajo. 
 
En la figura que viene a continuación, mostramos en la parte superior las trazas 
tanto de transmisión como de captura para el método con polling, mientras que 
las inferiores representan las del método de llamada a sleep para una H de 0.5. 
 
En la figura que viene a continuación, mostramos en la parte superior las trazas 
tanto de transmisión como de captura para el método con polling, mientras que 

























Para fgn05 a 100Mbps es la siguiente: 



















































Figura 11.28. (Izquierda) Traza agregada en generación 
















Para fgn05 a 500Mbps es la siguiente: 
 
 





















































Figura 11.29. (Izquierda) Traza agregada en generación 
















Para fgn05 a 900Mbps es la siguiente: 
 

















































Figura 11.30. (Izquierda) Traza agregada en generación 
(Derecha) Traza agregada capturada. 
 
En la figura que viene a continuación, mostramos en la parte superior las trazas 
tanto de transmisión como de captura para el método con polling, mientras que 














Para fgn07 a 100Mbps es la siguiente: 
 
 





















































Figura 11.31. (Izquierda) Traza agregada en generación 














Para fgn07 a 500Mbps es la siguiente: 
 






















































Figura 11.32. (Izquierda) Traza agregada en generación 


















Para fgn07 a 900Mbps es la siguiente: 
 
 


















































Figura 11.33. (Izquierda) Traza agregada en generación 
(Derecha) Traza agregada capturada. 
 
 
En la figura que viene a continuación, mostramos en la parte superior las trazas 
tanto de transmisión como de captura para el método con polling, mientras que 













Para fgn09 a 100Mbps es la siguiente: 
 















































Figura 11.34. (Izquierda) Traza agregada en generación 


















Para fgn09 a 500Mbps es la siguiente: 
 
 




















































Figura 11.35. (Izquierda) Traza agregada en generación 

















Para fgn09 a 900Mbps es la siguiente: 
 




















































Figura 11.36. (Izquierda) Traza agregada en generación 
(Derecha) Traza agregada capturada. 
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Anexo 13. Generación de FGN de longitud indefinida 
mediante FFT-FGN 
 
En este Anexo se muestra el contenido restante de la salida de Ldestimate 
para una traza FGN repetida indefinidamente. Para ello hemos generado una 
distribución con H de 0.8. Podemos ver que para un margen de escalas la traza 
cumple con la H requerida. 
 
>> [alphaest,cfCest,cfest,Cest,Q,j1opt,yj,varj] = 
LDestimate(fg8,3,1,22,1,1,1) 
** Using initialization for discrete series, filterlength = 25 
No of points n_j at octave j:   1443598 721797 360896 180446 90221 
45108 22552 11274 5635 2815 1405 700 348 172 84 40 18 7  
Number predicted by nj=n*2^j:   1443600 721800 360900 180450 90225 
45112 22556 11278 5639 2819 1409 704 352 176 88 44 22 11  
 
*** Regrescomp: range choice (j1,j2)=(15,18) not safe for cfC and cf, 
regression will have to be redone!). 
 
*** Regrescomp: range choice (j1,j2)=(16,18) not safe for cfC and cf, 
regression will have to be redone!). 
 
******************  In "newchoosej1"  
***************************************************** 
   
 j2   j1*  j1= 1    2    3    4    5    6    7    8    9    10   11   
12   13   14   15   16 
 
 18:   13      0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 





Current plot held 
Octaves:    in_data     available     selected     Goodness of fit  
            1-21.5       1--18          1--18             0.00000  
 
Scaling parameters are:    alpha (LRD)     H (LRD rewrite)   
Estimates:                  0.598                (0.799)            
CI's:                 [0.597, 0.600]        [0.798, 0.800]    
 
Second parameters are:         cf                     
Estimates:                   0.1962                                   
CI's:                [0.19559, 0.19687]                           
  
 
New initial octave j1? (hit return to exit loop)   12 
New final octave j2?   18 
**********************************************************************
*************** 
Current plot held 
Octaves:    in_data     available     selected     Goodness of fit  
          1--21.5       1--18          12--18            0.00000  
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Scaling parameters are:    alpha (LRD)     H (LRD rewrite)   
Estimates:                  -17.344            (-8.172)                    
CI's:                 [-17.435, -17.253]   [-8.217, -8.126]    
 
Second parameters are:         cf                     
Estimates:         
26954727025512083000000000000000000000000000000000000000000.0000                     
CI's:  
[237712959248963180000000000000000000000000000000000000000.00000, 
177281453607145200000000000000000000000000000000000000000000.00000]                 
 




















Goodness of fit  Q( j1),  N= 3   (symbol gives j1
*  using method 6 ),   D-init
 















Figura 13.2. Diagrama Logscale de la traza FGN generada  
 
 
Con esta traza hemos generado 2887225 de muestras. Como se desprende de 
la figura, vemos que una traza de este tipo no nos sirve para simular tráfico 
real. El análisis nos muestra como la traza presenta una H de 0.8 hasta la 
escala 12, justo el tamaño de la traza original (2^12 = 4096 muestras). En 
escalas superiores, al repetirse la traza periódicamente, no se mantiene la 
dependencia a largo término, tal y como se observa en el diagrama log-log. 
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Anexo 14. Pruebas con procesos Sup-FRP offline 
 
En este anexos se muestran las pruebas realizadas para la transmisión offline 
de procesos SUP-FRP. 
 














Proceso Sup-FRP con H=0.9 a 500Mbps
 
Figura 14.1. Proceso Sup-FRP con H 0.9 a 500 Mbps agregado a slots de 
10ms 
 
Escalas 1 a 7   
Values: alpha (LRD)     H (LRD rewrite)   
              0.747            (0.874)            
CI's:     [0.617, 0.877]   [0.808, 0.939] 
 
 
















Figura 14.2. Diagrama Log-scale para un proceso Sup-FRP con H 0.9 a 500 
Mbps agregado a slots de 10ms 
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Proceso Sup-FRP con H=0.8 a 500Mbps
 
Figura 14.3. Proceso Sup-FRP con H 0.8 a 500 Mbps agregado a slots de 
10ms 
 
Escalas 1 a 7   
Values: alpha (LRD)     H (LRD rewrite)   
              0.704            (0.852)            
CI's:     [0.574, 0.835]   [0.787, 0.917] 
 
 













Figura 14.4. Diagrama Log-scale para un proceso Sup-FRP con H 0.8 a 500 
Mbps agregado a slots de 10ms 
 
 
















Proceso Sup-FRP con H=0.8 a 500Mbps
 
Figura 14.5. Proceso Sup-FRP con H 0.8 a 1 Gbps agregado a slots de 10ms 
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Escalas 1 a 7   
Values: alpha (LRD)     H (LRD rewrite)   
              0.667            (0.834)            
CI's:     [0.537, 0.798]   [0.769, 0.899] 
 













Figura 14.6. Diagrama Log-scale para un proceso Sup-FRP con H 0.8 a 1 
Gbps agregado a slots de 10ms 
 
















Proceso Sup-FRP con H=0.9 a 500Mbps
 
Figura 14.7. Proceso Sup-FRP con H 0.9 a 1 Gbps agregado a slots de 10ms 
 
Escalas 1 a 7   
Values: alpha (LRD)     H (LRD rewrite)   
              0.745            (0.872)            
CI's:     [0.615, 0.875]   [0.807, 0.938] 











Figura 14.8. Diagrama Log-scale para un proceso Sup-FRP con H 0.9 a 1 
Gbps agregado a slots de 10ms 
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Anexo 15. Pruebas con Est_alpha 
15.1. Pruebas con FGN de longitud finita 
 
La intención de este anexo es mostrar los resultados obtenidos al utilizar la 
utilidad Ldestimate modificada para tarjetas DAG. Para lograrlo, utilizamos 
trazas fgn creadas sintéticamente con diferentes parámetros de Hurst y las 
capturamos con la utilidad con los dos métodos posibles.  
 
Estos métodos son mediante ventanado (reinicializar el banco de filtros 
wavelet cada cierto intervalo periódico) o acumulado (mantener todas las 
muestras en el banco de filtros wavelet). 
 





























Traza a 500 Mbps con H=0.5 y modo ventanado






















Traza a 500 Mbps con H=0.5 y modo acumulado
 
Figura 15.1. Estimación del parámetro H para fgn 0.5 a 500 Mbps a escala 1 





























Traza a 500 Mbps con H=0.7 y modo ventanado






















Traza a 500 Mbps con H=0.7 y modo acumulado
 
Figura 15.2. Estimación del parámetro H para fgn 0.7 a 500 Mbps a escala 1 
seg. (Izquierda) Modo ventanado. (Derecha) Modo acumulado. 
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Traza a 500 Mbps con H=0.9 y modo ventanado
 























Traza a 500 Mbps con H=0.9 y modo acumulado
 
Figura 15.3. Estimación del parámetro H para fgn 0.9 a 500 Mbps a escala 1 
seg. (Izquierda) Modo ventanado. (Derecha) Modo acumulado. 
 
Tal y como se desprende de las 3 trazas podemos concluir que con el modo 
acumulado tendemos más rápido hacia cierta estabilidad en la elección del 
parámetro H mientras que con el modo ventanado vemos una mayor 
oscilación.
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Anexo 16. Pruebas con tarjetas de red estándards y 
tráfico real 
 
En este Anexo mostramos unas pequeñas pruebas de como la tarjeta DAG es 
capaz de cpaturar tráfico procedente de una tarjeta NIC normal. 
 
En este primer ejemplo se muestra la captura de un ping entre dos máquinas 
cualesquiera. El inconveniente es que para poder capturar se precisa de un 
dispositivo que nos repita el tráfico por el puerto donde esta la tarjeta DAG. 
 
Timestamp(us)  Bytes 
0    50 
999717   50 
1999531   50 
2999504   50 
3999161   50 
4998976   50 
5998850   50 
6998607   50 
7998421   50 
8998297   50 
9998051   50 
10997866   50 
11997739   50 
12997496   50 
13997312   50 
 
Se puede apreciar como la tarjeta captura exactamente el período del ping 
(cada seg), mostrando así la precisión del timestamp de la tarjeta. 
 
Como segunda prueba utilizamos una generador de tráfico en una NIC normal. 
En la primera captura transmitimos tráfico a 1Gbps. Podemos ver que tenemos 
una gran pérdida de eficiencia debido a que el trasmisor sólo tiene en cuenta 
los datos útiles transmitidos sin contar las cabeceras. Por otra parte, al utilizar 
una NIC normal tenemos que atravesar toda la pila OSI y realizar un 
tratamiento específico a cada nivel lo que supone una latencia mayor.  
 
servgenmonII:/home/servgenmon/Desktop/dist-sender_udp# ./fipb  
Here 
Options set are 
----------------------------------------------------------------------
-- 
The number of flows = 1 
The number of allocated flows = 1 
The time interval = 1000 
The number of packet sizes specified = 1 
The number of TOS values specified = 1 
The number of distribution files specified = 1 
The specified socket buffer size = 65536 Bytes 
The test duration = 10 seconds 
The time interval= 1000 
The IP address of the control channel = 147.83.118.142 
The IP address of the measurement address = 147.83.118.143 
----------------------------------------------------------------------
-- 
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The size of the control message is 172 Bytes 
----------------------------------------------------------------------
-- 
flow number = 1 
tos value = 1 
packet size = 1500 
distribution filename = ../gen/1G/5/fgn8.dat 
----------------------------------------------------------------------
-- 
The size of the flow info message is 116 Bytes 
The size of the packet info message is 20 Bytes 
Receiver: Starting Test.......... 
flow_no snd_throughput Mbit/s recv_throughput Mbit/s OWD us OWDV us 
|1 748.828436 745.932711 7461237.197449 0.048916 
|1 776.324407 774.043740 7461217.780863 0.039849 
|1 763.351665 759.437773 7461214.574690 0.071159 
|1 756.647350 754.896000 7461195.327176 0.028591 
|1 774.904163 766.516599 7461211.002583 0.146633 
|1 774.997100 769.044160 7461184.352884 0.123240 
|1 775.029223 762.078097 7461184.655749 0.232932 
|1 773.735240 769.710158 7461157.943344 0.061654 
|1 735.650113 727.439628 7461155.944015 0.145771 
|1 651.463231 644.665934 7461132.758535 0.148219 
|1 786.450663 841.121495 7461105.166667 -0.055556 
----------------------------------------------------------------------
-- 
flow_no=1        tos_field =1    recv_tos_field=0 
 protocol/port_no=5000   packet_size=1500 
total_packets_received=605989    total_packets_sent =610736 
OWD=7461188.769610 us OWDV=0.105381 us 
 snd_throughput=753.216583 Mbit/s 
 recv_throughput=747.376504 Mbit/s 
total_packet_loss=4747 
 resequenced_packets=1484 
    Everything cleaned up! 
 
Here 





En cambio si bajamos hasta 100 Mbps obtenemos resultados más favorables, 
ya que la tasa al ser menor, permite al SO trabajar mejor y no se produce una 
perdida tan grande de paquetes ni una latencia exagerada. 
 
Here 
Options set are 
----------------------------------------------------------------------
-- 
The number of flows = 1 
The number of allocated flows = 1 
The time interval = 1000 
The number of packet sizes specified = 1 
The number of TOS values specified = 1 
The number of distribution files specified = 1 
The specified socket buffer size = 65536 Bytes 
The test duration = 10 seconds 
The time interval= 1000 
The IP address of the control channel = 147.83.118.142 
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The IP address of the measurement address = 147.83.118.143 
----------------------------------------------------------------------
-- 
The size of the control message is 172 Bytes 
----------------------------------------------------------------------
-- 
flow number = 1 
tos value = 1 
packet size = 1500 
distribution filename = ../gen/100M/8/fgn8.dat 
----------------------------------------------------------------------
-- 
The size of the flow info message is 116 Bytes 
The size of the packet info message is 20 Bytes 
Receiver: Starting Test.......... 
flow_no snd_throughput Mbit/s recv_throughput Mbit/s OWD us OWDV us 
|1 94.538190 94.569790 7458363.598763 -0.016667 
|1 95.290841 95.319660 7458353.985372 -0.001387 
|1 93.000093 93.013023 7458337.241388 -0.000774 
|1 92.928186 92.941115 7458326.487411 -0.001291 
|1 94.170686 94.177036 7458311.202472 0.007773 
|1 94.213507 94.225131 7458296.597937 -0.001656 
|1 93.580233 93.601123 7458285.711154 -0.010256 
|1 92.315908 92.329200 7458269.466727 -0.001300 
|1 94.572095 94.585135 7458254.524486 -0.001142 
|1 93.789843 93.793401 7458242.157094 0.009594 
|1 88.091354 96.230954 7458247.300000 -1.800000 
----------------------------------------------------------------------
-- 
flow_no=1        tos_field =1    recv_tos_field=0 
 protocol/port_no=5000   packet_size=1500 
total_packets_received=76151     total_packets_sent =76151 
OWD=7458302.572310 us OWDV=-0.001550 us 
 snd_throughput=93.806723 Mbit/s 
 recv_throughput=93.808081 Mbit/s 
total_packet_loss=0 
 resequenced_packets=0 
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Anexo 17. Herramientas de reproducción de trazas 
 
Anexo 17.1 TCPreplay 
 
A parte de las utilidades que generamos para la tarjeta DAG, disponemos de 
varias utilidades para reproducir trazas sobre tarjetas NIC. Empezaremos 
hablando por una de las más populares: TCPreplay. 
 
TCPreplay es un conjunto de herramientas BSD, escritas por Aaron Turner 
para los sistemas operativos de UNIX, las cuales permiten utilizar tráfico 
previamente capturado en formato libpcap para poder testear dispositivos de 
red mediante la reconfiguración de diversos parámetros de las trazas. 
 
Trabaja bien con dispositivos pasivos pero no acaba de hacerlo correctamente 
con activos. Aun así dispone de funcionalidades como reescritura de 
direcciones IP, MAC, reparación de paquetes truncados o filtrado de paquetes 
en la transmisión. 
 
A causa de esto, TCPreplay envía los datos de la traza por la interfaz de salida 
sin preocuparle los servicios en el otro extremo.   
 
TCPreplay incluye las siguientes herramientas:  
• tcpprep – Prepara los paquetes y los cachea para poder ser utilizados 
posteriormente. 
• tcprewrite – Reescribe cabeceras. 
• tcpreplay – Reproduce las trazas a velocidades arbitrarias. 
• tcpbridge – Puentea dos segmentos de red. 
• flowreplay – emula un cliente (en versión alpha).  
De estas herramientas lo que más nos interesa es la función send_packets() 
que se encuentra en tcpreplay, y en la que realizan el trato a los paquetes para 
enviarlos a la red. Se dispone del código de TCPreplay en [8]. 
Por otra parte, y a tener en cuenta es la velocidad que podemos obtener. 
Según el autor, TCPreplay es capaz de proporcionar una velocidad de 
100Mbps o 120K pps. Estos valores pueden variar dependiendo de varios 
factores:  
• Implementación del kernel para escribir en sockets  
• Si se mandan pocos paquetes grandes en vez de muchos pequeños.  
• Utilizar la memoria cache para leer los ficheros. 
• Combinar los ficheros en uno sólo para no tener que abrir múltiples. 
• Tarjeta de red utilizada, RAM, velocidad de los buses...  
También se puede mejorar haciendo unos pequeños cambios en los buffers. 
Por defecto, Linux especifica 64 K para los buffers de emisión. Con los 
siguientes comandos los podemos incrementar: 
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echo 524287 >/proc/sys/net/core/wmem_default  
echo 524287 >/proc/sys/net/core/wmem_max  
echo 524287 >/proc/sys/net/core/rmem_max  
echo 524287 >/proc/sys/net/core/rmem_default  
Según los autores de TCPreplay, con este cambio han visto incrementos de 
23.02 megabits/sec a 220.3 megabits/sec. Dependiendo del sistema y del 
fichero de trazas estos números pueden variar. 
Anexo 17.2. TCPivo 
 
Otra utilidad interesante para reproducir trazas es TCPivo [9], también 
conocida por NetVCR. Esta utilidad está diseñada para proporcionar una 
reproducción de trazas de paquetes a alta velocidad. Para ello, se sirve de 
software de código abierto (e.g. Linux). 
 
TCPivo supone muy poca carga de computación al sistema, evitando también 
la necesidad de requerir un sistema específico para la transmisión, sino que los 
sistemas existentes pueden ejecutarlo perfectamente. 
 
Para conseguir la precisión que posee, TCPivo realiza un prefecth de la traza a 
transmitir ,al igual que las utilidades DAG, pero utilizando un doble buffer 
mediante las funciones mmap() y madvise() en el que un buffer realiza un 
prefecth y el otro es accedido continuamente. Además tiene la funcionalidad de 
ignorar el payload y rellenarlo de ceros para aumentar la velocidad de la 
transmisión. 
 
Por último se basa en la utilización de scheduling en tiempo real de Linux 
conjuntamente con el uso de Firm Timers para mejorar la precisión, tal y como 
se explica en [2]. 
 
Para realizar los timers para cumplir los timestamps de emisión utiliza “Firm 
timers”, los cuales unen la precisión de los bucles de polling y la eficiencia de 
la utilidad unsleep() (duerme el proceso de enviar paquetes hasta que llega el 
momento). Por otro lado, optimiza el bucle de transmisión enviando un payload 
“dummy”, es decir no respeta el original, siendo más rápido el procesado. Para 
aumentar la precisión del proceso se hace un prefetch de la traza en memoria y 
se prioriza el proceso de enviar paquetes gracias al uso del “Real-Time 
Scheduling Priorities” de Linux. La última característica que se tiene en 
cuenta es el jitter o retardo proporcionado por los dispositivos de red. En este 
punto aun falta por perfilar el funcionamiento de TCPivo. Aunque no está del 
todo desarrollado, TCPivo resulta más eficiente en frente de procesos de carga 
en background que TCPreplay, el cual acusa más estos procesos. 
Anexo 17.3. NetDude 
 
También tenemos NetDude [10]. Esta utilidad sirve para analizar y manipular 
trazas de tcpdump y está desarrollado básicamente sobre Linux.  
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Como podemos ver en la siguiente figura, NetDude dispone de arquitectura 
modular lo que facilita las siguientes características, explicadas en [11]: código 
abierto y extensibilidad, tratamiento de las trazas a varias escalas y 




Figura 17.1. Arquitectura de la utilidad Netdude 
 
Cabe destacar que la mayoría de estas utilidades se basan, entre otras, en 
utilizar trazas con formato tcpdump [12]. 
 
Tcpdump es una herramienta de depuración sobre línea de comandos la cual 
permite capturar y mostrar paquetes TCP/IP. Tcpdump trabaja sobre 
plataformas Unís y en windows tenemos la versión windump. Gracias a las 
capturas y los filtros adecuados podemos pasarlos a un fichero y obtener trazas 
de tráfico real. 
Anexo 17.4. SCAMPI 
 
Otra solución entre los múltiples proyectos de analisis de tráfico es SCAMPI 
(Scaleable monitoring platform for the Internet IST project (April 2002 –
March 2005)) [13]. 
 
Este proyecto se basa en: 
•Desarrollar hardware programable de monitorización. 
•Proporcionar una plataforma para la escritura sencilla de aplicaciones de 
monitorización portables. 
 
La arquitectura de la plataforma sería la siguiente: 
 
 




Figura 17.2. Arquitectura de la plataforma SCAMPI 
 
 
A partir de la librería MAPI y su daemon podriamos utilizar funciones 
simultaneamente con la tarjeta DAG. Un ejemplo de funciones serían las 
siguientes: 
 
•BPF_FILTER header filtering 
•PKT_COUNTER packetcounter 
•STR_SEARCH payload searching 
•HASH packet hash computing 
 
Anexo 17.5.  Otras utilidades  
 
En [14] podemos ver un agente para obtener trazas de tamaños más 
reducidos. Esto puede ser aplicado a nuestras trazas para disminuir el espacio 
de memoria que ocupan cuando son cargadas en memoria para ser utilizadas 
por las utilidades comentadas a lo largo del proyecto. 
 
Por otro lado tenemos [15], donde podemos ver un amplio documento sobre un 
sistema de monitoreo pasivo. Esto permite el análisis detallado de enlaces de 
grandes capacidades. Además también se proporcionan trazas conseguidas a 
través de varios proyectos (CAIDA [16], NAI [17], ...). 
 
También es interesante el artículo [18], donde se habla del tema de 
sincronización que hemos visto que se utiliza en otros proyectos. Enfrente del 
coste de utilizar GPS y de las fluctuaciones que puede suponer el uso de NTP, 
se presenta el uso de relojes basados en TSC para el tema de sincronización, 
los cuales se basan en contar los ciclos del CPU, obteniendo funcionamientos 
tan buenos como GPS. También se ha intensificado en la búsqueda de 
algoritmos de sincronización robustos que no se vean alterados por las 
fluctuaciones del tráfico como en el caso de NTP. 
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Anexo 18. Nuevas implementaciones sobre la tarjeta 
DAG 
 
Anexo 18.1. Modificación del driver de la tarjeta 
 
En este apartado comentaremos implementaciones que, aunque no hayan sido 
implementadas en el TFC, pueden proporcionar resultados positivos utilizados 
conjuntamente a lo desarrollado e investigado en este trabajo en futuros 
proyectos. 
 
Como venimos diciendo, la capacidad de los enlaces y la diversidad del tráfico 
evoluciona más rápido que la potencia de procesado de los sistemas utilizados.  
 
Una de las ideas más utilizadas es dividir el procesado en varias partes para 
acelerarlo. La idea de utilizar sistemas multiprocesadores ya se ha utilizado 
varias veces [19], pero la aparación de HyperThreading [20] en los sistemas 
actuales ha llevado al desarrollo de nuevas herramientas de captura como la 
que presenta [21]. 
 
A modo de ejemplo explicaremos esta última utilidad. Básicamente la idea 
recae en modificar el driver de la tarjeta Dag para que implemente 




Figura 18.1. Arquitectura del driver SMP Dag 
 
 
Si lo comparamos con la figura 18.2 veremos que se han introducido dos 
nuevos módulos: el buffer monitor y el  Memory Hole Scheduler.  
 
El primero es un thread del kernel que periódicamente chequea los registros de 
la tarjeta para conocer si hay nuevos paquetes capturados y el tamaño de 
estos. 
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El segundo controla el contenido del buffer y lo divide entre diferentes 
aplicaciones de nivel usuario de acuerdo una política. 
 
Como se puede ver, ahora el control de la tarjeta recae en el Scheduler y el 
hecho de que el sistema sea más modular lo hace más escalable. 
 
Para terminar de implementar este nuevo driver hace falta hacer unas 




      
 
Figura 18.2.  Esquema del buffer. (Izquierda) Buffer habilitado para SMP. 
(Derecha) Buffer habilitado para SMP mejorado 
 
Como podemos ver en la figura anterior, el buffer se rige por una serie de 
punteros. El scheduler se encarga de actualizarlos y de pasar los datos 
correspondientes a cada aplicación mediante paso de mensajes. El uso 
combinado de mensajes y de punteros permite que varios threads puedan 
acceder a los datos y tratarlos paralelamente gracias al HyperThreading. 
 
En la figura de la derecha podemos ver una versión mejorada que evita que se 
produzcan cuellos de botella debido a consumidores que procesan los datos 
más lentamente. La solución radica en dividir la zona de datos por procesar en 
porciones pequeñas con tal de no saturar el consumidor. 
 
Por últimos veremos el resultado de una prueba sobre estos drivers. Los 
resultados están expresados en la siguiente figura. 
 
 
Figura 18.3. Funcionamiento de los diferentes drivers con varias aplicaciones 
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Lo más relevante que se puede extraer de la gráfica es el hecho de que el 
nuevo driver trabajando con una sola aplicación, al igual que el driver original, 
proporciona un mejor rendimiento en la captura. Esto es debido al mayor 
particionamiento del buffer y que la actualización de punteros se realiza a nivel 
de kernel. A medida que incrementamos los consumidores vemos que el 
rendimiento aumenta casi exponencialmente gracias al uso de hyperthreading, 
lo que permitiría trabajar con enlaces de alta velocidad de una manera sencilla. 
Pero hay que tener en cuenta el límite, que se produce cuando el número de 
aplicaciones o consumidores supera con claridad el número de procesadores 
lógicos, lo que provoca una degradación del funcionamiento al igual que 
sucedería con un procesador físico y muchas aplicaciones trabajando sobre él. 
Anexo 18.2. Reproducción de Trazas 
 
Si queremos investigar como se comportan los dispositivos de red enfrente del 
tráfico que reciben debemos simular un tráfico lo más real posible. Debido a la 
magnitud del tráfico que hay en Internet esto es imposible de recrear, por lo 
tanto nos hemos de servir de lo que llamamos trazas, recopilación de 
información sobre un conjunto de flujos para poder posteriormente volverlos a 
reproducir. 
 
•Creación de trazas realistas 
 
A la hora de realizar esto disponemos de varios métodos. Podemos crear 
tráfico sintético, capturar tráfico y volverlo a emitir, mezclar diversos flujos, etc. 
 
Pero como ya hemos dicho nos interesa utilizar tráfico lo más realista posible. 
Una posible solución se propone en [22]. Aquí se propone un software 
mediante el cual poder mezclar dos trazas y obtener una nueva que sea 
“realista”. Para obtener la nueva traza no basta con intercalar paquetes de las 2 
originales, sino que hace falta adecuar los flujos al entorno donde trabajan (Ips, 
correción de checksums, etc), evitar el solapamiento de paquetes... 
 
Para ello definen unas operaciones básicas: Adaptación, fusión, escalado, 
remover/duplicar y desplazamiento. 
 




Figura 18.4. arquitectura de software basada en filtros y pipas avanzadas. 
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Como podemos ver el proceso se divide en varias instancias: 
 
• Las PcapFileSource se encargan de pasar al sistema las trazas, ajustar 
timestamps y mapear los paquetes a los flujos. 
• El IPSpoofer adapta las IP y los puertos de los flujos. 
• Los PushPullPipe actúan como buffers. 
• Los PcapPacketSorter se encargan de fusionar las trazas cronológicamente. 
• Los PcapFileSink escriben la traza en un fichero en formato libpcap. 
 




Figura 18.5. Script para la configuración de las instancias 
 
Otros métodos posibles de generación de trazas son escalar trazas de baja 
velocidad o generarlas por simulación a partir de modelos estructurales de 
trazas reales. 
 
El primero se basa en reescalar los timestamps de los paquetes de las trazas 
de baja velocidad para obtener mayores velocidades. El segundo, a partir de 
las CDFs de distintos parámetros de una traza, se escogen valores aleatorios y 
se genera una nueva trama. 
 
De los 3 métodos mencionados se obtienen los siguientes resultados, los 
cuales se explican en [23]: 
 
El método por escalado es el que peor resultados da, el de fusionado da 
buenos resultados siempre que no nos interesen tratar los campos de 
direcciones y por último el método de modelos estructurales es el que mejor 
resultado da pero se basa sólo en trazas de tráfico web, perdiendo eficiencia y 
además las limitaciones de memoria y velocidad del CPU hace que sólo sea útil 
durante períodos cortos de tiempo.  
 
Por otra parte tenemos el problema de la tasa de retransmisión. Una vez 
tenemos una traza “realísta” disponemos de varias herramientas que pueden 
reproducirla, las cuales lo hacen a través de tarjetas de red que operan a tasas 
iguales o superiores (Dag Cards) a las de la traza. Una vez que hablamos de 
tasas grandes (OC-48 o superior) esto no es posible. Para solucionar esto se 
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ha pensado en un escenario [19], que se compone de varios PC con tarjetas 
de red de tasa “baja” que mediante agregación de flujos se pueda simular la 
tasa de la traza original.  
 
 
Figura 18.5. Escenario para la generación de trazas. 
 
Siguiendo diversos criterios, la traza original se parte en diversas subtrazas 
distinguiendo entre flujos, se elige el número N de subtrazas (compromiso 
entre sincronización y expandido de los paquetes), asi como la métrica por la 
cual asegurar la correcta correspondencia entre la traza original y la 
reproducida (mediante wavelets y error entre timestamps). 
 
Dadas estas características se comprueba que la simulación da resultados 
favorables aunque aún hay que tratar mejor el tema de sincronización (cambio 
de NTP por TSC) y concretar los componentes del sistema que introducen 
distorsiones respecto la traza original. 
 
Por último veremos un generador de trazas de alta velocidad. La necesidad 
reside en que es difícil obtener trazas de paquetes de alta velocidad. Para 
conseguirlo podemos basarnos en 3 métodos: escalar trazas de baja velocidad, 
fusionar trazas de baja velocidad. 
 
Anexo 18.3. Motivos de la división de trazas. 
 
Esta elección viene dada por varios motivos. El coste de equipos específicos 
para reproducir trazas es elevado, además que las prestaciones que se 
requiere de host y tarjeta para reproducir es mayor que el que se requiere para 
capturas pasivas por lo que las tarjetas dan más prestaciones en este último 
aspecto más que en el primero.  
 
Otro motivo es la posibilidad de escalabilidad que da repartir la carga entre 
varios PCs lo que permite adaptarse a diferentes velocidades. 
 
Y por último se ha pensado en utilizar una plataforma software sobre este 




Como ya hemos comentado, la solución pasa por dividir la traza original en 
varias subtrazas. 
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De aquí surge la primera elección, cómo dividir la traza: por paquetes o por 
flujos. 
 
Si elegimos la primera opción vemos que tenemos el problema de stretch, es 
decir el tiempo de transmisión de los paquetes se ve aumentado por lo que 
distorsionamos la traza y los paquetes se solapan. 
 
Si escogemos la división por flujos, los tiempos de los paquetes de un mismo 
flujo se mantienen. Además, en el caso de enlaces backbone tenemos que el 
tráfico se puede modelar por Poisson. Si a continuación, separamos 
aleatoriamente los flujos tenemos que cada uno de estos mantiene el modelo 
de Poisson, facilitando el análisis y la interpretación. 
 
La segunda elección recae sobre el número de PCs necesarios para reproducir 
la traza. 
 
Si escogemos un número pequeño de PCs obtendremos un sistema económico 
y fácil de sincronizar, pero también tendremos un stretch mayor que nos hará 
imposible la reproducción de la traza. 
 
Si escogemos un número mayor las ventajas e inconvenientes se intercambian 
por lo que nos encontramos con un compromiso. 
 
Una solución sería aplicar de un modo iterativo la siguiente fórmula 
incrementando el número de PCs en cada iteración. 
 
 
Tdesplazado =Tllegada –Ttransmisión   (18.1.) 
 




Una vez delimitado el escenario, procedemos a comprobar si la traza 
reproducida es fiel a la original. Para ello utilizamos dos métodos: 
 
-Usar un análisis Wavelet para obtener un análisis de la traza original y la 
reconstruida través de diferentes escalas temporales. 
 
-Comprobar el error temporal que hay entre el tiempo de emisión de un 
paquete en un PC determinado y su emisión en la traza reconstruida por un 
dispositivo de red (ej. Router). 
 
Para poder realizar tests sobre redes, dispositivos,... se precisa de generadores 
de tráfico para poder emular escenarios y realizar pruebas. A medida que la 
tecnología ha ido avanzando precisamos de modelos más realistas para 
obtener resultados más precisos y fiables. Por ello las herramientas de 
generación de carga de tráfico se han quedado, por decirlo de alguna manera, 
obsoletas. 
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Generar tráfico sin más, sin tener en cuenta la semántica de las conexiones ni 
las posibles interacciones entre dispositivos hace que las pruebas realizadas 
pierdan fiabilidad y precisión. 
 
Para solucionar este problema se utilizan los reproductores de trazas, 
herramientas que vuelven a reproducir una traza de tráfico real previamente 
capturada de un enlace. Gracias a esta utilidades obtenemos resultados más 
precisos de los elementos analizados. En internet disponemos de un gran 
abanico de utilidades de código abierto de este tipo donde elegir.  
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Anexo 19. Programas implementados por otros autores 
 
Anexo 19.1. Fft_fgn.c 
 
Utilidad escrita por Christian Schuler [3]. Fft-fgn.c es un programa escrito en C 
para sintetizar un tipo de proceso autosimilar conocido como ruido gaussiano 
fraccionario. Es una traducción del fft-fgn de V. Paxson, escrito en el lenguaje 
estadístico S [4]. El programa produce las distribuciones autosimilares 
rápidamente pero de una manera aproximada.  
 
La limitación de la utilidad recae en que sólo implementa FGNs por lo que 
puede que las características del tráfico que se desea se adapten más a otros 
procesos autosimilares. La salida del programa describe un proceso de 
llegadas, no de tiempo entre llegadas. Por lo tanto se precisa de un 
programa adicional que lo implemente. En nuestro caso hemos optado por dos 
opciones: implementar la serie como paquetes por slot temporal o como bytes 
por slot temporal. Estas utilidades se pueden observar en los Anexos 24 y 25 
del CD respectivamente. Debido a que estas utilidades forman parte del 
programario offline, cabe resaltar la importancia de esta utilidad ya que será la 
que se encarge de sintetizar las trazas que simularán el tráfico real usado para 
testear nuestros generadores y analizadores. 
 
El funcionamiento de la utilidad recae básicamente en implementar el método 
Paxson para sintetizar la serie autosimilar, el cual comentamos brevemente a 
continuación. 
 
Dado que las series fBm (Fractional Brownian motion) se usan en multitud de 
aplicaciones, es normal que se le dedique interés a su generación sintética. 
Entre los métodos existentes para generarlas, existen los basados en 
técnicas espectrales, los cuales son métodos aproximados. Estos métodos 
son buenos para simular procesos estacionarios. Por ejemplo, mediante el 
método de filtrado descrito por Saupe [5], basado en la transformada de 
Fourier, podemos conseguir una aproximación bastante buena de una fBm en 
el dominio espectral, pero el problema se presenta en el dominio temporal ya 
que fBm no es un proceso estacionario, mientras que el método de Saupe si lo 
es. 
 
Este problema está resuelto en [6], en el cual se simula los incrementos 
estacionarios de fBm, conocidos como FGN (Fractal Gaussian Noise), para 
conseguir después la fBm. Por lo tanto, la idea de las simulaciones espectrales 
es simular un proceso en el dominio espectral, para después transformar 
la muestra resultante al dominio temporal. En este proceso, vemos que la 
precisión aumenta cuando el número de muestras también aumenta. 
 
Paxson propone un método, el cual es el que utiliza nuestra utilidad, algo 
intuitivo para simular ruido gaussiano fraccionario. En el método de Paxson, la 
muestra aproximada del fGn es la transformada de Fourier de bk 
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Figura 19.1. Proceso de conversión de número de llegadas a tiempo entre 
llegadas 
 
donde Rk son variables aleatorias independientes distribuidas 
exponencialmente con media 1 para k ≥ 1, y el asterisco denota el complejo 
conjugado.  Además de ΦN/2, que se fija a cero, el Φk  son variables aleatorias 
independientes distribuidas uniformemente en [0, 2π] para k ≥ 1, también 
independiente de Rk.  La muestra que se obtiene es real por construcción.   
 
La precisión del método Paxson aumenta con el tamaño de las muestras, 
siendo exacto en  N →∞, en el sentido que cada muestra converge en una 
muestra ‘exacta’ en terminos de probabilidad. El método Paxson es más rápido 
que otros métodos ya que sólo requiere una transformada de Fourier para una 
secuencia de tamaño N. Por lo tanto, es recomendable para muestras de gran 
tamaño. 
 
Anexo 19.2. LDestimate.c 
 
Esta utilidad , desarrollada por Matthew Roughan, Alex Stiessel y Darryl Veitch, 
permite el análisis de diversas características  series temporales como la 
Dependencia a Largo Término (LRD), Autosimilaridad (SS) y 
Multiresolución.  
 
El método usado para realizar el análisis están basado en wavelets, 
desarrollados por P. Abry y D. Veitch. En concreto se usa la Transformada 
Wavelet Discreta [7]. La wavelet usada es la Daubechies 3 con un margen de 
escalas de 1 hasta 30 (1073741824 muestras ). Además un prefiltrado especial 
requerido en el análisis de series temporales intrínsicamente discretas (como 
pueden ser las series FGN) es implementado, para evitar errores en el análisis 
de las escalas más bajas. 
 
El código en sí permite pipear el tráfico agregado en el banco de filtros wavelet, 
realizando a continuación un análisis wavelet. La característica remarcable del 
código es que permite trazas de longitud arbitraria (siempre y cuando 
teniendo en cuenta el límite de las 30 escalas, aunque se puede modificar 
fácilmente) siendo posible utilizarlo para realizar análisis on-line. El uso de la 
utilidad es sencillo, tan sólo hay que compilar el código y desde consola teclear 
el siguiente comando: 
 
LDestimate < Traza_a_analizar 
 
Por defecto, los parámetros ya están configurados en el código, pero se 
pueden modificar fácilmente. La salida típica es la que muestra la figura pero la 
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estimación proporciona otros parámetros que también pueden ser extraídos. En 





 Here is the estimate: 
 alpha   0.6423      95% CI: [0.634, 0.650] 
 
To plot the Logscale Diagram, just plot the returned yj against j, 
with confidence intervals based on varj 
 
Figura 19.2. Salida típica de LDestimate 
 
Entrando en más detalle en el funcionamiento de la utilidad podemos destacar 
tres partes: 
1. Estimación de parámetros de escalado 
Diversas clases de escalado son posibles, no obstante el procedimiento del 
análisis es igual en cada caso. Primero se genera el diagrama  Logscale y 
se examina para encontrar las escalas más baja (j1) y superior (j2) de corte, 
donde se observa la alineación (línea recta). Estas escalas se deben buscar 
procurando encontrar un rango donde la regresión lineal entre en los 
intervalos de confianza de cada escala. (Los valores iniciales se deben dar 
como parámetros a “LDestimate”, pero éstos se pueden cambiar 
posteriormente.) 
Para cada rango de escalas de la alineación elegida, la función extrae la 
estimación de la pendiente alfa. El valor de alfa, y el rango de escalas (j1, 
j2), ayudan a determinarse qué clase de escalado está presente, por 
ejemplo un valor entre 0 y 1 con alineación en las escalas grandes sugiere 
LRD. Por otra parte la alineación en todas las (o casi todas las) escalas con 
alfa>1 sugiere autosimilaridad. 
Por conveniencia, alfa se transforma en valores de parámetros 
relacionados, tales como el parámetro H de Hurst, o la dimensión fractal de 
la muestra D (válida solamente si es Gaussiana). Depende del usuario 
determinar qué clase de escalamiento está presente, y por lo tanto que 
parámetro es apropiado. Por ejemplo D no tiene ningún sentido a menos 
que la alfa esté entre 1 y 3, y H (el parámetro de la autosimilaridad) no tiene 
ningún sentido si alfa<1. 
2. Inicialización de datos discretos 
El antepenúltimo parámetro pasado a “LDestimate” debe ser 1 si se desea 
la inicialización para la serie discreta. Por ejemplo, esto debe ser utilizado al 
analizar procesos fgn.   
La Pre-filtración da lugar siempre a una pérdida eficaz de datos. La longitud 
del filtro usado es elegida automáticamente por la regla siguiente: se utiliza 
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todo el filtro almacenado, salvo que el filtro se trunca en caso de necesidad 
para asegurarse de que no más de una escala de los datos se pierde. La 
longitud del filtro puede ser elegida directamente cambiando la variable 
“filterlength” en la llamada “initDWT_discrete” en “LDestimate”. 
Los filtros han sido calculados de antemano para las Daubechies wavelets 
del 1 al 10, y se almacenan en la función initfilterDaub_DWT_discrete.m. 
3. Elección de la primera escala.  
La función “newchoosej1” toma la información de un Logscale Diagram y 
calcula la calidad de los valores de confianza Q, después los pasa a 
“method6” que aplica la heurística y retorna el valor óptimo de j1*.  Es 
posible entrar  un vector de los valores j2 y obtener los valores de j1* para 
cada uno. 
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Anexo 20. Funciones de Hash 
 
Anexo 20.1. Introducción 
En informática, Hashing es un método para sumarizar o identificar un dato a 
través de la probabilidad, utilizando una función hash o algoritmo hash. Un 
hash es el resultado de dicha función o algortimo. 
Una función hash es una función para sumarizar o identificar 
probabilísticamente un gran conjunto de información (dominio), dando como 
resultado un conjunto imagen finito generalmente menor (un subconjunto de los 
números naturales por ejemplo). Varían en los conjunto de partida y de llegada 
y en cómo afectan a la salida similaridades o patrones de la entrada. Una 
propiedad fundamental del hashing es que si dos hashes, utilizando la misma 
función, son diferentes, entonces las dos entradas que generaron dichos 
hashes también lo son. 
Son usadas en múltiples aplicaciones, como los arrays asociativos, criptografía, 
procesamiento de datos y firmas digitales entre otros. Una buena función hash 
es una que experimenta pocas colisiones en el conjunto esperado de entrada; 
es decir que se podrá identificar unívocamente las entradas. Muchos sistemas 
relacionados con la seguridad informatica usan funciones o tablas de hashing. 
Anexo 20.2. Bases teóricas 
Más formalmente, la función hash está definida por su dominio (cadenas de 
bytes de longitud variable), su imagen (secuencias de bytes de longitud fija) y 
por la función que relaciona dichos conjuntos (llamada función H). La 
característica deseada en una función Hash es: 
Primer criterio: H(x) = H(y) implica x = y. 
Desafortunadamente esta idealización (denominada colisiones de hash) es 
precisa pero indeterminada. Si el conjunto de valores que puede tomar H(x) es 
mucho menor que las posibilidades de x, entonces esto no puede ser cierto 
siempre que todos los valores de x pueden ser igualmente probables. 
Entonces, existe una segunda condición para hacer la función útil. Por ejemplo: 
 Segundo criterio (1): dado un H(x) es complejo encontrar y tal que H(y) = 
H(x). 
 
 Segundo criterio (2): dados x y H(x + s) no es sencillo encontrar s. 
En estos ejemplos anteriores, al referirse al grado de dificultad de una tarea se 
habla siempre en un sentido puramente computacional. Esto es, que el tiempo 
necesario para ejecutar dicha tarea sea increíblemente grande. Además, + 
puede ser cualquier operación válida sobre el conjunto de partida. 
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En la práctica, para la mayoría de las aplicaciones sin contar la corrección de 
errores las funciones hash criptográficas son suficientemente útiles. Los 
algoritmos MD5 y SHA son dos de los más populares. 
Anexo 20.3. Utilización: tablas hash 
Las tablas hash, una de las aplicaciones más extendidas de las funciones 
hash, aceleran el proceso de búsqueda de un registro de información según 
una clave (nota: este uso de la palabra poco se relaciona con su significado 
habitual). Por ejemplo, una cadena alfanumérica puede ser utilizada para 
buscar la información de un empleado en la base de datos de un sistema. 
La utilización de tablas hash provee de un acceso casi directo a dichos 
registros, lo que significa que, en promedio, una búsqueda puede llegar a 
requerir sólo uno o dos intentos en la memoria o el archivo que contiene la 
información. Naturalmente, se prefiere una buena función hash que evitará 
colisiones de hash. 
Si asumimos que la clave es una cadena de bytes, entonces la función hash 
debería ser como un índice de los registros que tiene una distribución aleatoria 
sobre las cadenas de entrada esperadas. De otra forma, habría más colisiones 
de hash degradando así el tiempo de búsqueda. Si, por ejemplo, la clave es 
alfabética, cada byte puede tener sólo 26 de sus 256 valores posibles. 
Funciones tan simples no distribuirán los índices de una forma pareja. 
En concreto, en nuestro trabajo, hemos utilizado las funciones de hash 
presentadas por Robert J. Jenkins Jr [24]. Estas funciones de hash trabajan 
igualmente bien en todos los tipos de entrada, incluyendo texto, números, datos 
comprimidos... Ninguna operación final de módulo, multiplicación o división es 
necesaria para mezclar más el resultado. Si el valor del hash necesita ser más 
pequeño de 32 (64) bits, esto puede ser solucionado enmascarando los bits 
altos, por ejemplo hash&0x0000000f. Las funciones de hash trabajan mejor si 
el tamaño de la tabla de hash es una potencia de 2. Si la tabla de hash tiene 
más de 232 (264) entradas, se puede implementar llamando la función de hash 
dos veces con diversos initvals iniciales que concatenen los resultados. Si la 
clave consiste en secuencias múltiples, las secuencias se pueden hashear 
secuencialmente, pasando en el valor del hash de la secuencia anterior como 
el initval para el siguiente. Hashing una clave con diversos initvals iniciales 
produce valores independientes de hash, permitiendo obtener diversas 
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Anexo 21. Hoja de seguimiento de la actividad 
 
Planning inicial: 420 horas (TFC) + 420 horas (Prácticas) 
 
Semana 1: 13/02/06 al 19/02/06 
 
-Lectura de documentación y búsqueda de información para el TFC (25 horas). 
 
 
Semana 2: 20/02/06 al 26/02/06 
 
-Búsqueda de información y redacción de informe sobre la reproducción de 
trazas (10 horas). 
 
-Implementación de programa de generación de tráfico CBR y pruebas de 
funcionamiento (25 horas). 
 
-Redacción de informe del programa de generación (6 horas). 
 
 
Semana 3: 27/02/06 al 5/03/06 
 
-Búsqueda de información sobre conversión de formatos de trazas (3 horas). 
 
-Búsqueda de información sobre códigos de análisis en C basados en wavelets    
(6 horas). 
 
-Análisis de códigos estimadores de LRD en Matlab basado en wavelets (6 
horas). 
 
-Búsqueda de información y redacción de informes sobre Timers (6 horas). 
 
-Revisión del informe de Reproducción de Trazas y mejora del programa 
GenCBR (5 horas). 
 
 
Semana 4: 6/03/06 al 12/03/06 
 
-Búsqueda de información y redacción de informes sobre Timers II (6 horas). 
 
-Búsqueda de información sobre el tema explicado en el pdf Divide and 
Conquer: PC-based Packet Trace Replay at OC-48 Speeds (5 horas). 
 
-Comparación TCPreplay y TCPivo, análisis del código (6 horas). 
 
-Revisión del informe GenCBR, nuevas pruebas y modificaciones (6 horas). 
 
-Mejora del programa dagsnap para captura de trazas (6 horas). 
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Semana 5: 13/03/06 al 19/03/06 
 
-Investigación y pruebas con el analizador Gigabit Ethernet Agilent Advisor. (8 
horas). 
 
-Investigación sobre el tratamiento de trazas de trafico (8 horas). 
 
-Recopilación y resumen de información obtenida (16 horas). 
 
  
Semana 6: 20/03/06 al 26/03/06 
 
-Pruebas con el código de análisis de LRD en C (6 horas). 
 
-Realización de programas secundarios para la transmisión de trazas simples 
(8 horas). 
 
-Realización y comprobación de programas para la transmisión y análisis offline 
de trazas.  (40 horas). 
 
 
 Semana 7: 27/03/06 al 2/04/06 
 
-Realización de pruebas con el programario offline desarrollado (8 horas). 
 
-Recopilacion de trazas offline (8 horas).  
 
-Realizacion de programas y pruebas para generación y análisis de trazas 
sintéticas autosimilares (8 horas). 
 
-Analisis de resultados de las pruebas con trazas autosimiliares (8 horas). 
 
-Pruebas de diferentes métodos de scheduling (polling, usleep) y comparación 
del rendimiento. (8 horas). 
 
-Pruebas a distintas velocidades y tamaños de paquetes, e introducción de 
TSC en los códigos de los programas(16 horas). 
 
 
Semana 8: 3/04/06 al 9/04/06 
 
-Introducción de TSC en los códigos de los programas y pruebas de 
funcionamiento. (8 horas). 
 
-Análisis de la información obtenida (8 horas). 
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-Redacción de borrador con los resultados obtenidos (8 horas). 
 
-Pruebas de tráfico nativo con tarjetas normales y las DAG y pruebas de TSC 
(8 horas). 
 
-Realización de código online; parte del analizador (8 horas). 
 
 
Semana 9: 10/04/06 al 16/04/06 
 
-Realización de código online; parte del analizador (8 horas). 
 
-Realización de código online; parte del generador (8 horas). 
 
-Pruebas de código online; parte del analizador (8 horas). 
 
 
Semana 10: 17/04/06 al 23/04/06 
 
-Pruebas de código online; parte del analizador (8 horas). 
 
-Recopilación de pruebas realizadas a lo largo del TFC (8 horas). 
 
-Recopilación de informes realizados (8 horas). 
-Tratamiento de las pruebas de código online; parte del analizador (16 horas). 
 
-Interpretación de los resultados (8 horas). 
 
-Actualización de los programas realizados (8 horas). 
 
 
Semana 11: 24/04/06 al 30/04/06 
 
-Redacción del primer borrador del TFC ( 40 horas). 
 
-Repetición de pruebas (16 horas). 
 
 
Semana 12: 1/05/06 al 7/05/06 
 
-Redacción del primer borrador del TFC ( 16 horas). 
 
-Implementación del generador online (16 horas). 
 
-Pruebas del generador online (8 horas). 
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Semana 13: 8/05/06 al 14/05/06 
 
-Redacción del primer borrador del TFC ( 8 horas). 
 
-Implementación del generador online (redifinición de Timers, adaptación a 
instrucciones Linux) (32 horas). 
 
-Recopilación de Anexos (informes sobre la documentación, explicación de 
métodos de captura y reproducción, mejoras ...) (16 horas). 
 
 
Semana 14: 15/05/06 al 21/05/06 
 
- Lectura documentación sobre algoritmos de monitorización y medidas de 
tráfico ( 8 horas). 
 
- Repetición de pruebas del TFC, reedición de gráficas... (16 horas). 
 
- Implementación del generador online (Funcionamiento de tráfico CBR y VBR, 
problemas con los métodos de generación SUP-FRP y de Wavelets, problemas 
con la API de la tarjeta en generación). (32 horas). 
 
 
Semana 15: 22/05/06 al 28/05/06 
 
-Repetición de pruebas de trazas autosimilares ( 16 horas). 
 
-Revisión de los anexos (8 horas). 
 
-Implementación de los algoritmos de monitorización y medidas de tráfico (16 
horas). 
 
-Lectura de documentación sobre algoritmos de monitorización y medidas de 
tráfico y medidas pasivas (16 horas). 
 
 
Semana 16: 29/05/06 al 4/06/06 
 
-Redacción del segundo borrador del TFC ( 32 horas). 
 
-Pruebas de los algoritmos de monitorización y medidas de tráfico (16 horas). 
 
-Redacción de informe de monitorización y medidas de tráfico (8 horas). 
 
 
Semana 17: 5/05/06 al 11/05/06 
 
-Optimización de los algoritmos de monitorización y medidas de tráfico 
realizados ( 8 horas). 
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-Implementación de nuevo algoritmo de monitorización y medidas de tráfico (8 
horas). 
 
-Repetición de pruebas de algoritmos de monitorización y medidas de tráfico 
(16 horas). 
 
Semana 18: 12/05/06 al 18/05/06 
 
-Implementación del generador SUP-FRP con la tarjeta DAG (32 horas). 
 
-Implementación de las funcions de hash y parseado de los algoritmos de 
monitorización y medidas de tráfico (24 horas). 
 
Semana 19: 19/05/06 al 25/05/06 
 
-Redacción 3 borrador del TFC (40 horas). 
 
-Implementación de compatibilidad con las tarjetas DAG y NIC de los 
algoritmos de monitorización y medidas de tráfico (16 horas). 
 
Semana 20: 26/05/06 al 2/06/06 
 
-Redacción de los anexos (32 horas). 
 
-Redacción 4 borrador (8 horas). 
 
-Pruebas con tráfico real de los algoritmos de monitorización y medidas de 
tráfico (16 horas). 
 
 
Cómputo total de horas: 929 horas 
 
 




Debido al número de códigos implementados y su extenso tamaño se ha 
prescindido de su publicación en la memoria impresa. Aun asi, si se desea 
consultarlos, los códigos se encuentran en el DVD adjunto, tanto en documento 
word (Anexos.doc) como en ficheros C (carpeta Programas). 
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