Abstract-This paper investigates the joint design and optimization of the power control and beamforming codebooks for the single-user multiple-input single-output (MISO) wireless systems with a rate-limited feedback link. The problem is cast in the form of minimizing the outage probability subject to the transmit power constraint and cardinality constraints on the beamforming and power codebooks. We show that by appropriately choosing and fixing the beamforming codebook and optimizing the power codebook for that beamforming codebook, it is possible to achieve a performance very close to the optimal joint optimization. Further, this paper investigates the optimal tradeoffs between beamforming and power codebook sizes for different number of feedback bits and transmit antennas. Given a target outage probability, our results provide the optimal codebook sizes independent of the target rate. As the outage probability decreases, we show that the optimal joint design should use fewer feedback bits for beamforming and more feedback bits for power control. The jointly optimized beamforming and power control modules combine the power gain of beamforming and diversity gain of power control, which enable it to approach the performance of the system with perfect channel state information as the feedback link capacity increases to infinity -something that is not possible with beamforming or power control alone.
I. INTRODUCTION
It is well established that the use of multiple antennas can improve the reliability and capacity of wireless links. Realization of these benefits usually requires the channel state information at the transmitter (CSIT). In practical systems, the receiver typically quantizes the channel information and sends the quantization bits back to the transmitter. The study of such systems, generally referred to as limited feedback systems in the literature, is especially relevant for frequency division duplex (FDD) systems, where the transmitter cannot learn the downlink channel via reciprocity.
Consider a block-fading multiple-input single-output (MISO) channel with channel state information at the receiver (CSIR) and a noiseless delay-free feedback link with the capacity of B bits per fading block. In order to maximize the mutual information in each fading block, the transmitter should use a Gaussian input with its covariance matrix belonging to a codebook of 2 B matrices. This codebook is shared between the transmitter and the receiver. The receiver measures the channel, chooses the best covariance matrix for the current channel realization, and sends the corresponding matrix index back to the transmitter [1] - [3] .
The problem of covariance codebook design is a fairly complex and high-dimensional problem. The problem is further complicated when outage minimization is considered as the performance metric, as the case for real-time traffic. For this reason, the existing literature almost exclusively deals with ergodic capacity, e.g. [2] , [3] .
This paper studies the feedback design problem under the outage criterion and makes several simplifications to assist the design process. First, we restrict the problem to rankone transmit covariance matrices. This is justified by noting that with perfect CSIT, the optimal transmit covariance matrix is of rank one. Therefore, rank-one matrices are asymptotically optimal as B→∞. We further assume a specific codebook structure, where the original codebook is described as the product of a power control codebook and a unit-norm beamforming codebook. This structure, although suboptimal, provides the inherent advantages of the product codes, similar to the shape/gain codes in the quantization theory [4] . These advantages include faster encoding (quantization) and lower storage requirement for the codebooks. Moreover, the separation of the beamforming and power control codebooks allows for separate tuning of the two modules. In addition, most practical systems already have a power control module, so a product codebook design is more easily adopted in such systems.
Although the beamforming and power control codebook design for limited feedback MISO systems is a well investigated problem, most of the existing literature deals with independent design of these codebooks. The papers that focus on beamforming often assume a fixed transmission power and investigate the optimal rank-one beamforming codebooks [5] - [9] . It has been shown that beamforming provides a bounded power gain and therefore no diversity gain 1 . The papers that focus on the power control, on the other hand, often assume an isotropic transmission at the transmitter and investigate the optimal power codebook [10] - [12] . It has been shown that power control can provide high diversity gains. Fig. 1 illustrates the relative gains of power control (PC) vs. beamforming (BF).
The existing results also show that for optimal system performance, beamforming and power control modules should be used jointly, since beamforming without power control or vice versa results in a considerable power loss even with 1 By diversity gain we mean the slope of the outage probability vs. the signal-to-noise ratio (SNR) curve in the logarithmic scale. infinite feedback capacity. This is evident by comparing the optimal performance, the leftmost curve in Fig. 1 , with the performance of mere beamforming or power control.
The main purpose of this paper is to answer the questions of how the beamforming and power control modules should be designed jointly and how the feedback link capacity should be shared between the two modules. To this end, we formulate the optimal joint design problem as minimization of the outage probability subject to the transmit power constraint and cardinality constraints on the codebooks. In this sense, our work is related to [13] , where the authors study the joint design of power, beamforming, and modulation modules of an adaptive modulation system with the objective of maximizing the average rate subject to average power and bit-error-rate constraints.
Our main contributions are as follows. We provide a general framework and a methodology for the joint optimization of beamforming and power control codebooks with fixed codebook sizes. We then proceed to show that a near-optimal performance can be achieved using a significantly simpler method in which the beamforming codebook is appropriately chosen and fixed and only the power control codebook is optimized.
Next, we address the question of how many feedback bits should be allocated to the beamforming quantization codebook and how many to power control, given a fixed feedback link capacity. We show that the answer depends on the target outage probability, but is independent of target rate. In fact, under a fixed feedback capacity, as the outage probability decreases, the power control codebook size should increase, while the beamforming codebook size should decrease. Our solution allows an optimized outage vs SNR performance for the MISO channel with limited feedback that combines the power gain of beamforming and the diversity gain of power control. 
II. OPTIMAL POWER CONTROL CODEBOOK FOR FIXED BEAMFORMING MODULE
We begin by treating a considerably simpler problem of optimizing the power control codebook for a fixed beamforming codebook. The solution to this problem is attractive numerically, as it is much simpler than a joint optimization of the two modules. As it turns out, when the fixed beamforming module is appropriately chosen, this procedure has the potential to lead to a near optimal joint codebook design.
Consider the MISO channel in Fig. 2 with M transmit antennas and channel vector h∈C M . The vector x is the output of some fixed beamforming module constrained by Trace Q x|h =1, where Q x|h =E xx † |h is the transmit covariance matrix. The receiver knows h perfectly and chooses a power level, to be used by the transmitter, from the power codebook P= P 1 , P 2 , · · · , P Npc , where N pc is the number of power levels.
We want to optimize the power codebook P and the quantization (or power control) function P (h) : C M →P such that the outage probability is minimized for a given target rate R:
Here, SNR denotes the normalized transmitter power constraint. In order to simplify the problem, define γ = h T Q x|h h * as the effective channel gain. The dependence of γ on h is solely determined by the beamforming module. For example, for a limited-feedback rank-one beamforming module, we have
where the unit vector u(h)
belongs to some fixed beamforming codebook. Therefore,
Using the definition of γ, the problem simplifies to the following:
where c = 2 R −1, γ ≥ 0 is the quantization variable, and the optimization is over the codebook P and the quantization function P (γ) : R + →P.
The structure of the problem (2) allows for explicit derivation of the optimal P (γ) [10] . Fig. 3a shows the structure of the optimal power control function for power levels ordered in ascending order 0≤P 1 ≤P 2 ≤ · · · ≤P Npc . This, in fact, can
This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the IEEE "GLOBECOM" 2009 proceedings. be considered as a step-like approximation of the truncated channel inverting function which is the optimal power control function with perfect CSIT [14] . Now, the problem can be explicitly expressed in terms of the power levels P 1 , P 2 , · · · , P Npc , since we have
where F Γ (·) is the cumulative distribution function (CDF) of γ. Since a closed-form expression for F Γ (·) may not be available, we interpolate the CDF using monotone piecewise cubic Hermite interpolation, which preserves the monotonicity of the CDF and the continuity of its first derivative [15] . Using the interpolated CDF, we can then solve (2) using the primaldual interior-point method [16] . Note that this problem is not convex and therefore we use multiple random start points to find the best among multiple local optimal solutions. For our numerical results we use 100 random starting points. The above procedure leads to one possible joint design of power control and beamforming codebooks. For example, for Rayleigh i.i.d. channels, h ∼ CN (0, I M ), the channel directionĥ=h/ h is uniformly distributed on the unit complex hypersphere. Therefore, uniform beamforming codebooks are expected to be close to optimum. It is therefore reasonable to fix the beamforming codebook as a uniform codebook and find the optimal power codebook for the fixed beamforming codebook. Note that the beamforming function should clearly be defined as u(h)= arg max u∈Uuni h T u 2 , where U uni is the uniform codebook 2 . Such an approach works surprisingly well as shown in the next section. This approach is referred to as Algorithm 1 in the rest of the paper. 2 By a uniform codebook, we mean a codebook that maximizes the average received SNR with fixed transmission power, E h T u(h) 2 . This definition allows for a simple construction using Lloyd's method. Alternatively, one could use any other meaningful criterion as in [5] - [9] . Beamforming and power control with limited feedback;
The scalar encoder is constrained by E |x| 2 =1.
III. JOINTLY OPTIMAL POWER CONTROL AND BEAMFORMING
We now turn to the general problem of jointly optimizing power control and beamforming codebooks for a MISO system with M transmit antennas as shown in Fig.  4 . The transmitter and the receiver share a beamforming codebook U= u 1 , u 2 , · · · , u N bf , and a power codebook P= P 1 , P 2 , · · · , P Npc . For now, consider the case where N bf and N pc are fixed. The receiver chooses the beamforming vector u(h)∈U and the power level P (h)∈P and sends the corresponding index of the (P (h), u(h)) pair back to the transmitter. Clearly, we need N bf N pc ≤2 B so that the transmitter can distinguish between different (P (h), u(h)) pairs.
The problem is to optimize the codebooks U, P, the beamforming function u(h) : C M →U, and the power control function P (h) : C M →P, such that the outage probability is minimized:
s.t.
E[P (h)] ≤ SNR,
where c = 2 R −1 and the beamforming vectors are constrained by u i = 1, 1≤i≤N bf .
The constrained optimization problem can be rephrased using a Lagrangian multiplier λ as follows:
It is possible to show that asymptotically as B→∞, the optimal outage probability vs. SNR curve is convex (in linear scale). This can be established by checking the second derivative of the outage probability expression with respect to SNR. Therefore, the optimal outage vs. SNR curve can be completely characterized by varying λ, the slope of the tangent line to the curve, and solving (6) repeatedly. We now use the Lloyd's algorithm to find the optimal joint codebooks. First, express the objective function of (6) in form of an average distortion function D(h) as
where the indicator function 1 c (·) is defined as
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Consider H as a set of S channel realizations. The Lloyd's algorithm iteratively updates the quantization regions and the codebooks. To update the regions, u(h) and P (h) are chosen such that D(h) is minimized for all h ∈ H:
P (h) = arg min
and the regions are formed as
where 1≤i ≤ N bf and 1≤j≤N pc . In order to update the codebooks, we approximate the average distortion function in (7) by the following sequence of functions:
where we use the approximation
is known as the sigmoid function. The parameter k controls the sharpness of the approximation. Fig. 5 shows the plot of σ k,c (x) for different values of k. A higher k gives a better approximation but also increases the magnitude of the derivative of σ k,c (x) and can make the numerical convergence more difficult. In order to minimize the average distortion function in (7) in terms of U and P, we start with a small k and minimize f k (U, P) and use the resulting optimum as a start point for a subsequent minimization of f k (U, P) with a larger k. This is repeated until convergence. This sequential minimization has the flavor of the interiorpoint optimization method using barrier functions where a family of approximate objective functions are optimized sequentially [16] . As k increases to infinity, this process will converge to a local minimum of (7). For our numerical results we start with k=20 and increase it by a factor of 1.5 at each step.
The two steps of the Lloyd's algorithm are repeated until convergence. In order to fully derive the optimal outage vs. SNR curve, we vary the value of λ and for each λ, apply Lloyd's algorithm with multiple random starts for U and P. For the numerical results, 10 random start points are used for each value of λ. This procedure is referred to as Algorithm 2. Fig. 6 shows the solution sequence of this algorithm for a fixed λ and a single start point. The complexity of Algorithm 2 is quite high. But Algorithm 2 is more general and it also provides a numerical benchmark for the low-complexity fixed-beamforming-codebook approach of Algorithm 1. As shown in Fig. 7 , the performance of the two algorithms are very close. Algorithm 1 in fact slightly outperforms Algorithm 2, possibly because many more random starting points are possible for Algorithm 1 due to its lower complexity. Fig. 7 also shows the performance of Algorithm 2 with the output of Algorithm 1 as its starting point -it only provides a slight improvement, suggesting that the output of Algorithm 1 is already near a local optimum for the joint design problem.
IV. OPTIMAL POWER CONTROL AND BEAMFORMING CODEBOOK SIZES
The final part of this paper addresses the question of given a feedback capacity of B bits, how many of them should be allocated to the beamforming codebook and how many to the power control codebook. For this purpose, we use Algorithm 1 and search over all (N bf , N pc ) integer pairs that satisfy N bf N pc ≤2 B and choose the one with the best performance. The search set, however, can be considerably narrowed by considering the constraints described below.
The first constraint that we impose is N bf ≥M . This is because with N bf <M we can only cover a N bf -dimensional subspace of the M -dimensional complex space. This results in loss of degrees of freedom and considerably decreases the diversity gain at least for the i.i.d. Rayleigh channels.
The second constraint is based on the simple observation that once we consider a pair of beamforming and power codebook sizes (m, n), we do not need to consider any other sizes (m , n ) with (m , n )≤(m, n) element wise, as the performance of (m , n ) is dominated by that of (m, n). Based on this observation, we can show that for any integer N and the corresponding possible codebook size pairs
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where · is the floor function. Combining the two constraints, the search set can now be narrowed to the following set:
where we have included the 0, 2 B pair, which corresponds to the case of power control only. There is no beamforming codebook in this case, i.e. the transmission is isotropic:
As an example, for B = 5 and M = 4, we have C(5,4)= {(32,1), (16, 2) , (10, 3) , (8, 4) , (6, 5) , (5, 6) , (4, 8) ,(0,32)}. (8, 4) in the high SNR regime. The figure also shows that with joint beamforming and power control, power gains as large as 2.5dB can be achieved as compared to the power control only case. Table I summarizes the optimal codebook size pairs and the outage ranges over which each pair is optimal. The results show that, as the outage probability decreases, the optimal N bf decreases and the optimal N pc increases. This is to be expected since beamforming provides power gain, which is an important factor for low SNR. Power control, on the other hand, provides the diversity gain which is the dominant factor for high SNR. It should be noted that the results in Table I can be used for any arbitrary target rate R, since the joint design problem (5) can always be reduced to a problem with R = 1 by scaling P (h) and SNR by c. This only shifts the outage vs. SNR curves horizontally by 10 log 10 (c)dB and does not change the outage ranges over which the size pairs are optimal. Using the results in Table I , we can now plot the outage performance of a MISO channel for fixed values of M and B, optimized over all possible beamforming and power control quantization codebook sizes, as shown in Fig. 9 . The changes in the line widths on each curve indicate that different size pairs are optimal for different ranges of outage probability.
V. CONCLUSIONS
This paper presents the problem formulation and the numerical solution for the joint design and optimization of the beamforming and power control codebooks for limited
978-1-4244-4148-8/09/$25.00 ©2009 feedback MISO systems. We also propose an alternative less complex method, where an appropriate beamforming codebook is chosen and only the power control is optimized, and show that its performance is close to the optimum. Given a feedback link capacity, the results are used to find the optimal codebook sizes and the corresponding optimal outage probability vs. SNR curves. It is shown that for a fixed outage probability, the optimal sizes are independent of the target rate. We further show that as the outage probability decreases, more feedback bits should be used for power control and less for beamforming. The results show that the joint design provides a combination of power gain and diversity gain, which enables it to approach the performance of the system with perfect CSIT as the feedback capacity increases -something that is not possible with either beamforming or power control alone.
