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UNIVERSALITY AND SCALING OF CORRELATIONS BETWEEN
ZEROS ON COMPLEX MANIFOLDS
PAVEL BLEHER, BERNARD SHIFFMAN, AND STEVE ZELDITCH
Abstract. We study the limit as N →∞ of the correlations between simultaneous zeros of
random sections of the powers LN of a positive holomorphic line bundle L over a compact
complex manifold M , when distances are rescaled so that the average density of zeros is
independent of N . We show that the limit correlation is independent of the line bundle
and depends only on the dimension of M and the codimension of the zero sets. We also
provide some explicit formulas for pair correlations. In particular, we provide an alternate
derivation of Hannay’s limit pair correlation function for SU(2) polynomials, and we show
that this correlation function holds for all compact Riemann surfaces.
Introduction
This paper is concerned with the local statistics of the simultaneous zeros of k random
holomorphic sections s1, . . . , sk ∈ H0(M,LN ) of the N th power LN of a positive Hermitian
holomorphic line bundle (L, h) over a compact Ka¨hler manifold M (where k ≤ m = dimM).
The terms ‘random’ and ‘statistics’ are with respect to a natural Gaussian probability mea-
sure dνN on H
0(M,LN) which we define below. In the special case whereM = CPm and L is
the hyperplane section bundle O(1), sections of LN correspond to holomorphic polynomials
of degree N , and (H0(CPm,O(N)), dνN) is known as the ensemble of SU(m+1) polynomials
in the physics literature. To obtain local statistics, we expand a ball U around a given point
z0 by a factor
√
N so that the average density of simultaneous scaled zeros is independent of
N . We then ask whether the simultaneous scaled zeros behave as if thrown independently
in
√
NU or how they are correlated. Correlations between (unscaled) zeros are measured
by the so-called n-point zero correlation function KNnk(z
1, . . . , zn), and those between scaled
zeros are measured by the scaled correlation function KNnk(
z1√
N
, . . . , z
n√
N
). Our main result is
that the large N limits of the scaled n-point correlation functions KNnk(
z1√
N
, . . . , z
n√
N
) exist
and are universal, i.e. are independent of M, L and h as well as the point z0. Moreover,
the scaling limit correlation functions can be calculated explicitly. We find that the limit
correlations are short range, i.e. that simultaneous scaled zeros behave quite independently
for large distances. On the other hand, nearby zeros exhibit some degree of repulsion.
To state our problems and results more precisely, we begin with provisional definitions of
the correlation functions KNnk(z
1, . . . , zn) and of the scaling limit. (See §§1–2 for the complete
definitions and notation.) In order to provide a standard yardstick for our universality results,
we give M the Ka¨hler metric ω given by the (positive) curvature form of h. The metrics h
and ω then induce a Hilbert space inner product on the space H0(M,LN ) of holomorphic
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sections of LN , for each N ≥ 1. In the spirit of [SZ] we use this L2-norm to define a
Gaussian probability measure dνN on H
0(M,LN ). When we speak of a random section,
we mean a section drawn at random from this ensemble. More generally, we can draw k
sections (s1, . . . , sk) independently and at random from this ensemble. Let Z(s1,...,sk) denote
their simultaneous zero set and let |Z(s1,...,sk)| denote the “delta measure” with support on
Z(s1,...,sk) and with density given by the natural Riemannian volume (2m− 2k)-form defined
by the metric ω. To define the n-point zero correlation measure KNnk(z
1, . . . , zn) we form the
product measure
|Z(s1,...,sk)|n =
( |Z(s1,...,sk)| × · · · × |Z(s1,...,sk)|︸ ︷︷ ︸
n
)
on Mn :=M × · · · ×M︸ ︷︷ ︸
n
.
To avoid trivial self-correlations, we puncture out the generalized diagonal in Mn to get the
punctured product space
Mn = {(z1, . . . , zn) ∈Mn : zp 6= zq for p 6= q} .
We then restrict |Z(s1,...,sk)|n to Mn and define KNnk(z1, . . . , zn) to be the expected value
E(|Z(s1,...,sk)|n) of this measure with respect to νN . When k = m, the simultaneous zeros
almost surely form a discrete set of points and so this case is perhaps the most vivid.
Roughly speaking, KNnk(z
1, . . . , zn) gives the probability density of finding simultaneous zeros
at (z1, . . . , zn).
The first correlation function K1kN just gives the expected distribution of simultaneous
zeros of k sections. In a previous paper [SZ] by two of the authors, it was shown (among
other things) that the expected distribution of zeros is asymptotically uniform; i.e.
KN1k(z
0) = cmkN
k +O(Nk−1) ,
for any positive line bundle (see [SZ, Prop. 4.4]). The question then arises of determining the
higher correlation functions. As was first observed by [BBL] and [Han] for SU(2) polynomials
and by [BD] for real polynomials in one variable, the zeros of a random polynomial are non-
trivially correlated, i.e. the zeros are not thrown down like independent points. We will
prove the same for all SU(m+1) polynomials and hence, by universality of the scaling limit,
for any M,L, h.
To introduce the scaling limit, let us return to the case k = m where the simultaneous
zeros form a discrete set of points. Since an m-tuple of sections of LN will have Nm times
as many zeros as m-tuples of sections of L, it is natural to expand U by a factor of
√
N
to get a density of zeros that is independent of N . That is, we choose coordinates {zq}
for which z0 = 0 and ω(z0) = i
2
∑
q dzq ∧ dz¯q and then rescale z 7→ z√N . Were the zeros
thrown independently and at random on U , the conditional probability density of finding a
simultaneous zero at a point w given a zero at z would be a constant independent of (z, w).
Non-trivial correlations (for any codimension k ∈ {1, . . . , m}) are measured by the difference
between 1 and the (normalized) n-point scaling limit zero correlation function
K˜∞nkm(z
1, . . . , zn) = lim
N→∞
(
cmkN
k
)−n
KNnk
(
z1√
N
, . . . ,
zn√
N
)
, (z1, . . . , zn) ∈ Un .
Our main result (Theorem 3.4) is universality of the scaling limit correlation functions:
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The n-point scaling limit zero correlation function K˜∞nkm(z
1, . . . , zn) is given by a
universal rational function, homogeneous of degree 0, in the values of the function
eiℑ(z·w¯)−
1
2
|z−w|2 and its first and second derivatives at the points (z, w) = (zp, zp
′
),
1 ≤ p, p′ ≤ n. Alternately it is a rational function in zpq , z¯pq , ezp·z¯p
′
The function eiℑ(z·w¯)−
1
2
|z−w|2 which appears in the universal scaling limit is (up to a constant
factor) the Szego¨ kernel ΠH1 (z, w) of level one for the reduced Heisenberg group H
n
red (cf. §1).
Its appearance here owes to the fact that the correlation functions can be expressed in
terms of the Szego¨ kernels ΠN(x, y) of L
N . I.e., let X denote the circle bundle over M
consisting of unit vectors in L∗; then ΠN(x, y) is the kernel of the orthogonal projection
ΠN : L2(X)→ H2N(X) ≈ H0(M,LN ). Indeed we have (Theorem 2.4):
The n-point correlation K˜Nnk(z
1, . . . , zn) is given by the above universal rational
function, applied this time to the values of the Szego¨ kernel ΠN and its first and
second derivatives at the points (zp, zp
′
).
In view of this relation between the correlation functions and the Szego¨ kernel, it suffices
for the proof of the universality theorem 3.4 to determine the scaling limit of the Szego¨ kernel
ΠN and to show its universality. Indeed we shall show (Theorem 3.1) that:
Let (z1, . . . , zm, θ) denote local coordinates in a neighborhood U˜ ≈ U×S1 of a point
(z0, λ) ∈ X (where (z1, . . . , zm) are the above local coordinates about z0 ∈ M). We
then have
N−mΠN
(
z√
N
,
θ
N
;
z′√
N
,
θ′
N
)
= ΠH1 (z, θ; z
′, θ′) +O(N−1/2) .
The fact that the correlation functions can be expressed in terms of the Szego¨ kernel
may be explained in (at least) two ways. The first is that the correlation functions may be
expressed in terms of the joint probability density DNnk(x, ξ; z)dxdξ of the (vector-valued)
random variable
(x, ξ) =
[
xp, ξp
]
1≤p≤n , x
p = (s1(z
p), . . . , sk(z
p)), ξp = (∇s1(zp), . . . ,∇sk(zp))
given by the values of the k sections and of their covariant derivatives at the n points {zp}.
Our method of computing the correlation functions is based on the following probabilistic
formula (Theorem 2.1):
For N sufficiently large so that the density DNnk(x, ξ; z) is given by a continuous
function, we have
KNnk(z) =
∫
dξ DNnk(0, ξ; z)
n∏
p=1
det
(
ξpj ξ
p∗
j′
)
1≤j,j′≤k , z = (z
1, . . . , zn) ∈Mn ,
where ξ = (ξ1, . . . , ξn) and ξp∗j : L
N
zp → TM,zp denotes the adjoint to ξpj : TM,zp →
LNzp.
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This formula, which is valid in a more general setting, is based on the approach of Kac
[Ka] and Rice [Ri] (see also [EK]) for zeros of functions on R1, and of [Hal] for zeros of
(real) Gaussian vector fields. Since our probability measure dνN (on the space of sections)
is Gaussian, it follows that DNnk is also a Gaussian density. It will be proved in §2.3 that the
covariance matrix of this Gaussian may be expressed entirely in terms of ΠN and its covariant
derivatives. This type of formula for the correlation function of zeros was previously used in
[BD], [Han] and the works cited above. We believe that this formula will have interesting
applications in geometry.
A second link between correlation functions and Szego¨ kernels is given by the Poincare´-
Lelong formula. In fact, this was our original approach to computing the correlation functions
in the codimension 1 case. For the sake of brevity, we will not discuss this approach here;
instead we refer the reader to our companion article [BSZ].
From the universality of our answers, it follows that the scaling limit pair correlation
functions depend only on the distance between points:
K˜∞2km(z
1, z2) = κkm(r) , r = |z1 − z2| ,
where κkm depends only on the dimension m of M and the codimension k of the zero set.
In §4, we give explicit formulas for the limit pair correlation functions κkm in some special
cases. Our calculation uses the Heisenberg model, which (although noncompact) is the most
natural one since the scaled Szego¨ kernels are all equal to Π1, and there is no need in this case
to take a limit. We also discuss the hyperplane section bundle O(1) → CPm, which is the
most studied, since the sections of its powers are the SU(m+1) polynomials—homogeneous
polynomials in m + 1 variables—and the case m = 1 (the SU(2) polynomials) appears
frequently in the physics literature (e.g., [BBL, FH, Han, KMW, PT]). We give expressions
for the zero correlations KNnk for the SU(m + 1) polynomials and by letting N → ∞, we
obtain an alternate derivation of our universal formula for the scaling limit correlation.
We show (Theorem 4.1) that κkm(r) = 1 + O(r
4e−r
2
) as r → +∞, and hence these
correlations are short range in that they differ from the case of independent random points
by an exponentially decaying term. We observe that when dimM = 1, there is a strong
repulsion between nearby zeros in the sense that κ11(r) → 0 as r → 0, as was noted by
Hannay [Han] and Bogomolny-Bohigas-Leboeuf [BBL] for the case of SU(2) polynomials.
These asymptotics are illustrated by the following graph (see also [Han]):
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Figure 1. The 1-dimensional limit pair correlation function κ11
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For dimM = 2, the simultaneous scaled zeros of a random pair (s1, s2) of sections still
exhibit a mild repulsion (limr→0 κ22(r) = 34), as illustrated in Figure 2 below.
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Figure 2. The limit pair correlation function κ22
The function κmm(r) can be interpreted as the normalized conditional probability of finding
a zero near a point z1 given that there is a zero at a second point a scaled distance r from z1
(in the case of discrete zeros in m dimensions). The above graphs show that for dimensions
1 and 2, there is a unique scaled distance where this probability is maximized. It would
be interesting to explore the dependence of the correlations on the dimension. To ask one
concrete question, do the simultaneous scaled zeros in the point case become more and more
independent in the sense that κmm(r)→ 1 as the dimension m→∞?
When k < m, the zero sets are subvarieties of positive dimension m− k; in this case the
expected volume of the zero set in a small spherical shell of radius r and thickness ε about
a point in the zero set must be ∼ εr2m−2k−1. Hence we have κkm(r) ∼ r−2k, for small r. The
graph of the limit correlation function for the case m = 2, k = 1 is given in Figure 3 below.
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Figure 3. The limit pair correlation function κ12
To end this introduction, we would like to link our methods and results at least heuristi-
cally to a long tradition of (largely heuristic) results on universality and scaling in statistical
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mechanics (cf. [FFS]). One may view the rescaling transformation on U as generating
a renormalization group. The intuitive picture in statistical mechanics is that the renor-
malization group should carry a given system (read “L → M”) to the fixed point of the
renormalization group, i.e. to the scale invariant situation. We observe that the local rescal-
ing of U is nothing other than the Heisenberg dilations δ√N on H
m
red. Since these dilations
are automorphisms of the (unreduced) Heisenberg group, the Szego¨ kernel of Hm is invariant
under these dilations; i.e., it is the fixed point of the renormalization group. As predicted by
this intuitive picture, we find that in the scaling limit all the invariants of the line bundle, in
particular its zero-point correlation functions, are drawn to their values for the fixed point
system (read “Heisenberg model”).
1. Notation
We begin with some notation and basic properties of sections of holomorphic line bundles,
their zero sets, Szego¨ kernels, and Gaussian measures. We also provide two examples that
will serve as model cases for studying correlations of zeros of sections of line bundles in the
high power limit.
1.1. Sections of holomorphic line bundles. In this section, we introduce the basic com-
plex analytic objects: holomorphic sections and the currents of integration over their zero
sets. We also introduce Gaussian probability measures on spaces of holomorphic sections.
For background in complex geometry, we refer to [GH].
Let M be a compact complex manifold and let L→ M be a holomorphic line bundle with
a smooth Hermitian metric h; its curvature 2-form Θh is given locally by
Θh = −∂∂¯ log ‖eL‖2h ,(1)
where eL denotes a local holomorphic frame (= nonvanishing section) of L over an open set
U ⊂ M , and ‖eL‖h = h(eL, eL)1/2 denotes the h-norm of eL. We say that (L, h) is positive
if the (real) 2-form ω =
√−1
2
Θh is positive, i.e., if ω is a Ka¨hler form. We henceforth assume
that (L, h) is positive, and we give M the Hermitian metric corresponding to the Ka¨hler
form ω and the induced Riemannian volume form
dVM =
1
m!
ωm .(2)
Since 1
π
ω is a de Rham representative of the Chern class c1(L) ∈ H2(M,R), the volume of
M equals π
m
m!
c1(L)
m.
The space H0(M,LN ) of global holomorphic sections of LN = L ⊗ · · · ⊗ L is a finite
dimensional complex vector space. (Its dimension, given by the Riemann-Roch formula for
large N , grows like Nm. By the Kodaira embedding theorem, the global sections of LN
give an embedding into a projective space for N ≫ 0, and hence M is a projective algebraic
manifold.) The metric h induces Hermitian metrics hN on LN given by ‖s⊗N‖hN = ‖s‖Nh .
We give H0(M,LN ) the Hermitian inner product
〈s1, s2〉 =
∫
M
hN(s1, s2)dVM (s1, s2 ∈ H0(M,LN) ) ,(3)
and we write |s| = 〈s, s〉1/2.
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We now explain our concept of a “random section.” We are interested in expected values
and correlations of zero sets of k-tuples of holomorphic sections of powers LN . Since the
zeros do not depend on constant factors, we could suppose our sections lie in the unit sphere
in H0(M,LN ) with respect to the Hermitian inner product (3), and we pick random sections
with respect to the spherical measure. Equivalently, we could suppose that s is a random
element of the projectivization PH0(M,LN ). Another equivalent approach is to use Gaussian
measures on the entire space H0(M,LN ). We shall use the third approach, since Gaussian
measures seem the best for calculations. Precisely, we give H0(M,LN ) the complex Gaussian
probability measure
dνN(s) =
1
πm
e−|c|
2
dc , s =
dN∑
j=1
cjS
N
j ,(4)
where {SNj } is an orthonormal basis for H0(M,LN ) and dc is 2dN -dimensional Lebesgue
measure. This Gaussian is characterized by the property that the 2dN real variables ℜcj ,ℑcj
(j = 1, . . . , dN) are independent random variables with mean 0 and variance
1
2
; i.e.,
E cj = 0, E cjck = 0, E cj c¯k = δjk .
Here and throughout this paper, E denotes expectation.
In general, a complex Gaussian measure (with mean 0) on a finite dimensional complex
vector space V is a measure ν of the form (4), where the cj are the coordinates with respect to
some basis. Explicitly, the complex Gaussian measures on Cm are the probability measures
of the form
e−〈∆
−1z,z〉
πm det∆
dz(5)
where ∆ = (∆jk) is a positive definite Hermitian matrix and
〈ζ, z〉 = ζ · z¯ =
m∑
q=1
ζqz¯q
denotes the standard Hermitian inner product in Cm. For the Gaussian measure (5), we
have
E (zjzk) = 0, E (zj z¯k) = ∆
j
k .(6)
If ν is a complex Gaussian on V and τ : V → V˜ is a surjective linear transformation, then
τ∗ν is a complex Gaussian on V˜ . In particular, if V˜ = Cm, then, τ∗ν is of the form (5), where
the covariance matrix ∆ is given by (6) with zj = zj ◦ τ : V → C.
We shall consider the space S = H0(M,LN )k (1 ≤ k ≤ m) with the probability measure
dµ = dν × · · · × dν, which is also Gaussian. Picking a random element of S means picking
k sections of H0(M,LN) independently and at random. For s = (s1, . . . , sk) ∈ S, we let
Zs = {z ∈ M : s1(z) = · · · = sk(z) = 0}
denote the zero set of s. Note that if N is sufficiently large so that LN is base point free,
then for µ-a.a. s ∈ S, we have codimZs = k. (Indeed, the set of s where codimZs < k is a
proper algebraic subvariety of H0(M,LN)k. In fact, by Bertini’s theorem, the Zs are smooth
submanifolds of complex dimension m − k for almost all s, provided N is large enough so
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that the global sections of LN give a projective embedding of M , but we do not need this
fact here.) For these s, we let |Zs| denote Riemannian (2m − 2k)-volume along the regular
points of Zs, regarded as a measure on M :
(|Zs|, ϕ) =
∫
Zregs
ϕdVol2m−2k =
1
(m− k)!
∫
Zregs
ϕωm−k .(7)
It was shown by Lelong [Le] (see also [GH]) that the integral in (7) converges. (In fact, |Zs|
can be regarded as the total variation measure of the closed current of integration over Zs.)
We regard |Zs| as a measure-valued random variable on the probability space (S, dµ); i.e.,
for each test function ϕ ∈ C0(M), (|Zs|, ϕ) is a complex-valued random variable.
1.2. Szego¨ kernels. As in [Ze, SZ] we now lift the analysis of holomorphic sections over M
to a certain S1 bundle X → M . This is a useful approach to the asymptotics of powers of
line bundles and goes back at least to [BG].
We let L∗ denote the dual line bundle to L, and we consider the circle bundle X = {λ ∈
L∗ : ‖λ‖h∗ = 1}, where h∗ is the norm on L∗ dual to h. Let π : X → M denote the bundle
map; if v ∈ Lz, then ‖v‖h = |(λ, v)|, λ ∈ Xz = π−1(z). Note that X is the boundary of the
disc bundle D = {λ ∈ L∗ : ρ(λ) > 0}, where ρ(λ) = 1−‖λ‖2h∗. The disc bundle D is strictly
pseudoconvex in L∗, since Θh is positive, and hence X inherits the structure of a strictly
pseudoconvex CR manifold. Associated to X is the contact form α = −i∂ρ|X = i∂¯ρ|X . We
also give X the volume form
dVX =
1
m!
α ∧ (dα)m = α ∧ π∗dVM .(8)
The setting for our analysis of the Szego¨ kernel is the Hardy space H2(X) ⊂ L2(X) of
square-integrable CR functions on X , i.e., functions that are annihilated by the Cauchy-
Riemann operator ∂¯b (see [St, pp. 592–594]) and are L2 with respect to the inner product
〈F1, F2〉 = 1
2π
∫
X
F1F2dVX , F1, F2 ∈ L2(X) .(9)
Equivalently, H2(X) is the space of boundary values of holomorphic functions on D that are
in L2(X). We let rθx = eiθx (x ∈ X) denote the S1 action on X and denote its infinitesimal
generator by ∂
∂θ
. The S1 action on X commutes with ∂¯b; hence H2(X) =
⊕∞
N=0H2N(X)
where H2N(X) = {F ∈ H2(X) : F (rθx) = eiNθF (x)}. A section s of L determines an
equivariant function sˆ on L∗ by the rule sˆ(λ) = (λ, s(z)) (λ ∈ L∗z, z ∈ M). It is clear that if
τ ∈ C then sˆ(z, τλ) = τ sˆ. We henceforth restrict sˆ to X and then the equivariance property
takes the form sˆ(rθx) = e
iθsˆ(x). Similarly, a section sN of L
N determines an equivariant
function sˆN on X : put
sˆN(λ) =
(
λ⊗N , sN(z)
)
, λ ∈ Xz ,
where λ⊗N = λ⊗· · ·⊗λ; then sˆN (rθx) = eiNθ sˆN(x). The map s 7→ sˆ is a unitary equivalence
between H0(M,LN) and H2N(X). (This follows from (8)–(9) and the fact that α = dθ along
the fibers of π : X → M .)
We let ΠN : L2(X) → H2N(X) denote the orthogonal projection. The Szego¨ kernel
ΠN(x, y) is defined by
ΠNF (x) =
∫
X
ΠN(x, y)F (y)dVX(y) , F ∈ L2(X) .(10)
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It can be given as
ΠN(x, y) =
dN∑
j=1
ŜNj (x)Ŝ
N
j (y) ,(11)
where SN1 , . . . , S
N
dN
form an orthonormal basis of H0(M,LN). Pick a local holomorphic
frame eL for L over an open subset U ⊂ M , let e∗L denote the dual frame, and write
h(z) = h(eL(z), eL(z)) = ‖eL‖2h. The map (z, eiθ) 7→ eiθh(z)1/2e∗L(z) gives an isomorphism
U × S1 ≈ π−1(U) ⊂ X , and we use the coordinates (z, θ) to identify points of π−1(U). For
s ∈ H0(M,LN), we have
sˆ(z, θ) =
〈
s(z), eiNθh(z)N/2e∗L(z)
〉
= eiNθh(z)N/2f(z), s = fe⊗NL .(12)
Although the Szego¨ kernel is defined on X , its absolute value is well-defined on M as
follows: writing SNj = f
N
j e
⊗N
L , we have
ΠN (z, θ;w, ϕ) = e
iN(θ−ϕ)ΠN (z, 0;w, 0) = eiN(θ−ϕ)h(z)N/2h(w)N/2
dN∑
j=1
fNj (z)f
N
j (w) ,(13)
for z, w ∈ U . (Here we may take U to be the disjoint union of connected neighborhoods of
z and w, if z is not close to w.) Thus we can write
|ΠN(z, w)| = |ΠN(z, 0;w, 0)| ,
which is independent of the choice of local frame eL. On the diagonal we have
ΠN(z, z) = ΠN(z, θ; z, θ) =
dN∑
j=1
‖SNj (z)‖hN .
The Hermitian connection∇ on L induces the decomposition TX = THX⊕T VX into horizontal
and vertical components, and we let tH denote the horizontal lift (to X) of a vector field t
in M . We consider the horizontal operators on X :
dHzq
def
= d(∂/∂zq)H , d
H
z¯q
def
= d(∂/∂z¯q)H ,
where z1, . . . , zm, θ denote local coordinates on X . We note that
dHzq sˆ = (∇Nzqs)̂ , s ∈ H0(M,LN) ,(14)
where ∇N is the induced connection on LN . We then have
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dHzqΠN(z, θ;w, ϕ) =
dN∑
j=1
(
∇NzqSNj
)
(̂x)ŜNj (y)
= eiN(θ−ϕ)h(z)N/2h(w)N/2
dN∑
j=1
fNj;q(z)f
N
j (w) ,
dHzpd
H
w¯qΠN(z, θ;w, ϕ) =
dN∑
j=1
(
∇NzpSNj
)
(̂x)
(
∇NwqSNj
)
(̂y)(15)
= eiN(θ−ϕ)h(z)N/2h(w)N/2
dN∑
j=1
fNj;p(z)f
N
j;q(w) ,
∇Nzq = ∇N∂/∂zq , fNj;q =
∂f
∂zq
+NfNj h
−1 ∂h
∂zq
.
We can also use (12) and (14) to describe the horizontal lift in local coordinates:
dHzq =
∂
∂zq
− i
2
∂ log h
∂zq
∂
∂θ
.(16)
1.3. Model examples. In two special cases we can work out the Szego¨ kernels and their
derivatives explicitly, namely for the hyperplane section bundle over CPm and for the Heisen-
berg bundle over Cm, i.e. the trivial line bundle with curvature equal to the standard sym-
plectic form on Cm. These cases will be important after we have proven universality, since
scaling limits of correlation functions for all line bundles coincide with those of the model
cases.
In fact, the two models are locally equivalent in the CR sense. In the case of CPm, the circle
bundle X is the 2m+1 sphere S2m+1, which is the boundary of the unit ball B2m+2 ⊂ Cm+1.
In the case of Cm, the circle bundle is the reduced Heisenberg group Hmred, which is a discrete
quotient of the simply connected Heisenberg group Cm × R. As is well-known, the latter is
equivalent (in the CR and contact sense) to the boundary of B2m+2 ([St]).
1.3.1. SU(m + 1)-polynomials. For our first example, we let M = CPm and take L to be
the hyperplane section bundle O(1). Sections s ∈ H0(CPm,O(1)) are linear functions on
C
m+1; the zero divisors Zs are projective hyperplanes. The line bundle O(1) carries a natural
metric hFS given by
‖s‖hFS([w]) =
|(s, w)|
|w| , w = (w0, . . . , wm) ∈ C
m+1 ,(17)
for s ∈ Cm+1∗ ≡ H0(CPm,O(1)), where |w|2 = ∑mj=0 |wj|2 and [w] ∈ CPm is the complex
line through w. The Ka¨hler form on CPm is the Fubini-Study form
ωFS =
√−1
2
ΘhFS =
√−1
2
∂∂¯ log |w|2 .(18)
The dual bundle L∗ = O(−1) is the affine space Cm+1 with the origin blown up, and
X = S2m+1 ⊂ Cm+1. The N -th tensor power of O(1) is denoted O(N). Elements sN ∈
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H0(CPm,O(N)) are homogeneous polynomials on Cm+1 of degree N , and sˆN = sN |S2m−1 .
The monomials
sNJ =
[
(N +m)!
πmj0! · · · jm!
] 1
2
zJ , zJ = zj00 · · · zjmm , J = (j0, . . . , jm), |J | = N(19)
form an orthonormal basis for H0(CPm,O(N)). (See [SZ, §4.2]; the extra factor ( m!
πm
)1/2
in (19) comes from the fact that here CPm has the usual volume π
m
m!
, whereas in [SZ], the
volume of CPm is normalized to be 1.) Hence the Szego¨ kernel for O(N) is given by
ΠN (x, y) =
∑
J
(N +m)!
πmj0! · · · jm!x
J y¯J =
(N +m)!
πmN !
〈x, y〉N .(20)
Note that
Π(x, y) =
∞∑
N=1
ΠN(x, y) =
m!
πm
(1− 〈x, y〉)−(m+1) = 2π × [classical Szego¨ kernel on S2m+1] .
(The factor 2π is due to our normalization (9).)
1.3.2. The Heisenberg model. Our second example is the linear model Cm × C → Cm for
positive line bundles L→ M over Ka¨hler manifolds and their associated Szego¨ kernels. It is
most illuminating to consider the associated principal S1 bundle Cm×S1 → Cm, which may
be identified with the boundary of the disc bundle D ⊂ L∗ in the dual line bundle. This S1
bundle is the reduced Heisenberg group Hmred (cf. [Fo], p. 23).
Let us recall its definition and properties. We start with the usual (simply connected)
Heisenberg group Hm (cf. [Fo] [St]; note that different authors differ by factors of 2 and π
in various definitions). It is the group Cm × R with group law
(ζ, t) · (η, s) = (ζ + η, t+ s+ ℑ(ζ · η¯)).
The identity element is (0, 0) and (ζ, t)−1 = (−ζ,−t). Abstractly, the Lie algebra of Hm
is spanned by elements Z1, . . . , Zm, Z¯1, . . . , Z¯m, T satisfying the canonical commutation re-
lations [Zj , Z¯k] = −iδjkT (all other brackets zero). Below we will select such a basis of left
invariant vector fields.
Hm is a strictly convex CR manifold which may be embedded in Cm+1 as the boundary of
a strictly pseudoconvex domain, namely the upper half space Um := {z ∈ Cm+1 : ℑzm+1 >
1
2
∑m
j=1 |zj |2}. The boundary of Um equals ∂Um = {z ∈ Cm+1 : ℑzm+1 = 12
∑m
j=1 |zj |2}. Hm
acts simply transitively on ∂Um (cf. [St], XII), and we get an identification of Hm with ∂Um
by:
[ζ, t]→ (ζ, t+ i|ζ |2) ∈ ∂Um.
The Szego¨ projector ofHm is the operator Π : L2(Hm)→H2(Hm) of orthogonal projection
onto boundary values of holomorphic functions on Um which lie in L2. The kernel of Π is
given by (cf. [St], XII §2 (29))
Π(x, y) = K(y−1x), K(x) = −Cm ∂
∂t
[t+ i|ζ |2]−m ∈ D′(Hm) .
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The linear model for the principal S1 bundle described in §1.2 is the so-called reduced
Heisenberg group Hmred = H
m/{(0, 2πk) : k ∈ Z} = Cm × S1 with group law
(ζ, eit) · (η, eis) = (ζ + η, ei(t+s+ℑ(ζ·η¯))).
It is the principal S1 bundle over Cm associated to the line bundle LH = C
m×C. The metric
on LH with curvature Θ = ∂∂¯|z|2 is given by setting hH(z) = e−|z|2; i.e., |f |hH = |f |e−|z|2/2.
The reduced Heisenberg group Hmred may be viewed as the boundary of the dual disc bundle
D ⊂ L∗
H
and hence is a strictly pseudoconvex CR manifold.
It seems most natural to approach the analysis of the Szego¨ kernels on Hmred from the
representation-theoretic point of view. Let us begin with the case N = 1. We thus consider
the space V1 ⊂ L2(Hmred) of functions f satisfying 1i ∂∂θf = f , which forms a (reducible)
representation of Hmred with central character e
iθ. By the Stone-von Neumann theorem there
exists a unique (up to equivalence) representation (V1, ρ1) with this character and by the
Plancherel theorem, V1 ∼= V1 ⊗ V ∗1 .
The space of CR functions in V1 is an irreducible invariant subspace. Here, by CR functions
we mean the functions satisfying the left-invariant Cauchy-Riemann equations Z¯Lq f = 0 on
Hmred. Here, {Z¯Lq } denotes a basis of the left-invariant anti-holomorphic vector fields on
Hmred. Let us recall their definition: we first equip H
m
red with its left-invariant contact form
αL =
∑
q(uqdvq − vqduq) + dθ (ζ = u + iv). The left-invariant CR holomorphic (resp.
anti-holomorphic) vector fields ZLq (resp. Z¯
L
q ) are the horizontal lifts of the vector fields
∂
∂zq
(resp. ∂
∂z¯q
) with respect to αL. They span the left-invariant CR structure of Hmred and the
ZLq obviously have the form Z
L
q =
∂
∂zq
+ A ∂
∂θ
where the coefficient A is determined by the
condition αL(ZLq ) = 0. An easy calculation gives:
ZLq =
∂
∂zq
+
i
2
z¯q
∂
∂θ
, Z¯Lq =
∂
∂z¯q
− i
2
zq
∂
∂θ
.
The vector fields { ∂
∂θ
, ZLq , Z¯
L
q } span the Lie algebra of Hmred and satisfy the canonical com-
mutation relations above.
We then define the Hardy space H2(Hmred) of CR holomorphic functions, i.e. solutions of
Z¯Lq f = 0, which lie in L2(Hmred). We also putH21 = V1∩H2(Hmred). The groupHmred acts by left
translation on H21. The generators of this representation are the right-invariant vector fields
ZRq , Z¯
R
q together with
∂
∂θ
. They are horizontal with respect to the right-invariant contact
form αR =
∑
q(uqdvq − vqduq)− dθ and are given by:
ZRq =
∂
∂zq
− i
2
z¯q
∂
∂θ
, Z¯Rq =
∂
∂z¯q
+
i
2
zq
∂
∂θ
.
In physics terminology, ZRq is known as an annihilation operator and Z¯
R
q is a creation oper-
ator.
The representation H21 is irreducible and may be identified with the Bargmann-Fock
space of entire holomorphic functions on Cm which are square integrable relative to e−|z|
2
(or equivalently, holomorphic sections of the trivial line bundle LH = C
m × C mentioned
above, with hermitian metric hH = e
−|z|2). The identification goes as follows: the function
ϕ0(z, θ) := e
iθe−|z|
2/2 is CR holomorphic and is also the ground state for the right invariant
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“annihilation operator;” i.e., it satisfies
Z¯Lq ϕ0(z, θ) = 0 = Z
R
q ϕ0(z, θ) .
Any element F (z, θ) of H21 may be written in the form F (z, θ) = f(z)ϕ0. Then Z¯Lq F =
( ∂
∂z¯q
f)ϕ0, so that F is CR if and only if f is holomorphic. Moreover, F ∈ L2(Hmred) if and
only if f is square integrable relative to e−|z|
2
.
The Szego¨ kernel ΠH1 (z, θ, w, ϕ) of H
m
red is by definition the orthogonal projection from
L(Hmred) to H21 . As will be seen below, ΠH1 (z, θ, w, ϕ) = 1πm ei(θ−ϕ)e(z·w¯−
1
2
|z|2− 1
2
|w|2), which is
the left translate of ϕ0 by (−w,−ϕ). In the physics terminology it is the coherent state
associated to the phase space point w.
So far we have set N = 1, but the story is very similar for any N . We define H2N as the
space of square- integrable CR functions transforming by eiNθ under the central S1. By the
Stone-von Neumann theorem there is a unique irreducible VN with this central character.
The main difference to the case N = 1 is that H2N is of multiplicity Nm. The Szego¨ kernel
ΠHN (x, y) is the orthogonal projection to H2N and is given by the dilate of ΠH1 . Thus,
ΠHN (x, y) =
1
πm
NmeiN(θ−ϕ)eN(z·w¯−
1
2
|z|2− 1
2
|w|2).
To prove these formulae for the Szego¨ kernels, we observe that the reduced Szego¨ kernels
are obtained by projecting the Szego¨ kernel on Hm to Hmred as an automorphic kernel, i.e.
ΠH(x, y) =
∑
n∈Z
Π(x, y · (0, 2πn)).
Let us write x = (z, θ), y = (w, ϕ). Then the N -th Fourier component ΠHN (x, y) of Π
H, i.e.
the projection onto square integrable holomorphic sections of LN , is given by:
ΠHN(x, y) =
∫
R
e−iNtΠ(eitx, y)dt =
∫
R
e−iNtK(eity−1x)dt
=
∫
R
e−iNtK(z − w, ei(θ−ϕ+t+ℑ(z·w¯))dt .
Here we abbreviated the element (0, eit) by eit. Change variables t 7→ t− θ+ϕ−ℑ(z · w¯) to
get
ΠHN (x, y) = e
iN(θ−ϕ)eiNℑ(z·w¯)
∫
R
e−iNtK(z − w, t)dt
= eiN(θ−ϕ)eiNℑ(z·w¯)Kˆt(z − w,N)
where Kˆt is the Fourier transform of K with respect to the t variable. By [St, p. 585], the full
R2m×R Fourier transform of K is given by Kˆ(z,N) = C ′me−|z|2/2N , so by taking the inverse
Fourier transform in the z variable we get the Fourier transform just in the t variable:
ΠHN (x, y) =
1
πm
NmeiN(θ−ϕ)eiNℑ(z·w¯)e−
1
2
N |z−w|2.(21)
(Our constant factor 1
πm
in (21) is determined by the condition that ΠHN is an orthogonal
projection.)
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In our study of the correlation functions, we will need explicit formulae for the horizontal
derivatives of the Szego¨ kernel. The left-invariant derivatives are given by
N−mZLq Π
H
N (z, θ;w, ϕ) = N(w¯q − z¯q)ΠHN(z, θ;w, ϕ) ,
(22)
N−mZLq W¯
L
q′Π
H
N (z, θ;w, ϕ) = N
2(zq′ − wq′)(w¯q − z¯q)ΠHN (z, θ;w, ϕ) +Nδqq′ΠHN (z, θ;w, ϕ) .
Comparing the definitions of the horizontal vector fields with (14), using hH = e
−|z|2, we
see that dHzq = Z
L
q , as expected, since α
L agrees with the contact form α for LH (as defined
in §1.2). We will see later that our formulas for computing correlations are valid with any
connection, and thus it is sometimes useful to also consider the right invariant derivatives:
N−mZRq Π
H
N (z, θ;w, ϕ) = Nw¯qΠ
H
N(z, θ;w, ϕ) ,
(23)
N−mZRq W¯
R
q′Π
H
N (z, θ;w, ϕ) = N
2zq′w¯qΠ
H
N (z, θ;w, ϕ) +Nδqq′Π
H
N (z, θ;w, ϕ) .
Remark: Recall that the metric on O(N) → CPm is given by hN(z) = (1 + |z|2)−N using
the coordinates and local frame from Example 1.3.1. Since
hN (z/
√
N)→ hH(z) ,
the Heisenberg bundle can be regarded as the scaling limit of O(N). (Of course, in the same
way LH is the scaling limit of L
N , for any positive line bundle L→ M .)
2. Correlation functions
This section begins with a generalization to arbitrary dimension and codimension a formula
of [Han] and [BD] for the “correlation density function” in the one-dimensional case. In fact,
our formula (Theorem 2.1) applies to a general class of probability spaces of k-tuples of (real
or complex) functions. We then specialize to the case where the space of sections has a
Gaussian measure. Finally, we show how the correlations of the zeros of k-tuples of sections
of the N -th power of a holomorphic line bundle are given by a rational function in the Szego¨
kernel ΠN and its derivatives (Theorem 2.4).
2.1. General formula for zero correlations. For our general setting, we let (V, h) be
a Hermitian holomorphic vector bundle on an m-dimensional Hermitian complex manifold
(M, g). (Here, we make no curvature assumptions.) Suppose that S is a finite dimensional
subspace of the space H0(M,V ) of global holomorphic sections of V , and let dµ be a prob-
ability measure on S given by a semi-positive C0 volume form that is strictly positive in a
neighborhood of 0 ∈ S. (We shall later apply our results to the case where V = LN⊕· · ·⊕LN ,
for a holomorphic line bundle L over a compact complex manifold M , and S = H0(M,V )
with a Gaussian measure dµ. Our formulation involving general vector bundles allows us
to reduce the study of n-point correlations to the case n = 1, i.e., to expected densities of
zeros.)
As in the introduction, we introduce the punctured product
Mn = {(z1, . . . , zn) ∈M × · · · ×M︸ ︷︷ ︸
n
: zp 6= zq for p 6= q} ,
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and we write
s(z) = (s(z1), . . . , s(zn)) , ∇s(z) = (∇s(z1), . . . ,∇s(zn)) , z = (z1, . . . , zn) ∈Mn ,
where ∇s(ζ) ∈ T ∗ζ ⊗ Vζ is the covariant derivative with respect to the Hermitian connection
on V . We define the map
J :Mn × S →
[
(C⊕ T ∗M )⊗ V
]n
, J (z, s) = (s(z),∇s(z)) ;
i.e., J (z, s) is the 1-jet of s at z ∈Mn.
We write g = ℜ∑ gqq′dzq ⊗ dz¯q′, hjj′ = h(ej , ej,), where {z1, . . . , zm} are local coordinates
in M and {e1, . . . , ek} is a local frame in V (m = dimM, k = rankV ). We let G = det(gqq′),
H = det(hjj′). We let
dζ =
1
m!
ωmζ = G(ζ)
m∏
j=1
dℜζjdℑζj , ζ ∈M
denote Riemannian volume in M , and we write
xp =
∑
j
bpjej(z
p), dxp = H(zp)
∏
j
dℜbpjdℑbpj xp ∈ Vzp ,(24)
ξp =
∑
j,q
apjqdzq ⊗ ej|zp, dξp = G(zp)−kH(zp)m
∏
j,q
dℜapjqdℑapjq ξj ∈ (T ∗M ⊗ V )zp .
The quantities dxp, dξp are the intrinsic volume measures on Vzp and (T
∗
M⊗V )zp, respectively,
induced by the metrics g, h.
Definition: Suppose that J is surjective. We define the n-point density Dn(x, ξ, z)dxdξdz
of µ by
J∗(dz × dµ) = Dn(x, ξ, z)dxdξdz , x = (x1, . . . , xn) ∈ Vz1 × · · · × Vzn ,(25)
ξ = (ξ1, . . . , ξn) ∈ (T ∗M ⊗ V )z1 × · · · × (T ∗M ⊗ V )zn , z = (z1, . . . , zn) ∈Mn ,
dx = dx1 · · · dxn , dξ = dξ1 · · · dξn , dz = dz1 · · · dzn .
In this case, for each z ∈ Mn, the (vector-valued) random variable (s(z),∇s(z)) has (joint)
probability distribution Dn(x, ξ, z)dxdξ.
Remark: If we let n = 1 and fix a point z ∈ M , then the measure D(x, ξ, z)dxdξ is
intrinsically defined as a measure on the space J1z (M,V ) of 1-jets of sections of V at z.
Taking a section to its 1-jet at z defines a map Jz : S → J1z (M,V ) and hence induces
a measure Jz∗µ on J1z (M,V ) independently of any choices of connections, coordinates or
metrics. Similarly for n > 1, D(x, ξ, z)dxdξ is an intrinsic measure on
∏n
p=1 J
1
zp(M,V ).
For a vector-valued 1-form ξ ∈ T ∗M,z ⊗ Vz = Hom(TM,z, Vz), we let ξ∗ ∈ Hom(Vz, TM,z)
denote the adjoint to ξ (i.e., 〈ξ∗v, t〉 = 〈v, ξt〉 ), and we consider the endomorphism ξξ∗ ∈
Hom(Vz, Vz). In terms of local frames, if
ξ =
∑
j
ξj ⊗ ej =
∑
j,q
ajqdzj ⊗ ej ,
then
ξ∗ =
∑
j,q
αjq
∂
∂zq
⊗ e∗j , αjq =
∑
j′,q′
hjj′γq′qa¯j′q′ ,
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where
(
γqq′
)
=
(
gqq′
)−1
; hence we have
ξξ∗ =
∑
j,j′,j′′,q,q′
hj′j′′ajqγq′qa¯j′′q′ ej ⊗ e∗j′ .(26)
Its determinant is given by
det(ξξ∗) = H det
(∑
q,q′
ajqγq′qa¯j′q′
)
1≤j,j′≤k
= H det〈ξj, ξj′〉 = H‖ξ1 ∧ · · · ∧ ξk‖2 .(27)
Remark: The measure det(ξξ∗)D(0, ξ, z)dξdz will play a fundamental role in our study of
correlation functions. We observe here that it depends only on the metric ω on M , and in
the case where the zero sets are points (k = m), it is independent of the choice of metric on
M as well. Indeed, as mentioned in the previous remark, D(x, ξ, z)dxdξ is well-defined on
J1z (M,V ). The conditional density D(0, ξ, z)dξ equals Jz∗µ/dx|x=0 and thus depends only
on the choice of volume forms dxp on Vzp. Since dz/dx transforms in the opposite way to
det ξξ∗ it follows that det(ξξ∗)D(0, ξ, z)dξdz is an invariantly defined measure on (T ∗M ⊗V )n.
Recall that for s ∈ S so that codimZs = k, we let |Zs| denote Riemannian (2m − 2k)-
volume along the regular points of Zs, regarded as a measure on M .
Definition: For s ∈ S so that codimZs = k, we consider the product measure on Mn,
|Zs|n =
( |Zs| × · · · × |Zs|︸ ︷︷ ︸
n
)
.
Its expectation E |Zs|n is called the n-point zero correlation measure.
We shall use the following general formula to compute the correlations of zeros and to
show universality of the scaling limit:
Theorem 2.1. LetM,V,S, dµ be as above, and suppose that J is surjective and the volumes
|Zs| are locally uniformly bounded above. Then
E |Zs|n = Kn(z)dz , Kn(z) =
∫
dξ Dn(0, ξ; z)
n∏
p=1
det (ξpξp∗) .(28)
The function Kn(z
1, . . . , zn), which is continuous on Mn is called the n-point zero correla-
tion function. For k < m, (28) holds on all of the n-fold product M ×· · ·×M , including the
diagonal, and Kn is locally integrable on M × · · · ×M (and is infinite on the diagonal). In
the case k = m, when the zero sets are discrete, the zero correlation measure onM×· · ·×M
is the sum of the absolutely continuous measure Kn(z)dz plus a measure supported on the
diagonal.
Proof of Theorem 2.1: Consider the Hermitian vector bundle Vn =
⊕n
p=1 π
∗
pV −→ Mn,
where πp : Mn →M denotes the projection onto the p-th factor. By replacing V → M with
Vn →Mn and s ∈ H0(M,V ) with
s˜(z1, . . . , zn) = (s(z1), . . . , s(zn)) ∈ H0(Mn, Vn) ,
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and noting that TMn,z =
∏
p TM,zp and |Zs|n = |Zs˜|, we can assume without loss of generality
that n = 1.
It follows from the above remarks that D(0, ξ; z) does not depend on the choice of con-
nection on V . We can also verify this in terms of local coordinates: write s =
∑
bjej ,
∇s =∑ ajqdzq ⊗ ej as in (25); we have ajq = ∂bj∂zq +∑k bkθkjq. Then if we write a0jq = ∂bj∂zq , we
have
∂(ajq, bj)
∂(a0jq, bj)
= 1 .
Hence D(0, ξ; z) is unchanged if we substitute the (local) flat connection given by a0jq.
We now restrict to a coordinate neighborhood U ⊂ M where V has a local frame {ej}. By
hypothesis, we can suppose that the ej are restrictions of sections in S. We write s =
∑
sjej ,
and by the above we may assume that ∇s =∑ dsj ⊗ ej . We use the notation
|||ξ||| =
√
det(ξξ∗) , for ξ ∈ T ∗M,z ⊗ Vz = Hom(TM,z, Vz) .
Then by (27),
|||∇s|||2 = H‖ds1 ∧ · · · ∧ dsk‖2 = ‖Ψ‖ ,
where Ψ is the (k, k)-form on U given by:
Ψ = H
(
i
2
ds1 ∧ ds1
)
∧ · · · ∧
(
i
2
dsk ∧ dsk
)
.
Thus, by the Leray formula,
|Zs| = ‖ds1 ∧ · · · ∧ dsk‖2 dzi
2
ds1 ∧ ds¯1 · · · ∧ i2dsk ∧ ds¯k
∣∣∣∣
Zs
= |||∇s|||2 dz
Ψ
∣∣∣∣
Zs
,(29)
Define the measure λ on M × S by
(λ, ϕ) =
∫
S
(|Zs|, ϕ(z, s)) dµ(s) .(30)
Then
π∗λ = E |Zs|n ,
where π : M × S →M is the projection. Hence,
λ =
∫
S
dµ(s) |Zs| =
∫
S
dµ(s)
(
|||∇s|||2dz
Ψ
)∣∣∣∣
Zs
.(31)
For (almost all) x ∈ Ck, let I(s, x) be the measure on U given by
(I(s, x), ϕ) =
∫
s(z)=
∑
xjej(z)
ϕ(z)dVol(2m−2k)n(z) =
∫
s(z)=
∑
xjej(z)
|||∇s|||2dz
Ψ
ϕ(z) , ϕ ∈ C0(U) ,
where the second equality is by (29) applied to s−∑ xjej(z). Then∫
I(s, x)dx = |||∇s(z)|||2dz .(32)
Now let λx be the measure on U given by
(λx, ϕ) =
∫
S
(I(s, x), ϕ)dµ(s) .
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Claim: The map x 7→ (λx, ϕ) is continuous.
To prove this claim, we first note that the hypothesis that |Zs| is locally uniformly bounded
implies that (I(s, x), ϕ) ≤ C < +∞ uniformly in s, x. Thus we can assume without loss of
generality that µ has compact support in S. By hypothesis, the map
σ : U × S → Ck, σ(z, s) = (s1(z), . . . , sk(z))
is a submersion. We can now write λx as a fiber integral of a compactly supported C0 form:
λx =
1
(m− k)!
∫
σ−1(x)
ϕ(z)ωm−k(z) ∧ dµ(s) ,
and thus λx is continuous, verifying the claim.
We note that λ0 = λ|U . Hence, to complete the proof, we must show that
π∗λ0 = K1(z)dz|U .
By (25) and (32), for a test function ϕ(x, ξ, z),∫
ϕ(x, ξ, z)|||ξ|||2D1(x, ξ, z)dxdξdz =
∫
dµ(s)
∫
ϕ(J (z, s))|||∇s(z)|||2dz
=
∫
dx
∫
(I(s, x), ϕ ◦ J )dµ(s)
=
∫
(λx, ϕ ◦ J )dx .
By choosing ϕ(x, ξ, z) = ρε(x)ψ(z), where ρε is an approximate identity, and letting ε→ 0,
we conclude that∫
ψ(z)K1(z)dz =
∫
ψ(z)|||ξ|||2D1(0, ξ, z)dξdz = (λ0, ψ(z)) .
We note the following analogous formula for real manifolds:
Theorem 2.2. Let V be a C∞ real vector bundle over a C∞ Riemannian manifold M , and
let µ be a probability measure on a finite dimensional vector space S of C∞ sections of V
given by a semi-positive volume form that is strictly positive at 0. Suppose that the volumes
|Zs| are locally uniformly bounded above. Let Dn(x, ξ, z)dxdξdz denote the n-point density
of µ. Then
E |Zs|n = Kn(z)dz , Kn(z) =
∫
dξ Dk(0, ξ, z)
n∏
p=1
√
det(ξpξp∗) .(33)
The proof is similar to that of Theorem 2.1, except that (29) is replaced by the Leray
formula
|Zs| = ‖ds1 ∧ · · · ∧ dsk‖ dζ
ds1 ∧ · · · ∧ dsk
∣∣∣∣
Zs
(34)
in the real case.
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2.2. Formula for Gaussian densities. We now specialize our formula from Theorem 2.1
to the case where µ is a Gaussian measure. Fix z = (z1, . . . , zn) ∈ Mn and choose local
coordinates {zpq} and local frames {epj} near zp, p = 1, . . . , n. We consider the random
variables bpj , a
p
jq given by
s(zp) =
k∑
j=1
bpje
p
j , ∇s(zp) =
k∑
j=1
m∑
q=1
apjqdz
p
q ⊗ epj , p = 1, . . . , n.(35)
By (4)–(5) and (24)–(25) the n-point density
Dn(x, ξ, z)dxdξdz = Dn
[
n∏
p=1
G(zp)−kH(zp)m
]
dbdadz
is given by:
Dn(b, a; z) =
exp〈−∆−1n v, v〉
πkn(1+m) det∆n
, v =
(
b
a
)
,(36)
where
∆n =
(
An Bn
B∗n Cn
)
(37)
An =
(
Ajpj′p′
)
=
(
E bpj b¯
p′
j′
)
, Bn =
(
Bjpj′p′q′
)
=
(
E bpj a¯
p′
j′q′
)
, Cn =
(
Cjpqj′p′q′
)
=
(
E apjqa¯
p′
j′q′
)
;
j, j′ = 1, . . . , k; p, p′ = 1, . . . , n; q, q′ = 1, . . . , m.
(We note that An, Bn, Cn are kn×kn, kn×knm, knm×knm matrices, respectively; j, p, q
index the rows, and j′, p′, q′ index the columns.)
The function Dn(0, a; z) is a Gaussian function, but it is not normalized as a probability
density. It can be represented as
Dn(0, a; z) = Zn(z)DΛn(a; z),(38)
where
DΛn(a; z) =
1
πknm det Λn
exp
(−〈Λ−1n a, a〉)(39)
is the Gaussian density with covariance matrix
Λn = Cn − B∗nA−1n Bn =
(
Cjpqj′p′q′ −
∑
j1,p1,j2,p2
B¯j1p1jpq Γ
j1p1
j2p2
Bj2p2j′p′q′
)
(Γ = A−1n )(40)
and
Zn(z) =
det Λn
πkn det∆n
=
1
πkn detAn
.(41)
This reduces formula (28) to
Kn(z) =
1
πkn detAn
〈
n∏
p=1
det (ap∗γpap)
〉
Λn
(42)
where 〈·〉Λn stands for averaging with respect to the Gaussian density DΛn(a; z), and (γpqq′) =
(gpqq′)
−1, gpqq′ = gqq′(z
p).
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2.3. Densities and the Szego¨ kernel. We return to our positive Hermitian line bundle
(L, h) on a compact complex manifoldM with Ka¨hler form ω = i
2
Θh. We now apply formulas
(37)–(42) to the vector bundle
V = LN ⊕ · · · ⊕ LN︸ ︷︷ ︸
k
and space of sections
S = H0(M,V ) = H0(M,LN )k
with the Gaussian measure µ = νN × · · · × νN , where νN is the standard Gaussian measure
on H0(M,LN) given by (4). We denote the resulting n-point density by DNnk, and we also
write ∆n = ∆
N
nk, An = A
N
nk, etc.
As above, we fix z = (z1, . . . , zn) ∈ Mn and choose local coordinates {zpq} near zp, p =
1, . . . , n. We also choose local frames {epL} for L near the points zp so that
‖epL(zp)‖h = 1 .
For s ∈ S, we write
s(zp) =
 s1(zp)...
sk(z
p)
 =
 bp1...
bpk
 (epL(zp))⊗N ,(43)
∇Nsj(zp) =
m∑
q=1
apjqdz
p
q ⊗ (epL(zp))⊗N .(44)
Since the sj are independent and have identical distributions, we have
ANnk =
(
Ajpj′p′
)
=
(
δjj′E (b
p
1b¯
p′
1 )
)
, BNnk =
(
Bjpj′p′q′
)
=
(
δjj′E (b
p
1a¯
p′
1q′)
)
,(45)
CNnk =
(
Cjpqj′p′q′
)
=
(
δjj′E (a
p
1qa¯
p′
1q′)
)
.
We write
s1 =
dN∑
α=1
cαS
N
α =
(
dN∑
α=1
cαf
p
α
)
(epL)
⊗N ,
where {SNα } is an orthonormal basis for H0(M,LN ). Using the local coordinates (zp, θ) in
X as described in §1.1, we have by (45) and (13) (noting that h(zp) = 0 by the above choice
of local frames),
Ajpj′p′ = δjj′
dN∑
α,β=1
E (cαc¯β)f
p
α(z
p)f p
′
β (z
p′) = δjj′
dN∑
α=1
f pα(z
p)f p
′
α (zp
′) = δjj′ΠN(z
p, 0; zp
′
, 0) .(46)
Similarly,
Bjpj′p′q′ = δjj′
dN∑
α=1
f pα(z
p)f p
′
α;q′(z
p′) = δjj′d
H
w¯q′
ΠN(z
p, 0; zp
′
, 0) ,(47)
Cjpqj′p′q′ = δjj′
dN∑
α=1
f pα;q(z
p)f p
′
α;q′(z
p′) = δjj′d
H
zqd
H
w¯q′
ΠN(z
p, 0; zp
′
, 0) .(48)
UNIVERSALITY AND SCALING OF CORRELATIONS BETWEEN ZEROS 21
Lemma 2.3. There is a positive integer N0 = N0(M,n) such that
det
(
ΠN(z
p, 0; zp
′
, 0)
)
1≤p,p′≤n 6= 0 ,
for distinct points z1, . . . , zn of M and for all N ≥ N0.
Proof. It is a well-known consequence of the Kodaira Vanishing Theorem (see for example,
[GH]) that we can find N0 such that if N ≥ N0 and x1, . . . , xn ∈ M with xp 6= x1 for
2 ≤ p ≤ n, then there is a section s ∈ H0(M,LN) with s(x1) 6= 0 and s(xp) = 0 for
2 ≤ p ≤ n.
We write A˜pp′ = ΠN (z
p, 0; zp
′
, 0). Suppose on the contrary that det(A˜pp′) = 0, and chose
a nonzero vector v = (v1, . . . , vn) such that
∑
p vpA˜pp′ = 0. Then recalling (11), we have
0 =
∑
p,p′
vpA˜pp′ v¯p′ =
∑
p,p′,α
vpŜ
N
α (z
p, 0)ŜNα (z
p′ , 0)vp′ =
dN∑
α=1
|xα|2 ,(49)
where xα =
∑
p vpŜ
N
α (z
p, 0). Since the SNα span H
0(M,LN ), it follows that for all s ∈
H0(M,LN ), we have
∑
p vpsˆ(z
p) = 0. But this contradicts the fact that, choosing p0 with
vp0 6= 0, we can find a section s ∈ H0(M,LN ) with s(zp0) 6= 0 and s(zp) = 0 for p 6= p0.
Thus we see that the n-point correlation functions depend only on the Szego¨ kernel, as
follows:
Theorem 2.4. Let (L, h) be a positive Hermitian line bundle on an m-dimensional compact
complex manifold M with Ka¨hler form ω = i
2
Θh, let S = H0(M,LN )k (k ≥ 1), and give S
the standard Gaussian measure µ described above. Let n ≥ 1 and suppose that N is suffi-
ciently large so that J is surjective. Let z = (z1, . . . , zn) ∈ Mn and choose local coordinates
(ζ1, . . . , ζm) at each point z
p such that Θh(z
p) =
∑
q dζq ∧ dζ¯q, 1 ≤ p ≤ n. Then the n-point
correlation KNnk(z) is given by a universal rational function, homogeneous of degree 0, in the
values of ΠN and its first and second derivatives at the points (z
p, zp
′
). Specifically,
KNnk(z) =
Pnkm
(
ΠN(z
p, zp
′
), dHw¯qΠN(z
p, zp
′
), dHzqΠN(z
p, zp
′
), dHzqd
H
w¯q′
ΠN(z
p, zp
′
)
)
πkn
[
det
(
ΠN(zp, zp
′)
)
1≤p,p′≤n
]k(n+1)(50)
(1 ≤ p, p′ ≤ n, 1 ≤ q, q′ ≤ m), where Pnkm is a universal homogeneous polynomial of degree
kn(n + 1) with integer coefficients depending only on n, k,m.
Proof. The n-point zero correlation KNnk(z) is given by equation (42) with γ
p
qq′ = δqq′ . By the
Wick formula ([Si, (I.13)]), the expectation〈
n∏
p=1
det (ap∗ap)
〉
Λn
in (42) is a homogeneous polynomial (over Z) of degree kn in the coefficients of Λn. By (40)
and (46), the coefficients of det
(
ΠN(z
p, zp
′
)
)
Λn are homogeneous polynomials of degree n+1
in the coefficients of An, Bn, Cn. The conclusion then follows from (46)–(48).
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Remark: In the statement of Theorem 2.4, we wrote ΠN (z, w) for ΠN(z, θ;w, ϕ). Since the
expression is homogeneous of degree 0, it is independent of θ and ϕ. Alternately, we could
regard ΠN(z, w) as functions on M ×M having values in Lz ⊗ Lw (replacing the horizontal
derivatives with the corresponding covariant derivatives); again the degree 0 homogeneity
makes the expression a scalar. Furthermore, since Theorem 2.1 is valid for all connections,
we can replace the horizontal derivatives in (50) with the derivatives with respect to an
arbitrary connection.
2.4. Zero correlation for SU(m + 1)-polynomials. In this section, we use our methods
to describe the zero correlation functions for SU(m+ 1)-polynomials. We do not carry out
the computations in complete detail, since we are primarily interested in the scaling limits,
which we shall compute in §4.
The SU(m + 1)-polynomials are random homogeneous polynomials of degree N > 0 on
Cm+1,
s(z) = s(z0, z1, . . . , zm) =
∑
|J |=N
√
N !/J ! cJz
J , zJ = zj00 · · · zjmm , J ! = j0! · · · jm!,(51)
where the coefficients cJ are complex independent Gaussian random variables with mean 0
and variance 1:
E cJ = 0; E cJcK = δJK , δJK = δj0k0 . . . δjmkm ; E cJcK = 0.(52)
Then s(z) is a Gaussian random polynomial on CN+1 with first and second moments given
by
E s(z) = 0; E s(z)s(w) = 〈z, w〉N =
(
m∑
q=0
zqwq
)N
; E s(z)s(w) = 0.(53)
This implies that the probability distribution of s(z) is invariant with respect to the map
s(z)→ s(Uz) for all U ∈ SU(m+ 1).
Let (SN , µN) denote the Gaussian probability space of independent k-tuples (k ≤ m) of
SU(m+ 1)-polynomials of degree N . For s = (s1, . . . , sk) ∈ SN , the zero set
Zs = {z : s1(z) = · · · = sk(z) = 0} .
is an algebraic variety in the complex projective space CPm. We will assume that CPm is
supplied with the Fubini-Study Hermitian metric ω, which is SU(m + 1)-invariant. In the
affine coordinates z = (1, z1, . . . , zm),
ω =
√−1
2
∂∂¯ log
(
1 +
∑
|zq|2
)
=
√−1
2
[∑
dzq ∧ dzq
1 +
∑ |zq|2 − (
∑
zqdzq) ∧
(∑
zqdzq
)
(1 +
∑ |zq|2)2
]
;(54)
i.e.,
ω =
√−1
2
∑
gqq′dzq ∧ dzq′ , gqq′ = (1 + |z|
2)δqq′ − z¯qzq′
(1 + |z|2)2 .(55)
To simplify our computations, we consider only points zp with finite affine coordinates,
zp = (1, zp1, . . . , z
p
m), p = 1, . . . , n, and we regard the SU(m+1)-polynomials sj as polynomials
of degree ≤ N on Cm; i.e., we regard the sj as sections of the trivial line bundle on Cm with
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the flat metric h = 1 (so that the covariant derivatives coincide with the usual derivatives of
functions).
As above, we consider the random variables
bpj = sj(z
p), apjq =
∂sj
∂zq
(zp) ,
and we denote their joint distribution by
DNnk(b, a; z)db da, b = (b
1, . . . , bn) , bp = (bpj )j=1,...,k;
a = (a1, . . . , an) , ap =
(
apjq
)
j=1,...,k; q=1,...,m
.
(56)
(Here, the n-point density is with respect to Lebesgue measure db =
∏
dbpjdb¯
p
j , da =∏
dapjqda¯
p
jq.) We assume that N > nm to ensure that µN possesses a continuous n-point
density. Since µN is Gaussian, the density D
N
nk(b, a; z) is Gaussian as well, and it is described
by the covariance matrix
∆Nnk =
(
ANnk B
N
nk
BN∗nk C
N
nk
)
(57)
where
ANnk =
(
E sj(z
p)sj′(zp
′)
)
,
BNnk =
(
E sj(z
p)
∂sj′
∂zq′
(zp′)
)
,
CNnk =
(
E
∂sj
∂zq
(zp)
∂sj′
∂zq′
(zp′)
)
;
j, j′ = 1, . . . , k; p, p′ = 1, . . . , n; q, q′ = 1, . . . , m.
(58)
By (58) and (53),
ANnk =
(
δjj′SN(z
p, zp
′
)
)
, SN(z, w) =
(
1 +
m∑
r=1
zrwr
)N
,
BNnk =
(
δjj′SNq′(z
p, zp
′
)
)
, SNq′(z, w) = Nzq′
(
1 +
m∑
r=1
zrwr
)N−1
,
CNnk =
(
δjj′SNqq′(z
p, zp
′
)
)
, SNqq′(z, w) = N(N − 1)wqzq′
(
1 +
m∑
r=1
zrwr
)N−2
+δqq′N
(
1 +
m∑
r=1
zrwr
)N−1
(59)
The n-point zero correlation functions KNnk for the SU(m+1)-polynomial k-tuples SN can
be computed by substituting (59) into formulas (40) and (42). (Alternately, we can compute
the zero correlation functions with respect to the Euclidean volume on Cm by setting γp =Id
in (42).)
Remark: Note that the one-point correlation function, or the zero-density function, is
constant, since it is invariant with respect to the group SU(m + 1). Indeed, by Be´zout’s
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theorem and (7),
|Zs|(1) = Vol(Vs) =
∫
Vs
1
(m−k)!ω
m−k = Ω2m−2k deg Vs = Ω2m−2kNk ,(60)
where
Ω2ℓ = VolCP
ℓ =
πℓ
ℓ!
.(61)
Hence,
KN1k(z) =
VolZs
VolCPm
=
NkΩ2m−2k
Ω2m
=
Nkm!
(m− k)!πk .(62)
We can also use our formulas to compute KN1k directly: By (59),
AN1k =
(
δjj′(1 + |z|2)N
)
, BN1k =
(
δjj′Nzq′(1 + |z|2)N−1
)
,(63)
CN1k =
(
δjj′N [(N − 1)z¯qzq′ + (1 + |z|2)δqq′](1 + |z|2)N−2
)
.
Hence by (40),
ΛN1k =
(
δjj′N [(1 + |z|2)δqq′ − z¯qzq′ ](1 + |z|2)N−2
)
=
(
δjj′N(1 + |z|2)Ngqq′(z)
)
.(64)
In the hypersurface case (k = 1), we compute
KN11 =
1
π(1 + |z|2)N
〈
m∑
q,q′=1
a¯1qγqq′a1q′
〉∣∣∣∣∣
ΛN11
=
N
π
m∑
q,q′=1
γqq′gq′q =
Nm
π
,
as expected. For k > 1, we have ΛN1k(0) = NI where I is the unit matrix, and (42) yields
KN1k(0) =
Nk
πk
〈
det
(
m∑
q=1
a¯jqaj′q
)
j,j′=1,...,k
〉
I
=
Nkm!
(m− k)!πk ,
which agrees with (62).
3. Universality and scaling
Our goal is to derive scaling limits of the n-point correlations between the zeros of random
k-tuples of sections of powers of a positive line bundle over a complex manifold. We expect
the scaling limits to exist and to be universal in the sense that they should depend only on the
dimensions of the algebraic variety of zeros and the manifold. Our plan is the following. We
first describe scaling in the Heisenberg model, which we use to provide the universal scaling
limit for the Szego¨ kernel (Theorem 3.1). Together with Theorem 2.4, this demonstrates the
universality of the scaling-limit zero correlation in the case of powers of any positive line
bundle on any complex manifold.
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3.1. Scaling of the Szego¨ kernel in the Heisenberg group. Our model for scaling is
the Szego¨ kernel for the reduced Heisenberg group described in §1.3.2. Recall that for the
simply-connected Heisenberg group Hm, the scaling operators (or Heisenberg dilations)
δr(ζ, t) = (rζ, r
2t) , r ∈ R+
are automorphisms of Hm ([Fo] [St]). Since the Szego¨ kernel Π of Hm is the unique self-
adjoint holomorphic reproducing kernel, it follows that it must be invariant (up to a multiple)
under these automorphisms. In fact, one has ([St, p. 538]):
Π(δrx, δry) = r
−2m−2Π(x, y)(65)
The condition for a dilation δr to descend to the quotient group H
m
red is that r
2Z ⊂ Z, or
equivalently, r =
√
N with N ∈ Z+. Note however that δ√N is not an automorphism of Hmred
and there is no well-defined dilation by
√
N
−1
.
The scaling identity (65) descends to Hmred in the form
ΠHN (x, y) = N
mΠH1 (δ
√
N x, δ
√
N y)(66)
with
ΠH1 (x, y) =
1
πm
ei(θ−ϕ)eiℑ(z·w¯)e−
1
2
|z−w|2 , x = (z, θ) , y = (w, ϕ) .(67)
(Recall (21).) Informally, we may say that the scaling limit of ΠHN equals Π
H
1 . Since scaling
by
√
N
−1
is not well-defined on Hmred it is more correct to say that Π
H
N is the
√
N scaling of
the scaling limit kernel.
3.2. Scaling limit of a general Szego¨ kernel. We now show that ΠH1 is the scaling limit
of the N -th Szego¨ kernel ΠN of an arbitrary positive line bundle L→ M in the sense of the
following “near-diagonal asymptotic estimate for the Szego¨ kernel.”
Theorem 3.1. Let z0 ∈ M and choose local coordinates in a neighborhood of z0 so that
Θh(z0) =
∑
dzj ∧ dz¯j. Then
N−mΠN(z0 +
u√
N
,
θ
N
; z0 +
v√
N
,
ϕ
N
) =
1
πm
ei(θ−ϕ)+iℑ(u·v¯)−
1
2
|u−v|2 +O(N−1/2)
= ΠH1 (u, θ; v, ϕ) +O(N
−1/2) .
To prove Theorem 3.1, we need to recall the Boutet de Monvel-Sjostrand parametrix
construction:
Theorem 3.2. [BS, Th. 1.5 and §2.c] Let Π(x, y) be the Szego¨ kernel of the boundary X of
a bounded strictly pseudo-convex domain Ω in a complex manifold L. Then: there exists a
symbol s ∈ Sn(X ×X × R+) of the type
s(x, y, t) ∼
∞∑
k=0
tn−ksk(x, y)
so that
Π(x, y) =
∫ ∞
0
eitψ(x,y)s(x, y, t)dt
where the phase ψ ∈ C∞(X ×X) is determined by the following properties:
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• ψ(x, x) = 1
i
ρ(x) where ρ is the defining function of X.
• ∂¯xψ and ∂yψ vanish to infinite order along the diagonal.
• ψ(x, y) = −ψ¯(y, x).
The integral is defined as a complex oscillatory integral and is regularized by taking the
principal value (see [BS]). The phase is determined only up to a function which vanishes to
infinite order at x = y and its Taylor expansion at the diagonal is given by
ψ(x+ u, x+ v) =
1
i
∑ ∂α+βρ
∂zα∂z¯β
(x)
uα
α!
v¯β
β!
.(68)
The Szego¨ kernels ΠN are Fourier coefficients of Π and hence may be expressed as:
ΠN(x, y) =
∫ ∞
0
∫ 2π
0
e−iNθeitψ(rθx,y)s(rθx, y, t)dθdt(69)
where rθ denotes the S
1 action on X . Changing variables t 7→ Nt gives
ΠN(x, y) = N
∫ ∞
0
∫ 2π
0
eiN(−θ+tψ(rθx,y))s(rθx, y, tN)dθdt .(70)
We now fix z0 and consider the asymptotics of
ΠN (z0 +
u√
N
, 0; z0 +
v√
N
, 0)
= N
∫ ∞
0
∫ 2π
0
e
iN(−θ+tψ(z0+ u√
N
,θ;z0+
v√
N
,0))
s(z0 +
u√
N
, θ; z0 +
v√
N
, 0), tN)dθdt .
(71)
In our setting the phase takes the following concrete form: We let h(z, w¯) be the almost
analytic function on M ×M satisfying h(z, z¯) = ‖eL‖−2h (z). The function h(z, w¯) is defined
by
h(z0 + u, z¯0 + v¯) =
∑ ∂α+βh(z, z¯)
∂zα∂z¯β
(z0)
uα
α!
v¯β
β!
.(72)
We consider the complex manifold Y = L∗ and we let (z, λ) denote the coordinates of
ξ ∈ Y given by ξ = λ(e∗L)z. In the associated coordinates (x, y) = (z, λ, w, µ) on Y × Y , we
have:
ρ(z, λ) = 1− h(z, z¯)|λ|2, ψ(z, λ, w, µ) = 1
i
(1− h(z, w¯)λµ¯) .(73)
We consider Ω = {ρ < 0} and X = ∂Ω = {ρ = 0}. We may assume without loss of generality
that h(z, w¯) = h¯(w, z¯) since h(z, z¯) is real so we could replace h by 1
2
h(z, w¯) + 1
2
h¯(w, z¯). On
X we have h(z, z¯)|λ|2 = 1 so we may write λ = h(z, z¯)− 12 eiϕ, and similarly for µ. So for
(x, y) = (z, ϕ, w, ϕ′) ∈ X ×X we have
ψ(z, ϕ, w, ϕ′) =
1
i
[
1− h(z, w¯)√
h(z, z¯)
√
h(w, w¯)
ei(ϕ−ϕ
′)
]
.(74)
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It follows that
ψ(z0 +
u√
N
, θ; z0 +
v√
N
, 0)
=
1
i
1− h(z0 + u√N , z¯0 + v¯√N )√
h(z0 +
u√
N
, z¯0 +
u¯√
N
)
√
h(z0 +
v√
N
, z¯0 +
v¯√
N
)
eiθ
 .(75)
We now assume that eL is a normal frame centered at z0. By definition, this means that
h(z0) = 1, ∂h|z0 = ∂¯h|z0 = 0.(76)
We furthermore assume that our coordinates {zj} are chosen so that the Levi form of h is
the identity at z0:
∂2h
∂zα∂zβ
(z0, z¯0) = δαβ .(77)
(This is equivalent to specifying that ω(z0) =
i
2
∑
j dzj ∧ dz¯j .) Then by (72),
h(z0 +
u√
N
, z¯0 +
v¯√
N
) =
1
N
u · v¯ +O(N−3/2).(78)
Now let us return to the phase. It is given by
t
[
1−
h(z0 +
u√
N
, z¯0 +
v¯√
N
)
h(z0 +
u√
N
, z¯0 +
u¯√
N
)
1
2h(z0 +
v√
N
, z¯0 +
v¯√
N
)
1
2
eiθ
]
− iθ.(79)
By (78), the phase (79) has the form:
(t[1 − eiθ]− iθ) + t
N
[
u · v¯ − 1
2
|u|2 − 1
2
|v|2
]
eiθ +O(N−3/2).(80)
It is now evident that ΠN (z0 +
u√
N
, 0; z0 +
v√
N
, 0) is given by an oscillatory integral with
phase (t[1− eiθ]− iθ); the latter two terms can be absorbed into the amplitude.
Thus we have:
ΠN(z0 +
u√
N
, 0; z0 +
v√
N
, 0)
= N
∫∞
0
∫ 2π
0
eiN(t[1−e
iθ ]−iθ)et[u·v¯−
1
2
|u|2− 1
2
|v|2]+O(N−1/2)s(z0 + u√N , θ; z0 +
v√
N
, 0), tN)dθdt.
(81)
We may then evaluate the integral asymptotically by the stationary phase method as in [Ze].
The phase is precisely the same as occurs in ΠN(x, x), and as discussed in [Ze], the single
critical point occurs at t = 1, θ = 0. We may also Taylor-expand the amplitude to determine
its contribution to the asymptote. Precisely as in the calculation of the stationary phase
expansion in [Ze], we get:
ΠN(z0 +
u√
N
, 0; z0 +
v√
N
, 0) =
Nm
πm
eu·v¯−
1
2
|u|2− 1
2
|v|2 +O(Nm−
1
2 ).(82)
Finally, we note that
u · v¯ − 1
2
|u|2 − 1
2
|v|2 = −1
2
|u− v|2 + iℑ(u · v¯) ,
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which completes the proof of Theorem 3.1.
3.3. Universality of the scaling limit of correlations of zeros. We are now ready to
pass to the scaling limit as N → ∞ of the correlation functions of sections of powers LN
of our line bundle. To explain this notion, let us consider the case k = m where the zeros
are (almost surely) discrete. An m-tuple of sections of LN will have Nm times as many
zeros as m-tuples of sections of L. Hence we must expand our neighborhood (or contract
our “yardstick”) by a factor of Nm/2. Let z0 ∈ M and choose a coordinate neighborhood
U ∈ M with coordinates {zj} for which z0 = 0 and ω(z0) = i2
∑
q dzq ∧ dz¯q. We define the
n-point scaling limit zero correlation function
K∞nkm(z) = lim
N→∞
1
Nnk
KNnk
(
z√
N
)
, z = (z1, . . . , zn) ∈ (Cm)n .
We show below (Theorem 3.4) that this limit exists and that K∞nkm is universal by passing
to the limit in Theorem 2.4, using Theorem 3.1. First, we need the following fact:
Lemma 3.3. Let z1, . . . , zn be distinct points of Cm. Then
det
(
ΠH1 (z
p, 0; zp
′
, 0)
)
= e−
∑ |zp|2 det(ezp·z¯p′) 6= 0 .
Proof. We consider the first Szego¨ projector on the reduced Heisenberg group
ΠH1 : L2(Hmred)→ H21(Hmred) ≈ L2(Cm, e−|z|
2
) ∩O(Cm) ,(83)
where
L2(Cm, e−|z|2) =
{
f ∈ L2loc(Cm) :
∫
Cm
|f |2e−|z|2dz < +∞
}
.
(See the remark at the end of §1.3.2.) Its kernel can be written in the form
ΠH1 (z, θ;w, ϕ) = e
i(θ−ϕ)
∞∑
α=1
fα(z)fα(w) ,(84)
where the fα form a complete orthonormal basis for L2(Cm, e−|z|2) ∩ O(Cm). (E.g., {fα}
can be taken to be the set of monomials
{
cj1···jmz
j1
1 · · · zjmm
}
. In fact, ΠH1 (z, 0;w, 0)) is just
a “weighted Bergman kernel” on Cm.) We now mimic the proof of Lemma 2.3, except this
time we have an infinite sum over the index α; this sum converges uniformly on bounded sets
in Cm × Cm since the sup norm over a bounded set is dominated by the Gaussian-weighted
L2 norm (by the same argument as in the case of the ordinary Bergman kernel on a bounded
domain). We then obtain a nonzero vector (v1, . . . , vn) ∈ Cm such that
∑
p vpfα(z
p) = 0 for
all α. But then
∑
p vpf(z
p) = 0 for all polynomials f on Cm, a contradiction.
We can now show the universality of the scaling limit of the zero correlation functions:
Theorem 3.4. Let (L, h) be a positive Hermitian line bundle on an m-dimensional compact
complex manifold M with Ka¨hler form ω = i
2
Θh, let S = H0(M,LN )k (k ≥ 1), and give S
the standard Gaussian measure µ. Then
1
Nnk
KNnk
(
z1√
N
, . . . ,
zn√
N
)
= K∞nkm(z
1, . . . , zn) +O
(
1√
N
)
,
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where K∞nkm(z
1, . . . , zn) is given by a universal rational function in the quantities zpq , z¯
p
q , e
zp·z¯p′ ,
and the error term has ℓth order derivatives ≤ CS,ℓ√
N
on each compact subset S ⊂ (Cm)n, for
all ℓ ≥ 0.
Proof. By taking the scaling limit of (50), we obtain
K∞nkm(z) =
Pnkm
(
ΠH1 (z
p, zp
′
), dHw¯qΠ
H
1 (z
p, zp
′
), dHzqΠ
H
1 (z
p, zp
′
), dHzqd
H
w¯q′
ΠH1 (z
p, zp
′
)
)
πkn
[
det
(
ΠH1 (z
p, zp′)
)
1≤p,p′≤n
]k(n+1) .(85)
Indeed, since the coefficients of Λn are either of degree 1 in the coefficients of Cn or of degree
2 in the coefficients of Bn, we see by the proof of Theorem 2.4, using (23), (47)–(48) and
Theorem 3.1, that the leading term of the asymptotic expansion of KNnk is N
nk times the
right side of (85). The bound on the error term follows from Theorem 3.1 and Lemma 3.3.
Substituting into (85) the values of ΠH1 (z
p, zp
′
) and its horizontal derivatives obtained from
(22) (with N = 1) and (67) and canceling out common factors of e−|z
p|2/2 and π, we obtain
K∞nkm(z) =
Pnkm
(
ez
p·z¯p′ , (zpq − zp′q )ezp·z¯p
′
, (z¯p
′
q − z¯pq )ezp·z¯p
′
, [(zpq′ − zp
′
q′ )(z¯
p′
q − z¯pq ) + δqq′ ]ezp·z¯p
′)
πkn
[
det
(
ezp·z¯p
′)
1≤p,p′≤n
]k(n+1)
(86)
=
Qnkm
(
zpq , z¯
p
q , e
zp·z¯p′)
πkn
[
det
(
ezp·z¯p
′)]k(n+1) ,
where Qnkm is a universal polynomial (homogeneous of degree k(n+1) in each of the variables
ez
p·z¯p′ and with integer coefficients).
Remark: As we remarked previously, formula (85) is valid for any connection, so we can
replace the left invariant vector fields with their right-invariant counterparts to obtain
K∞nkm(z) =
Pnkm
(
ez
p·z¯p′ , zpqe
zp·z¯p′ , z¯p
′
q e
zp·z¯p′ , (zpq′ z¯
p′
q + δqq′)e
zp·z¯p′)
πkn
[
det
(
ezp·z¯p
′)
1≤p,p′≤n
]k(n+1) .(87)
4. Formulas for the scaling limit zero correlation function
We now apply the formulas from §§2.2–2.3 to transform (87) into explicit formulas for
K∞nkm. We use the right-invariant connection α
R so that dHzq = Z
R
q . Indeed, by the proofs of
Theorems 2.4 and 3.4 (which use formulas (40), (42), (46)–(48)), formula (87) becomes
K∞nkm(z
1, . . . , zn) =
1
πkn detAnkm
〈
n∏
p=1
det(apap∗)
〉
Λnkm
,(88)
where
Λnkm = Cnkm − B∗nkmA−1nkmBnkm(89)
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with
Ankm =
(
δjj′S(z
p, zp
′
)
)
, S(z, w) = exp
(
m∑
r=1
zrwr
)
,
Bnkm =
(
δjj′Sq′(z
p, zp
′
)
)
, Sq′(z, w) = zq′ exp
(
m∑
r=1
zrwr
)
,
Cnkm =
(
δjj′Sqq′(z
p, zp
′
)
)
, Sqq′(z, w) = (δqq′ + wqzq′) exp
(
m∑
r=1
zrwr
)
j, j′ = 1, . . . , k; p, p′ = 1, . . . , n; q, q′ = 1, . . . , m.
(90)
The metric tensor gp in (42) becomes a unit tensor in the scaling limit, so there is no γp on
the right in (88).
Because ΠH1 is invariant with respect to unitary transformations and equivariant with
respect to translations (i.e., ΠH1 (z + u, w + u) = e
iℑ(z·u¯)e−iℑ(w·u¯)ΠH1 (z, w)), the scaling limit
zero correlation K∞nkm is invariant with respect to the group of isometric transformations—
unitary transformations and translations—of Cm.
In particular, the limit one-point zero correlation, or the zero-density function, is constant,
since it is invariant under translation. Indeed by (90), A1km = e
|z|2Ik and Λ1km = e|z|
2
Ikm,
where Ik, resp. Ikm, denotes the unit k × k, resp. (km) × (km), matrix. Thus by (88) and
the Wick formula,
K∞1km(z) =
1
πkek|z|2
〈
det
(
m∑
q=1
a¯jqaj′q
)
j,j′=1,...,k
〉
e|z|2Ikm
=
m!
πk(m− k)! .(91)
Thus we define the normalized n-point scaling limit zero correlation function
K˜∞nkm(z) = (K
∞
1km)
−nK∞nkm(z) =
(
πk(m− k)!
m!
)n
K∞nkm(z) .(92)
Remark: These formulas also follow from §2.4. For example, equation (91) is a consequence
of (62) since
K∞1km(z) =
1
Nk
KN1k(z) .
Furthermore, using the notation of §2.4, we observe that
lim
N→∞
SN
(
z√
N
,
w√
N
)
= lim
N→∞
(
1 +N−1
m∑
r=1
zrwr
)N
= S(z, w) ,
lim
N→∞
N−1/2SNq′
(
z√
N
,
w√
N
)
= Sq′(z, w) ,
lim
N→∞
N−1SNqq′
(
z√
N
,
w√
N
)
= Sqq′(z, w) .
(93)
Equations (93) provide an alternate derivation of (90).
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4.1. Decay of correlations. Explicit formulas for the correlation functions K˜∞nkm can be
obtained from (88), (90) and the Wick formula. We shall illustrate these computations for
the cases n = 2, k = 1, 2 in §§4.2–4.3 below. We now note that the limit correlations are
“short range” in the following sense:
Theorem 4.1. The correlation functions satisfy the estimate
K˜∞nkm(z
1, . . . , zn) = 1 +O(r4e−r
2
) as r →∞ , r = min
p 6=p′
|zp − zp′ | .
Proof. We use formula (85), which comes from (88)–(89) as in the proof of Theorem 3.4. To
determine the matrices A,B,C, we let dHzq = Z
L
q , d
H
w¯q = W¯
L
q (instead of the right-invariant
vector fields we used above). Recalling (22), we have:
Ajpj′p′ = δjj′A
p
p′ , A
p
p′ = π
mΠH1 (z
p, 0; zp
′
, 0) ,
Bjpj′p′q′ = δjj′(z
p
q′ − zp
′
q′ )A
p
p′ ,(94)
Cjpqj′p′q′ = δjj′
(
δqq′ + (z¯
p′
q − z¯pq )(zpq′ − zp
′
q′ )
)
App′ .
By (67),
App′ =
{
1 p = p′
O(e−r
2/2) p 6= p′ ,
B = O(re−r
2/2) ,
C = I +O(r2e−r
2/2) , Cjpqjpq = 1 .
Recalling (40), we have
Λ = I +O(r2e−r
2/2) , Λjpqjpq = 1 +O(r
2e−r
2
) .(95)
We now apply formula (88); note that the Wick formula involves terms that are products
of diagonal elements of Λ, and products that contain at least two off-diagonal elements of
Λ. The former terms are of the form 1 +O(r2e−r
2
), and the latter are O(r4e−r
2
). Similarly,
detA = 1 +O(r4e−r
2
). The desired estimate then follows from (92).
We shall see from our computations of the pair correlation below that Theorem 4.1 is
sharp. The theorem can be extended to estimates of the connected correlation functions
(called also truncated correlation functions, cluster functions, or cumulants), as follows. The
n-point connected correlation function is defined as (see, e.g., [GJ, p. 286])
T˜∞nkm(z
1, . . . , zn) =
∑
G
(−1)l+1(l − 1)!
l∏
j=1
K˜∞njkm(z
i1 , . . . , zinj ),(96)
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where the sum is taken over all partitions G = (G1, . . . , Gl) of the set (1, . . . , n) and Gj =
(i1, . . . , inj ). In particular, recalling that K˜
∞
1km ≡ 1,
T˜∞1km(z
1) = K˜∞1km(z
1) = 1 ,
T˜∞2km(z
1, z2) = K˜∞2km(z
1, z2)− K˜∞1km(z1)K˜∞1km(z2) = K˜∞2km(z1, z2)− 1 ,
T˜∞3km(z
1, z2, z3) = K˜∞3km(z
1, z2, z3)− K˜∞2km(z1, z2)K˜∞1km(z3)− K˜∞2km(z1, z3)K˜∞1km(z2)
− K˜∞2km(z2, z3)K˜∞1km(z1) + 2K˜∞1km(z1)K˜∞1km(z2)K˜∞1km(z3)
= K˜∞3km(z
1, z2, z3)− K˜∞2km(z1, z2)− K˜∞2km(z1, z3)− K˜∞2km(z2, z3) + 2 ,
and so on. The inverse of (96) is
K˜∞nkm(z
1, . . . , zn) =
∑
G
l∏
j=1
T˜∞njkm(z
i1 , . . . , zinj )(97)
(Moebius’ theorem). The advantage of the connected correlation functions is that they go
to zero if at least one of the distances |zi − zj | goes to infinity (see Corollary 4.3 below). In
our case the connected correlation functions can be estimated as follows. Define
d(z1, . . . , zn) = max
G
∏
l∈L
|zi(l) − zf(l)|2e−|zi(l)−zf(l)|2/2.(98)
where the maximum is taken over all oriented connected graphs G = (V, L, i, f) such that
V = (z1, . . . , zn) and for every vertex zj ∈ V there exist at least two edges emanating from
zj . Here V denotes the set of vertices of G, L the set of edges, and i(l) and f(l) stand for
the initial and final vertices of the edge l, respectively. Observe that the maximum in (98)
is achieved at some graph G, because te−t/2 ≤ 2/e < 1 and therefore the product in (98) is
less or equal (2/e)|L| which goes to zero as |L| → ∞.
Theorem 4.2. The connected correlation functions satisfy the estimate
T˜∞nkm(z
1, . . . , zn) = O(d(z1, . . . , zn)) as max
p,q
|zp − zq| → ∞ ,
provided that minp,q |zp − zq| ≥ c > 0.
This theorem implies Theorem 4.1 because of the inversion formula (97). To prove the
theorem let us remark that we can rewrite (88) (using the Wick theorem) as a sum over
Feynman diagrams. Namely, for the normalized correlation functions K˜∞nkm(z
1, . . . , zn) we
have that
K˜∞nkm(z
1, . . . , zn) =
[(m− k)!/m!]n
detAnkm
∑
F
AF(z1, . . . , zn) ,(99)
where the sum is taken over all graphs F = (V, L, i, f) (Feynman diagrams) such that
V = (z1, . . . , zn) and the edges l ∈ L connect the paired variables ai(l)jq , af(l)∗j′q′ in a given term
of the Wick sum for K˜∞nkm(z
1, . . . , zn). The function AF (z1, . . . , zn) is a sum over all terms
in the Wick sum with a fixed Feynman diagram F . In other words, to get AF (z1, . . . , zn)
we fix pairings (apjq, a
p′∗
j′q′) prescribed by F and sum up in the Wick formula over all indices
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j, q at every ap. A remarkable property of the connected correlation functions is that they
are represented by the sum over connected Feynman diagrams (see, e.g., [GJ]),
T˜∞nkm(z
1, . . . , zn) =
[(m− k)!/m!]n
detAnkm
∑
F
conn
AF(z
1, . . . , zn) .(100)
Since detAnkm ≥ c1 > 0 and |Λjpqj′p′q′| ≤ c2 < +∞ when minp,q |zp − zq| ≥ c > 0, we conclude
from (40), (94) and (67) that for all connected Feynman diagrams F ,
AF(z1, . . . , zn) = O(d) ,(101)
where d = d(z1, . . . , zn) is defined in (98). Summing up over F , we prove Theorem 4.2.
Corollary 4.3. The connected correlation functions satisfy the estimate
T˜∞nkm(z
1, . . . , zn) = O(R2e−R
2/2) as R→∞ , R = max
p,q
|zp − zq| ,
provided that minp,q |zp − zq| ≥ c > 0.
4.2. Hypersurface pair correlation. We now give an explicit formula [(110)] for pair
correlations in codimension 1 (k = 1, n = 2). The case m = 1 of this formula coincides,
as it must, with the formula given by [Han] and [BBL] for the universal scaling limit pair
correlation for SU(2) polynomials. In another paper [BSZ], we gave a different proof of (110)
using the Poincare´-Lelong formula.
Since the scaling-limit pair correlation function K∞2km(z
1, z2) is invariant with respect to
the group of isometries of Cm, it depends only on the distance r = |z1 − z2|, so we can set
z1 = 0 and z2 = (r, 0, . . . , 0). To simplify notation, we shall henceforth write A = A2km, B =
B2km, C = C2km, Λ = Λ2km.
In this case, (90) reduces to
A =
(
1 1
1 er
2
)
;
B = (Bpp′q); (B
p
p′1) =
(
0 0
r rer
2
)
; (Bpp′q) =
(
0 0
0 0
)
, q ≥ 2;
C = (Cpqp′q′); (C
p1
p′1) =
(
1 1
1 (1 + r2)er
2
)
; (Cpqp′q′) = δqq′
(
1 1
1 er
2
)
, q, q′ ≥ 2.
(102)
The matrix
Λ = (Λpqp′q′) = C − B∗A−1B(103)
is given by
Λp1p′1 =

eu − 1− u
eu − 1
eu − 1− ueu
eu − 1
eu − 1− ueu
eu − 1
e2u − eu − ueu
eu − 1
 ; Λpqp′q′ = δqq′ ( 1 11 eu
)
, q, q′ ≥ 2 ,(104)
where u = r2 = |z1 − z2|2. By (88), (92) and the formula for A in (102), we have
K˜∞21m(z
1, z2) =
1
m2(eu − 1)
〈(
m∑
q=1
a1qa
1
q
)(
m∑
q′=1
a2q′a
2
q′
)〉
Λ
(105)
34 PAVEL BLEHER, BERNARD SHIFFMAN, AND STEVE ZELDITCH
By the Wick formula (see for example, [Si, (I.13)]),
K˜∞21m(z
1, z2) =
1
m2(eu − 1)
[(
m∑
q=1
〈a1qa1q〉Λ2
)(
m∑
q′=1
〈a2q′a2q′〉Λ2
)
+
m∑
q,q′=1
〈a1qa2q′〉Λ2〈a1qa2q′〉Λ2
]
=
1
m2(eu − 1)
[(
m∑
q=1
Λ1q1q
)(
m∑
q′=1
Λ2q
′
2q′
)
+
m∑
q,q′=1
Λ1q2q′Λ
2q′
1q
]
.
(106)
Substituting the values of Λpqp′q′ given by (104), we obtain
K˜∞21m(z
1, z2) =
1
m2(eu − 1)
[(
eu − 1− u
eu − 1 +m− 1
)(
e2u − eu − ueu
eu − 1 + (m− 1)e
u
)
+
(
eu − 1− ueu
eu − 1
)2
+ (m− 1)
]
, u = |z1 − z2|2 .
(107)
After simplification,
K˜∞21m(z
1, z2) =
u2(e2u + eu)− 2u(e2u − eu) +m2(eu − 1)2eu +m(eu − 1)2
m2(eu − 1)3 .(108)
Putting u = 2t and writing
K˜∞21m(z
1, z2) = κ1m(|z1 − z2|) ,(109)
we then obtain
κ1m(r) =
[
1
2
(m2 +m) sinh2 t+ t2
]
cosh t− (m+ 1)t sinh t
m2 sinh3 t
+
(m− 1)
2m
, t =
r2
2
.(110)
The case m = 1 of formula (110) was obtained by Bogomolny-Bohigas-Leboeuf [BBL] and
Hannay [Han].
As r →∞,
κ1m(r) = 1 +
r4 − 2(m2 + 1)r2 +m(3m+ 1)
m2
e−r
2
+O(r4e−2r
2
) .(111)
The following expansion of the correlation function was obtained from (110) using MapleTM:
κ1m =
m− 1
2m
t−1 +
m− 1
2m
+
1
6
(m+ 2) (m+ 1)
m2
t− 1
90
(m+ 4) (m+ 3)
m2
t3
+
1
945
(m+ 6) (m+ 5)
m2
t5 − 1
9450
(m+ 8) (m+ 7)
m2
t7
+
1
93555
(m+ 10) (m+ 9)
m2
t9 − 691
638512875
(m+ 12) (m+ 11)
m2
t11
+
2
18243225
(m+ 14) (m+ 13)
m2
t13 − · · · .
In particular, in the one-dimensional case we have
κ11(r) =
1
2
r2 − 1
36
r6 +
1
720
r10 − 1
16800
r14 + · · · .(112)
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4.3. Pair correlation in higher codimension. Next we compute the two-point correla-
tion functions for the case k = 2. For k > 1, we have
A = (Ajpj′p′) = (δjj′A
p
p′) , B = (B
jp
j′p′q′) = (δjj′B
p
p′q′) , C = (C
jpq
j′p′q′) = (δjj′C
pq
p′q′) ,(113)
where App′, B
p
p′q′, C
pq
p′q′ are given by (102). It follows that
Λ = (Λjpqj′p′q′) = (δjj′Λ
pq
p′q′) ,(114)
where Λpqp′q′ is given by (104).
By (88),
K∞2km(z
1, z2) =
1
π2k(eu − 1)k
〈
det
∣∣∣a1ja1j′∣∣∣
j,j′=1,...,k
det
∣∣∣a2ja2j′∣∣∣
j,j′=1,...,k
〉
Λ
, apja
p
j′ =
m∑
q=1
apjqa
p
j′q ,
(115)
where u = r2 = |z1 − z2|2 as before. Observe that the random variables apjq and ap
′
j′q′ are
independent if either j 6= j′ or q 6= q′.
Recalling (92), we write
K˜∞2km(z
1, z2) = κkm(|z1 − z2|) .(116)
When k = 2, (115) reduces to the following
κ2m(r) =
〈[
(a11a
1
1)(a
1
2a
1
2)− (a11a12)(a12a11)
] [
(a21a
2
1)(a
2
2a
2
2)− (a21a22)(a22a21)
]〉
Λ
m2(m− 1)2(eu − 1)2 .(117)
By the Wick formula,
κ2m(r) =
d11 − d21 − d12 + d22
m2(m− 1)2(eu − 1)2 ,(118)
where
d11 =
〈
(a11a
1
1)(a
1
2a
1
2)(a
2
1a
2
1)(a
2
2a
2
2)
〉
Λ
=
∑
α,β,γ,δ
〈
a11αa
1
1αa
1
2βa
1
2βa
2
1γa
2
1γa
2
2γa
2
2γ
〉
Λ
=
∑
α,β,γ,δ
Λ1α1αΛ
1β
1βΛ
2γ
2γΛ
2δ
2δ + 2
∑
α,β,γ
Λ1α1αΛ
1β
2βΛ
2β
1βΛ
2γ
2γ +
∑
α,β
Λ1α2αΛ
2α
1αΛ
1β
2βΛ
2β
1β
=
[(∑
q Λ
1q
1q
)(∑
q Λ
2q
2q
)
+
∑
q Λ
1q
2qΛ
2q
1q
]2
;
(119)
similarly,
d12 =
〈
(a11a
1
1)(a
1
2a
1
2)(a
2
1a
2
2)(a
2
2a
2
1)
〉
Λ
=
(∑
q
[
Λ2q2q
]2)(∑
q Λ
1q
1q
)2
+ 2
(∑
q Λ
2q
2qΛ
2q
1qΛ
1q
2q
)(∑
q Λ
1q
2q
)
+
∑
q
[
Λ2q1qΛ
1q
1q
]2
,
(120)
d21 =
〈
(a11a
1
2)(a
1
2a
1
1)(a
2
1a
2
1)(a
2
2a
2
2)
〉
Λ
=
(∑
q
[
Λ1q1q
]2)(∑
q Λ
2q
2q
)2
+ 2
(∑
q Λ
1q
1qΛ
2q
1qΛ
1q
2q
)(∑
q Λ
2q
2q
)
+
∑
q
[
Λ2q1qΛ
1q
2q
]2
,
(121)
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d22 =
〈
(a11a
1
2)(a
1
2a
1
1)(a
2
1a
2
2)(a
2
2a
2
1)
〉
Λ
=
(∑
q
[
Λ1q1q
]2)(∑
q
[
Λ2q2q
]2)
+ 2
∑
q Λ
1q
1qΛ
2q
2qΛ
2q
1qΛ
1q
2q +
(∑
q Λ
2q
1qΛ
1q
2q
)2
.
(122)
Substituting the values of the matrix elements of Λ we then obtain
κ2m(r) =
(m2 −m)e2u + 2(m− 1)eu + 2
(eu − 1)2m(m− 1) −
4ueu[(m− 1)eu + 1](m+ 1)
(eu − 1)3(m− 1)m2
+
2u2eu[(m− 1)e2u + 2meu + 1]
(eu − 1)4(m− 1)m2 , u = r
2.
(123)
As r →∞,
κ2m = 1 +
2[r4 − 2(m+ 1)r2 +m(m+ 1)]e−r2
m2
+O(r4e−2r
2
) .(124)
As r → 0,
κ2m(r) =
m− 2
m
r−4 +
m− 2
m
r−2 +
5m2 − 7m+ 12
12(m− 1)m +
(m− 2)(m+ 2)(m+ 1)
12(m− 1)m2 r
2
+
(m+ 3)(m+ 2)
240(m− 1)m r
4 − (m− 2)(m+ 4)(m+ 3)
720(m− 1)m2 r
6 + . . .
(125)
When m = 2 the asymptotics reduce to
κ22(r) =
3
4
+
r4
24
− r
8
288
+
r12
4800
− r
16
96768
+ . . . ,(126)
and in this case κ22 is a series in r
4.
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