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Recent progress on the network activation problem
Takuro Fukunaga
National Institute of Informatics
JST, ERATO,
Kawarabayashi Large Graph Project
takuro@nii.ac.jp
Abstract: In the network activation problem, each edge in a graph is associated with an
activation function that decides whether the edge is activated from weights assigned to its end
nodes. The feasible solutions of the problem are node weights, such that the activated edges
form graphs of required connectivity, and the objective is to find a feasible solution minimizing
its total weight. This problem includes the node-weighted network design problem, as well
as several important applications motivated by communication networks. In this paper we
introduce recent results on approximation algorithms for the network activation problem.
Keywords: network activation, survivable network design, spider covering algo-
rithm
1 Introduction
The network activation problem is a problem of activating a well-connected network by assigning weights
to nodes. The problem is formally described as follows. Given a graph G = (V,E) and a set W of
non-negative real numbers, a solution in the problem is a node weight function w : V →W . For u, v ∈ V ,
let {u, v} and uv denote the unordered and ordered pairs of u and v, respectively. Each edge {u, v} ∈ E
is associated with an activation function ψuv : W ×W → {true, false} such that ψuv(i, j) = ψvu(j, i)
holds for any i, j ∈ W . In this paper, each activation function ψuv is supposed to be monotone, i.e., if
ψuv(i, j) = true for some i, j ∈ W , then ψuv(i′, j′) = true for any i′, j′ ∈ W with i′ ≥ i and j′ ≥ j. An
edge {u, v} is activated by w if ψuv(w(u), w(v)) = true. Let Ew be the set of edges activated by w in E.
A node weight function w is feasible in the network activation problem if Ew satisfies given constraints,
and the objective of the problem is to find a feasible node weight function w that minimizes
∑
v∈V w(v),
denoted by w(V ). We assume without loss of generality that 0 ∈ W . We also assume throughout the
paper that G is undirected even though the problem can be defined for directed graphs as well.
In this paper, we pose connectivity constraints on the set Ew of activated edges. Namely, we are given
demand pairs {s1, t1}, . . . , {sd, td} ⊆ V associated with connectivity requirements r1, . . . , rd defined as
natural numbers. [d] denotes {1, . . . , d}, k denotes maxi∈[d] ri, and a node that participates in some
demand pair is called a terminal. The constraints require that the connectivity between si and ti in
the graph (V,Ew) is at least ri for each i ∈ [d]. We consider three definitions of connectivity: edge-
connectivity, node-connectivity, and element-connectivity. The edge-connectivity between two nodes u
and v is the maximum number of edge-disjoint paths between u and v, and the node-connectivity between
u and v is the maximum number of inner disjoint paths between u and v. The element-connectivity is
defined only for pairs of terminals, and for two terminals u and v, it is defined as the maximum number
of paths between them that are disjoint in edges and in non-terminal nodes. The edge-connectivity
network activation problem denotes the problem with the edge-connectivity constraints. The node- and
the element-connectivity network activation problems are defined similarly.
The network activation problem is closely related to the survivable network design problem (SNDP), a
problem of constructing a cheap network that is sufficiently connected. A feasible solution to the SNDP
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is a subgraph (V, F ) of a given graph G = (V,E) that satisfies the connectivity constraints. There are
two popular variations, called the edge- and node-weighted SNDPs. In the edge-weighted SNDP, each
edge in the graph is associated with a weight w(e), and the objective is to minimize the weight w(F ) of
F defined as
∑
e∈F w(e). In the node-weighted SNDP, a weight w(v) is given for each node v ∈ V , and
the objective is to minimize
∑
v∈V (F ) w(v), where V (F ) denotes the set of end nodes of edges in F . We
denote
∑
v∈V (F ) w(v) by w(V (F )) in the sequel. It is known that the node-weighted SNDP generalizes
the edge-weighted SNDP.
It can be seen that the network activation problem extends the node-weighted SNDP. Given node
weights w′ : V → R≥0, let W = {w′(v) : v ∈ V } ∪ {0}, and define a monotone activation function ψuv for
{u, v} ∈ E so that ψuv(i, j) = true if and only if i ≥ w′(u) and j ≥ w′(v). A minimal solution w : V →W
to the network activation problem with these activation functions does not assign a weight larger than
w′(v) to v ∈ V . Hence, if an edge activated by w is incident to a node v, then w(v) = w′(v) holds without
loss of generality. Therefore, the node-weighted SNDP with w′ is equivalent to the network activation
problem with ψ defined from w′.
The extension from the SNDP to the network activation problem is not only important from a technical
viewpoint but also for practical reasons. In the node-weighted SNDP, for each node, one is required to
decide whether it is chosen. In contrast, the network activation problem demands a decision concerning
which weight is assigned to a node. In other words, the network activation problem admits more than two
choices while the node-weighted SNDP admits only two choices for each node. This rich structure of the
network activation problem enables to capture many problems motivated by realistic applications. In fact,
Panigrahi [18] discussed numerous applications to wireless networks. In wireless networks, the success of
communication between two base stations depends on factors such as physical obstacles between them,
positions of antennas, and signal strength. Panigrahi suggested that many problems related to wireless
networks can be modeled by the network activation problem. Moreover, the author and Maehara [8]
observed that a problem of constructing a network with less monitoring cost of link failures is formulated
as the network activation problem.
In this paper, we review recent results on a prize-collecting version of the network activation problem
given in [7]. In the prize-collecting network activation problem (PCNAP), each demand pair {si, ti} is
associated with not only a connectivity requirement ri, but also a non-negative real number pii, which
is called the penalty. The edge set Ew activated by a solution w is allowed to violate the connectivity
requirements, but it has to pay the penalty pii if it does not satisfy the connectivity requirement for
{si, ti}. The objective of the problem is to minimize the sum of w(V ) and the penalties we have to
pay. The author gave in [7] the first nontrivial algorithms for this problem. They relies on several new
findings such as a nontrivial linear programming (LP) relaxation of the problem, a primal-dual algorithm
for computing a subgraph called spider, and a potential function for analyzing a greedy algorithm. We
briefly introduce these results in this paper.
The rest of this paper is organized as follows. In Section 2, we review related work on the network
activation problem. In Section 3, we present a brief overview of the results obtained in [7]. In Section 4,
we conclude the paper by mentioning several open problems.
2 Related work
The SNDP is a well-studied optimization problem, and there are substantial number of studies regarding
algorithms for it. The best known approximation factors for the edge-weighted SNDP are 2 for the edge-
[10] and element-connectivity [5], and O(k3 log |V |) for node-connectivity [4]. For the node-weighted
SNDP, Nutov [14] gave an O(k log |V |)-approximation algorithm with edge-connectivity requirements,
and element-connectivity requirements in [15]. His algorithm is based on an algorithm for the problem
of covering uncrossable biset families by edges, where a biset is an ordered pair of two node sets, and
an uncrossable family is a family closed under some uncrossing operations (we will present their formal
definitions later). However, his analysis of the algorithm for covering uncrossable biset families has an
error (see [7]).
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The prize-collecting SNDP has also been well studied. As for edge-weighted graphs, we refer to only
Hajiaghayi et al. [9] whereas many papers studied related problems such as the prize-collecting Steiner tree
and forest. Recently much attention has been paid to node-weighted graphs. Ko¨nemann, Sadeghian, and
Sanita` [12] gave an O(log |V |)-approximation algorithm for the prize-collecting node-weighted Steiner tree
problem. Their algorithm has the Lagrangian multiplier preserving property, which is useful in many
contexts. They also pointed out a technical error in Moss and Rabani [13]. Bateni, Hajiaghayi, and
Liaghat [1] gave an O(log |V |)-approximation algorithm for the prize-collecting node-weighted Steiner
forest problem with application to the budgeted Steiner tree problem. Chekuri, Ene, and Vakilian [3]
gave an O(k2 log |V |)-approximation for the prize-collecting SNDP with edge-connectivity requirements,
which they later improved to O(k log |V |)-approximation and also extended to the element-connectivity
requirements (refer to [19]). We note that the proof in [19] implies that the algorithm in [15] works
for the node-weighted SNDP with element-connectivity requirements, as Nutov originally claimed, even
though his analysis of the algorithm for covering uncrossable biset families is not correct in general.
We also note that the algorithm for the element-connectivity requirements in [19] implies O(k4 log |V |)-
approximation for node-connectivity requirements, using the reduction from node-connectivity require-
ments to the element-connectivity requirements presented by Chuzhoy and Khanna [4].
Concerning the network activation problem, Panigrahi [18] gave O(log |V |)-approximation algorithms
for k ≤ 2 and proved that it is NP-hard to obtain an o(log |V |)-approximation algorithm even when
activated edges are required to be a spanning tree. Nutov [17] presented approximation algorithms
for higher connectivity requirements, including O(k log |V |)-approximation for the edge- and element-
connectivity and O(k4 log2 |V |)-approximation for the node-connectivity. He also discussed special node-
connectivity requirements such as rooted and subset requirements. These results are built based on his
research in [15] for covering uncrossable biset families. This contains an error as mentioned above, and
the rectification offered in [19] cannot be extended to the network activation problem. Therefore, the
network activation problem had no non-trivial algorithms for the element- and node-connectivity before
the author’s work [7].
An important factor in most of the research mentioned above is the greedy spider cover algorithm.
The notion of spiders was invented by Klein and Ravi [11] in order to solve the node-weighted Steiner
tree problem. It was originally defined as a tree that admits at most one node of degree larger than
two and that spans at least two terminals. The node of degree larger than two is called the head, and
nodes of degree one are called the feet of the spider. It is supposed without loss of generality that each
foot of a spider is a terminal. If all nodes have degrees of at most two, then an arbitrary node is chosen
to be the head. Klein and Ravi [11] proved that any Steiner tree can be decomposed into node-disjoint
spiders so that each terminal is included in some spider. The density of a subgraph is defined as its node
weight divided by the number of terminals included in it. The decomposition theorem implies that there
exists a spider with a density of at most that of Steiner trees. Since contracting a spider with f feet
decreases the number of terminals by at least f − 1, a greedy algorithm to repeatedly contract minimum
density spiders achieves O(log |V |)-approximation. Minimum density spiders are hard to compute but
their relaxations can be computed by a simple algorithm that involves first guessing the place of the head
and number of feet, which is possible because there are only |V | options for each. Let h be the head,
and f be the number of feet. We then compute a shortest path from h to each terminal, and choose
the f shortest paths from them. The union of these shortest paths is not necessarily a spider, but its
density is at most that of spiders, and contracting the union can play the same role as contracting spiders.
Nutov [14, 15, 17] extended the notion of spiders to uncrossable biset families, and demonstrated in the
sequence of his research that they are useful for the node-weighted SNDP and the network activation
problem.
3 Prize-collecting network activation problem
In this section, we give an overview of approximation algorithms for PCNAP given in [7]. Algorithms
given in [7] achieve O(k log |V |)-approximation for the edge-connectivity PCNAP, and O(k2 log |V |)-
11




edge-weighted SNDP 2 Jain [10] 2.54 Hajiaghayi et al. [9]
node-weighted SNDP O(k log |V |) Nutov [14] O(k log |V |) Chekuri et al. [3]
network activation O(k log |V |) Nutov [17] O(k log |V |) Fukunaga [7]
element-connectivity
edge-weighted SNDP 2 Fleischer et al. [5] 2.54 Hajiaghayi et al. [9]
node-weighted SNDP O(k log |V |) Vakilian [19] O(k log |V |) Vakilian [19]
network activation O(k2 log |V |) Fukunaga [7] O(k2 log |V |) Fukunaga [7]
approximation for the element-connectivity PCNAP. Table 1 summarizes the approximation factors
achieved by these algorithms and other related studies. Using decompositions of connectivity require-
ments given in [4], we can also achieve O(k5 log2 |V |)-approximation for the node-connectivity PCNAP.
These results give the first non-trivial algorithms for the PCNAP. We also recall that, besides these
algorithms, no algorithms were known even for the element- and node-connectivity network activation
problems. For wireless networks, it is natural to consider node-connectivity, which represents tolerance
against node failures, rather than edge-connectivity, which represents tolerance against link failures.
Hence, these results are important for not only theory but also applications.
Let us present a high level overview of these algorithms. The algorithms first reduce the problem with
high connectivity requirements to the augmentation problem, which asks to increase the connectivity of
demand pairs by one. This is a standard trick for SNDP, and the author showed that this trick can
work even for the PCNAP. Then, the algorithms compute an optimal solution to an LP relaxation, and
discards some of the demand pairs according to the optimal solution, which is a popular way to deal with
prize-collecting problems since Bienstock et al. [2]. In the last step, the algorithms solves the problem
using the greedy spider cover algorithm. To obtain an approximation guarantee, it is required to show
that the minimum density of spiders can be bounded in terms of the optimal value of the LP relaxation.
This is achieved by presenting a primal-dual algorithm for computing spiders, which is the same approach
as [3, 1, 19].
As observed from this overview, the algorithms rely on many ideas given in the previous studies on
the prize-collecting SNDP and the network activation problem. However, it is highly nontrivial to apply
these ideas for the PCNAP, and it requires several new ideas to obtain the algorithms. Specifically,
the technical contributions of [7] are based on the following three new findings: an LP relaxation of the
problem, a primal-dual algorithm for computing spiders, and a potential function for analyzing the greedy
spider cover algorithm. Below we explain these one by one.
LP relaxation
Nutov’s spider decomposition theorem is useful for the biset covering problem defined from the SNDP and
the network activation problem, but we have to strengthen it for solving their prize-collecting versions.
We define an LP relaxation of the problem and compare the minimum density of spiders with the density
of fractional solutions feasible to this relaxation. The same attempt has been made previously by [1, 3, 12]
for the node-weighted SNDP, but our situation is much more complicated. Each connectivity requirement
in the node-weighted SNDP can be simply represented by demands on the number of chosen nodes in
node cuts of graphs, which naturally formulates an LP relaxation that performs well. On the other hand,
the network activation problem requires the decision of which edges are activated for covering bisets in
addition to the decision on which weights are assigned to nodes for activating the edges. Hence an LP
relaxation for the network activation problem needs variables corresponding to edges and nodes whereas
that for the node-weighted SNDP needs only variables corresponding to nodes. However, dealing with
12
both edge and node variables introduces a large integrality gap into a natural LP relaxation for the
network. Hence we require to formulate an LP relaxation carefully.
In [7], the author proposed a new LP that lifts the natural LP relaxation for the PCNAP. It is non-
trivial even to see that the LP relaxes the PCNAP. The author proved it using the structure of biset
families defined from the connectivity constraints, wherein the biset family can be decomposed into a
polynomial number of ring biset families, and the degree of each node is at most two in any minimal edge
cover of a ring biset family.
The idea on formulating the LP relaxation is potentially useful for other covering problems. The
author pointed out in [6] that a natural LP relaxation has a large integrality gap for many covering
problems in node-weighted graphs. He also presented several tight approximation algorithms using the
LP relaxations designed based on the idea proposed in [7].
Primal-dual algorithm for computing spiders
For bounding the minimum density of spiders in terms of optimal values of our relaxation, the author
presented a primal-dual algorithm for computing spiders. Usually, a primal-dual algorithm computes
fractional solutions feasible to the dual of an LP relaxation together with primal solutions, but this
seems difficult for the relaxation because of its complicated form. Hence, the algorithm does not directly
compute solutions feasible to the dual of our relaxation. Instead, another LP simpler than our relaxation
is defined, and the algorithm computes feasible solutions to the dual of this simpler LP. Although the
simpler LP does not relax our relaxation, we can show that it is within a constant factor of the relaxation
if biset families are restricted to laminar families of cores, which are bisets that do not include more than
one minimal biset. The primal-dual algorithm computes dual solutions that assign non-zero values only
to variables corresponding to cores in laminar families. Hence, the density of spiders can be analyzed in
terms of our relaxation.
Summarizing, the algorithm uses two different LPs: the LP obtained by lifting the natural relaxation
is used for deciding which demand pairs are discarded in the first step, and the simpler LP with laminar
core families is used in the second step that iterates choosing spiders. We note that the simpler LP cannot
be used in the first step because of two reasons. First, we do not know beforehand which laminar core
families will be used, and second, we have different laminar families in distinct iterations.
Although the primal-dual algorithm for the simpler LP seems to be similar to primal-dual algorithms
known for related problems, its design and analysis is not trivial. One reason for this is the existence
of more than one choice of weights for each end node of activated edges as we have already mentioned.
Another reason is the involved structure of bisets. Since a biset is defined as an ordered pair of two node
sets, covering a biset family by edges is a much more difficult problem than covering a set family, for which
primal-dual algorithms are often studied. Indeed, the algorithm utilizes many non-trivial properties of
uncrossable biset families. Vakilian [19] also studied a primal-dual algorithm for computing a spider
on an uncrossable biset family, but his algorithm uses a property of biset families arising from node-
weighted SNDP with element-connectivity requirements. On the other hand, the algorithm of [7] deals
with arbitrary uncrossable biset families.
Potential function for analyzing greedy spider cover algorithm
Nutov [15] claimed that repeatedly choosing a constant approximation of minimum density spiders
achieves O(log |V |)-approximation for covering uncrossable biset families. This claim is true if biset
families are defined from edge-connectivity requirements. However it is not true for all uncrossable biset
families. The claim is based on the fact that contracting a spider with f feet decreases the number of
minimal bisets by a constant fraction of f . However there is a case in which contracting a spider does
not decrease the number at all. Chekuri, Ene, and Vakilian [19] showed that the claim is true for biset
families arising from the node-weighted SNDP, but it cannot be extended to arbitrary uncrossable biset
families, including those from the network activation problem.
To rectify this situation, a new potential function was introduced in [7]. This potential function
depends on the number of minimal bisets and nodes shared by at least two minimal bisets. If the number
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of minimal bisets does not decrease considerably when a spider is selected, many new minimal bisets
share the head of the spider. This fact motivates the definition of the potential function.
With this new potential function, the definition of density of an edge set will be changed to the
total weight for activating it divided by the value of the potential function. We cannot prove that the
minimum density of spiders is at most that of biset family covers after changing the definition of density.
Instead, we will show that a spider minimizing the density in the old definition approximates the density
of biset family covers in the new definition within a factor of O(k). This proves that the greedy spider
covering algorithm achieves O(k log |V |)-approximation for the biset covering problem with uncrossable
biset families. Since Klein and Ravi [11], the greedy spider cover algorithms have been applied to many
problems related to the node-weighted SNDP. Considering this usefulness of the greedy spider cover
algorithms, the potential function is of independent interest because it is required for analyzing the
algorithms for uncrossable biset families.
4 Conclusion
In this paper, we reviewed the results on approximation algorithms for PCNAP given in [7]. The algo-
rithms are built on new formulations of LP relaxations, the primal-dual algorithm for computing spiders,
and the potential function for analyzing the greedy spider cover algorithm.
There are several important open problems on network activation problem, and let us mention a few
of them. One open problem is to improve the approximation factor for the element-connectivity network
activation problem. The author gave an O(k2 log |V |)-approximation algorithm for this problem, but this
approximation factor is worse than that known for the node-weighted SNDP by a factor k. It should be
interesting if the approximation factor can be improved to O(k log |V |).
Another open problem is the existence of efficient algorithms for the network activation problem
on restricted graph classes. In particular, algorithms for the Steiner tree activation problem on unit
disk graphs are important because the node-weighted Steiner tree problem is studied actively for the
unit disk graphs in a context of wireless network operation. As for the unit disk graphs, it is open
whether or not there exists a constant-factor approximation algorithm even for the Steiner Steiner tree
activation problem, a special case of the Steiner activation problem in which the connectivity requirements
demand that all given terminals are connected by activated edges while the node-weighted Steiner tree
admits a constant-factor on unit disk graphs. In [8], the author and Maehara gave a constant-factor
approximation algorithm for a vertex-cover-weighted Steiner tree problem, which is a special case of the
Steiner tree activation problem, on unit disk graphs. However, this algorithm is already complicated,
and its approximation factor is a very large constant. Hence we believe that a novel idea is required
for obtaining an efficient approximation algorithm for the Steiner tree activation problem on unit disk
graphs.
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Abstract: In this paper we address the following algebraic generalization of the bipartite
stable set problem. We are given a block matrix A = (Aαβ), where Aαβ is an mα by nβ
matrix over field F for α = 1, 2, . . . , µ and β = 1, 2, . . . , ν. The maximum vanishing subspace
problem (MVSP) is to find vector subspaces Xα ⊆ Fmα and Yβ ⊆ Fnβ such that each
Aαβ : F




β dimYβ of their
dimension is maximum. This problem arises from a study of a canonical block-triangular form
of A by Ito, Iwata, and Murota (1994).
We prove that MVSP can be solved in polynomial time. Our proof is a novel combination
of submodular optimization on modular lattices and convex optimization on CAT(0)-spaces.
We present implications of this result for block-triangulations of A.
This is a joint work with Masaki Hamada.
Keywords: CAT(0)-space, proximal point algorithm, Dulmage-Mendelsohn de-
composition, partitioned matrix, submodular function, modular lattice.
1 Introduction
The maximum stable set problem in bipartite graphs is one of the fundamental and well-solved combi-
natorial optimization problems. In this paper we address the following algebraic generalization of the
bipartite stable set problem. We are given a matrix A partitioned into submatrices as
A =

A11 A12 · · · A1ν





Aµ1 Aµ2 · · · Aµν
 ,
where Aαβ is an mα × nβ matrix over field F for α = 1, 2, . . . , µ, β = 1, 2, . . . , ν. Such a matrix is called
a partitioned matrix of type (m1,m2, . . . ,mµ;n1, n2, . . . , nν). The maximum vanishing subspace problem
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over vector subspaces Xα ⊆ Fmα (α = 1, 2, . . . ,m), Yβ ⊆ Fnβ (β = 1, 2, . . . , n) satisfying
Aαβ(Xα, Yβ) = {0} (1 ≤ α ≤ µ, 1 ≤ β ≤ ν), (1.2)
where each submatrix Aαβ is regarded as a bilinear form F
mα × Fnβ → F by
(u, v) 7→ u>Aαβv. (1.3)
A subspace (X1, X2, . . . , Xµ, Y1, Y2, . . . , Yν) is called vanishing if it satisfies (1.2), and is called maximum
if it attains the maximum of (1.1).
MVSP generalizes the maximum stable set problem on bipartite graphs. Indeed, consider the case
mα = nβ = 1 for each α, β. Namely each submatrix is a scalar. Then each vector subspace is {0} or F,
and its dimension is 0 or 1. The condition (1.2) says that one of Xα and Yβ is {0} if Aαβ is a nonzero
scalar. Consider a bipartite graph on vertices a1, a2, . . . , aµ, b1, b2, . . . bν such that edge aαbβ is given if
and only if Aαβ is a nonzero scalar. Then MVSP is nothing but the maximum stable set problem on this
bipartite graph.
A linear algebraic interpretation of MVSP is explained as follows. Consider a transformation of A
with form 






. . . O
O · · · O E>µ


A11 A12 · · · A1ν





Aµ1 Aµ2 · · · Aµν








. . . O
O · · · O Fν
 , (1.4)
where Eα is a nonsingular mα×mα matrix for α = 1, 2, . . . , µ and Fβ is a nonsingular nβ×nβ matrix for
β = 1, 2, . . . , ν. If the resulting matrix contains a zero submatrix of c rows and d columns, then from the
corresponding rows and columns, we obtain a vanishing subspace of dimension c + d. Conversely, from
a vanishing subspace of dimension b, we can find a transformation of form (1.4) such that the resulting
matrix contains a zero submatrix of c rows and d columns with c+ d = b. Thus MVSP is the problem of
finding a transformation (1.4) of A such that the resulting matrix has a zero submatrix of largest size.
Ito, Iwata, and Murota [13] studied a canonical block triangular-form under transformation (1.4),
which generalizes the classical Dulmage-Mendelsohn decomposition [7, 8]; see also [17]. They formulated
an equivalent problem of MVSP, though MVSP was formally introduced by a recent paper [11]. For several
basic special cases [7, 8, 11, 19], MVSP can be solved in polynomial time via Gaussian elimination,
bipartite matching, and matroid intersection algorithm, and a canonical block-triangular form is also
obtained accordingly. These works are in a cross road of numerical computation and combinatorial
optimization. Ito, Iwata, and Murota [13, p.1252] raised an open problem of solving (an equivalent
problem of) MVSP in polynomial time. The main result of this paper solves this open problem.
Theorem 1.1. MVSP can be solved in polynomial time.
Significances, implications, and a novel proof technique of this result are explained as follows.
Submodular optimization on modular lattice. MVSP is viewed a submodular function minimiza-
tion (SFM) on the lattice of all vector subspaces of a vector space. Such a lattice is a typical instance of
a modular lattice. Submodular optimization on modular lattice is a new emerging field in combinatorial
optimization. Kuivinen [15] proved a good characterization of SFM on the product Ln of a modular lat-
tice L, where L is finite, and is a part of an input. In this setting, Fujishige, Kira´ly, Makino, Takazawa,
and Tanigawa [9] proved the oracle-tractability when L is a modular lattice of rank 2. In the valued-CSP
setting where a submodular function is given as a sum of submodular functions with few number vari-
ables, a tractability criterion of Kolmogorov, Thapper, and Zˇivn´y [14] implies that SFM on Ln is solved
in polynomial time. In contrast with these results, our SFM is on an infinite modular lattice ruled out
by a linear algebraic machinery. To the best of our knowledge, Theorem 1.1 is the first positive result on
such a discrete optimization problem over an infinite lattice of vector subspaces.
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Beyond Euclidean convexity: outline of the proof. No reasonable LP/convex relaxation (allow-
ing infiniteness) is known for MSVP. This is a reason of the difficulty. Beyond Euclidean convexity,
our proof method employs a method of a non-Euclidean convex optimization, more specifically, convex
optimization on CAT(0)-space. Here a CAT(0)-space is a nonpositively-curved metric space enjoying
various fascinating properties analogous to those in Euclidean space; see [5]. One of important features
of a CAT(0)-space is the unique geodesic property: every pair of points can be joined by the unique
geodesic. Through the unique geodesics, several convexity concepts (e.g., convex functions) are naturally
introduced. Computational and algorithmic theory on CAT(0)-space is also an emerging research field;
see e.g., [1, 2, 21]. Our proof method connects the convexity of CAT(0)-spaces with the polynomial time
complexity in discrete optimization.
As is well-known, a (usual) submodular function on Boolean lattice {0, 1}n is extended to a convex
function on hypercube [0, 1]n in Euclidean space, via Lova´sz extension [16]. This fact enables us to apply
a Euclidean convex optimization method (e.g., the ellipsoid method) to various problems related to the
submodular function. Analogous to {0, 1}n ↪→ [0, 1]n, a modular lattice L is embedded into a suitable
continuous metric space K(L), called the orthoscheme complex [4]. It is shown in [6, 10] that K(L) is
a CAT(0)-space. In this setting, a submodular function is extended to a convex function on K(L) [12].
Consequently, our problem MVSP becomes a convex optimization over a CAT(0)-space.
We will solve this continuous optimization problem by utilizing a CAT(0)-space version of a proximal
point algorithm (PPA). The Euclidean PPA is a well-known simple iterative algorithm to minimize a
convex function f , which computes the proximal point operator Jfλ (z) of the current point z, updates
z ← Jfλ (z), and repeat. The PPA is naturally defined on a CAT(0)-space. Bacˇa´k [2] showed that the
sequence (z`) generated by PPA converges to a minimizer of f ; see also [3]. We apply a version of PPA
to our CAT(0)-space relaxation of MVSP. By using a recent result of Ohta and Palfia [20] on the rate of
the convergence, we show that after a polynomial number of iterations, a maximum vanishing space is
obtained from the current point z`. We finally show that the proximal operator in each step is computed
in polynomial time. This is the most technical but intriguing part of the proof.
Block-triangulation of partitioned matrix. Let us return the original motivation of MVSP. A
maximal chain of maximum vanishing subspaces provides, via the change of base, the most refined
block-triangulation under transformation (1.4), which we call the DM-decomposition [11, 13]. Solving
MVSP is not enough to obtaining the DM-decomposition. We here introduce a reasonably coarse block-
triangulation, which we call a quasi DM-decomposition. A quasi DM-decomposition still generalizes
known important special cases, such as CCF [19]. We show that a quasi DM-decomposition can be
obtained in polynomial time by solving a weighted version of MVSP with varying weights. We think
that obtaining a quasi DM-decomposition is a limit which we can do. The difference between DM-
decomposition and quasi DM-decomposition seems to be a matter of numerical analysis/computation;
obtaining DM-decomposition solves the common invariant subspace problem, which is an extremely
difficult problem in numerical computation.
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Abstract: The matroid parity (or matroid matching) problem, introduced as a common
generalization of matching and matroid intersection problems, is so general that it requires
an exponential number of oracle calls. Lova´sz (1980) showed that this problem admits a
min-max formula and a polynomial algorithm for linearly represented matroids. Since then
efficient algorithms have been developed for the linear matroid parity problem.
We present a combinatorial, deterministic, polynomial-time algorithm for the weighted linear
matroid parity problem. The algorithm builds on a polynomial matrix formulation using
Pfaffian and adopts a primal-dual approach based on the augmenting path algorithm of Gabow
and Stallmann (1986) for the unweighted problem.
Keywords: Linear matroid parity, matching, polynomial-time algorithm, Pfaffian,
primal-dual approach
1 Introduction
The matroid parity problem [12] (also known as the matchoid problem [11] or the matroid matching
problem [13]) was introduced as a common generalization of matching and matroid intersection problems.
In the worst case, it requires an exponential number of independence oracle calls [10, 15]. Nevertheless,
Lova´sz [13, 15, 16] showed that the problem admits a min-max theorem for linear matroids and presented
a polynomial algorithm that is applicable if the matroid in question is represented by a matrix.
Since then, efficient combinatorial algorithms have been developed for this linear matroid parity
problem [3, 18, 19]. Gabow and Stallmann [3] developed an augmenting path algorithm with the aid of a
linear algebraic trick, which was later extended to the linear delta-matroid parity problem [5]. Orlin and
Vande Vate [19] provided an algorithm that solves this problem by repeatedly solving matroid intersection
problems coming from the min-max theorem. Later, Orlin [18] improved the running time bound of this
algorithm. The current best deterministic running time bound due to [3, 18] is O(nmω), where n is the
cardinality of the ground set, m is the rank of the linear matroid, and ω is the matrix multiplication
exponent, which is at most 2.38. These combinatorial algorithms, however, tend to be complicated.
An alternative approach that leads to simpler randomized algorithms is based on an algebraic method.
This is originated by Lova´sz [14], who formulated the linear matroid parity problem as rank computation
of a skew-symmetric matrix that contains independent parameters. Substituting randomly generated
numbers to these parameters enables us to compute the optimal value with high probability. A straight-
forward adaptation of this approach requires iterations to find an optimal solution. Cheung, Lau, and
1The first author presented a prototype of our algorithm without a full proof in the 8th JHSDM [8]. The full version of
our paper is now available in [9].
2Supported by JST, CREST and by KAKENHI No. 24106005 from MEXT.
3Supported by JST, ERATO, Kawarabayashi Large Graph Project, and by KAKENHI No. 24106002 from MEXT and
No. 16K16010 from JSPS.
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Leung [2] have improved this algorithm to run in O(nmω−1) time, extending the techniques of Harvey [7]
developed for matching and matroid intersection.
While matching and matroid intersection algorithms have been successfully extended to their weighted
version, no polynomial algorithms have been known for the weighted linear matroid parity problem for
more than three decades. Camerini, Galbiati, and Maffioli [1] developed a random pseudopolynomial
algorithm for the weighted linear matroid parity problem by introducing a polynomial matrix formulation
that extends the matrix formulation of Lova´sz [14]. This algorithm was later improved by Cheung,
Lau, and Leung [2]. The resulting complexity, however, remained pseudopolynomial. Tong, Lawler,
and Vazirani [21] observed that the weighted matroid parity problem on gammoids can be solved in
polynomial time by reduction to the weighted matching problem.
We present a combinatorial, deterministic, polynomial-time algorithm for the weighted linear matroid
parity problem. Note that a prototype of our algorithm was presented in [8]. In the algorithm, we
combine algebraic approach and augmenting path technique together with the use of node potentials.
The algorithm builds on a polynomial matrix formulation, which naturally extends the one discussed in
[4] for the unweighted problem. The algorithm employs a modification of the augmenting path search
procedure for the unweighted problem by Gabow and Stallmann [3]. It adopts a primal-dual approach
without writing an explicit LP description. The correctness proof for the optimality is based on the
idea of combinatorial relaxation for polynomial matrices due to Murota [17]. The algorithm is shown to
require O(n3m) arithmetic operations. This leads to a strongly polynomial algorithm for linear matroids
represented over a finite field. For linear matroids represented over the rational field, one can exploit our
algorithm to solve the problem in polynomial time.
Independently of the present work, Gyula Pap has obtained another combinatorial, deterministic,
polynomial-time algorithm for the weighted linear matroid parity problem based on a different approach
(see [20]).
2 Our Result
Let A be a matrix of row-full rank over an arbitrary field K with row set U and column set V . Assume
that both m = |U | and n = |V | are even. The column set V is partitioned into pairs, called lines. Each
v ∈ V has its mate v¯ such that {v, v¯} is a line. We denote by L the set of lines, and suppose that each
line ` ∈ L has a weight w` ∈ R.
The linear dependence of the column vectors naturally defines a matroid M(A) on V . Let B denote
its base family. A base B ∈ B is called a parity base if it consists of lines. As a weighted version of the
linear matroid parity problem, we will consider the problem of finding a parity base of minimum weight,
where the weight of a parity base is the sum of the weights of lines in it. This problem generalizes finding
a minimum-weight perfect matching in graphs and a minimum-weight common base of a pair of linear
matroids on the same ground set.
As another weighted version of the matroid parity problem, one can think of finding a matching
(independent parity set) of maximum weight. This problem can be easily reduced to the minimum-
weight parity base problem.
Our main result is stated as follows.
Theorem 1 There exists an algorithm that finds a parity base of minimum weight or detects infeasibility
with O(n3m) arithmetic operations over K.
If K is a finite field of fixed order, each arithmetic operation can be executed in O(1) time. Hence
Theorem 1 implies the following.
Corollary 2 The minimum-weight parity base problem over an arbitrary fixed finite field K can be solved
in strongly polynomial time.
When K = Q, it is not obvious that a direct application of our algorithm runs in polynomial time.
This is because we do not know how to bound the number of bits required to represent the entries of
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matrices appeared in the algorithm. However, the minimum-weight parity base problem over Q can be
solved in polynomial time by applying our algorithm over a sequence of finite fields.
Theorem 3 The minimum-weight parity base problem over Q can be solved in time polynomial in the
binary encoding length 〈A〉 of the matrix representation A.
We refer to the full paper [9] for the proofs.
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Abstract: The rigidity of polyhedra in 3-space is one of the central subjects in rigidity
theory, whose history dates back to Cauchy’s work. Cauchy’s theorem implies that a convex
simplicial polyhedron is rigid as a bar-and-joint framework. A natural question would be
whether simplicial polyhedra have a stronger rigidity property such as global rigidity (i.e.,
unique realizability). Although Cauchy’s theorem states uniqueness within the family of
convex realizations, such a global rigidity property fails if we drop the assumption of convexity.
In fact Hendrickson proved that the 1-skeleton of a generic simplicial polyhedron cannot be
globally rigid, and thus it has to be braced by extra edges for the unique realizability.
In this paper we prove a simple combinatorial characterization of the global rigidity of the
1-skeleta of generic simplicial polyhedra with braces. We also discuss how it can be used to
refine known rigidity properties of simplicial polyhedra.
Keywords: global rigidity, polyhedron, Cauchy’s rigidity theorem
1 Introduction
The celebrated theorem of Cauchy states that if the vertex-edge graphs of two convex polyhedra are
isomorphic and corresponding faces are congruent then the two polyhedra are the same. This theorem in
particular implies that a convex simplicial polyhedron (i.e., a convex polyhedron with triangular faces)
is rigid as a bar-and-joint framework. A natural question would be whether simplicial polyhedra have
a stronger rigidity property, such as global rigidity (i.e., unique realizability). Cauchy’s theorem states
uniqueness within the family of convex realizations, but the uniqueness fails if we drop the assumption
of convexity. For example if the graph of a simplicial polyhedron has a separator of size three, then one
can always construct a distinct realization by reflecting one side of the polyhedron along the hyperplane
spanned by those three points. Thus 4-connectivity is necessary for the global rigidity of 1-skeleta.
In 1992 B. Hendrickson [13] proved a necessary condition for a generic realization of a graph to be
globally rigid, which in turn implies that the 1-skeleton of a generic polyhedron cannot be globally rigid
regardless of the connectivity of the underlying graph. Motivated by this fact in this paper we consider
simplicial polyhedra braced by extra edges. See Figure 1.
W. Whiteley proved that a simplicial polyhedron with a bracing edge has a substantially stronger
rigidity property if the underlying graph is 4-connected.
Theorem 1 (Whiteley [19]) A generic simplicial polyhedron with one bracing edge is redundantly rigid
(i.e., rigid after the removal of any edge) in R3 if the underlying graph is 4-connected.
1Research is supported by the National Research, Development and Innovation Office, grant no. NKFIH K115483 and
K 109240.
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Figure 1: A simplicial polyhedron and a simplicial polyhedron with a brace.
In his talk at the Advances in Combinatorial and Geometric Rigidity Workshop (BIRS, Banff, 2015)
he conjectured that every 4-connected uni-braced generic simplicial polyhedron is in fact globally rigid.
In this work we prove the following more general statement.
Theorem 2 A generic simplicial polyhedron with at least one bracing edge is globally rigid in R3 if the
underlying graph is 4-connected.
As we remarked above 4-connectivity is a trivial necessary condition for the global rigidity, and hence
Theorem 2 chracterizes the global rigidity of generic simplicial polyhedra wth braces.
2 Further Results
2.1 Preliminaries
We first review basic terminologies from rigidity theory.
A d-dimensional bar-and-joint framework (or framework, for short) is a pair (G, p), where G = (V,E)
is a simple graph and p is a map from V to Rd. We may think of the vertices as universal joints and the
edges as rigid (i.e. fixed length) bars connecting certain pairs of joints. A framework (G, p) is said to be
a realization of G in Rd. We say that (G, p) is rigid in Rd if every continuous motion of its vertices in Rd
which preserves all edge lengths takes the framework to a realization of G which is congruent to (G, p).
The 1-skeleton of a polyhedron P , with the given spatial positions of the vertices, gives rise to a
three-dimensional framework, which is a realization of the graph G(P ) of a polyhedron. If P is a convex
polyhedron with only triangular faces then this framework is rigid by Cauchy’s rigidity theorem.
In this paper we are interested in global rigidity, a stronger property than rigidity. We say that two
realizations (G, p) and (G, q) of a graph G are equivalent if ||p(u) − p(v)|| = ||q(u) − q(v)|| holds for all
pairs u, v with uv ∈ E, and congruent if ||p(u) − p(v)|| = ||q(u) − q(v)|| holds for all pairs u, v with
u, v ∈ V . Here ||.|| denotes the Euclidean norm in Rd. A d-dimensional framework (G, p) is globally rigid
in Rd if every framework in Rd which is equivalent to (G, p) is congruent to (G, p). In other words, the
edge lengths uniquely determine all pairwise distances. We say that (G, p) is generic if the set of the d|V |
coordinates of the vertices is algebraically independent over the rationals.
It is known that the rigidity (resp. the global rigidity) of frameworks in Rd is a generic property for
every fixed dimension d ≥ 1, that is, the rigidity (resp. global rigidity) of (G, p) depends only on the
graph G and not the particular realization p, if (G, p) is generic, see [1, 12]. Thus we say that the graph
G is rigid (resp. globally rigid) in Rd if every (or equivalently, if some) generic realization of G in Rd is
rigid (resp. globally rigid).
It is well-known [11] that the graphs of the triangulated convex polyhedra are rigid in R3. This implies
by a theorem of Steinitz that a maximal planar graph or a planar triangulation (or a triangulations, for
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short) is rigid in R3. On the other hand, the following theorem by B. Hendrickson implies that a
triangulation cannot be globally rigid in R3 as it cannot be redundantly rigid.
Theorem 3 (Hendrickson [13]) Let G be globally rigid in Rd. Then either G is a complete graph on
at most d+ 1 vertices, or G is (d+1)-connected and redundantly rigid in Rd, i.e., G− e is rigid for every
edge e in G.
Indeed, the equivalence between rigidity and infinitesimal rigidity for generic bar-joint frameworks
implies that |E(G)| > 3|V (G)|−6 is necessary for a graph G to be redundantly rigid in three-space [1], and
hence a triangulation has to be ”braced” by an extra edge to satisfy Hendrickson’s necessary condition.
In what follows we shall call a graph H = (V,E + B) a braced triangulation if it is obtained from a
triangulation G = (V,E) by adding a set B of new edges (called bracing edges). In the special case when
|B| = 1 we say that H is a uni-braced triangulation.
2.2 Refined rigidity properties of (braced) triangulations
By using the terminologies defined in the last subsection, Theorem 2 can be restated as follows.
Theorem 4 Every 4-connected braced triangulation is globally rigid in R3.
It follows from Theorem 4 that if a graph contains a triangulation as a spanning subgraph then Hen-
drickson’s condition is necessary and sufficient to imply global rigidity in R3.
A pair of vertices {u, v} in a framework (G, p) is globally linked in (G, p) if, in all equivalent frameworks
(G, q), we have ||p(u) − p(v)|| = ||q(u) − q(v)||. The pair {u, v} is globally linked in G if it is globally
linked in all generic frameworks (G, p). Thus G is globally rigid if and only if all pairs of vertices of G are
globally linked. We say that a pair of vertices {u, v} is globally loose in a graph G if {u, v} is not globally
linked in all generic realizations of G.
The following theorem is a stronger version of Hendrickson’s theorem for simplicial polyhedra.
Theorem 5 Let G be a triangulation and let {u, v} be a pair of non-adjacent vertices of G. Then {u, v}
is globally loose.
When a braced triangulation is not 4-connected, a natural question would be to identify or enumerate
globally rigid subframeworks. Namely we are interesting in characterizing a globally rigid cluster of G,
i.e, a maximal set of vertices of G in which each pair is globally linked. For this we need the following
easy observation.
Lemma 6 Let G = (V,E) be a triangulation, let H = (V,E +B) be a braced triangulation with |B| ≥ 1,
and let ab ∈ B. Let Y denote the set of vertices of H which can be separated from {a, b} in H by a
three-separator and let X = V − Y . Then H[X] is the unique maximal 4-connected subgraph of H which
contains ab.
The subgraph H[X] in the lemma is called the 4-block of ab in H.
Theorem 7 Let H be a braced triangulation. Then the globally rigid clusters of H are the vertex sets of
the 4-blocks of the bracing edges as well as the maximal complete subgraphs of H not contained by any of
these 4-blocks.
It follows that every globally rigid cluster induces a globally rigid subgraph in a braced triangulation.
Thus every braced triangulation has a globally rigid subgraph on at least five vertices. In a uni-braced









Figure 2: A 2-vertex splitting operation at v with U01 = {u1, u2}.
2.3 Redundant rigidity of braced triangulations
Since globally rigid graphs are redundantly rigid by Theorem 3, it follows from Theorem 4 that every
4-connected braced triangulation G = (V,E) is redundantly rigid in R3. As we noted earlier, the special
case of this corollary concerning uni-braced triangulations was proved by Whiteley [19, Theorem 5.3],
using different methods.
We can refine these results and characterize redundantly rigid braced triangulations and redundant
edges in braced triangulations as follows.
Theorem 8 Let H = (V,E +B) be a braced triangulation and let e ∈ E +B be a designated edge. Then
H − e is rigid if and only if e belongs to the 4-block of some bracing edge in H.
It follows that H is redundantly rigid if and only if every edge belongs to the 4-block of some bracing
edge. This result is an extension of Whiteley’s theorem [19] on block and hole strctures. See [10] for
other kinds of extensions of Whiteley’s theorem.
We close this subsection with some remarks on higher degrees of redundancy. Whiteley conjectured
that if G is a 5-connected braced triangulation with |E| = 3|V | − 4 then removing any two bars from G
leaves a (minimally) rigid graph [19, Conjecture 5.1]. Motivated by our new results we may strengthen
this conjecture as follows.
Conjecture 9 Let G = (V,E) be a 5-connected braced triangulation with |E| ≥ 3|V | − 4. Then G− e is
globally rigid in R3 for all e ∈ E.
2.4 Vertex splitting
Theorem 4 will follow from an inductive construction of 4-connected uni-braced triangulations and a set
of new results on the effect of the vertex splitting operation on the stresses of a generic framework. This
operation is defined as follows.
Let H = (V,E) be a graph. For a vertex v ∈ V we use NH(v) to denote the set of neighbours of v in
H. Given a vertex v1 ∈ V and a partition {U01, U0, U1} of NH(v) with |U01| = k, the k-vertex splitting
operation at v1 with respect to {U01, U0, U1} removes the edges connecting v1 to U0 and inserts a new
vertex v0 as well as new edges between v0 and {v1} ∪ U01 ∪ U0. See Figure 2.
The operation is nontrivial if U0 and U1 are both non-emtpy.
The vertex-splitting operation is well-known in rigidity theory as well as in the theory of polyhedra
and triangulations of surfaces. Steinitz proved that every triangulation can be obtained from K4 by a
sequence of 2-vertex splitting operations. Whiteley [20] proved that (d − 1)-vertex splitting preserves
rigidity in Rd.
Whiteley conjectured that (d− 1)-vertex splitting preserves global rigidity in Rd provided it does not
create vertices of degree d.
Conjecture 10 (Connelly and Whiteley [9]) Let H be globally rigid in Rd with at least d+2 vertices
and let G be obtained from H by a nontrivial (d− 1)-vertex-splitting operation. Then G is globally rigid
in Rd.
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This conjecture is still open for d ≥ 3 (a proof for d = 2 is given in [18]). Our second main result is
the following.
Theorem 11 Suppose that G can be obtained from Kd+2 by a sequence of non-trivial (d − 1)-vertex
splitting operations. Then G is globally rigid in Rd.
Based on the new vertex-splitting result, we were also able to prove the global rigidity of triangulations
on other surfaces.
Theorem 12 Suppose that G is a 4-connected triangulation of the torus or the projective plane. Then
G is globally rigid in R3.
We remark that there exist infinitely many 4-connected triangulations of the torus containing no
spanning triangulations of the plane (and hence they are not braced triangulations in the planar sense).
A natural open problem is whether global rigidity holds for triangulations on any 2-surface except for
sphere.
3 Proof of Theorem 4
Theorem 4 follows rather easily once we can prove the statement for uni-braced triangulations. Theorem 4
for the uni-braced case follows from Theorem 11 and the following.
Theorem 13 Let G be a 4-connected uni-braced triangulation. Then G can be obtained from K5 by a
sequence of non-trivial vertex splitting operations.
In this abstract we only give a sketch of the proof of Theorem 11. Although the proof of Theorem 11
is based on the standard machinery from the theory of equilibrium stresses, we shall introduce a new
notation, called the degeneracy of stresses, which may be of independent interest.
3.1 Equilibrium stresses
An equilibrium stress (or stress, for short) for a framework (G, p) in Rd is an assignment ω : E → R such
that, for each vertex vi ∈ V we have ∑
j:vivj∈E
ωi,j(p(vi)− p(vj)) = 0 (1)
where we use ωi,j for ω(vi, vj) for simplicity. The stress matrix Ω associated to ω is the |V |×|V | symmetric
matrix in which the entries are defined so that Ω[i, j] = −ωi,j for all edges vivj ∈ E, Ω[i, j] = 0 for all
non-adjacent vertex pairs vi, vj ∈ V , and Ω[i, i] is chosen so that each row and column sum is equal to
zero. It is easy to verify that the rank of Ω is at most |V | − d − 1. We say that a stress matrix Ω is of
full rank if its rank is equal to |V | − d− 1.
For generic frameworks, results of B. Connelly (sufficiency) and Gortler, Healy and Thurston (neces-
sity) give rise to a characterization of global rigidity in terms of stress matrices.
Theorem 14 (Gortler, Healy and Thurston [12]) Let (G, p) be a generic framework in Rd on at
least d + 2 vertices. Then (G, p) is globally rigid in Rd if and only if (G, p) has an equilibrium stress ω
for which the rank of the associated stress matrix Ω is |V | − d− 1.
A corollary of Theorem 14 is the following sufficient condition for the global rigidity of a graph, due
to Connelly and Whiteley.
Theorem 15 (Connelly and Whiteley [9]) Suppose that a framework (G, p) with |V (G)| ≥ d + 2 is
infinitesimally rigid in Rd and admits a full rank stress matrix. Then G is globally rigid in Rd.
In view of Theorem 15, in order to prove the global rigidity of a graph G we may focus on finding a
realization (G, p) that is infinitesimally rigid and admits a full rank stress matrix.
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3.2 Nondegenerate Stresses
One of the key tools in our study of vertex splitting is the new notion of nondegenerate stress. It is
defined as follows. Let (G, p) be a d-dimensional framework and let ω be a stress on (G, p). For a given
vertex v of G and a given non-empty subset X ⊆ NG(v) we define ω ◦ p(X) ∈ Rd by




We say that ω is degenerate (resp. nondegenerate) with respect to a d-subpartition1 {X1, . . . , Xd} of NG(v)
if the set of vectors {ω ◦p(Xi) : 1 ≤ i ≤ d} is linearly dependent (linearly independent, respectively). Due
to the equilibrium condition, ω is always degenerate with respect to a d-partition of NG(v). We say that
ω is nondegenerate if it is nondegenerate with respect to every vertex v and every proper d-subpartition
of the neighborhood of v. In this subsection we prove some fundamental facts related to this notion.
We call a graph G nondegenerate in Rd if every generic realization (G, p) of G in Rd admits a nonde-
generate stress. One can prove that nondegeneracy is a generic property in Rd for all d ≥ 1.
A stress ω of a framework (G, p) is called nowhere zero if ω(e) 6= 0 for every e ∈ E(G). Note that if
G is nondegenerate then every generic realization of G must admit a nowhere zero stress. The following
stronger observation easily follows from the equilibrium condition.
Lemma 16 Let G be a connected graph. If G is nondegenerate then it is M -connected.
There exist M -connected graphs which are degenerate as it is shown by the following three-dimensional
example. (The example was inspired by an observation by Connelly [8].) The graph G in Figure 3 is
obtained by glueing two copies of K5 along a triangle {1, 2, 3} and deleting the edge 23. It is easy to
check that G is an M -circuit in R3 and hence every generic realization of G has a unique stress up to
scaling. To see the degeneracy of G it suffices to show that a stress of a generic realization is degenerate.
Consider a generic realization of (G + 23, p), and take two stresses ω1 and ω2 in the copies of K5 on
{1, 2, 3, 4, 5} and {1, 2, 3, 6, 7}, respectively. For the set of neighbours of vertex 1 in each copy of K5, the
equilibrium condition implies
ω1 ◦ p({4, 5}) ∈ span{ω1 ◦ p({2}), ω1 ◦ p({3})} = span{p(2)− p(1), p(3)− p(1)}.
We regard ω1 and ω2 as stresses of (G+ 23, p), and by scaling we can suppose ω1(23) +ω2(23) = 0. Then
ω := ω1 + ω2 is a stress of (G, p). We consider the 3-subpartition {{2}, {3}, {4, 5}} of NG(1). By
ω ◦ p({4, 5}) = ω1 ◦ p({4, 5}) ∈ span{p(2)− p(1), p(3)− p(1)} = span{ω ◦ p({2}), ω ◦ p({3})},
we conclude that ω is degenerate with respect to this subpartition. This example also shows that the
so-called coning operation does not preserve nondegeneracy.
We however conjecture the following:
Conjecture 17 Every globally rigid graph G in Rd is nondegenerate in Rd.
The truth of Conjecture 17 would imply the truth of the vertex splitting conjecture (Conjecture 10)
by Theorem 19.
The following technical lemma is worth mentioning.
Lemma 18 If G is redundantly rigid in Rd with maximum degree at most d+ 2 then G is nondegenerate
in Rd.
Thus K5,5 is an example of a non-globally rigid 4-connected M -circuit that is nondegenerate in R3
(c.f. [6]).
An important unsolved problem is to prove that nondegeneracy in Rd is preserved by the d-dimensional
1-extension operation and by edge-addition.
1A k-subpartition of a set A is a partition of a subset B ⊆ A into k non-empty sets. We say that a subpartition is proper







Figure 3: A graph that is M -connected but is degenerate in R3.
3.3 Proof of Theorem 11
Theorem 11 follows from Theorem 15, Lemma 18, and the following our main technical observation.
Theorem 19 Let G be obtained from H by a nontrivial vertex splitting at v1 with respect to partition
{U01, U0, U1} of NG(v1). Denote U01 = {u1, . . . , ud−1}. Suppose that a generic framework (H, p) in Rd
admits a full rank stress ω. Then
(1) If ω is not degenerate with respect to {{u1}, . . . , {ud−1}, U0}, then some generic framework (G, p′)
admits a full rank stress.
(2) Moreover, if ω is nondegenerate, then (G, p′) admits a full rank nondegenerate stress.
The proof is based on an idea for proving that Colin de Verdie`re graph parameter [3, 4] is minor-
monotone by van der Holst, Lova´sz, and Schrijver [14]. It uses the transversality of the set of constant
rank symmetric matrices and the set of weighted Laplacian of G. It turns out that the transversality
corresponds in our context is equivalent to a conic condition for edge directions introduced by Connelly [5,
7].
By using the same proof technique we can prove that a 4-connected braced triangulation has an even
stronger property.
Theorem 20 Suppose that G can be obtained from Kd+2 by a sequence of nontrivial vertex splitting
operations. Then for any pair of nonnegative integers a and b with a + b = n − d − 1 there is a generic
framework (G, p) in Rd that admits a stress matrix with inertia (a, b, d + 1)2.
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Abstract: In this talk, we consider mathematical models for evacuation planning based on
dynamic networks. A dynamic network is a directed graph in which arcs have capacities and
transit times. The evacuation problem is one of the most fundamental problems in dynamic
networks. The goal of this problem is to find a minimum time limit T such that we can send
all supplies to the sink vertex within T . In the first half of this talk, we consider a practically
faster algorithm for the evacuation problem based on time-expanded networks. More precisely,
we first propose a theoretical algorithm for the evacuation problem by using a parametric
submodular function minimization algorithm, and then we give a practical algorithm based
on this theoretical algorithm. In the second half of this talk, we consider variants of the
evacuation problem for modeling an emergent situation in which people can evacuate on foot
or by car. The goal of this problem is to organize such a mixed evacuation so that an efficient
evacuation can be achieved. For this problem, we give a polynomial-time algorithm for some
special cases, and hardness results for variants of the mixed evacuation problem with integer
constraints. Furthermore, we apply our model to the case study in Japan.
Keywords: dynamic network flow; evacuation problem; submodular function
1 Introduction
A dynamic network introduced by Ford and Fulkerson [6, 7] is a directed graph in which arcs have capaci-
ties and transit times (see, e.g., [18] for a detailed introduction to dynamic networks). A dynamic network
is frequently used for modeling evacuation situations [2, 3, 4, 19] (see [8] for a survey of modeling based
on dynamic networks). One of the most fundamental problems in dynamic networks is the evacuation
problem. In this problem, we are given a dynamic network with a single sink vertex. Furthermore, we are
given supplies for all vertices except the sink vertex. Then, the goal of this problem is to find a minimum
time limit T such that we can send all supplies to the sink vertex within T . The contents of this talk is
summarized as follows.
• In the first half of this talk, we propose a practically faster algorithm for the evacuation problem
based on time-expanded networks. More precisely, we first propose a theoretical algorithm for the
evacuation problem by using a parametric submodular function minimization algorithm, and then
we give a practical algorithm based on this theoretical algorithm. This part is based on the results
in [12].
• In the second half of this talk, we consider variants of the evacuation problem for modeling an
emergent situation in which people can evacuate on foot or by car. The goal of this problem is to
organize such a mixed evacuation so that an efficient evacuation can be achieved. For this problem,
we give a polynomial-time algorithm for some special cases, and hardness results for variants of the
1This research was supported by JST, PRESTO Grant Number JPMJPR14E1, Japan.
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mixed evacuation problem with integer constraints. Furthermore, we apply our model to the case
study in Japan. This part is based on the results in [9].
2 An algorithm for the evacuation problem based on parametric
submodular function minimization
It is known [10] that we can solve the evacuation problem in polynomial time by using a submodular
function minimization algorithm (e.g., [11, 17]) as a subroutine in the framework of the binary search
or the parametric search [13] (see also [16]). However, in practical applications, an algorithm based
on a time-expanded network introduced by Ford and Fulkerson [6, 7] is frequently used instead of a
submodular function minimization algorithm because an algorithm based on a time-expanded network
can be easily implemented. Furthermore, an algorithm based on a time-expand network has the merit
that we can easily find not only the minimum evacuation time but also a flow itself. Of course, there is
a disadvantage of algorithms based on time-expanded networks. The size of a time-expanded network is
very large, and thus the time required to solve the maximum flow problem in a time-expanded network is
very long. Since the binary search framework is usually adopted for computing the optimal solution of the
evacuation problem, the number of subproblems in a time-expanded network becomes large. The aim of
this part is to propose a practically faster algorithm for the evacuation problem based on time-expanded
networks by reducing the number of subproblems in a time-expanded network.
The contributions of this part are summarized as follows.
• We propose a theoretical algorithm on which our practical algorithm is based. More precisely, we
prove that the evacuation problem can be solved in the same time complexity as that of the sub-
modular function minimization algorithm of Orlin [15] by using a parametric submodular function
minimization algorithm of Nagano [14].
• We propose a practical algorithm based on the theoretical algorithm. Our practical algorithm uses
an algorithm computing a maximum flow in a time-expanded network in a place of a submodu-
lar function minimization algorithm in the theoretical algorithm. Furthermore, we compare our
practical algorithm and an algorithm based on the binary search framework through computational
experiments.
Fleischer and Skutella [5] proposed a theoretically faster approximation algorithm for the evacuation
problem based on a time-expanded network. However, to the best of our knowledge, there does not exist
a paper aiming to propose a practically faster exact algorithm for the evacuation problem based on a
time-expanded network.
3 The mixed evacuation problem
The coastal area facing the Pacific Ocean in Japan ranging from Shizuoka prefecture to Miyazaki prefec-
ture has a high risk of a tsunami. In particular, it is predicted that Nankai Trough Earthquake will occur
with 70% probability within thirty years, and it will trigger a tsunami of the huge size which will quickly
arrive at the coast (see, e.g., [1]). Based on several assumptions and estimated data, Wakayama prefecture
recently designated several areas in which it is difficult for all people in the area to evacuate to safety
places such as tsunami evacuation buildings before a tsunami arrives when Nankai Trough Earthquake
occurs. For example, it is predicted that in Kushimoto town located at the south end of the main land of
Japan, a tsunami arrives at earliest within ten minutes. One of assumptions the prefecture used is that
the evacuation is done only by walking. In principle, it used to be not allowed to use cars for evacuation
because the usage of cars in such an emergent situation may block evacuation of pedestrians which was
observed at the time of Tohoku-Pacific Ocean Earthquake. However, if it is allowed to use cars and the
smooth evacuation by car is organized, then the evacuation completion time may be shortened. The aim
of this part is to propose a mathematical model for making such a good “mixed” evacuation plan.
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In this part, we introduce a variant of the quickest transshipment problem called the mixed evacuation
problem. This problem models an emergent situation in which people can evacuate on foot or by car.
The goal of this problem is to organize such a mixed evacuation so that an efficient evacuation can be
achieved. In the first half of this part, we consider the mixed evacuation problem from the theoretical
viewpoint. First we prove that if the number of sources and sinks is at most C log2 n (n is the number
of vertices) for some constant C, then mixed evacuation problem can be solved in polynomial time. In
addition, we consider variants of the mixed evacuation problem with integer constraints, In the second
half of this part, we study the mixed evacuation problem from the practical viewpoint. We apply our
model to the case study in Japan. More precisely, we apply our model for Minabe town in Wakayama
prefecture, which was designated as a city in which safe evacuation from a tsunami is difficult when
Nankai Trough Earthquake occurs.
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1 Introduction
Counting is a central topic in Combinatorics; the number of permutations is given by a factorial, the
number of combinations is given by a binomial coeﬃcient, the number of Dyck paths, parentheses, binary
trees are associated with Catalan numbers, the number of spanning trees is eﬃciently calculated by the
Matrix tree theorem, etc. Counting is also highly related to probability and computation, in particular,
integrations [16], and approximating volume is an interesting topic in Combinatorics, Probability and
Computing.
2 Randomized Approximate Counting of Self-avoiding Walks
This section briefly shows an example of randomized approximate counting based on the Markov chain
Monte Carlo (MCMC) method.
Let Ωn denote the set of simple paths from the north-west corner (s) to the south-east corner (t) of the
n×n grid. Figure 1 shows a 5×5 grid. It is easy to check that |Ω1| = 2, |Ω2| = 12, |Ω3| = 184, [28, 27]. In
fact, the number is known up to n = 26, and |Ω26| = 173699315862792729311754404212364989003722295
8828814060466370372091034241327613476278921819349800610708229622314338049134829002672193112
9627708738890853908108906396 ≃ 1.74×10164 [27], where it took about one week to obtain the value by
a computer server with 80 cores, using an algorithm based on the ZDD technique by [29, 15].
Using a standard MCMC technique, we can approximately count Ωn for large values of n, such as
n = 100. Let L denote the length of the longest path, that is L = (n + 1)2 − 1 if n is odd, otherwise
L = (n+ 1)2 − 2. Let Ξk (k = 2n, 2n+ 2, . . . , L) denote the set of simple paths with length at most k in
Ωn. Then it is easy to observe that
|Ωn| = |ΞL| = |ΞL||ΞL−2| ·
|ΞL−2|
|ΞL−4| · · · · ·
|Ξ2n+2|
|Ξ2n| · |Ξ2n|
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Figure 1: Counting self-avoiding walks on the grid (see also the youtube animation [28])





holds, in fact. Suppose we have a uniform random sampler for Ξk for k =
2n+ 2, 2n+ 4, . . . , L, then we can approximate |Ξk−2|/|Ξk| by a Monte Carlo method. For the purpose,
we design a Markov chain whose stationary distribution is uniform over Ξk.
To describe the idea of Markov chain, we introduce a representation of a simple path by coloring of
cells of the grid. Consider a simple path p from t to s out of the grid region. Then any simple path
from s to t on a grid and the path p form a closed curve C. Let us assign black to each cell surrounded
by C, and let us assign white to each cell outside of C, then we obtain a coloring of the cells. It is not
diﬃcult to observe that the coloring is bijective to Ωn. Now, the Markov chain is easy to give: choose a
cell uniformly at random, and flip the color of the cell if the change of the state is valid, otherwise keep
the color of all cells. By a standard argument on the MCMC, we can check that the Markov chain has a
unique limit distribution, and it is uniform over Ξk.
Implementing the above algorithm, we obtain the approximate value |Ω100| ≃ 6.07×102415. The com-
putation took about 24 hours on a standard computer. We remark that the cell-coloring representation
implies a trivial upper bound 2n
2









, meaning that log(|Ωn|) grows quadratic to n. We also refer
to the result [6] by Bousquet-Me´lou et al. It is another future work to prove a Markov chain with the
uniform stationary distribution over Ξk mixes in poly(n) time.
3 Deterministic Approximation of the Volume of a Polytope
A high dimensional volume is hard to compute, even for approximation. When an n-dimensional convex
body is given by a membership oracle, no polynomial-time deterministic algorithm can approximate its
volume within ratio (n/ log n)n [4, 13, 8].
Several randomized approximation techniques for #P-hard problems have been developed, such as
the Markov chain Monte Carlo method. For the volume computation of a general convex body given
by a membership oracle in the n dimensional space, Dyer, Frieze and Kannan [11] gave the first fully
polynomial-time randomized approximation scheme (FPRAS ), giving a rapidly mixing Markov chain. In
fact, the running time of the FPRAS is O∗(n23) where O∗ ignores poly(log n) and 1/ϵ terms. After several
improvements, Lova´sz and Vempala [21] improved the time complexity to O∗(n4), and recently Cousins
and Vempala [7] gave an O∗(n3)-time algorithm.
In contrast, it is a major challenge to design deterministic approximation algorithms for #P-hard
problems, and not many results seem to be known. A remarkable progress is the correlation decay argu-
ment due to Weitz [26]; he designed a fully polynomial time approximation scheme (FPTAS ) for counting
independent sets in graphs whose maximum degree is at least 5. A similar technique is independently
presented by Bandyopadhyay and Gamarnik [3], and there are several recent developments on the tech-
nique. For counting 0-1 knapsack solutions, Gopalan, Klivans and Meka [14], and Stefankovic, Vempala
and Vigoda [24] gave deterministic approximation algorithms based on the dynamic programming, in a
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similar way to a simple random sampling algorithm by Dyer [9].
3.1 An FPTAS for the volume of 0-1 a knapsack polytope
Motivated by a new technique of designing an FPTAS for #P-hard problems, Ando and Kijima [1] were
concerned with the volume of 0-1 knapsack polytope, and gave a deterministic approximation; Given a




= {x = (x1, . . . , xn) ∈ Rn | a⊤x ≤ b, 0 ≤ xi ≤ 1 (i = 1, . . . , n)}.
Computing the volume of K is known to be #P-hard [10]. Remark that counting solutions corresponds
to counting the integer points in K, and it is diﬀerent from the volume computation, but closely related.
Theorem 1 ([1]) For any ϵ (0 < ϵ ≤ 1), there exists an O(n3/ϵ)-time deterministic algorithm to
approximate Vol(K) with approximation ratio 1 + ϵ.
The algorithm is based on the classical convolution. The key technology of the paper is a develop-
ment of the techniques for bounding approximation ratio, which are horizontal approximation and cone
approximation. We omit the detail here, and see [1] for the detail.
3.2 An FPTAS for the volume of some V-polytopes
H-polytope and V-polytope An H-polyhedron is an intersection of finitely many closed half-spaces
in Rn. An H-polytope is a bounded H-polyhedron. A V-polytope is a convex hull of a finite point set
in Rn [22]. From the view point of computational complexity, a major diﬀerence between an H-polytope
and a V-polytope is the measure of their ‘input size.’ An H-polytope given by linear inequalities defining
half-spaces may have vertices exponentially many to the number of the inequalities, e.g., an n-dimensional
hypercube is given by 2n linear inequalities as an H-polytope, and has 2n vertices. In contrast, a V-
polytope given by a point set may have facets exponentially many to the number of vertices, e.g., an
n-dimensional cross-polytope (that is an L1-ball, in fact) is given by a set of 2n points as a V-polytope,
and it has 2n facets.
There are many interesting properties, that are known, or unknown, between H-polytope and V-
polytope [22]. A membership query is polynomial time for both H-polytope and V-polytope. It is still
unknown about the complexity of a query if a given pair of V-polytope and H-polytope are identical.
Linear programming (LP) on a V-polytope is trivially polynomial time since it is suﬃcient to check the
objective value of all vertices and hence LP is usually concerned with an H-polytope.
The volume of some V-polytopes Motivated by a hardness of the volume computation of a V-
polytope, Khachiyan [17] is concerned with the following V-polytope: Suppose a vector a = (a1, . . . , an) ∈
Zn≥0 is given, where without loss of generality we may assume that a1 ≥ a2 ≥ · · · ≥ an. Then let
Pa
def
= conv {±e1, . . . ,±en,a} (1)
where e1, . . . , en are the standard basis vectors in Rn. Khachiyan [17] showed that computing Vol(Pa)
is #P -hard. The Polytope Pa given by (1) is somehow (geometric) “dual polytope” of 0-1 knapsack
polytope (see e.g., [22, 18, 2]). However, we do not know any (eﬃcient) technique to translate from the
volume of a polytope to that of its dual polytope.
Motivated by a development of techniques for a deterministic approximation of the volumes of V-
polytopes, Ando and Kijima [2] gave a deterministic approximation of the volume of Pa given by (1).
Theorem 2 ([2]) For any ϵ (0 < ϵ < 1), there exists a deterministic algorithm that outputs a value V̂
satisfying (1− ϵ)Vol(Pa) ≤ V̂ ≤ (1 + ϵ)Vol(Pa) in O(n10ϵ−6) time.
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As far as we know, this is the first result on designing an FPTAS for the volume of a V-polytope which
is known to be #P-hard.
In fact, [2] reduces the problem to compute the volume of the intersection of two cross polytopes. A
cross-polytope C(c, r) of radius r ∈ R>0 centered at c ∈ Rn is given by
C(c, r)
def
= conv{c± rei i = 1, . . . , n}
where e1, . . . , en are the standard basis vectors in Rn. Clearly, C(c, r) has 2n vertices. In fact, C(c, r) is
an L1-ball in Rn described by
C(c, r) = {x ∈ Rn | ∥x− c∥1 ≤ r}
= {x ∈ Rn | ⟨x− c,σ⟩ ≤ r (∀σ ∈ {−1, 1}n)}
where ∥u∥1 =
∑n
i=1 |ui| for u = (u1, . . . , un) ∈ Rn and ⟨u,v⟩ =
∑n
i=1 uivi for u,v ∈ Rn. Note that





for any r ≥ 0 and c ∈ Rn, where Vol(S) for S ⊆ Rn denotes the (n-dimensional) volume of S.
Then, [2] provided an FPTAS for the volume of an intersection of two cross polytopes.
Theorem 3 ([2]) For any δ (0 < δ < 1), there exists a deterministic algorithm which outputs a value Z
satisfying Vol(C(0, 1)∩C(c, r)) ≤ Z ≤ (1+δ)Vol(C(0, 1)∩C(c, r)) for any input c ≥ 0 and r (0 < r ≤ 1)
satisfying ∥c∥1 ≤ r, and runs in O(n7δ−3) time.
The assumption that ∥c∥1 ≤ r implies both centers 0 and c are contained in the intersection C(0, 1) ∩
C(c, r). Note that the assumption does not harm to our main goal Theorem 2. Furthermore, Vol(C(0, 1)∩
C(c, r)) remains #P -hard even on the assumption.
Theorem 4 ([2]) Given a vector c ∈ Zn>0 and integers r1, r2 ∈ Z>0, computing the volume of C(0, r1)∩
C(c, r2) is #P-hard, even when each cross-polytopes contains the center of the other one, i.e., 0 ∈ C(c, r2)
and c ∈ C(0, r1).
See [2] for more detail. The complexity, such as FPTAS, #P-hardness, of computing volume of the
intersection of two crosspolytopes unless both centers are contained in their intersection is unknown.
4 The Number of Ideals and Linear Extensions of a Poset
#BIS is a problem to count the number of independent sets in a given bipartite graph G = (U, V ;E). It
is a major open problem if #BIS has an FPRAS or not. Related to #BIS, this section is concerned with
counting ideals of a partially ordered set (poset), and linear extensions of a poset.
4.1 Counting ideals
Let E be a partially ordered set associated with ≼. An ideal (or down set) of the poset (E,≼) is a subset
F ⊆ E such that any x ∈ F if there is y ∈ E and x ≼ y. Ideals forms a distributive lattice, and any
distributive lattice is represented by a family of ideals of a partially ordered set. due to the celebrated
Birkhoﬀ’s representation theorem. #Ideal is a problem to count the number of ideals of a poset.
Theorem 5 ([12]) #BIS has an FPRAS if and only if #Ideal has an FPRAS.
For convenience, a problem is #BIS-hard if it is reduced to #BIS in an approximate preserving way,
i.e., if the problem has an polynomial time approximation scheme then so does #BIS. Thus, #Ideals is
#BIS-hard.
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Stable matching is a topic highly related to, or a killer application of, ideals of a poset. It is a well
known fact that the set of stable matchings of any instance of the stable marriage problem forms a
distributive lattice under women’s (or men’s) preference. It is also known that any finite distributive
lattice has an instance of the stable marriage problem whose lattice of stable matchings are isomorphic to
the given distributive lattice [5]. The conflict between men and women is an important issue in a practical
application of stable matching, and a median stable matching, devised by Teo and Sethuraman [25], is a
fair stable matching between men and women. Nemoto and Kijima [20] showed that it is also #BIS-hard.
4.2 Counting linear extensions
Let (E,≼) be a poset of order n. An linear extension of (E,≼) is an entire sequence e1, e2, . . . , en of
E such that i < j hold if ei ≼ ej . #LinEx is a problem to count the number of linear extensions of a
poset. Some FPRAS are known for #LinEx. Here, we briefly mention to an FPRAS based on a volume
computation of an order polytope.
Given a poset (E,≼), the order polytope associated with E is given by
P (E)
def
= {x ∈ [0, 1] | xi ≤ xj if i ≼ j (i, j ∈ E)}.
We can observe that n-dimensional the volume of P (E) is equal to the number of linear extensions of E.
Using an FPRAS for a general convex body [11, 21, 7], we can approximately count the number of linear
extensions. It is not known if there is an FPTAS for #LinEx.
We remark that the the number of vertices of P (E) is equal to the number of ideals of E, i.e.,
counting the number of vertices of a order polytope is #BIS-hard. As a related topic, sampling from
log-supermodular distribution is also #BIS-hard [19]. Sampling from log super/submodular distribution
is related to Tutte polynomial, and it contains another major open problem if there is an FPRAS for the
number of forests of a graph.
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Abstract: In a two-sided matching market when agents on both sides have preferences the
stability of the solution is typically the most important requirement. However, we may also
face some distributional constraints with regard to the minimum number of assignees or the
distribution of the assignees according to their types. These two kind of requirements can
be challenging to reconcile in practice. Our research is motivated by two real applications,
a project allocation problem and a workshop assignment problem, both involving some dis-
tributional constraints. We used integer programming techniques to find reasonably good
solutions with regard to the stability and the distributional constraints. Our approach can
be useful in a variety of different applications, such as resident allocation with lower quotas,
controlled school choice or college admissions with affirmative action.
Keywords: stable matching, two-sided markets, project allocation, linear pro-
gramming, multi-criteria decision making
1 Introduction
Centralised matching scheme has been used since 1952 in the US to allocate junior doctors to hospitals
[29]. Later, the same technology has been used in school choice programs in large cities, such as New
York [3] and Boston [4]. Similar schemes have been established in Europe for university admissions and
school choice as well. For instance, in Hungary both the secondary school and the higher education
admission schemes are organised nationwide, see [9] and [10], respectively. In the above mentioned
applications it is common that the preferences of the applicants and the rankings of the parties on the
other side are collected by a central coordinator and a so-called stable allocation is computed based on the
matching algorithm of Gale and Shapley [19]. Two-sided matching markets, and the above applications
1Research is supported by the Hungarian Academy of Sciences under its Momentum Programme (LP2016-3/2016), and
by OTKA grant no. K108673.
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in particular, have been extensively studied in the last decades, see [32] and [26] for overviews from game
theoretical and computational aspects, respectively.
This paper is motivated by two applications at the Corvinus University of Budapest. In the first
application the task is to allocate students to projects in such a way that the number of students allocated
to each project is between a lower and an upper quota. This is a natural requirement present in many
applications, such as the Japanese resident allocation scheme [22, 23, 20]. Furthermore, there are also
separate lower bounds on the number of foreign students assigned to each company. In the second
application the goal is to assign students to companies for solving case studies in a conference, and here
again some distributional constraints are imposed with regard to the total number of local, European
and other students selected.
We decided to investigate the integer programming techniques for solving these problems motivated
by both applications. We had at least three reasons for choosing this technique. The first is that with IP
formulations we can easily encode those distributional requirements that the organisers requested, so this
solution method is robust to accommodate special features. The second reason is that the computational
problem became NP-hard as the companies submitted lists with ties. Using ties in the ranking was
by our recommendation to the companies, because ties give us more flexibility when finding a stable
solution under the distributional constraints. We describe this issue more in detail shortly. Finally, our
third reason for choosing IP techniques was that it facilitates multi-objective optimisation, e.g. finding a
most-stable solution if a stable solution does not exist under the strict distributional constraints.
The usage of integer programming techniques for solving two-sided stable matching problems is very
rare in the applications, and the theoretical studies on this topic have only started very recently. The
reason is that the problems are relatively large in most applications, and the Gale-Shapley type heuristics
are usually able to find stable solutions, even in potentially challenging cases. A classical example is the
resident allocation problem with couples, which has been present in the US application for decades, and
it is still solved by the Roth-Peranson heuristic [31]. The underlying matching problem is NP-hard [28],
but heuristic solutions are quite successful in practice, see also [11] on the Scottish application. However,
integer programming and constraints programming techniques have been developed very recently and
they turned out to be powerful enough to solve large random instances [13], [14] and [15]. Similarly
encouraging results have been obtained for some special college admission problems, which are present
in the Hungarian higher education system. These special features also makes the problem NP-hard in
general, but at least one of these challenging features, turned out to be solvable even in a real data
involving more than 150,000 applicants [5]. Finally, the last paper that we highlight with regard to this
topic deals with the problem of finding stable solutions in the presence of ties [25]. However, we are not
aware of any papers that would study IP techniques for the problem of distributional constraints.
Distributional constraints are present in many two-sided matching markets. In the Japanese resident
allocation the government wants to ensure that the doctors [22, 23, 20] are evenly distributed across
the country, and to achieve this they imposed lower quotas on the number of doctors allocated in each
region. Distributional objectives can also appear in school choice programs [2, 12, 17], where the decision
makers want to control the socio-ethnical distribution of the students. Furthermore, the same kind
of requirements are implemented in college admission schemes with affirmative action [1] such as the
Brazilian college admission system [6] and the admission scheme to Indian engineering schools [7].
When stable solution does not exists for the strict distributional constraints then we either need to
relax stability or to adjust the distributional constraints. In this study we will consider the trade-off
between these two goals, and develop some reasonable solution concepts.
2 Definitions and preliminaries
Many-to-one stable matching markets have been defined in many context in the literature. In the classical
college admissions problem by Gale and Shapley [19] the students are matched to colleges. In the
computer science literature this problem setting is typically called Hospital / Residents problem (HR),
due to the NRMP and other related applications. In our paper we will refer the two sets as applicants
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A = {a1, . . . , an} and companies {C = c1, . . . cm}. Let uj denote the upper quota of company cj .
Regarding the preferences, we assume that the applicants provide strict rankings over the companies,
but the companies may have ties in their rankings. This model is sometimes referred to as Hospital /
Residents problem with Ties (HRT) in the computer science literature, see e.g. [26]. In our context, let
rij denote the rank of company cj in ai’s preference list, meaning that applicant ai prefers cj to ck if
and only if rij < rik. Let sij be an integer representing the score of ai by company cj , meaning that ai
is preferred over ak by company cj if sij > skj . Note that here two applicants may have the same score
at a company, so sij = skj is possible. Let s¯ denote the maximum possible score at any company and
let E be the set of applications. A matching is a subset of applications, where each applicant is assigned
to at most one company and the number of assignees at each company is less than or equal to the upper
quota. A matching is said to be stable if for any applicant-company pair not included in the matching
either the applicant is matched to a more preferred company or the company filled its upper quota with
applicants of the same or higher scores.
In the classical college admission problem, that we refer to as HR, a stable solution is guaranteed to
exist, and the two-versions of the Gale-Shapley algorithm [19] find either a student-optimal or a college
optimal solution, respectively. Furthermore, this algorithm can be implemented to run in linear time in
the number of applications. Moreover, the student-proposing variant was also proved to be strategyproof
for the students [29], which means that no student can ever get a better partner by submitting false
preferences. Finally, the so-called Rural Hospitals Theorem [30] states that the same students are matched
in every stable solution, the number of assignees does not vary across stable matchings for any college,
and for the less popular colleges where the upper quota is not filled the set of assigned students is fixed.
When extending the classical college admission problem with the possibility of having ties in the
colleges’ rankings, that we referred to as an HRT instance, the existence of a stable solution is still
guaranteed, since we can break the ties arbitrarily, and a stable solution for the strict preferences is also
stable for the original ones. However, now the set of matched students and the size of the stable matchings
can vary. Take just the following simple example: we have two applicants, a1 and a2 first applying to
college c1 with the same score and applicant a2 also applies to college c2 as her second choice. Here, if
we break the tie at c1 in favour of a1 then we get the matching a1c1, a2c2, whilst if we break the tie in
favour of a2 then the resulting stable matching is a2c1 (thus a1 is unmatched). The problem of finding
a maximum size stable matching turned out to be NP-hard [27], and has been studied extensively in the
computer science literature, see e.g. [26]. Note that when the objective of an application is to find a
maximum size stable matchings, such as the Scottish resident allocation scheme [21], then the mechanism
is not stategyproof. To see this, we just have to reconsider the above example, and assume that originally
a1 also found c2 acceptable and would ranked it second, just like a2. By removing c2 from her list, a1 is
now guaranteed to get c1 is the maximum size stable solution, however, for the original true preferences
a2 would have an equal chance to get her first choice c1.
2.1 Introduction of lower quotas
In our first application the organisers of the project allocations wanted to ensure a minimum number of
students for each company. Similar requirements have been imposed for the Japanese regions with regard
to the number of residents allocated there. In our model, we introduce a lower quota lj for each company
cj and we require that in a feasible matching the number of assignees at any company is between the
lower and upper quotas. Stability is defined as before. We refer to the setting with strict preferences as
Hospitals / Residents problem with Lower quotas (HRL) and the case with ties is referred to as Hospitals
/ Residents problem with Ties and Lower Quotas (HRTL).
Regarding HRL, the Rural Hospitals Theorem implies that the existence of a stable matching that
obeys both the lower an upper quotas can be decided efficiently. This is because we just find one stable
matching by considering the upper quotas only, and if the lower quotas are violated then there exists no
stable solution under these distributional constraints. This problem can be still solved efficiently when
the sets of companies have common lower and upper quotas in a laminar system, see [18].
However, the problem of deciding the existence of a stable matching for HRTL is NP-hard. To see this,
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we just have to remark that the problem of finding a complete stable matching for HRT with unit quotas
is also NP-hard [27], so if we require both lower and upper quotas to be equal to one for all companies
then the two problems are equivalent. Furthermore, no mechanism that finds a stable matching whenever
there exists one can be strategyproof.
2.2 Adding types and distributional constraints
In our first application, the organisers want to distribute the foreign students across the projects almost
equally. In our second application, there are target numbers for the total number of Hungarian, European
and other participants and there are also specific lower quotas for Hungarian students by some companies.
These applications motivate our problems with applicant types and distributional constraints.
Let T = {T 1, . . . , T p} be the set of types, where t(ai) denotes the type of applicant ai. For a company




j denote the lower and upper quota for the number of assignees of type T
k. Furthermore,
we may also set lower and upper quotas for any type of applicants for a set of companies. In particular,
we denote the lower and upper quotas for the total number of applicants of type T k assigned in the
matching by Lk and Uk, respectively. The set of feasibility constraints for the matching is now extended
with these lower and upper quotas. Yet, the original stability condition, which does not consider the
types of the applicants, remains the same.
3 Solution concepts and integer programming formulations
In all of our formulations we use binary variables xij ∈ {0, 1} for each application coming from applicant
ai to company cj . This can be seen as a characteristic function of the matching, where xij = 1 corresponds
to the case when ai is assigned to cj .
When describing the integer formulations, first we keep the stability condition fixed while we imple-
ment the set of distributional constraints. Then we investigate the ways one can relax stability or find
most-stable solutions under the distributional constraints.
3.1 Finding stable solutions under distributional constraints
In this subsection we gradually add constraints to the model by keeping the classical stability condition.
Classical HR instance
First we describe the basic IP formulation for HR described in [8]. The feasibility of a matching can be
ensured with the following two sets of constraints.∑
j:(ai,cj)∈E
xij ≤ 1 for each ai ∈ A (1)
∑
i:(ai,cj)∈E
xij ≤ uj for each cj ∈ C (2)
Note that (1) implies that no applicant can be assigned to more than one company, and (2) implies
that the upper quotas of the companies are respected.
To enforce the stability of a feasible matching we can use the following constraint. ∑
k:rik≤rij
xik
 · uj + ∑
h:(ah,cj)∈E,shj>sij
xhj ≥ uj for each (ai, cj) ∈ E (3)
Note that for each (ai, cj) ∈ E, if ai is matched to cj or to a more preferred company then the first
term provides the satisfaction of the inequality. Otherwise, when the first term is zero, then the second
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term is greater than or equal to the right hand side if and only if the places at cj are filled with applicants
with higher scores.





When the companies can express ties the following modified stability constraints, together with the
feasibility constraints (1) and (2), lead to stable matchings. Note that here the only difference between
this and the previous constraint is that the strict inequality shj > sij became weak. ∑
k:rik≤rij
xik
 · uj + ∑
h:(ah,cj)∈E,shj≥sij
xhj ≥ uj for each (ai, cj) ∈ E (4)
Extension with lower quotas
Here, we only add the lower quotas for every company.∑
i:(ai,cj)∈E
xij ≥ lj for each cj ∈ C (5)
Adding distributional constraints
As additional constraints we require the number of assignees of a particular type to be between the lower
and upper quotas for that type at a company.∑
i:t(ai)=Tk,(ai,cj)∈E
xij ≤ ukj for each cj ∈ C and T k ∈ T (6)
∑
i:t(ai)=Tk,(ai,cj)∈E
xij ≥ lkj for each cj ∈ C and T k ∈ T (7)
We can also add similar constraints for set of companies, or for the overall number of different assignees
at all companies. We describe the latter, as we will use it when solving our second application.∑
i,j:t(ai)=Tk,(ai,cj)∈E
xij ≤ Uk for each T k ∈ T (8)
∑
i,j:t(ai)=Tk,(ai,cj)∈E
xij ≥ Lk for each T k ∈ T (9)
3.2 Relaxing stability
Adding additional constraints to the problem can cause the lack of a stable matching, even if we added
some flexibility with the ties.
One way to find a most-stable solution is to introduce nonnegative deficiency variables, dij for each
application and add them to the left side of the stability constraint (4). By minimising the sum of these





 · uj + ∑
h:(ah,cj)∈E,shj≥sij
xhj + dij ≥ uj for each (ai, cj) ∈ E (10)
Note that here, if a pair (ai, cj) is blocking for the assignment then we need to add more compensation
dij if the number of assignees at cj that the company prefers to ai is large. This approach can be reasonable
if we want to avoid the refusal of a very good candidate at a company. We call this solution as matching
with minimum deficiency.
Alternatively, if we just want to minimise the number of blocking pairs then we can set dij to be
binary and minimise the sum of these variables under the following modified constraints. ∑
k:rik≤rij
xik
 · uj + ∑
h:(ah,cj)∈E,shj≥sij
xhj + dij · uj ≥ uj for each (ai, cj) ∈ E (11)
Here, every blocking pair should be compensated by the same amount, so the number of blocking
pairs in minimised. Note that this concept has already been studied in the literature for various models
under the name of almost stable matchings, see e.g. [14].
3.3 Adjusting upper capacities, envy-free matchings
A different way of enforcing the lowers quota is to relax stability by artificially decreasing the capacities
of the companies. This was also the solution in the resident allocation scheme in Japan [22], where the
government introduced artificial upper quotas for each of the hospitals, so that in each region the sum
of these artificial upper bounds summed up to the target capacity for that region. In the case of our
motivating example of project allocation, one simple way of achieving the lower quotas was by reducing
the upper quotas at every company.
In this solution what we essentially get is a so-called envy-free matching, studied in [33]. The matching
is stable with respect to the artificial upper quotas, which means that the only blocking pairs that may
occur with regard to the original upper quotas are due to the empty slots created by the difference
between the original and the artificial quotas.
However, one may not want to reduce the upper quotas of the companies in the same way, perhaps
some more popular companies should be allowed to have more students than the less popular ones.
Furthermore, maybe the decision on which upper quotas should be reduced should be make depending
on their effect of satisfying the lower quotas (or other requirements). Thus, we may not want to set the
artificial upper quotas in advance, but keep them as variables, by ensuring envy-freeness in a different
way. One alternative way of enforcing envy-freeness is by the following set of constraints.∑
k:rik≤rij
xik ≥ xhj ∀(ai, cj), (ah, cj) ∈ E, sij > shj (12)
Constraints (12) will ensure envy-freeness, by making sure that if applicant ah is assigned to company
cj and applicant ai has higher score than ah at cj then ai must be assigned to cj or to a more preferred
company.
3.4 Type-specific priorities
So far we have only considered different approaches of relaxing stability or enlarging the set of feasible
solutions in order to satisfy the distributional constraints. In this subsection we study alternative solution
concepts and methods for the case when the distributional constraints are type-dependent. This is the
case also in our motivating application, where special requirements are set for the foreign students assigned
to the companies.
When the number of students of a type does not achieve the minimum required at a place then there
are two well-known approaches. For instance in a school choice scenario, where the ratio of an socio-ethnic
48
group should be improved (see e.g. [2]) then one possible affirmative action is to increase the scores of
that group of students as much as needed. The other usual solution is to set some reserved seats to those
students (see e.g. [6]).
In our project allocation application our requirement is to have at least one foreign student assigned to
every company. If in a stable solution this condition would be violated for a company then we can try to
enforce the admission of a foreign student by increasing the scores of the foreign students at this company.
We call such a solution as stable matching with type-specific scores, where the classical stability condition
is required for the adjusted scores. The second approach is to devote one place at each company to foreign
students. For this one seat the foreign students will have higher priority than the locals irrespective of
their scores, but for the rest of the spaces the usual score-based rankings apply. We call this concept as
stable matching with reserved seats for types. Note that neither of these two concepts can always ensure
that we get at least one foreign student at each company, since they may all have high scores and they
may all dislike a particular company. However, this situation changes if we also allow to decrease the
scores of a group of students. We will describe this case after discussing the third approach.
Finally, as a third approach, we can also extend the concept of envy-free matchings for types. We do
not require any stability with regard to students of different types, but we do require envy-freeness for
students of the same type. Thus the so-called type-specific envy-free matchings will be those who satisfy
the following set of constraints.∑
k:rik≤rij
xik ≥ xhj ∀(ai, cj), (ah, cj) ∈ E, sij > shj , t(ai) = t(ah) = T k for each T k ∈ T (13)
That is, if ai and ah have the same type and ah is assigned to cj then the higher ranked ai must
also be assigned to cj or to a more preferred company. Note that with this modification we extend the
set of feasible solutions compared to the set of envy-free matchings. Another important observation that
is motivated by our project allocation problem is that under some realistic assumptions a type-specific
envy-free matching always exists, that we will show in the following theorem.
Theorem 1 Suppose that all the companies are acceptable to every student and that the sum of the lower
quotas with regard to each type is less than equal to the number of students of that type, and the sum of
the lower quotas across types for a company is less than or equal to the upper quota of that company, then
a complete within-type envy-free matching always exists and can be found efficiently.
Proof: We construct a within-type envy-free matching separately for each type and then we merge
them. When considering a particular type T k, we set artificial upper quotas at the companies to be equal
to the type-specific lower quotas (i.e. lkj for company cj) and we find a stable matching Mk for this type.
This stable matching must exist, since we assumed that all the companies are acceptable to every student
and the number of students in every type is at least as much as the sum of the lower quotas for that type.
We create matching M by merging the stable matchings for the types, i.e. M = M1∪M2∪· · ·∪Mp. Note
that no upper quota is violated in M , since we assumed that the sum of the lower quotas across types
for any company cj is less than equal to the upper quota of cj . By the stability of Mk for every type
T k it follows that matching M is within-type envy-free. If there is still a company cj , where the overall
lower quota (lj) is not yet met, then we increase an artificial upper quota for some at cj so that there is
still some unmatched applicants of this type. Since the total number of applicants is greater or equal to
the sum of the lower quotas, we have to achieve the lower quotas at all companies in this way. Finally,
it there are still some unmatched applicants then we increase some artificial upper quotas for their types
one-by-one, by making sure that we never exceed any overall upper quota. At the end of this iterative
process we must reach a complete within-type envy free matching. 
Let us abbreviate a complete within-type envy-free matching as CWTEFM. Now, we will compare
this concept of CWTEFM with stable matchings with type-specific scores and observe that they are
essentially the same.
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Theorem 2 Under the assumptions of Theorem 1 a complete matching is within-type envy-free if and
only if it is stable with type-specific scores.
Proof: Suppose first that M is a complete stable matching with type-specific scores, we will see that
M is also within-type envy-free by definition. Suppose for a contradiction that there is a student ai who
has justified envy against student ah of the same type at company cj , i.e. ah is assigned to cj whilst ai
has higher score at cj than ah and ai is assigned to a less preferred company. This would mean that
the pair {ai, cj} is blocking for the adjusted scores, since both students get the same adjustment at cj ,
contradicting with the stability of M .
Suppose now that M is a CWTEFM. Let us adjust the scores of the students according to their types
at each company such that the weakest students admitted have the same scores across types. Matching
M is stable with regard to the adjusted scores, because if a student ai is not admitted to a company cj
and any better place of her preference that it must be the case that her score at cj was less then or equal
to the score of the weakest assigned student of the same type at cj , which means that the adjusted score
of ai at cj is less than or equal to the adjusted score of every assigned student at cj . 
Instead of using the above described processes of setting type-specific artificial upper quotas or making
adjustments for the scores of different types, we can also get a CWTEFM directly by an IP formulation.
We shall simply use the feasibility and distributional constraints together with (13) and with an objective
function maximising the number of students assigned. This approach is not just more robust than the
above described two heuristics, but it has also the advantage that we can enforce additional optimality or
fairness criteria. Regarding optimality, we may want to minimise the total rank of the students, leading
to a Pareto-optimal assignment under the constraints. As an additional fairness criterion we may aim
to minimise the envy across types. We can achieve this by adding deficiency variables to the left hand
side of constraints (12) for students of different types, as described in (14) below, and then minimising
the sum of the deficiencies. We refer to this solution as MinDefCWTEFM, that is complete within-type




ih ≥ xhj ∀(ai, cj), (ah, cj) ∈ E, sij > shj , t(ai) 6= t(ah) (14)
We remark that in our project allocation application the conditions of Theorem 1 are satisfied, since
all the students have to rank (and accept) all the companies and we require to have at least one foreign
student at each company, where the number of foreign students is more than the number of companies.
Therefore a complete within-type envy-free matching always exists. Within this set of solutions we decided
to minimise the envy across types, as suggested above as first objective. As a secondary objective we can
choose to minimise the total rank of the students or as an alternative we can also minimise the open-slot
blockings (i.e. the blockings due to unfilled positions with regard to the original upper quotas). The
latter objective is useful to make sure that the popular companies always fill their upper quotas, and so
the less popular companies will admit fewer students.
4 Further notes
We applied the above described solution concepts for our two motivating applications, in a project
allocation problem at Corvinus University of Budapest and for a conference organisation case, that we
will describe in details in an extension of this paper. We will also test these solution concepts on randomly
generated instances to find out how large problems can be solved with the IP technique.
One could also try to come up with alternative solution concepts and different IP formulations for
the same concepts that we proposed. Finally, it would be interesting to test the applicability of our
approach in other applications, such as the resident allocation problem with regional quotas, controlled
school choice, and college admissions with affirmative action or minority reserves.
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Abstract: We prove a Tverberg type theorem: Given a set A ⊂ Rd in general position with
|A| = (r−1)(d+1)+1 and k ∈ {0, 1, . . . , r−1}, there is a partition of A into r sets A1, . . . , Ar
(where |Ap| ≤ d+ 1 for each p) with the following property. The unique z ∈
⋂r
p=1 aff Ap can
be written as an affine combination of the elements in Ap: z =
∑
x∈Ap α(x)x for every p and
exactly k of the coefficients α(x) are negative. The case k = 0 is Tverberg’s classical theorem.
Keywords: Tverberg’s theorem, sign conditions
1 Introduction and main result
Assume A = {a1, . . . , an} ⊂ Rd where n = (r−1)(d+1)+1 and r ≥ 2, d ≥ 1 are integers. Suppose further
that the coordinates of the ai (altogether dn real numbers) are algebraically independent. A partition
A = {A1, . . . , Ar} of A is called proper if 1 ≤ |Ap| ≤ d+ 1 for every p ∈ [r]. Here and in what follows [r]
stands for the set {1, . . . , r}. We will show later (Proposition 3) that in this case the intersection of the
affine hulls of the Ap is a single point z, that is, z =
⋂r
p=1 aff Ap. Equivalently, the following system of




α(x)x and 1 =
∑
x∈Ap
α(x) for all p ∈ [r]. (1.1)
One form of Tverberg’s classical theorem puts extra conditions on the coefficients α(x).
Theorem 1 Under the above conditions there is a partition of A into sets A1, . . . , Ar such that all
α(x) ≥ 0. In other words, z = ⋂rp=1 convAp.
This means that the unique solution to (1.1) has α(x) > 0 for all x ∈ A. Can we require here that
exactly one (or two or more) of the α(x) are negative? A partial answer comes from the next theorem
which is the main result of this paper.
Theorem 2 Assume k ∈ {0, 1, . . . , r− 1}. Under the above conditions there is a (proper) partition of A
into r parts so that in the unique solution to (1.1) α(x) < 0 for exactly k elements x ∈ A.
Of course the same holds for any set A of n points in Rd, we only have to relax the condition α(x) < 0
to α(x) ≤ 0 for k elements x ∈ A and α(x) ≥ 0 for the rest.
It is not clear for what other values of k ∈ [n] the theorem holds. Certainly k ≤ n − r as every Ap
contains an x with α(x) > 0.
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N1 −Id
1 1 . . . 1
N2 −Id
1 1 . . . 1
. . .
Nr −Id
1 1 . . . 1
Table 1: The matrix M , the empty regions indicate zeros
The case of r = 2, that is, Radon (plus minus) partitions can be checked directly. Then |A| = d + 2
and the outcome is that for any k ∈ {0, 1, . . . , bd+22 c} there is a partition with exactly k negative α(x).
Further, there are examples showing that this does not hold for k > bd+22 c. This case is easy as everything
is governed by the unique affine dependence of the vectors in A. We omit the details.
The case d = 1 is very simple. Then n = 2r − 1 and there is no r-partition with r or more negative
coefficients, so the trivial bound k ≤ n− r = r−1 is tight. In the case d = 2, r = 3 and n = 7 Theorem 2
gives a suitable partition for k = 0, 1, 2. A careful case analysis shows that the statement holds for k = 3
as well, and an extensive computer aided search did not find any example where it fails to hold for k = 4.
We mention further that the proof works for k = 0. So it is a new proof of Tverberg’s theorem. In
fact, the method is the same ’moving the points’ (which is sometimes called the ’variational method’)
but the technique is different. Here is the fact that we need about the intersection of the affine hulls.
Proposition 3 Assume A = {a1, . . . , an} ⊂ Rd with the coordinates of the ai are algebraically in-
dependent and r ≥ 2, d ≥ 1 are integers. If the partition A = {A1, . . . , Ar} of A is proper and
n = (r − 1)(d+ 1) + 1, then ⋂rp=1 aff Ap is a single point. If n ≤ (r − 1)(d+ 1), then ⋂rp=1 aff Ap = ∅
The first part must be known, see for instance [2] or [1] for similar statements. The second part is
proved in [3]. We give a simple proof in the last section.
2 Preparations and sketch of proof
We write the equation (1.1) in matrix form Mα = b. The (n + d) × (n + d) matrix M is made up of
blocks. The block corresponding to Ap is a (d+ 1)×|Ap| matrix Np whose columns are the vectors in Ap
appended with a 1 in the last row. There are r further blocks, each one is −Id, the negative d×d identity
matrix. They are in the last d columns of M , with a row of zeroes between them. These submatrices are
arranged in M as shown on Table 1. All other entries of M are zeroes. The ith column of M corresponds
to the vector ai. Note that M = M(A) depends on A and on the partition A = {A1, . . . , Ar} as well.
The variables are α = (α1, . . . , αn, z1, . . . , zd)
T ∈ Rn+d and the right hand side vector is b ∈ Rn+d
that has coordinate zero everywhere except in positions d+1, 2(d+1), . . . , r(d+1) where it has one. The
original system (1.1) is the same as
Mα = b. (2.1)
Let Mi denote the matrix obtained by replacing the ith column of M by the vector b. We will need
the following fact.
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Proposition 4 If the partition of A is proper, then detM 6= 0 and detMi 6= 0 for all i ∈ [n].
Proof: The system (1.1) or, what is the same, (2.1) has a unique solution iff detM 6= 0, which happens
iff
⋂r
p=1 aff Ap is a single point. So detM 6= 0 is implied by Proposition 3. Next detMi = 0 implies
by Cramer’s rule that αi =
detMi
detM = 0 and so
⋂r
p=1 aff (Ap \ {ai}) 6= ∅ which is impossible according to
second half of the same Proposition. 
As in Tverberg’s original proof [3], we use the method of moving the points. As a first step we find an
initial set A0 ⊂ Rd that has property [k], that is, A0 has a (proper) partition where the unique solution
to (2.1) has exactly k negative αs. This is easy. Start with a single point a1 contained in the interior of
r − 1 d-dimensional simplices. Then translate the first k simplices so that a1 ends up on the other side
of exactly one of the hyperplanes defining the simplex. Then a1 and the vertices of the simplices form
the required set A0. It is also clear that this set A0 can be chosen so that its points are in algebraically
independent position.
For moving the points we begin with n+1 vectors b1, a1, . . . , an ∈ Rd that have algebraically indepen-
dent coordinates. We assume that A = {a1, . . . , an} has property [k] and are going to show that so does
{b1, a2, . . . , an}. This is the main step of the proof. Once it is done, the proof is complete: we repeat the
main step n times to arrive from the intitial set A0 to the target set.
For the main step we define a(t) = (1 − t)a1 + tb1 and check that the set A(t) = {a(t), a2, . . . , an}
has property [k] for all t ∈ [0, 1] except possibly for finitely many values of t (to be called critical values).
A(t) has property [k] iff it has a partition A(t) = {A1(t), A2, . . . , Ar} such that in the unique solution to
(2.1) exactly k of the αi are negative. What we are going to show, actually, is that the partition A(t)
remains the same between two consecutive critical values. So A(t) only changes at the critical values.
We will always consider a(t) as the first vector in A1(t). Sometimes we write A1 instead of A1(t)
suppressing the dependence on t.
Clearly
⋂r
p=1 aff Ap 6= ∅ happens iff the system
M(t)α = b (2.2)
has a solution. Here M(t) is the same matrix as M with the same partition A except that in the first
column a1 is replaced by a(t). For i ∈ [n] we write Mi(t) when ith column of M(t) is replaced by b.
Proposition 5 The equation detM(t) = 0 has at most one solution. The same holds for equation
detMi(t) = 0.
Proof: Note that detM(t) is a linear function of t so it either has a single root or it is constant. If it
is a constant, then detM(t) = detM(0) which is non-zero according to Proposition 4. The same applies
to detMi(t). 
Assume that, for some t0 ∈ [0, 1], A(t0) has property [k] with some fixed (and proper) partition
A(t) = {A1(t), . . . , Ar} and detM(t0) 6= 0. This is the case for t0 = 0, actually. So the unique solution
to M(t)α = b has exactly k negative and n − k positive αis. Then this holds in a small neighbourhood
of t0, let τ > t0 be the smallest number where this condition fails. So at the critical value τ , either
detM(τ) = 0 or αj(τ) = 0 for some j ∈ [n]. Note that aj 6= a(t) (or j 6= 1) here as, by Cramer’s rule,
α1(t) =
detM1(t)
detM(t) and detM1(t) is a non-zero constant (independent of t).
The key step in the proof of Theorem 2 is the next lemma.
Lemma 6 Under the above conditions there is ε > 0 such that for t ∈ (τ, τ + ε) A(t) has property [k]
with another partition A′(t).
With the lemma, the proof of Theorem 2 is finished as follows. Start with t0 = 0 where A(t0) has
property [k] with partition A(t0). With this partition detM(t0) 6= 0. Let τ0 > t0 be the next critical
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value. By the lemma, for a suitable small ε > 0, A(t) has property [k] for all t ∈ (τ0, τ0 + ε) with a
proper partition A1(t) = A′(t). Choose some t1 ∈ (τ0, τ0 + ε) with detM(t1) 6= 0 and let τ1 > t1 be
the next critical value. Apply the lemma again. It gives some ε > 0 such that A(t) has property [k] for
all t ∈ (τ1, τ1 + ε) with a proper partition A2(t), and so on. In this induction argument the intervals
(τk, τk+1) cover every t ≥ 0 (except the critical values) because Proposition 5 implies that there are only
finitely many critical values. So t = 1 is also covered. 
3 Proof of Lemma 6
We begin with the following claim.
Claim 7 At the critical value τ detM(τ) 6= 0.
Proof: Assume that, on the contrary, detM(τ) = 0. For t ∈ [t0, τ) detM(t) 6= 0 and we may assume it
is positive (by swapping two columns in the same part of the partition if necessary). Since k < r there
is a part Ap with αi(t) > 0 for all i with ai ∈ Ap (p = 1 is possible). The condition
∑
i:ai∈Ap αi(t) = 1 is
the same, by Cramer’s rule, as ∑
i:ai∈Ap
detMi(t) = detM(t).
All terms here are positive and detM(t) → 0 as t → τ . Then detMi(t) → 0 as t → τ as well.
It follows that limt→τ αi(t) exists and equals αi(τ) ≥ 0, as both detM(t) and detMi(t) are linear
functions of t. Also,
∑
i:ai∈Ap αi(τ) = 1, and the point z(τ) =
∑
i:ai∈Ap αi(τ)ai lies in convAp. Further,
z(t) =
∑
j:aj∈Aq αj(t)aj for every other Aq. As limt→τ z(t) = z(τ) exists, taking limit here shows that
limt→τ αj(t) exists and is finite for every j with aj ∈ Aq. In particular, for j = 1 this means that
lim
t→τ α1(t) = limt→τ
detM1(t)
detM(t)
exists and is finite, so detM1(t)→ 0. But detM1(t) is a non-zero constant, a contradiction. 
Remark. This is the only place in the proof where we use the condition k < r. We mention further
that detM(t) 6= 0 holds when z(t) ∈ convAp for some Ap ∈ A(t).
Claim 8 At the critical value τ the vector aj with αj(τ) = 0 is unique.
Proof: As detM(τ) 6= 0 the limit of z(t) and of each αi(t) as t → τ exists and equals z(τ) and αi(τ)
so they are the same z(τ) and αi(τ) as in the proof of the previous claim. They are also the solutions to
equation M(τ)α = b.
Assume that αj(τ) = 0 and αi(τ) = 0 for distinct i, j ∈ [n]. Here i, j 6= 1 as we have seen. This means
that z(τ) lies in the intersection of the affine hulls of the Ap \ {ai, aj} for all p including A1(τ) \ {ai, aj}.
Set A1 = A1(τ) ∪ {a1, b1} \ {a(τ), ai, aj}. Here of course a(τ) = (1− τ)a1 + τb1. Then
aff (A1(τ) \ {ai, aj}) ⊂ aff A1,
and so z(τ) ∈ aff A1 ∩ ⋂rp=2 aff (Ap \ {ai, aj}). But the union of the sets A1, A2, . . . , Ar only contains
n− 1 points. So by Proposition 3, their affine hulls have no point in common. 
Thus the unique aj belongs to a unique Aq, q = 1 is possible. Note that |Aq| > 1 as otherwise there
is only aj ∈ Aq and αj(τ) = 0 so the sum
∑
i:ai∈Aq αi(τ) = 0 while it should be 1.
We assume again that detM(t) > 0.
Let M∗(t) be the matrix obtained from M(t) by replacing its jth column by (aj , 1, aj , 1, . . . , aj , 1)T ∈
Rn+d (r copies of (aj , 1) ∈ Rd+1). The linear system M∗(τ)α = b has two solutions, namely, the solution
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to M(τ)α = b (since αj(τ) = 0) and the vector (β1, . . . , βn, v1, . . . , vd)
T ∈ Rn+d where βi = 1 if i = j and
βi = 0 otherwise, and (v1, . . . , vd) = aj . This implies that detM
∗(τ) = 0.
Next letMp(t) be the matrix obtained fromM∗(t) by replacing its jth column by (0, . . . , 0, aj , 1, 0, . . . , 0)T ∈
Rn+d; here the first (p− 1)(d+ 1) and the last (r − p)(d+ 1) entries are zero, and between these zeroes





Define Q = {q}⋃{p ∈ [r] : |Ap| ≤ d}. Recall that aj ∈ Aq. It is evident that detMp(t) = 0 if p /∈ Q as





Observe now that M(t) = Mq(t) and so detMq(t) is positive at t = τ . As the left hand side is zero at
t = τ there must be an s ∈ Q with detMs(τ) < 0. Define now a new partition A′(t) = {A′1(t), A′2, . . . , A′r}
of A(t) as follows: A′q = Aq \ {aj}, A′s = As ∪ {aj}, and A′p = Ap in all other cases. Observe that Ms(t)
is the matrix corresponding to the new partition A′(t). Note that this partition is proper because s ∈ Q.
We are almost finished now. We claim that the new partition satisfies the requirements for all t in








and αj(τ) = α
′
j(τ) = 0 because αj(τ) = 0 and Mj(τ) = M
s
j (τ). This and the uniqueness of the αi(τ)
imply that αi(τ) = α
′
i(τ) for all i ∈ [n]. Here α′i(t) depends continuously on t so it has the same (non-zero)













Here detMj(t) changes sign at t = τ and the signs of detM(t) and detM
s(t) are opposite. Consequently
the sign of αj(t) for t < τ coincides with that of α
′
j(t) for t > τ and close enough to τ . 
4 A stronger version of Theorem 2
The proof shows that the sign of αj(t) does not change at the critical value τ . This means that while
moving the points, the sign of any αi((t) remains unchanged, except possibly at a critical value where
it may become zero. But even then, the sign of αi(t) is the same for t < τ and for t > τ . This gives a
strengthening of Theorem 2: one can prescribe in advance which x ∈ A is going to be negative and which
one positive.
Theorem 9 Assume that, under the conditions of Theorem 2, a set B ⊂ A is given with |B| = k. Then
there is a (proper) partition of A into r parts so that the unique solution to (1.1) satisfies α(x) < 0 for
x ∈ B and α(x) > 0 for x ∈ A \B.
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5 Proof of Proposition 3
As we have seen,
⋂r
1 aff Ap is a single point iff the linear system (1.1) or what is the same (2.1) has a
unique solution which happens iff detM 6= 0. Here detM is a polynomial with integral coefficients in
the coordinates of the ai. If this polynomial is zero at some algebraically independent points a1, . . . , an,
then it is identically zero. So it suffices to show one example where it is non-zero or, what is the same,
one example where
⋂r
1 aff Ap is a single point.
This is quite easy. Suppose |Ap| = d + 1 − mp for all p ∈ [r] and m1 ≥ m2 ≥ . . . ≥ mp. As A
is a proper partition, 0 ≤ mp ≤ d. Let Hp be the subspace of Rd defined by equations xi = 0 for
i =
∑p−1
1 mj + 1, . . . ,
∑p
1mj . Since n = (r − 1)(d+ 1) + 1,
∑r
1mp = d, implying that
⋂r
1Hp is a single
point, namely the origin. For each p ∈ [r] choose |Ap| affinely independent points in Hp. Their affine hull
is exactly Hp, finishing the proof of the first part.
For the second part we can assume that Ap is nonempty for all p, and also that |Ap| ≤ d + 1 as
otherwise one can delete some elements of Ap while keeping its affine hull the same. We suppose further
that n = (r − 1)(d + 1) by adding extra (and algebraically independent) points to some suitable Aps.
Then
⋂r
1 aff Ap 6= ∅ iff the corresponding linear system (2.1) has a solution. Now M is an (n + 1) × n
matrix. Adding b to M as a last column we get the matrix M∗. The system (2.1) has a solution iff
rank M = rank M∗. The previous argument shows that rank M = n − 1 and so we have that, as a
polynomial, detM∗ is identically zero. Again it suffices to give a single example where
⋂
aff Ap = ∅.
We use the same example as before except that this time
∑r
1mp = d + 1 so we can add the equation∑d
1 xi = 1 to the ones defining H1 if m1 < d and then
⋂
Hp = ∅, indeed. If m1 = d then H1 = 0 and
m2 = 1 and we define H2 by the single equation x1 + x2 = 1, and again
⋂
Hp = ∅. The sets Ap are
constructed the same way as above. 
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Abstract: A Boolean function given in a conjunctive normal form is Horn if every clause
contains at most one positive literal, and it is pure Horn if every clause contains exactly one
positive literal. Due to their computational tractability, Horn functions are studied exten-
sively in many areas of computer science and mathematics such as combinatorics, artificial
intelligence, database theory, algebra and logic.
The present paper considers the problem of finding minimal representations of pure Horn
functions. We give a new proof for a recent min-max result of Boros et al. regarding body-
minimal representations. The proof is algorithmic and finds the so called Guigues-Duquenne
basis. We also describe a new construction that combines two existing representations into a
third one.
Keywords: directed hypergraphs, GD basis, Horn minimization
1 Introduction
As a subclass of Boolean functions, Horn functions play an important role in different areas of mathematics
due to their interesting computational properties. The satisfiability problem for this subclass of Boolean
functions can be solved in linear time and the equivalence of Horn formulas can be decided in polynomial
time [10]. This concept appears as lattices and closure systems in algebra, as implicational systems in
artificial intelligence, as directed hypergraphs in graph theory, and is also used for representing knowledge
base in propositional expert systems.
Informally, the Horn minimization problem is to find a minimal representation that is equivalent
to a given Horn formula. For example, such a representation can be used to reduce the size of the
knowledge base in a propositional expert system, thus improving the performance of the system. The
size of a formula can be measured in many different ways (see [5]). Unfortunately, it is NP-hard to find
an optimal representation for almost all of these measures. There is however an interesting exception,
called body-minimal representation, for which polynomial time algorithms were independently discovered
[5, 9, 11]. In [7], Boros et al. gave an explanation why this measure is so different from the others in
terms of tractability by providing a min-max result on the minimum number of bodies appearing in the
representation of a Horn function. Their proof is algorithmic and it actually determines a canonical
body-minimal representation called the Guigues-Duquenne basis.
A common aspect of previous algorithms for determining a body-minimal representation is that they
are using frameworks different from that of directed hypergraphs, for example, functional dependencies
or implication systems. For this reason, the steps of these algorithms are difficult to follow and they do
not reveal the structure of body-minimal representations. One motivation of our investigations was to
give a better understanding of the min-max result of [7] by using a purely graph theoretical approach.
In contrast to body-minimal representations, edge-minimal representations are not only hard to find
but even hard to approximate. Bhattacharya et al. [6] showed that this problem is inapproximable
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within a factor 2O(log
(1−ε)(n) assuming NP ( DTIME(npolylog(n)), while Boros and Gruber showed that
it is inapproximable within a factor 2O(log
1−o(1)n) assuming P ( NP , where n denotes the number of
variables. However, the existence of an O(nc) approximation for some 0 < c < 1 is a rather interesting
open problem; such an approximation algorithm would immediately find a wide list of applications. We
present a surprising result, which given two pure Horn formulas Φ1 and Φ2, constructs a new one Φ such
that the bodies and heads of Φ form subsets of the bodies of Φ1 and the heads of Φ2, respectively. We hope
that this observation may help us in finding a good approximation for the edge-minimal representation.
The rest of the paper is organized as follows. A brief introduction into Horn logic is given in Section 2.
We give a new algorithmic proof of the min-max result of Boros et al. in Section 3. In Section 4, we
show that the body-minimal representation provided by the algorithm is in fact the GD basis. Finally,
we show how a new representation from two given ones can be constructed in Section 5.
2 Preliminaries
2.1 Horn logic
Let V be a set of n variables. Members of V are called positive while their negations are called negative
literals. A boolean function is a mapping f : {0, 1}V → {0, 1}. For a subset Z ⊆ V let χZ denote
the characteristic vector of Z, that is, χZ(v) = 1 if v ∈ Z and 0 otherwise. Then Z is called true
if f(χZ) = 1 and false otherwise. The sets of true and false sets of f are denoted by Tf and Ff ,
respectively.
It is known that any boolean function can be represented by a conjunctive normal form (CNF). A
CNF is a conjunction of clauses, where a clause is a disjunction of literals. A clause is Horn if at most
one of its literals is positive, and is pure Horn (or definite Horn) if it contains exactly one positive
literal. Given a representation, the set of clauses is denoted by C. A CNF Φ = (V, C) is pure Horn if
all of its clauses are pure Horn. Finally, a boolean function h is pure Horn if it can be represented by
a pure Horn CNF. For a subset ∅ 6= B ⊆ V and v ∈ V \ B we write (B → v) to denote the pure Horn
clause C = v ∨ ∨u∈B u. Here B and v are called the body and head of the clause, respectively. The
set of bodies and set of heads appearing in a CNF representation Φ are denoted by B(Φ) and H(Φ),
respectively.
It is known that for any pure Horn function h, Th is closed under intersection and contains V .
Moreover, for any set T of subsets of V which is closed under intersection and contains V , there exists
a pure Horn function h with Th = T . Hence there is a one-to-one correspondence between pure Horn
functions and sets of subsets of V closed under intersection and containing V .
Given a pure Horn function h, the forward chaining closure of a set Z ⊆ V is the unique smallest
true set containing Z and is denoted by Fh(Z). If Φ is a pure Horn CNF representation of h then the
forward chaining closure can be obtained by the following method. Set F 0Φ(Z) := Z. In a general step,
if F iΦ(Z) is a true set then Fh(Z) = F
i
Φ(Z). Otherwise take an arbitrary violated implication (B → v)
of Φ and set F i+1Φ := F
i
Φ(Z) + v. Note that (B → v) is violated by F iΦ(Z) if and only if B ⊆ F iΦ(Z) but
v /∈ F iΦ(Z). It is known that the result of the process depends neither on the particular choice of the
representation Φ nor on the order in which violated implications are chosen, but only on the underlying
function h.
2.2 Directed hypergraphs
Directed hypergraphs are generalizations of directed graphs and can be defined in several ways [8, 12].
In our investigations we will use the following notation. A directed hypergraph is a pair H = (V, E)
where V is a set of nodes and E is a set of hyperedges. A hyperedge is a pair (B, v) where ∅ 6= B ⊆ V
is the body and v ∈ V \B is the head of the hyperedge. The set of bodies and set of heads appearing
in H are denoted by B(H) and H(H), respectively. We say that a hyperedge (B, v) ∈ E covers a set
Z ⊆ V if B ⊆ Z and v /∈ Z. The hypergraph H covers a family P of subsets of V if for each Z ∈ P
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there exists an edge in E covering Z. A subset Z ⊆ V is called true if H does not cover Z and false
otherwise. The sets of true and false sets are denoted by TH and FH , respectively.
Given a node v ∈ V , let H − v denote the hypergraph obtained from H by deleting each hyperedge
containing v (either as a body node or a head node). We say that a node v ∈ V is reachable from a set
Z ⊆ V in H if either v ∈ Z or there exists a hyperedge (B, v) such that each node in B is reachable from
Z in H − v. The set of nodes reachable from Z in H is denoted by FH(Z).
2.3 Pure Horn functions and directed hypergraphs
There is a natural one-to-one correspondence between pure Horn CNFs and directed hypergraphs.
Namely, a CNF Φ = (V, C) and a hypergraph H = (V, E) correspond to each other if (B → v) ∈ C
if and only if (B, v) ∈ E . Let h be a pure Horn function, Φ be a pure Horn CNF representing h and H be
the corresponding hypergraph. It is easy to see that Th = TH , Fh = FH , B(Φ) = B(H), H(Φ) = H(H)
and Fh(Z) = FH(Z) for every Z ⊆ V . Hence the problem of finding a body-minimal representation of h
is equivalent to finding a hypergraph H = (V, E) with TH = Th and |B(H)| being minimal. For a given
pure Horn CNF Φ = (V, C), we will denote the corresponding directed hypergraph by HΦ = (V, EΦ).
3 Body-minimal representation
Let h be a pure Horn function. A hyperedge (X, v) is called valid if it does not cover a true set in Th.
A true set Y separates false sets X1 and X2 if X1 ∩ X2 ⊆ Y and either Y ⊂ X1 or Y ⊂ X2. Two
sets X1 and X2 are called independent if they can not be covered by valid hyperedges having the same
body. Note that two false sets are independent if and only if either they are separated by a true set or
X1 ∩X2 = ∅. Observe that a hypergraph H = (V, E) represents h if and only if it covers F and only has
valid hyperedges.
The next min-max result first appeared in [7] in a slightly different form. We give a new proof
here using directed hypergraphs. The advantage of using the hypergraph terminology is that both the
statement of the theorem and the main steps of the algorithmic proof are easier to interpret.
Theorem 1 Let h be an arbitrary pure Horn function. The minimum number of bodies appearing in
a hypergraph representation H = (V, E) of h equals the maximum number of pairwise independent false
sets.
Proof: Take an arbitrary representation H = (V, E) of h and a family I of pairwise independent false
sets. For each X ∈ I, there must be a valid hyperedge in E that covers X. As no two members of I
can be covered by valid hyperedges having the same body, the number of different bodies appearing in
the representation is at least |I|, showing |B(H)| ≥ |I|. By choosing H to be body-minimal and I to
be maximal, we get that the minimum is at least the maximum. Hence, in order to prove equality, it
suffices to show a representation H = (V, E) of h and a family I of pairwise independent false sets such
that |B(H)| = |I|.
Procedure MinMax constructs such a representation. At the beginning, we set H := (V, ∅). At a
general step of the algorithm, take an inclusionwise minimal false set X ∈ Fh not covered by H and let
Y ∈ Th be the minimal true set containing X. Note that Y is uniquely determined as Th is closed under
intersection and V ∈ Th. Add (X, v) to E for each v ∈ Y −X.
We repeat these steps as long as possible. Let H = (V, E) be the resulting hypergraph, let X1, . . . , Xt
denote the bodies in H in the order they got into H and let Yi be the unique minimal true set containing
Xi for i = 1, . . . , k. Clearly, H covers every false set in Fh and contains only valid hyperedges. In
addition, Xi ∈ Fh for i = 1, . . . , t. We claim that these false sets are pairwise independent. Indeed, take
two sets, say Xi and Xj with i < j. If Xi ⊂ Xj then Yi separates them, otherwise one of the hyperedges
{(Xi, v) : v ∈ Yi − Xi} would cover Xj , hence Xj could not appear as a body in the representation.
Assume now that none of Xi −Xj , Xi ∩Xj and Xj −Xi is empty. We claim that Y = Xi ∩Xj is a true
set. Assume indirectly that Y is false. Then Y became covered no later than Xi and Xj . However, a
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hyperedge covering Y also covers at least one of Xi and Xj , contradicting that both of them are bodies
in the final hypergraph. Hence Y is a true set which separates Xi and Xj . Thus we conclude that
X1, . . . , Xt are independent false sets, finishing the proof. 
Procedure MinMax
Input : A pure Horn function h.
Output: A body-minimal representation H = (V, E) of h.
1 E := ∅
2 H := (V, E)
3 while ∃ false set not covered by H do
4 Choose an inclusionwise minimal false set X not covered by H.
5 Let Y be the unique minimal true set containing X.
6 E := E ∪ {(X, v) : v ∈ Y −X}
7 end
8 Output H = (V, E).
Now we show that Theorem 1 is equivalent to the min-max result of Boros et al. [7]. Let Φ = (V, C)
be a pure Horn CNF. For a subset S ⊆ V , define ES = {(B → v) ∈ C : B ⊆ S, v /∈ S} and call such a
set essential if it is non-empty. Two essential sets ES1 and ES2 where S1 6= S2 are body-disjoint if no
two nodes v1 ∈ FΦ(S1 ∩S2) \S1 and v2 ∈ FΦ(S1 ∩S2) \S2 exist simultaneously. (In fact both essentiality
and body-disjointness are defined slightly differently in [7], but for now we can think of these sets as
mentioned above.)
Theorem 2 (Boros, Cˇepek, Makino) Let h be an arbitrary pure Horn function. Then the minimum
number of bodies appearing in a pure Horn CNF representation of h equals the maximum number of
pairwise body-disjoint essential sets.
It is not difficult to see that ES1 and ES2 are body-disjoint essential sets if and only if they are false
and either S1 ∩ S2 = ∅ or FΦ(S1 ∩ S2) is a true set separating S1 and S2. Hence the equivalence of the
two theorems follows.






(Xi → v) (1)
is a body minimal representation of h. Hence the proof immediately suggests a direct algorithm for
determining a body-minimal representation of a pure Horn function h given by a pure Horn representation
Φ.
Theorem 3 Let h be a pure Horn function given by a pure Horn CNF representation Φ. Then a body-
minimal pure Horn representation Ψ defined by (1) can be determined in polynomial time.
Proof: It suffices to show that Steps 4 and 5 of Procedure MinMax can be performed in polynomial time.
Assume that the algorithm constructed a hypergraph H = (V, E) so far. Observe that FH(Z) ⊆ FHΦ(Z)
for every Z ⊆ V as we only added hyperedges of form (Xi, v) where v ∈ Fh(Xi).
In Step 4, we have to find a minimal set X which is covered by HΦ but uncovered by H. Such a set
X surely contains a body B ∈ B(HΦ). As H does not cover X, necessarily we have FH(B) ⊆ X. On the
other hand, FH(B) is covered by HΦ unless FH(B) = FHΦ(B). Hence X can be chosen to be a minimal
set among the sets FH(B) for B ∈ B(HΦ) with FH(B) 6= FHΦ(B).
The unique minimal true set containing a given false set X is just Fh(X) which can be determined
by using forward chaining (based on Φ), hence Step 5 can be performed easily. 
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Procedure BodyMinimal
Input : A pure Horn CNF representation Φ of h.
Output: A body-minimal representation Ψ of h.
1 E := ∅
2 H := (V, E)
3 Ψ := ∅
4 while ∃B ∈ B(HΦ) : FH(B) 6= FHΦ(B) do
5 X := argmin{FH(B) : B ∈ B(HΦ), FH(B) 6= FHΦ(B)}
6 Y := FHΦ(B)
7 E := E ∪ {(X, v) : v ∈ Y −X}
8 Ψ := Ψ ∧ (∧v∈Y \X(X → v))
9 end
10 Output Ψ.
A short description of the direct algorithm is presented by Procedure BodyMinimal.
The proofs of Theorems 1 and 3 imply the following, somewhat surprising result.
Theorem 4 Let h be a pure Horn function given by a pure Horn CNF representation Φ. Then there
exists a body-minimal pure Horn representation Ψ such that B(Ψ) ⊆ B(Φ).
Proof: Let X be a set determined in Step 4 of the algorithm and let B ∈ B(HΦ) be a body for which
X = FH(B). Such a body exists according to the proof of Theorem 3. Then in Step 6 of the algorithm
hyperedges {(B, v) : v ∈ Y −B} could be added to H instead of {(X, v) : v ∈ Y −X} where Y = FHΦ(X).
Indeed, for every v ∈ Y −X, (B, v) is a valid hyperedge and covers every set that is covered by (X, v),
proving the theorem. 
4 Guigues-Duquenne basis
In [9], a canonical body-minimal representation of pure Horn functions has been introduced called as
Guigues-Duquenne basis (GD basis). Algorithms for determining the GD basis of a pure Horn
function h given by an arbitrary pure Horn CNF Φ were proposed in [3,7]. In what follows, we show that
our algorithm also finds the GD basis.
The uniqueness of the GD basis lies in its saturation, a notion that has been introduced already
in [2, 4]. A pure Horn CNF representation Φ = (V, C) is called right-saturated if for every clause
(B → v) ∈ C we have (B → v′) ∈ C for every v′ ∈ FΦ(B)\B, and is called left-saturated if B1 ⊂ B2 for
(B1 → v1), (B2 → v2) ∈ C implies v1 ∈ B2. Finally, Φ is saturated if it is both left- and right-saturated.
These definitions can be naturally extended to directed hypergraphs: H = (V, E) is right-saturated
if (B, v) ∈ E implies (B, v′) ∈ E for every v′ ∈ FH(B) \ B, and H is left-saturated if (B2 ⊂ B1) for
(B1, v1), (B2, v2) ∈ E implies v2 ∈ B1. Finally, H is saturated if it is both left- and right-saturated. It
is easy to check that Φ is left- or right-saturated if and only if HΦ is left- or right-saturated, respectively.
For sake of completeness, we prove that pure Horn functions have a unique saturated representation.
Theorem 5 A pure Horn function has a unique saturated representation.
Proof: Assume indirectly that the pure Horn function h has two different saturated representations
H1 = (V, E1) and H2 = (V, E2). Let (B, v) be a hyperdege in the symmetric difference of E1 and E2 with
|B| being minimal. Without loss of generality, assume that (B, v) ∈ E1. Then B /∈ B(H2) as otherwise
H2 is not right-saturated. As B ∈ Fh, there exists a hyperedge (B′, w) ∈ E2 covering B. By the choice
of (B, v), we have (B′, u) ∈ E1, thus H1 is not left-saturated, a contradiction. 
Now we show that our algorithm determines the GD basis.
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Theorem 6 The output of Procedure BodyMinimal is the GD basis of h.
Proof: By Theorem 5, it suffices to show that the output Ψ of the algorithm is both left- and right-
saturated. Let H = (V, E) denote the directed hypergraph constructed by the algorithm and let X be a
body of Ψ. That is, X = FH′(B) for some B ∈ B(HΦ) where H ′ denotes the hypergraph constructed by
the algorithm before considering X in Step 5. As H represents Φ, FHΦ(X) = FH(X). Indeed, FHΦ(X)
is the unique smallest true set in TΦ that contains X while FH(X) is the unique smallest true set in TH
containing X, hence they must coincide. Similarly, FHΦ(B) = FH(B). But H
′ is a subhypergraph of H,
hence FH′(B) = X implies FH(B) = FH(X). Concluding these observations, we get FH(X) = FHΦ(B).
Step 7 of the algorithm ensures that (X, v) ∈ E for v ∈ FH(X) \X. Thus H, and in turn Ψ are indeed
right-saturated.
Now consider two clauses (X1 → v1) and (X2 → v2) of Ψ such that X1 ⊂ X2. By Theorem 1, X1 and
X2 must be independent false sets, hence there exists a true set Y ∈ THΦ separating X1 and X2, that is,
X1 ⊂ Y ⊂ X2. As TH and THΦ coincide, H may contain only hyperedges not covering any true set in
THΦ , hence v1 ∈ X2 as required. Thus H, and in turn Ψ are left-saturated. 
5 Edge-minimal representations
While trying to give a good approximation algorithm for finding an edge-minimal representation, we
came to the following interesting result which may be useful in further examinations.
Theorem 7 Assume that H1 = (V, E1) and H2 = (V, E2) are two hypergraph representations of a pure
Horn function h. Then there exists a hypergraph representation H = (V, E) of h such that |E| ≤ |E1|,
H(H) ⊆ H(H1) and B(H) ⊆ B(H2).
Proof: We may assume that for every hyperedge in E1 there exists a false set covered only by that
hyperedge, as otherwise the hyperedge could be simply deleted.
Our proof is based on the following lemma.
Lemma 8 For every hyperedge (B, v) ∈ E1 such that B /∈ B(H2), there exists a body B′ ∈ B(H2) such
that (V, E1 − (B, v) + (B′, v)) is also a representation of h.
Proof: Let (B, v) ∈ E1 be a hyperedge of H1 such that B /∈ B(H2) and let M ⊆ V be an inclusion-
wise maximal set such that (V, E1−(B, v)+(M,v)) is also a representation of h. We distinguish two cases.
Case 1. M ∈ B(H2)
In this case B′ = M satisfies the requirements of the lemma.
Case 2. M /∈ B(H2)
Note that M is a false set, hence there exists a hyperedge h = (B′, v′) ∈ E2 covering M . Let Y be the
forward chaining closure of B′, and let B′′ = M ∪ Y .
If v ∈ Y , hyperedge (B′, v) is valid and covers all sets covered by (M,v). This means that H ′ =
(V, E1 − (B, v) + (B′, v)) is also a representation of h.
Assume now that v /∈ Y . We claim that H ′′ = (V, E1 − (B, v) + (B′′, v)) is a representation of h,
contradicting the maximality of M . To prove this, it suffices to show that hyperedge (B′′, v) covers all
false sets that are covered only by (M,v) in E1 − (B, v) + (M,v). Let F be such a false set and assume
that it is not covered by (B′′, v), that is, Y 6⊆ F . Define F ′ := F ∩ Y . By B′ ⊆M ⊆ F and B′ ⊆ Y , we
have B′ ⊆ F ′. As Y is the forward chaining closure of B′, F ′ is a false set. Hence H1 has a hyperedge
covering F ′. As Y is a true set, this hyperedge has its body in F and head in Y − F , contradicting to
our original assumption that F is covered only by (M, v), thus concluding the proof of the lemma. 
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We can apply the lemma for each body in B(H1)− B(H2), thus the theorem follows. 
A surprising corollary of the theorem, which also appeared in [1] in a completely different context, is
as follows.
Corollary 9 Every pure Horn function h has a representation which is both edge-minimal and body-
minimal.
Proof: Let H1 and H2 be edge minimal and body minimal representations of h, respectively. By
applying Theorem 7 to H1 and H2, the resulting representation H is both edge and body minimal. 
The next corollary may serve as a starting point for approximating edge-minimal representations.
Corollary 10 Every pure Horn function h ha an edge-minimal representation which is the subset of the
GD-basis.
Proof: Let H1 be an edge-minimal representations of h let H2 denote the GD basis. As H2 is right-
saturated, the hypergraph provided by Theorem 7 is a subhypergraph of H2. 
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Abstract: We consider weighted blocking problems (a.k.a. weighted transversal problems)
of the following form. Given a finite set S, weights w : S → R+, and a family F ⊆ 2S , find
min{w(H) : H ⊆ S, H intersects every member of F}.
In our problems S is the set of edges of a (directed or undirected) graph and F is the family
of optimal solutions of a combinatorial optimization problem. In particular, we study the
following four kinds of families:
• minimum cost k-spanning trees (unions of k edge-disjoint spanning trees)
• minimum cost s-rooted k-arborescences (unions of k arc-disjoint arborescences rooted at
node s)
• minimum cost undirected k-braids between nodes s and t (unions of k edge-disjoint s-t
paths)
• minimum cost directed k-braids between nodes s and t.
Note that the cost function c : S → R+ that defines the family F and the weight function
w : S → R+ are not related. We consider the special cases where c or w is uniform. If c ≡ 0
(i.e. we want to block all combinatorial objects, not just the optimal ones), then most of the
problems are NP-complete. However, if c is arbitrary but w ≡ 1 (a minimum cardinality
transversal problem for F), then our problems turn out to be polynomial-time solvable.
Keywords: minimum transversal, minimum weight transversal, k-spanning tree,
k-arborescence, k-braid
1 Introduction
By blocking problems we mean the following type of problems. Given a finite set S and a family
F ⊆ 2S , find min{|H| : H ⊆ S, H intersects every member of F}. The family F encodes some optimal
structures, for example minimum cost k-spanning trees of a graph (where S is the set of edges of a graph
and a cost of each edge is given), or minimum cost k-arborescences of a digraph (where S is the set of
arcs of a digraph and again we have a cost function on S). In the literature, these types of problems are
also called minimum transversal problems for the family F .
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In a more general setting, we consider weighted blocking problems (or minimum weight transver-
sal problems), that is, a weight function w : S → R+ is also given and we want to find min{w(H) : H
intersects every member of F}. Note that this weight function is independent from the cost function that
defines the family F .
In particular, we will investigate the weighted blocking problem for four types of combinatorial struc-
tures: optimal k-spanning trees, optimal k-arborescences, and optimal undirected and directed k-braids.
Let us define these objects.
Given an undirected graph G = (V,E), a k-spanning tree is a subset B of edges that can be written
as the union of k pairwise edge-disjoint spanning trees. It is known that k-spanning trees form the family
of bases of a matroid, and that a minimum cost k-spanning tree can be found in polynomial time, if the
cost c(e) of each edge is given.
A spanning arborescence in a digraph D = (V,A) is an arc set F ⊆ A that is a spanning tree
in the undirected sense and every node has in-degree at most one. Thus there is exactly one node, the
root node, with in-degree zero. If the node set is clear from the context, spanning arborescences will
be called arborescences for brevity. The arc-disjoint union of k spanning arborescences is called a
k-arborescence. If every arborescence in the decomposition has the same root node s, then F is called
an s-rooted k-arborescence. Given D = (V,A), a positive integer k and a cost function c : A → R+,
a minimum cost k-arborescence or a minimum cost s-rooted k-arborescence can be found efficiently
using the matroid intersection algorithm; see [14, Chapter 53.8] for a reference, where several related
problems are considered. The existence of an s-rooted k-arborescence is characterized by Edmonds’
disjoint arborescence theorem, while the existence of a k-arborescence is characterized by a theorem
of Frank [6]. Frank also gave a linear programming description of the convex hull of k-arborescences,
generalizing Edmonds’ linear programming description of the convex hull of s-rooted k-arborescences.
Given an undirected graph G = (V,E) and nodes s, t, an undirected k-braid between s and t is a
subset of edges of G that can be decomposed into k pairwise edge-disjoint s− t paths. Directed k-braids
are defined analogously: in a digraph D = (V,A), a directed k-braid between nodes s and t is a
subset of arcs that can be decomposed into k pairwise arc-disjoint directed s− t paths. We will use the
term k-braid if we mean both the directed and undirected cases, or if the type of the graph is clear from
context. Also, nodes s and t are omitted if they are clear from the context. It is known from network
flow theory that we can find minimum cost (directed or undirected) k-braids if the non-negative cost c(e)
of every edge/arc is given.
Let us mention some known special cases of blocking problems. The cuts (or co-cycles) of a matroid
are the minimal transversals of the family of bases; in other words, a subset of the elements is a cut if
it is an inclusionwise minimal subset that contains at least one element from each basis. The problem
of finding minimum cuts in matroids has been studied in several different contexts (note the distinction
between minimal and minimum: minimal is shorthand for inclusionwise minimal, while minimum means
minimum size). Perhaps the best known special case is the minimum cut problem in graphs, which
can be solved using network flows, and faster algorithms have also been developed (e.g. the Nagamochi-
Ibaraki algorithm [13]). This corresponds to the minimum cardinality blocking problem for spanning
trees; moreover, these methods also find the minimum weight cut, so they solve the minimum weight
blocking problem for spanning trees, too.
The minimum cut of kM , where M is a graphic matroid (or even a hypergraphic matroid, see [11]),
can also be found in polynomial time. However, these methods do not extend to the minimum weight
cut problem. Another notable open question is the complexity of finding a minimum cut in a rigidity
matroid.
The minimum cut of a transversal matroid can also be found in polynomial time; however, the problem
of finding a minimum circuit of a transversal matroid is NP-complete [12], which implies that the minimum
cut problem is NP-complete for gammoids. Another line of research considers the problem for binary
matroids. NP-completeness was proved by Vardy [16]; Geelen, Gerards, and Whittle [8] conjecture that
the problem is in P for any minor-closed proper subclass of binary matroids. Partial results in this
direction have been achieved by Geelen and Kapadia [9].
If we consider minimum cost bases (or optimal bases for brevity) of a matroid M , then these form
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the bases of another matroid which can be obtained by taking the direct sum of certain minors of M .
Thus we can find a minimum transversal of the family of optimal bases of M by solving minimum cut
problems in some minors of M . In particular, if the minimum cut problem is solvable in polynomial
time in a minor-closed class of matroids, then a minimum transversal of optimal bases can also be found
in polynomial time in this class. For example, since the class of graphic matroids is minor-closed and
the minimum cut problem can be solved efficiently, we can also efficiently find a minimum transversal of
optimal spanning trees in a graph with edge costs.
Arborescences can be considered as common bases of two matroids, so the problem of finding a
minimum transversal of the family of arborescences is a special case of the minimum transversal problem
for common bases of two matroids. This problem is NP-hard in general (as mentioned above, it is NP-hard
even when the two matroids coincide). However, the special case for arborescences can be formulated
as the minimization of the sum of the in-degrees of two disjoint node sets of the digraph, which can be
solved efficiently using network flows. The problem of finding a minimum transversal of the family of
minimum cost arborescences is considerably more difficult. It can still be solved in polynomial time as
shown in [4], but the solution requires more sophisticated tools than network flows.
In this paper we consider the following problems.
Problem 1 Given a graph G = (V,E), cost function c : E → R+, weight function w : E → R+, and a
positive integer k, find min{w(H) : H intersects every c-optimal k-spanning tree in G}.
Problem 2 Given a digraph D = (V,A), cost function c : A → R+, weight function w : A → R+, node
s ∈ V and a positive integer k, find min{w(H) : H intersects every c-optimal s-rooted k-arborescence}.
Problem 3 Given a graph G = (V,E), cost function c : E → R+, weight function w : E → R+, nodes
s, t ∈ V and a positive integer k, find min{w(H) : H intersects every c-optimal k-braid from s to t}.
Problem 4 Given a digraph D = (V,A), cost function c : A→ R+, weight function w : A→ R+, nodes
s, t ∈ V and a positive integer k, find min{w(H) : H intersects every c-optimal k-braid from s to t}.
We consider two types of restrictions on w and c. When w ≡ 1, i.e. w is uniform, our problems are
minimum cardinality transversal problems, and they turn out to be polynomial-time solvable. The
second type of restriction is c ≡ 0, that is, we want to block all combinatorial objects, not just the
optimal ones. Note that c ≡ 1 could also be chosen for k-spanning trees or k-arborescences, but it is not
suitable to describe all k-braids. With this restriction, most of our problems are NP-complete. We leave
two questions open: we do not know the status of Problem 1 even for c ≡ 0 and k = 2, and we do not
know the status of Problem 2 if w ≡ 1. Our results are summarized in Table 1 below.
Uniform weight (w ≡ 1) Uniform cost (c ≡ 0)
Blocking optimal polynomial (Theorem 8) Open
k-spanning trees (open even for k = 2)
(Problem 1)
Blocking optimal Open NP-complete (Theorem 12)
k-arborescences polynomial for fixed k [2] (polynomial for fixed k [3])
(Problem 2) polynomial if c ≡ 0, w ≡ 1 [3]
Blocking optimal polynomial (Theorem 16) NP-complete (Theorem 18)
undirected k-braids (polynomial for fixed k, see Section 4)
(Problem 3)
Blocking optimal polynomial (Theorem 14) NP-complete (Theorem 18)
directed k-braids (polynomial for fixed k, see Section 4)
(Problem 4)
Table 1: Summary of results
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1.1 Notation
Let us overview some of the notation and definitions used in the paper. A partition P of a set V is a
collection of pairwise disjoint non-empty subsets of V that together cover V . The partition is trivial if it
consists of the single set V . We will use the notation |P| to mean the number of sets in the partition P.
A set family L ⊆ 2V is said to be laminar if any two members of L are either disjoint, or one contains
the other. For a function x : A→ R and subset Z ⊆ A, we use the notation x(Z) =∑a∈Z xa.
Given a (directed or undirected) graph G = (V,E) and some W ⊆ V , let G[W ] = (W, {uv ∈ E :
u, v ∈ W}) be the restriction of G to W , and G/W be the graph that we obtain from G by contracting
W into a single node (and deleting the loops that arise). If B ⊆ E then we will also use B[W ] to
mean the restriction of (V,B) to W and B/W to mean the contraction of W in (V,B). If H ⊆ E then
G−H = (V,E −H) is the graph obtained from G by deleting the edges in H. Furthermore, if L ⊆ 2V
is a laminar family and W ∈ L, then we denote by L/W the laminar family that is obtained from L by
contracting W into a single node.
For a graph G = (V,E) and some Z ⊆ V , δG(Z) denotes the set of edges in E with exactly one end-
node in Z, and dG(Z) = |δG(Z)| is the number of these edges. A graph G is said to be k-edge-connected
if dG(Z) ≥ k for every ∅ 6= Z ( V .
2 Blocking optimal k-spanning trees
For a graph G = (V,E) and a partition P of the nodes of G, we denote by eG(P) the number of edges of
G that go between two different classes of P (cross-edges in the partition P).
Definition 5 An undirected graph G is said to be (k, l)-partition-connected if eG(P) ≥ k(|P| − 1) + l
holds for any non-trivial partition P of the nodes of G.
Theorem 6 (Tutte, [15]) A graph contains k edge-disjoint spanning trees if and only if it is (k, 0)-
partition-connected.
Theorem 7 Given a graph G = (V,E) and two positive integers k, l, we can decide in polynomial time
if G is (k, l)-partition-connected or not. If it is not, then one can also find a partition P satisfying
eG(P) < k(|P| − 1) + l.
Proof: If l ≥ k then G is (k, l)-partition-connected if and only if it is k+ l-edge-connected. This can be
checked in polynomial time with network flows, or the Nagamochi-Ibaraki minimum cut algorithm [13].
If the graph is not (k, l)-partition-connected then a minimum cut can serve as a partition with 2 classes
as a witness.
On the other hand, if l ≤ k then the solution is described in [7], page 305. 2
Using these results, we can solve Problem 1 in polynomial time in the special case when both c and w
are uniform (w ≡ 1 and c ≡ 0): simply find (by logarithmic search) the smallest positive integer l such that
G is not (k, l)-partition-connected, along with a partition P satisfying eG(P) < k(|P|−1)+l. The optimal
solution will be an arbitrary subset of cross-edges of P of size l (note that eG(P) = k(|P|− 1) + l− 1 ≥ l,
as G is (k, l − 1)-partition-connected). This approach can be extended to deal with the case where c is
not uniform.
Theorem 8 Problem 1 is solvable in polynomial time if w ≡ 1.
Proof: From the dual characterization of optimal k-spanning trees we get the following lemma.
Lemma 9 Given a graph G = (V,E), positive integer k and a cost function c : E → R+, we can find
in polynomial time disjoint subsets E0, E1 ⊆ E and a laminar family L ⊆ 2V so that for any k-spanning
tree B ⊆ E the following statements are equivalent:
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1. B is a c-optimal k-spanning tree,
2. E1 ⊆ B ⊆ E − E0 and B[W ] is a k-spanning tree of G[W ] for every W ∈ L. 2
We say that E0 is the set of forbidden edges, while E1 is the set of mandatory edges. Moreover,
given a graph G = (V,E) and a laminar family L ⊆ 2V , we say that a k-spanning tree B ⊆ E is L-tight
if B[W ] is a k-spanning tree of G[W ] for every W ∈ L. Note that B ⊆ E is an L-tight k-spanning tree if
and only if it can be decomposed into k edge-disjoint L-tight spanning trees. For later reference we state
the following problem.
Problem 10 (Blocking L-tight k-spanning trees) Given a graph G = (V,E) and a laminar family
L ⊆ 2V , find min{|H| : H intersects every L-tight k-spanning tree}.
Lemma 9 implies that the problem of blocking optimal k-spanning trees (Problem 1 for w ≡ 1) can
be reduced to the problem of blocking L-tight k-spanning trees. Indeed, if there are mandatory edges
then we can block all optimal k-spanning trees by a single (mandatory) edge. Otherwise, we can just
remove the forbidden edges, and the problem is to block L-tight k-spanning trees in G − E0. The rest
of the proof is about the solution of Problem 10. We note that we can decide in polynomial time if an
L-tight k-spanning tree exists at all: this is a maximum cost k-spanning tree problem by setting the
cost of an edge uv ∈ E to be the number of sets in L that contain both endpoints of the edge, that is
cost(uv) = |{W ∈ L : u, v ∈W}|.
The following observation leads us to the solution of Problem 10.
Claim 11 Given a graph G = (V,E) and a laminar family L ⊆ 2V , let W ∈ L be an inclusionwise
minimal member of L. A subset B ⊆ E is an L-tight k-spanning tree if and only if B[W ] is a k-spanning
tree in G[W ], and B/W is an L/W -tight k-spanning tree in G/W .
Proof: Clearly, if B ⊆ E is an L-tight k-spanning tree then B[W ] is a k-spanning tree in G[W ], and B/W





i where each F
1
i is a spanning tree of G[W ] and each F
2
i is an L/W -tight spanning
tree in G/W then we can simply set Fi = F
1
i ∪ F 2i for i = 1, . . . , k and obtain that B =
⋃˙k
i=1Fi is an
L-tight k-spanning tree in G, as Fi is an L-tight spanning tree in G. •
Using this claim, the solution of Problem 10 is the following. Pick an inclusionwise minimal member
W of L and solve the problem of blocking all k-spanning trees in G[W ] (as described after Theorem 7)
to get a candidate. Then recursively solve the problem of blocking L/W -tight k-spanning trees in G/W .
Finally, output the best of the candidates found during the algorithm. 2
As an open problem we pose the following question: can we solve Problem 1 in polynomial time if c
is uniform but w is not, that is, given a graph G = (V,E), a positive integer k and w : E → R+, can we
determine min{w(H) : H ⊆ E,G−H does not admit a k-spanning tree }? We do not know how to solve
this problem even for fixed k, e.g. k = 2.
Remark. For k = 1, the above problem is equivalent to the minimum weight cut problem: given a
graph G = (V,E) and w : E → R+, find min{w(H) : H ⊆ E, G−H is not connected}. This problem has
another extension for larger k, namely the following k-edge-connectivity blocking problem: given a
graph G = (V,E) and w : E → R+, find min{w(H) : H ⊆ E, G − H is not k-edge-connected}. Note
that this problem cannot be formulated as the weighted blocking of some optimal structures, however
it is related to (the uniform cost version of) both Problems 1 and 3. We claim that this problem is
solvable in polynomial time, even if k is part of the input. The algorithm is analogous to the algorithm
for connectivity interdiction developed by Zenklusen [17]; here we only sketch the proof. (In contrast,
Problem 3 with c ≡ 0 is NP-complete, see Theorem 18.)
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Let e1, e2, . . . , em be the enumeration of the edges ordered by increasing weight, and let Ei =
{e1, . . . , ei}. For every i ∈ [m], we solve the following problem: find min{w(δG(Z) ∩ Ei) : ∅ 6= Z ( V ,
|δG(Z) \ Ei| ≤ k − 1}. This is a bicriteria minimum cut problem, that can be solved in polynomial
time using the method of Armon and Zwick [1]. Let ` ∈ [m] be the index for which the minimum is
the smallest, and let Z be the core of the corresponding cut. We claim that H = δG(Z) ∩ E` is the
optimal solution of the blocking problem. On one hand, removing H results in a graph that is not
k-edge-connected because |δG(Z) \ H| ≤ k − 1. On the other hand, if H ′ is an optimal solution of the
blocking problem, then there is a subset Z ′ such that H ′ contains the dG(Z ′) − k + 1 edges with the
smallest weight from δG(Z
′). Thus H ′ = δG(Z ′) ∩ Ei for some i, and |δG(Z ′) \ Ei| ≤ k − 1}. It follows
that w(H ′) = w(δG(Z ′) ∩ Ei) ≥ w(δG(Z) ∩ E`) = w(H), so H is also optimal.
3 Blocking optimal k-arborescences
Problem 2 for k = 1 was solved in [4]. For w ≡ 1, an algorithm solving Problem 2 was given in [2] that
has polynomial running time if k is fixed. If both w and c are uniform, then the problem is polynomially
solvable, as was shown in [3]. Furthermore, it was observed in [3] that for uniform c and fixed k the
problem is solvable in polynomial time (with a simple brute force technique). In this light it is perhaps
surprising that Problem 2 is NP-complete for c ≡ 0, if k is part of the input.
Theorem 12 Problem 2 is NP-complete in the special case c ≡ 0.
The proof of this theorem will be given later, together with the proof of Theorem 18.
4 Blocking optimal k-braids
Our solution for the minimum cardinality blocking of optimal directed and undirected k-braids (Problems
3 and 4 for w ≡ 1) is based on the following result.
Theorem 13 (Ford and Fulkerson [5]) Given a digraph D = (V,A), s, t ∈ V , k ∈ Z+ and a cost





[cpi(uv) : uv ∈ A, cpi(uv) < 0] : pi ∈ RV+, pi(s) = 0
}
, (1)
where cpi(uv) = c(uv)− pi(v) + pi(u) for an arc uv ∈ A.
Based on Theorem 13, first we show how the minimum cardinality blocking of c-optimal directed
k-braids can be solved in polynomial time. The undirected case is then reduced to the directed one.
Theorem 14 Problem 4 is solvable in polynomial time in the special case w ≡ 1.
Proof: Choose an optimal solution pi∗ of (1) and let A− = {uv ∈ A : cpi∗(uv) < 0}, A0 = {uv ∈ A :
cpi∗(uv) = 0}, and A+ = {uv ∈ A : cpi∗(uv) > 0}. Note that pi∗ and thus A,A0, A+ can be found in
polynomial time (see eg. [7, Theorem 3.6.1]). We refer to members of A0 as tight arcs.
The complementary slackness conditions imply that a k-braid F ⊆ A is optimal if and only if A− ⊆
F ⊆ A−A+. Hence, the problem of blocking optimal directed k-braids can be solved as follows.
Case 1: A− 6= ∅. In this case the optimal k-braids can be blocked by a single arc from A−.
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Case 2: A− = ∅. In this case an optimal solution consists of all-but-(k− 1) arcs from a minimum s− t
cut in D0 = (V,A0). That is, the minimum number of arcs blocking all c-optimal directed k-braids is
min{%A0(Z)− (k − 1) : t ∈ Z ⊆ V − s}.
This concludes the proof of the theorem. 2
In order to deal with the undirected case, we need a lemma on inclusionwise minimal transversals of
optimal directed k-braids.
Lemma 15 Given a digraph D = (V,A), s, t ∈ V , k ∈ Z+ and a cost function c : A→ R+, if H ⊆ A is
an inclusionwise minimal arc set that intersects every optimal k-braid then H does not contain a directed
cycle.
Proof: Suppose, for contradiction, that there exists a directed cycle C = {f1, . . . , f`} in H. By the
minimality of H, there exists a c-optimal k-braid Bi with Bi ∩ H = {fi} for i = 1, . . . , `. Let B =
∪`i=1Bi − C and define a capacity function g : B → Z+ by setting g(f) = |{i : f ∈ Bi}|. Note that
g(f) ≤ ` for every arc f ∈ B.
We claim that we can pack ` k-braids B′1, . . . , B
′
` in B under the capacities. Indeed, it is known
(see e.g. [14, (13.12)]) that the convex hull P of incidence vectors of those subsets of B that contain k
arc-disjoint s− t paths is determined by
0 ≤ x(a) ≤ 1 for each a ∈ B,
x(C) ≥ k for each s− t cut C.
By a result of L.E. Trotter [14, Theorem 13.8], this polytope has the so-called integer decomposition
property, meaning that for each ` ∈ Z+, any integer vector x ∈ ` · P is the sum of ` integer vectors in P .
Clearly, g ∈ ` · P , hence the existence of B′1, . . . , B′` follows.
By the optimality of the Bis,
∑`











equality must hold throughout and so B′i is c-optimal for i = 1, . . . , `, contradicting the assumption that
H is a blocking arc-set. 2
Now we turn to the problem of blocking undirected optimal k-braids.
Theorem 16 Problem 3 is solvable in polynomial time in the special case w ≡ 1.
Proof: We will reduce Problem 3 to Problem 4. Consider an instance G = (V,E) of Problem 3. We
define a digraph G◦ = (V,E◦) and a cost function c◦ : E◦ → R+ as follows: for each edge e = uv of G,
add a pair of symmetric arcs e′ = uv and e′′ = vu to E◦ with cost c◦(e′) = c◦(e′′) = c(e). Denote the
minimum size of a blocking set in G and G◦ by τ and τ◦, respectively.
Lemma 17 τ = τ◦
Proof: Let H◦ ⊆ E◦ be an optimal solution in G◦, that is, |H◦| = τ◦ and H◦ covers every c◦-optimal
k-braid in G◦. Let H = {uv ∈ E : uv or vu ∈ H◦}. Clearly, H covers every c-optimal k-braid in G and
|H| ≤ |H◦|, hence τ ≤ τ◦.
To see the other direction, take an optimal blocking set H ⊆ E in G, that is, |H| = τ and H covers
every c-optimal k-braid in G. Let H◦ = {uv, vu ∈ E◦ : uv ∈ H}. Now H◦ covers every c◦-optimal
k-braid in G◦. Note that |H◦| = 2|H| as H◦ contains both e′ and e′′ for each e ∈ H. However, by
Lemma 15, H◦ contains a minimal blocking set that contains at most one of e′ and e′′ for each e ∈ H.
This shows τ ≥ τ◦, thus concluding the proof of the lemma. •
The theorem follows from Theorem 14 and Lemma 17. 2
In contrast to the polynomial-time solvability of the minimum cardinality blocking problem of mini-
mum cost k-braids, the weighted blocking problems for k-braids are NP-complete, even if c ≡ 0.
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Theorem 18 Problems 3 and 4 are both NP-complete in the special case c ≡ 0.
Proof of Theorems 12 and 18: Clearly, the decision versions of the mentioned problems are in NP,
therefore we will only concentrate on proving their completeness.















Figure 1: Constructions for G and D1
1. Let a, b /∈ S ∪T be new nodes and let V = S ∪T ∪{a, b}. Let G = (V,E) where E = E0 ∪{as : s ∈
S} ∪ {tb : t ∈ T}.
2. Let D1 = (V,A1) be the digraph obtained from G (defined in the previous paragraph) by orienting
each edge “from a to b”, that is A1 = {as : s ∈ S} ∪ {st : st ∈ E0} ∪ {tb : t ∈ T} .
3. Let D2 = (V,A2) be obtained from D1 (defined in the previous paragraph) by adding n parallel
arcs from b to every v ∈ S ∪ T .
Claim 19 The following statements are equivalent.
(i) G0 admits a perfect matching.
(ii) There is an undirected n-braid from a to b in G.
(iii) There is a directed n-braid from a to b in D1.
(iv) There is an a-rooted n-arborescence in D2.
Proof: It is quite straightforward how (i) implies all of the other items in the list above (see Figure 1
for an illustration). On the other hand, if G0 does not have a perfect matching, then by Hall’s theorem
there is a subset X ⊆ S with |ΓG0(X)| < |X|, and then the set a+X + ΓG0(X) defines a cut that shows
that neither of (ii)-(iv) can hold. •
The proof of the theorem can be finished as follows. We will reduce the following problem.
Problem 20 (Blocking Bipartite Matchings) Given a bipartite graph G0 = (S, T,E0), find min{|H| :
H ⊆ E0, G−H does not have a perfect matching}.
It is known (see e.g. [10]) that Problem 20 is NP-complete. Given an instance G0 = (S, T,E0) of this
problem, we construct the graph G and digraphs D1 and D2 as above, and set the weights as follows.
The (directed or undirected) edges st ∈ E0 have weight 1, while any other edge has a large weight M
(for example M = |E0| + 1 suffices). Thus we have defined an instance of Problem 3 with input G, an
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instance of Problem 4 with input D1 and an instance of Problem 2 with input D2: in all three cases we
have also defined weights for edges/arcs, and the cost function is defined to be zero in all three cases.
Then the problem of Blocking Bipartite Matchings in G0 has a solution of size m if and only if either of
the defined weighted blocking problems has a solution of total weight at most m. 2
Note that both Problems 3 and 4 can be solved in polynomial time if c ≡ 0 and k is fixed, using a
brute-force search technique (similar to the one used in [3] for solving Problem 2 for fixed k and c ≡ 0).
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Abstract: The Swiss system is the most popular chess tournament system that is recognised
and regulated by the World Chess Federation (FIDE). Chess pairings in each round of a Swiss
tournament are conducted by sophisticated matching algorithms. The matching mechanisms
are precisely defined in the FIDE guidebook [3], currently four different variants are allowed.
The descriptions of the matching procedures are such that every arbiter should be able to
conduct the pairings, even without computer assistance. However, many parts of these proce-
dures are very inefficient, as they may terminate in highly exponential time in the number of
players due to their exhaustive search nature. We demonstrate how the main priority rules of
the Dutch variant can be replaced by efficient matching algorithms. These efficient algorithms
can serve as the base of software tools used for pairings.
Keywords: maximum weight matching, mechanism design, roommates problem,
tournaments
1 Introduction
The Swiss system is a pairing system invented by Dr. Julius Mu¨ller of Brugg, Switzerland. It was first
used in a chess tournament at Zurich in 1895. It has been used in the Unites States since 1942 and also
the team chess world championship, the so-called Olympiad was first organised with the Swiss system
in Buenos Aires in 1978. The World Chess Federation (FIDE) allow currently four variants of the Swiss
system to be used in individual tournaments, namely the Dutch system, Lim, Dubov and Burnstein
systems. In this paper we focus on the Dutch system, which is the most classical one among the four.
1Research is supported by the Hungarian Academy of Sciences under its Momentum Programme (LP2016-3/2016), and
by OTKA grant no. K108673.
2Research is supported by OTKA grant no. K108383.
77
The corresponding matching procedures are precisely described in the FIDE guidebook [3], with a new
guidance published very recently on the Dutch system to be implied from 1 July 2017. We note that
the latest version of the Dutch system is much clearer than the previous one, the requirements and the
priorities on the aimed pairing are described in a mathematically more structured way. We include the
most important part of the pairing rule in the Appendix.
Yet, these matching procedures are still rather complicated and their descriptions contain some ex-
haustive search routines which can make the pairing very slow, i.e. highly exponential in the number
of players. In this research we investigate whether some of these routines can be replaced by efficient
matching algorithms, e.g. by the maximum size and maximum/minimum weight matching algorithms of
Edmonds. A similar investigation has been done by O´lafsson [5], but his study was concerned with an
older and simpler version of the Swiss system. In particular, the transposition and exchanges rules were
not considered in his work, which are two highly exponential routines in the current versions (both in
the currently used rule and also in the new one valid from 1 July 2017).
Finally, let us note that even if the translation of the current rules to efficient algorithms is possible
for some routines, it can be still reasonable to keep the exhaustive search descriptions in the official
descriptions as some arbiters might still do the pairings by hand (and it would be too demanding for the
arbiters if FIDE would request them to conduct the Edmonds’ algorithm by hand). However, in most
tournaments the pairing are conducted by some software, and in their pairing algorithm it would be indeed
useful to replace the inefficient routines with efficient algorithms. By our mathematical investigation we
also aim to understand the priorities used in the matching process which implies the properties of the
matchings obtained, as these are not obvious from the current descriptions of the matching rules.
First we describe the basic notions, rules and goals of the pairings, and then we investigate the
particular routines used in the Dutch variant.
2 Basic description of the Swiss pairings
In this section we summarise the basic features of the Swiss pairings, the concepts, definition, rules and
common priorities used in all of the four variants.
2.1 The basic rules and goals
The general goal of a chess tournament is to select the winner and rank the others. The most important
requirement of the pairing is that everyone should play in each round of the tournament (except one
player if the number of players is odd). Thus, in mathematical terms, the matching obtained should
be (almost) complete. In the case of odd number of players one player will remain unmatched in every
round, and gets a bye (i.e. 1 point) without colour. This cannot happen twice with any player during a
tournament.
The second common criterion in the Swiss tournament is that no pair of players can play twice. Thus
when considering a pairing problem these pairs are not eligible.
Finally, since playing a game with white or black can have significant effect on the result, a tournament
is considered fair if every player has played approximately the same number of times with white and black.
These colour rules are a bit softer and used differently in the four variants, but a common strict rule is
not to let any player to play with the same colour three times in a row, and also not to let any player to
have a colour difference greater than two. There are however some exceptions with regard to these rules
in the very last round of a tournament.
2.2 Implementation of the goals
The basic concept of the Swiss pairing is to rank the players after each tournament according to their
scores, and to match them from the strongest ones to the weakest ones sequentially according to their
scores. To understand the procedure, first we have to describe the scoring rules of an individual chess
tournament for the general readership. In a chess tournament with individual players a player gets score
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1 if she wins, score half is she draws and zero score if she looses. A typical Swiss tournament has nine
rounds, and after that the players are primarily ranked according to their total scores. The pairing
procedure considers the players according to their scores and tries to match everyone to someone with
the same score, starting with the strongest players. Thus after, say, five rounds of a Swiss tournaments,
the process is to consider those players first those who have 5 points, and then of those with 4.5 points,
and so on. The pairing process is described for players within each score-group.
Sometimes it is not possible to match everyone within the score group, as not all the pairs are eligible
and also because we may have an odd number of players. In this case the task is to match as many
players as possible, and the rest will be moved to the subsequent score group. These players are called
downfloaters. In order to avoid the further downgrade of downfloaters when considering the subsequent
score-group, the downfloaters must be all matched, if possible. Their opponents will be called upfloaters.
As a weak rule, we may also want to avoid to select the same players to become down- or upfloaters,
so we shall try not to give an identical float to any player in two consecutive rounds or twice in three
consecutive rounds.
2.3 Mathematical notions
We describe the pairing problem of a chess tournament as a matching problem in a nonbipartite graph
G(N,E) with node set N = {1, 2, . . . n} and edges set E = {e1, e2, . . . , em}. The players correspond to
nodes and we have an edge ij ∈ E(G) if players i and j are eligible to play with each other. A matching is
a set of independent edges in E, i.e. every node is incident with at most edge in a matching. An (almost)
complete matching has size bn2 c in G.
Finding a maximum size or maximum weight matching in a nonbipartite graph can be done efficiently
by Edmonds’ algorithm. The best implementation for the maximum size algorithm has running time
O(
√
n ·m) according to [6], and the best currently known running time for the maximum weight matching
algorithm is O(nm + n2 log n) due to [2].
The selection of the pairing is based on various priority rules. As we will demonstrate, finding the right
pairings can be done by using exponentially decreasing weights, or equivalently to do the optimisation
with weight-vectors on the edges. We choose the latter technique to make the description simpler. In
particular, for each edge e = ij we will introduce a weight vector we of O(n) length. The implementation
of the pairing rule will be equivalent to finding a matching on the graph with a lexicographically maximal
weight. Note that using the weight-vectors will increase the running time of the classical Edmonds
algorithm by a factor of n, but still remains strongly polynomial in the number of players (n).
3 The Dutch system
The official description of the currently used Dutch system describes the subroutine used in the most
inner cycle of the pairing process, and the exhaustive search method are then extended for the case
when no ideal pairing is possible. However, in the new description (to be applied from 1 July 2017) these
subroutines are only suggested to use after satisfying the main criteria and goals. Thus we will also follow
the new description (partly included in the Appendix) and first describe the main criteria and then the
transposition and exchange rules. After providing the short description we show how the subroutines can
be implemented with efficient matching algorithms.
3.1 Summary of the FIDE description
Suppose that we consider a score-group S during the pairing process. If this is not the highest score-group
then there may be some downfloaters, denoted by F . First we divide S into two subgroups S1 and S2
of approximately the same size, where F ⊆ S1, and |S1| ≤ |S2| ≤ |S1| + 1, if possible. In the running
example of the official guide we have S = {1, 2, . . . , 11} and S1 = {1, 2, . . . , 5}, S2 = {6, 7, . . . , 11}.
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Eligibility criteria
As described in points C1-C3 in the Appendix, some players are not eligible to be paired. Essentially
no two players can be matched twice, no player can become unmatched and thus get a bye twice, and
the absolute color preference of a non-topscorer player must be obeyed, so we can never match two
non-topscorer players with the same absolute color preference.
Priorities for selecting the pairing
The new version of the FIDE Dutch system rules includes a clear prioritisation order over the pairing
selected, which is included in the Appendix.
First, we have to note that slightly different rules are applied for score groups at the end of the process.
The so-called completion criteria C4 requires that in the score group before the last one we shall choose
the downfloaters in such a way that the last group will admit a complete matching.
The further criteria (C5-C19) are called quality criteria, and indeed these provide the sequential goals
that the best pairing should satisfy, see them in the Appendix. The first criterion (C5) is to maximise
the size of the pairing within the score group considered. The second criterion (C6) is to maximise the
number of downfloaters paired, and among them match the ones with the highest scores. The following
rule C7, was not present in the previous version of the Dutch rule, and it is a forward looking rule that
requires the selection of the downfloaters in the considered score group such that in the subsequent score
group the pairing has maximum size and matches the most downfloaters. The remaining rules C8-C19
provides a specific order how the colour preferences and the repetition of the downfloter and upfloater
selection are considered. (Note that here do not consider the exceptions that apply for the very last
score group, the first and the last rounds of the tournament, or in case of some other unusual events, e.g.
withdrawal or addition of players, unfinished games.)
Tie-breaking by transpositions and exchanges
When the above described priority rules do not provide a unique solution (which is typically the case at
the beginning of the tournaments, where the score groups are large and the eligibility and priority criteria
are easier to satisfy) the rule suggest a particular order among the possible matchings. The transposition
order describes the rankings of the matchings when the set of players to be matched, S1 and S2, are
already fixed. The exchange rules describe in which order one shall try to exchange the players among S1
and S2 in when the satisfaction level of the priority criteria is already fixed. Thus, in fact the exchange
order is more important and we should consider that first, but below we follow the description of the
FIDE Handbook and we start describing the transposition orders.
Transposition orders. The most inner process of the Dutch pairing algorithm will select the first
feasible pairing between S1 and S2 as follows. The pairings are sorted according to a lexicographic order
considering the first player in S1 first, then the second player in S1, and so on. For our running example,
the players in S1 in their order shall get the following opponents, the first suitable pairing from the list
described in Table 1.
Exchange orders. If neither of these pairings is eligible then we need to try to exchange players
between sets S1 and S2 in a predefined order, as described in part D2-D3 in the Appendix. For instance,
if we can find a suitable pairing by exchanging one pair of players then we should check the pairs to be
exchanged in the order described in Table 2.
If more than one pair of players are needed to be exchanged then the rule requires to
1. minimise the number of players exchanged
2. minimise the index differences between the players exchanged














Table 1: Transposition order when pairing S1 = {1, 2, 3, 4, 5} and S2 = {6, 7, 8, 9, 10, 11}.
5 4 3 2 1
6 1 3 6 10 15
7 2 5 9 14 20
8 4 8 13 19 24
9 7 12 18 23 27
10 11 17 22 26 29
11 16 21 25 28 30
Table 2: Priority order when exchanging one pair of players between S1 = {1, 2, 3, 4, 5} and S2 =
{6, 7, 8, 9, 10, 11}.
4. lexicographically minimise the indices of the players moved from S2 to S1
For instance, when considering the exchange of two players from each group, we shall use the following
priority order described in Table 3.
3.2 Translating the rules into efficient algorithms
In this section we describe how to translate the selection rules into a maximum weight matching algo-
rithm. Note that here, we focus on the regular cases.
Eligibility requirements. The eligibility requirements (C1-C3) can be easily satisfied by not hav-
ing edges between the nodes representing these agents in the eligibility graph GS(N,E) for score group S.
Completion criterion. The completion criterion (C4) is only applied for the score group that is
considered before the last one, and as a first priority we have to make it sure that the last score group
will have a complete matching. So essentially we have to find a complete matching for the last two score
groups. (It is not mentioned in the latest version of the rule what would happen if there exist no complete
matching for the last two groups, but in the earlier version they recommend to enlarge the set of players
considered with the previous score group(s).)
Quality criteria. Each of the quality criteria (C5-C17) can be translated into a maximum weight
matching problem with weight-vectors. For each selection criterion we define a new index for the weight-
vector we for every edge e = ij as follows.
1. For (C5) we simply set weight 1 for each edge. Maximising this index will ensure that the matching
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5,4 5,3 5,2 5,1 4,3 4,2 4,1 3,2 3,1 2,1
6,7 1 3 7 14 8 16 28 29 45 65
6,8 2 6 13 24 15 27 43 44 64 85
6,9 4 11 22 37 25 41 60 62 83 104
6,10 9 20 35 53 39 58 79 81 102 120
6,11 17 32 50 71 55 76 96 99 117 132
7,8 5 12 23 38 26 42 61 63 84 105
7,9 10 21 36 54 40 59 80 82 103 121
7,10 18 33 51 72 56 77 97 100 118 133
7,11 30 48 69 90 74 94 113 115 130 141
8,9 19 34 52 73 57 78 98 101 119 134
8,10, 31 49 70 91 75 95 114 116 131 142
8,11 46 67 88 108 92 111 126 128 139 146
9,10 47 68 89 109 93 112 127 129 140 147
9,11 66 87 107 123 110 125 137 138 145 149
10,11 86 106 122 135 124 136 143 144 148 150
Table 3: Priority order when exchanging two pairs of players between S1 = {1, 2, 3, 4, 5} and S2 =
{6, 7, 8, 9, 10, 11}, as given in the FIDE Handbook.
in maximum size.
2. For (C6) we set weight 1 if either i or j is a downfloater, and 0 otherwise. (Note that there cannot
be an edge between two downfloaters, since in that we would had matched them before). This
weighting will ensure that we match as many downfloaters as possible.
3. Still corresponding to (C6), we need to match first those downfoaters who have the highest scores
and continue with the second highest ones. This can be achieved by adding a weight-vector for
every eligible pair containing a downfloater, which is a zero-one vector as long, as the number of
different scores of the downfloaters. For instance, if the score group considered contains players
with score 4 and there are downfloaters with scores 5.5 and 4.5 then we add a vector of length two,
and first we put a value 1 to those players with score 5.5 and then a value 1 for those with score
4.5, leaving the other values zero.
4. Rule (C7) is a special one, as we will need to ensure the maximality of the matching in the subsequent
score group, denoted by S′, and also the number of downfloaters matched there. For this rule, we
extend graph GS to graph GS∪S′ , and we only define weights with regard to this index for edges
between S and S′ and within S′. Let the weight of these edges be 1, ensuring first the maximality
of the matching in the subsequent score group.
5. To ensure that the number of downfloaters matched is also maximal when matching the subsequent
group S′, according to (C7), we add weight 1 of each edge between S and S′.
6. Rules (C8)-(C9) only apply for the topscorers and their opponents in the last round (i.e. ”players
who have a score of over 50% of the maximum possible score when pairing the final round of the
tournament”), as a relaxation of eligibility criteria (C3). In case we are considering these players
we add weight -1 for those edges where both players have the same absolute colour preference, first
by the fact that either they both have +2 or -2 colour difference.
7. Continuing the above rule by part (C9), we also add weight -1 for those pairs who both played with
the same colour two times in a row.
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8. To ensure that most player get their colour preferences according to (C10), we add weight -1 if both
players have the same colour preference.
9. Similarly, we can minimise the number of player who do not get their strong colour preference, as
required in (C11), by adding weight -1 if both players have the same strong colour preference.
10. To satisfy (C12), if either of the two players involved was a downfloater in the previous round then
we add weight 1, so the algorithm will try to match as many of them as possible, and avoid to select
them to become downfloaters again.
11. Minimising the selections of the same players for becoming upfloaters, as described in (C13), we
add weight -1 for edge ij if i is a current downfloater (i.e. i was unmatched in the previous score
group), and j was an upfloater in the previous round.
12. Selection rule (C14) can be treated in the same way as rule (C12).
13. Selection rule (C15) can be treated in the same way as rule (C13).
14. In rule (C16) we need to minimise the score differences for the players who receive the same
downfloat as in the previous round. So, if for pair ij, i ∈ S was a downfloater in the previous
round and j ∈ S′ then we add −k as the weight if k is the difference between the scores of player i
and j.
15. Similarly, in rule (C17) we minimise the score differences from the point of view of the repeated
upfloaters, by adding weight −k if the difference between the scores of downfloater i and previous
upfloater j is k.
16. Rule (C18) can be treated as rule (C16).
17. Rule (C19) can be treated as rule (C17).
Finding a lexicographically weight-maximal matching with the above weighting on GS∪S′ will provide
us a matching that we would select when sequentially maximising criteria (C5-C19). After optimising
with regard to the quality criteria, we need to choose the pairing according to the transposition and
exchange rules. Since the exchange rules are superior, we start the translation with that.
Exchange rule. We extend the above weight-vectors with the following components, responsible for
enforcing the exchange selection. Here we describe the translation for so-called homogenous score groups
(where no downfloaters are present), but the heterogenous case can be treated similarly.
1. To minimise the number of players exchanged we add weights -1 for every edge within S1 and within
S2. Our optimal matching will use as few edges as possible, which also means that the number of
players exchanged is minimal.
2. To minimise the index differences between the players exchanged we add the following negative
weights. Let ri be the index of player i, and let aS denote the index between the highest index
in S1 and the lowest index in S2 (this is 5.5 in our running example). For every edge ij, where
i, j ∈ S1 and ri < rj let the weight of ij in the vector be rj − aS . Similarly, for every edge ij,
where i, j ∈ S2 and ri < rj let the weight of ij in the vector be aS − ri. E.g. for edge {2, 4} in our
running example this weight is -1.5 and for edge {8, 9} this weight is -2.5.
3. To lexicographically maximise the indices of the players moved from S1 to S2, we add a weight-
vector of length |S1| and with one nonzero element, as follows. If i, j ∈ S1 with ri < rj then we add
a weight 1 to the daS − rje-th coordinate. For instance, in our running example when considering
edge {2, 4}, the added weight-vector is [0, 1, 0, 0, 0]. This weighting will ensure that we will move
player 5 to S1 whenever it is possible, and if not then player 4, and so on.
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4. To lexicographically minimise the indices of the players moved from S2 to S1 we further extend
the weight-vector with a new component of length |S2| and with one nonzero element. If i, j ∈ S2
with ri < rj then we add a weight 1 to the dri− aSe-th coordinate. For instance, when considering
edge {8, 9} in the running example, the added vector is [0, 0, 1, 0, 0, 0]. Thus we move player 6 first,
if possible, then player 7, and so on.
Finally, for choosing the first pairing among the so far optimal ones, we translate the selection ac-
cording to the transposition order into a maximum weight matching problem.
Transposition rule. With the transposition rule, we assume that the partition S1 ∪ S2 is already
fixed and we would like to ensure that the among the possible pairings we first select the partner of the
player with the smallest index in S1 to be the player with the smallest index in S2, and if this is not
possible then the player with the second smallest index in S2, and so on. After selecting the partner of the
highest ranked player in S1, we continue with selecting a partner for the second highest ranked player in
S1, and so on. To achieve this, we add another weight-vector component to each edge of length |S|−1 as
follows. For ij, where ri < rj we add weight −rj on the ri-th position in this vector and we keep the other
position zero-valued. For instance, for edge {2, 7} in our example, we add vector [0,−7, 0, 0, 0, 0, 0, 0, 0, 0].
4 Further notes
In this paper we discussed how to replace the priority rules in the Swiss pairing systems by efficient
algorithms. However, we have only studied the Dutch variant, and we have not considered some special
cases (last round, heterogenous score groups, new or leaving players, etc). Nevertheless, we believe that
all of the variants of the Swiss pairings can be completely conducted by efficient algorithms, so our first
future plan is to investigate the remaining details of the Dutch rule and the three other systems.
If we succeed to translate the official pairing procedures into sophisticated efficient algorithms then we
can incorporate them into a software and conduct further studies. In particular, it would be interesting
to simulate tournaments and compare the performance of the four variants with respect to their success
of ranking the players according to their real strength within the same number of rounds. This would
follow up the research of Csato´ [1], who compared the final rankings of some particular tournaments
organised by Swiss pairings with other ranking methods.
In a future research one could also investigate the performance of these variants from a more general
point of view, by considering the utilities of the players. A player in a Swiss tournament may not be
really interested in her final ranking, and the ranking of the others, as perhaps she just wishes to play
with opponents of similar strength. Note that such preferences are not likely to be satisfied in the most
widely used Dutch variant if a tournament has many participants, since according to the exhaustive search
procedure (dividing a score group based to the ELO point of the players and then trying to match them
according to their order in their subgroups), a typical player will either play with much stronger of with
much weaker players in the first 5-6 rounds of the 9-round tournament. One alternative pairing method
would consider the preferences of the players and match them e.g. with a stable matching algorithm, as
proposed in [4]. Thus the four variants could be compared with respect to such preferences, namely how
large is the gap between the strengths of the paired players in average during a tournament. Finally,
it would also be interesting to see what kind of alternative pairings could be used to better satisfy the
preferences of the players when the classical goal of selecting a winner and ranking the others is ignored.
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Appendix
FIDE Handbook, the Dutch system (to be applied from 1 July 2017)
C Pairing Criteria
Absolute Criteria
No pairing shall violate the following absolute criteria:
C.1 see C.04.1.b (Two players shall not play against each other more than once)
C.2 see C.04.1.d (A player who has already received a pairing-allocated bye, or has already scored a
(forfeit) win due to an opponent not appearing in time, shall not receive the pairing-allocated bye).
C.3 non-topscorers (see A.7) with the same absolute colour preference (see A6.a) shall not meet (see
C.04.1.f and C.04.1.g).
Completion Criterion
C.4 if the current bracket is the PPB (see A.9): choose the set of downfloaters in order to complete the
roundpairing.
Quality Criteria
To obtain the best possible pairing for a bracket, comply as much as possible with the following criteria,
given in descending priority:
C.5 maximize the number of pairs (equivalent to: minimize the number of downfloaters).
C.6 minimize the PSD (This basically means: maximize the number of paired MDP(s); and, as far as
possible, pair the ones with the highest scores).
C.7 if the current bracket is neither the PPB nor the CLB (see A.9): choose the set of downfloaters in
order first to maximize the number of pairs and then to minimize the PSD (see C.5 and C.6) in the
following bracket (just in the following bracket).
C.8 minimize the number of topscorers or topscorers’ opponents who get a colour difference higher than
+2 or lower than -2.
C.9 minimize the number of topscorers or topscorers’ opponents who get the same colour three times in
a row.
C.10 minimize the number of players who do not get their colour preference.
C.11 minimize the number of players who do not get their strong colour preference.
C.12 minimize the number of players who receive the same downfloat as the previous round.
C.13 minimize the number of players who receive the same upfloat as the previous round.
C.14 minimize the number of players who receive the same downfloat as two rounds before.
C.15 minimize the number of players who receive the same upfloat as two rounds before.
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C.16 minimize the score differences of players who receive the same downfloat as the previous round.
C.17 minimize the score differences of players who receive the same upfloat as the previous round.
C.18 minimize the score differences of players who receive the same downfloat as two rounds before.
C.19 minimize the score differences of players who receive the same upfloat as two rounds before.
D Rules for the sequential generation of the pairings
Before any transposition or exchange take place, all players in the bracket shall be tagged with consecu-
tive in-bracket sequence-numbers (BSN for short) representing their respective ranking order (according
to A.2) in the bracket (i.e. 1, 2, 3, 4, ...).
D.1 Transpositions in S2
A transposition is a change in the order of the BSNs (all representing resident players) in S2.
All the possible transpositions are sorted depending on the lexicographic value of their first N1 BSN(s),
where N1 is the number of BSN(s) in S1 (the remaining BSN(s) of S2 are ignored in this context, because
they represent players bound to constitute the remainder in case of a heterogeneous bracket; or bound to
downfloat in case of a homogeneous bracket - e.g. in a 11-player homogeneous bracket, it is 6-7-8-9-10,
6-7-8-9-11, 6-7-8-10-11, ..., 6-11-10-9-8, 7-6-8-9-10, ..., 11-10-9-8-7 (720 transpositions); if the bracket is
heterogeneous with two MDPs, it is: 3-4, 3-5, 3-6, ..., 3-11, 4-3, 4-5, ..., 11-10 (72 transpositions)).
D.2 Exchanges in homogeneous brackets or remainders (original S1 ⇐⇒ original S2)
An exchange in a homogeneous brackets (also called a resident-exchange) is a swap of two equally sized
groups of BSN(s) (all representing resident players) between the original S1 and the original S2. In order
to sort all the possible resident-exchanges, apply the following comparison rules between two resident-
exchanges in the specified order (i.e. if a rule does not discriminate between two exchanges, move to the
next one).
The priority goes to the exchange having:
a) the smallest number of exchanged BSN(s) (e.g exchanging just one BSN is better than exchanging two
of them).
b) the smallest difference between the sum of the BSN(s) moved from the original S2 to S1 and the sum
of the BSN(s) moved from the original S1 to S2 (e.g. in a bracket containing eleven players, exchanging 6
with 4 is better than exchanging 8 with 5; similarly exchanging 8+6 with 4+3 is better than exchanging
9+8 with 5+4; and so on).
c) the highest different BSN among those moved from the original S1 to S2 (e.g. moving 5 from S1 to
S2 is better than moving 4; similarly, 5-2 is better than 4-3; 5-4-1 is better than 5-3-2; and so on).
d) the lowest different BSN among those moved from the original S2 to S1 (e.g. moving 6 from S2 to S1
is better than moving 7; similarly, 6-9 is better than 7-8; 6-7-10 is better than 6-8-9; and so on).
D.3 Exchanges in heterogeneous brackets (original S1 ⇐⇒ original Limbo) An exchange
in a heterogeneous bracket (also called a MDP-exchange) is a swap of two equally sized groups of BSN(s)
(all representing MDP(s)) between the original S1 and the original Limbo. In order to sort all the possible
MDP-exchanges, apply the following comparison rules between two MDP-exchanges in the specified order
(i.e. if a rule does not discriminate between two exchanges, move to the next one) to the players that are
in the new S1 after the exchange.
The priority goes to the exchange that yields a S1 having:
a) the highest different score among the players represented by their BSN (this comes automatically in
complying with the C.6 criterion, which says to minimize the PSD of a bracket).
b) the lowest lexicographic value of the BSN(s) (sorted in ascending order).
Any time a sorting has been established, any application of the corresponding D.1, D.2 or D.3 rule, will
pick the next element in the sorting order.
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Abstract: Pairwise comparison matrices provide a user-friendly way of cardinal preference
modelling. Decision makers compare the importance of criteria, or the performance of al-
ternatives with respect to a given criterion. Numerical answers are arranged into a square
matrix, which is element-wise reciprocal of its own transpose. A pairwise comparison matrix
can be completely filled in (complete) or incomplete. Incomplete pairwise comparison ma-
trices offer a wider range of applicability, not only in multi-criteria decision making, but in
ranking problems as well.
The objective is to determine weights that express the importance of criteria, or the scores
of the alternatives with respect to a criterion, by numbers, such that the pairwise ratios of
the weights are as close as possible to the matrix elements, given by the decision maker.
Several distance minimizing methods have been proposed, as well as other methods without
the specification of the metric. The spanning tree approach belongs to the second group by
definition. However, Lundy, Siraj and Greco recently proved that the geometric mean of the
weight vectors, calculated from all spanning trees of a complete pairwise comparison matrix’s
graph, is in fact the optimal solution of the logarithmic least squares problem.
We generalize this result for the class of incomplete pairwise comparison matrices.
Keywords: multi-criteria decision making, pairwise comparison matrix, spanning
tree, logarithmic least squares
1 Introduction
Definition 1 Let n ≥ 2 be an integer. Matrix A ∈ Rn×n is called a pairwise comparison matrix, if
aij > 0 and aij = 1/aji for all 1 ≤ i, j ≤ n.
Remark 2 The element-wise logarithm of a pairwise comparison matrix is a skew-symmetric matrix.
Definition 3 A pairwise comparison matrix is called incomplete if some of its elements are missing.
Definition 4 Given an (in)complete pairwise comparison matrix A of size n × n, its associated undi-
rected graph is defined as follows: it has n nodes and the edge between nodes i and j is drawn if and only
if the matrix element aij is known.
1The support of the Ja´nos Bolyai Research Fellowship of the Hungarian Academy of Sciences no. BO/00154/16/3 and
the Hungarian Scientific Research Fund (OTKA) grant K111797 is greatly acknowledged.
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Normalization constraint is technical, and it is often replaced by
n∏
i=1
wi = 1 or by w1 = 1.
Every spanning tree of the graph associated to the (in)complete pairwise comparison matrix induces
a unique, up to scalar multiplication, weight vector.
Theorem 6 (Lundy, Siraj and Greco [2]) The geometric mean of weight vectors calculated from all
spanning trees is logarithmic least squares optimal in case of complete pairwise comparison matrices.
2 Main result
Theorem 7 [1] Let A be an incomplete or complete pairwise comparison matrix such that its associated
graph is connected. Then the optimal solution to the logarithmic least squares problem is equal, up to a
scalar multiplier, to the geometric mean of weight vectors calculated from all spanning trees.
Proof: The proof can be found in [1]. 
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Abstract: In this talk, we present two extensions of Tutte’s famous theorem stating that 4-
connected planar graphs are hamiltonian. We show that (i) planar 3-connected graphs with at
most three 3-vertex-cuts are hamiltonian, and that (ii) every 4-connected graph with crossing
number at most 2 is hamiltonian. (i) is based on joint work with Gunnar Brinkmann, while
(ii) was obtained together with Kenta Ozeki.
Keywords: Polyhedral graph, hamiltonian, 3-cut, crossing number.
1 Polyhedra with at most three 3-cuts
In 1931, Whitney showed that 4-connected triangulations of the plane are hamiltonian [10]. This result
was generalised by Tutte in 1956, who showed that in fact every planar 4-connected graph is hamilto-
nian [9]. In this talk, we strengthen this classic theorem in two ways.
In the following, a polyhedron is a planar 3-connected graph, all cuts shall be vertex-cuts, and a cut
of cardinality k will be called a k-cut. Let G be a polyhedron and X = {u, v, w} a 3-cut in G. If (V ′, E′)
is a component of G−X, then G[V ′ ∪X] is called a closed component of G−X. If (V ′′, E′′) is a closed
component of G−X, then (V ′′, E′′∪{uv, vw,wu}) is called an edge closed component of G−X. We shall
outline the main ideas behind these notions, linking closed components and edge closed components to
our pursuit of hamiltonicity, and emphasise the most important diﬀerence between planar triangulations
and polyhedra with respect to their 3-cuts and their hamiltonian properties.
Various stronger versions of Whitney’s theorem have appeared, with one of the most far-reaching
results being a theorem of Jackson and Yu [3] stating that even if we allow up to three separating
triangles to occur in a plane triangulation, hamiltonicity is still guaranteed. Tutte’s seminal theorem
has been generalised in several ways as well—see for instance Sanders’ result that in a 4-connected plane
graph a hamiltonian cycle through any two edges exists [7]. However, the Jackson-Yu theorem was not
generalised to all polyhedra with at most three 3-cuts. Gunnar Brinkmann and I have done so in [1]. The
first part of the talk will revolve around this result. Let us emphasise that the theorem of Jackson and Yu
1This work was partially supported by JSPS KAKENHI Grant Number 25871053.
2This research is supported by a Postdoctoral Fellowship of the Research Foundation Flanders (FWO).
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does not only concern the number of 3-cuts, but also their relative position, encoded by a decomposition
tree. Such decomposition trees, which are unique for triangulations, are not defined for general plane
graphs, so only the part of the Jackson-Yu result concerning the number of 3-cuts can be generalised.
A graph G is k-hamiltonian if for each set S ⊂ V (G) of cardinality k, the graph G−S is hamiltonian.
In 1994, Thomas and Yu proved the following result which was originally conjectured by Plummer.
Theorem 1 (Thomas and Yu [8]) 4-connected polyhedra are 2-hamiltonian.
We present the following useful lemma.
Lemma 2 (Brinkmann and Zamfirescu [1]) A polyhedron G with k 3-cuts contains a spanning sub-
graph that can be obtained from a 4-connected polyhedron by deleting at most k vertices.
Together with this lemma, Theorem 1 implies:
• Polyhedra with at most two 3-cuts are hamiltonian.
• Polyhedra with at most one 3-cut are 1-hamiltonian.
It is clear that Theorem 1 cannot be strengthened to imply 3-hamiltonicity, so in order to prove that
polyhedra with at most three 3-cuts are hamiltonian, we need a diﬀerent strategy. In the talk we will
present an important ingredient of the proof of our main theorem from [1], which now follows.
Theorem 3 (Brinkmann and Zamfirescu [1]) Polyhedra with at most three 3-cuts are hamiltonian.
We also proved that polyhedra with at most four 3-cuts are traceable (i.e. contain a hamiltonian
path). A natural question is how few 3-cuts a non-hamiltonian or non-traceable polyhedron may have.
We do not have a definitive answer, but the following is known.
Proposition 4 (Brinkmann, Souﬀriau, and Van Cleemput [2]) For all k ≥ 6 there exist non-
hamiltonian triangulations with exactly k 3-cuts.
Proposition 5 (Brinkmann and Zamfirescu [1]) For all k ≥ 8 there exist non-traceable triangula-
tions with exactly k 3-cuts.
Combining the above conclusions, the obvious open questions are:
• Are polyhedra with four or five 3-cuts hamiltonian?
• Are polyhedra with five, six or seven 3-cuts traceable?
If time permits, we will give an overview of what is known concerning other hamiltonian properties
(such as hamiltonian-connectedness) in polyhedra with few 3-cuts [5].
2 4-connected graphs with crossing number 2
In the second part of the talk, we see “planar” as “having crossing number 0”. What happens with
hamiltonicity in 4-connected graphs with non-vanishing crossing number? Since every graph with crossing
number 1 is projective-planar, and making use of the result of Kawarabayashi and Ozeki [4] that every 4-
connected projective-planar graph is hamiltonian-connected, we have that every 4-connected graph with
crossing number 1 is hamiltonian-connected. Another useful result is due to Brinkmann (see [11]): by
using Theorem 1, he showed that if e and f are the crossing edges in a 4-connected graph G with crossing
number 1, then there exists a hamiltonian cycle in G− {e, f}.
Making use of this theorem of Brinkmann and results of Thomas and Yu [8], as well as a lemma of
Sanders [7], we were able to prove the following.
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Theorem 6 (Ozeki and Zamfirescu [6]) Every 4-connected graph with crossing number 2 is hamilto-
nian.
We also showed:
Proposition 7 (Ozeki and Zamfirescu [6]) Every 4-connected graph with crossing number at most 5
is 1-tough.
For a graph G, the number of 3-cuts shall be denoted with ϕ(G), and its crossing number with cr(G).
We link these numbers and hamiltonicity in the following way:
Proposition 8 (Ozeki and Zamfirescu [6]) For every pair of non-negative integers k, ℓ with k+ℓ = 6
(k′, ℓ′ with k′ + ℓ′ = 8), there exist infinitely many non-hamiltonian (non-traceable) 3-connected graphs
G with ϕ(G) = k and cr(G) = ℓ (ϕ(G) = k′ and cr(G) = ℓ′).
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Abstract: The rigidity of square-grid frameworks was first studied by Bolker and Crapo [1].
They gave a combinatorial characterization for the rigidity of frameworks with no holes. After
two decades, Ga´spa´r, Radics and Recski [2] extended the result to frameworks with holes and
provided a method to determine the rigidity faster than computing the rank of its rigidity
matrix. While the characterization by Bolker et al. immediately provides a necessary and
sufficient condition for the brace-minimal rigidity of frameworks with no holes, one by Ga´spa´r
et al. does not provide such an explicit condition for the case with holes. In this paper, we
give the first necessary and sufficient condition for the brace-minimal rigidity of square-grid
frameworks with holes.
Keywords: Combinatorial rigidity; Bar-joint framework; Square-grid framework;
Bracing
1 Introduction
A d-dimensional bar-joint framework is a collection of one-dimensional rigid bars connected by zero-
dimensional joints in Rd. Each pair of bars connected by a joint is allowed to move continuously so that
its relative motion is a d-dimensional rotation around the joint. For each joint, we define its infinitesimal
motion as a d-dimensional velocity vector. Each bar imposes a linear constraint on the infinitesimal
motions of its two end joints (for more detail, see [7]). We thus have a homogeneous system of {# bars}
linear equations with d × {# joints} variables. The framework is called infinitesimally rigid if such a






. Here the coefficient matrix of such a system is called the rigidity matrix, and a framework
is infinitesimally rigid if the rank of its rigidity matrix is d × {# joints} − D. This implies that at
least d× {# joints} −D bars are necessary for the infinitesimal rigidity of a framework, which was first
formulated by Maxwell [5].
Laman [4] established the necessary and sufficient combinatorial characterization for the infinitesimal
rigidity of generic two-dimensional bar-joint frameworks. A framework is called generic if the rank of its
rigidity matrix and its row-induced submatrices take the maximum values over all frameworks which are
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Figure 1: A square-grid framework with holes
the same topologically (also see [7]). However, combinatorial characterization for the case when d ≥ 3
has not been found yet.
Even in two-dimension, where there are many applications in the real world (e.g., civil engineering
or architectural engineering), it is worth to study non-generic frameworks. Based on this, we study
square-grid frameworks in this paper. A square-grid framework is a connected two-dimensional bar-joint
framework consisting of a union of unit grid squares, where some contain diagonal braces (see Figure 1).
We assume that (i) all joints are located at the integer grid, (ii) the area of every hole is at least two,
and (iii) any two of the outer face and holes of a framework do not share any joints.
In the literature, the rigidity of square-grid frameworks was first studied by Bolker and Crapo [1].
They gave a combinatorial characterization for the infinitesimal rigidity of frameworks with no holes
(which will be shown at Theorem 1). Also Ga´spa´r, Radics and Recski [2] studied the case with holes and
provided a method to determine the infinitesimal rigidity of a framework, which is faster than computing
the rank of its rigidity matrix (see Theorem 2). Ito, Kobayashi, Higashikawa, Katoh, Poon and Saumell [3]
have recently proposed an algorithm for the bracing problem: given a square-grid framework with holes
in which there is no brace, the objective is to add the minimum number of braces which makes the
framework infinitesimally rigid.
A square-grid framework is called brace-minimally rigid if the framework is infinitesimally rigid and
removing any brace makes the framework infinitesimally flexible. Then the characterization by [1] imme-
diately provides a necessary and sufficient condition for the brace-minimal rigidity of a framework with
no holes, however the results by [2, 3] do not provide such an explicit condition for the case with holes
(though the result by [2] provides a brute-force way to check the brace-minimal rigidity of a square-grid
framework with holes, see just after Theorem 3). In this paper, we give the first necessary and sufficient
condition for the brace-minimal rigidity of a square-grid framework with holes.
2 Preliminaries
In a square-grid framework, there are two types of bars (other than braces), that is, horizontal-bars and
vertical-bars (for short, h-bars and v-bars). We define an h-strip (resp. a v-strip) as a maximal set
of horizontally (resp. vertically) consecutive grid squares. Let us give all h-strips and v-strips indices,
respectively. If the i-th h-strip and the j-th v-strip intersect each other at a unit grid square, we call it
square (i, j). For each h-bar (resp. v-bar), we define an infinitesimal rotation as the difference between the
vertical (resp. horizontal) components of its two end joint’s infinitesimal motions. As observed in [1, 2],
infinitesimal rotations of all v-bars (resp. h-bars) in an h-strip (resp. a v-strip) are the same, called an
infinitesimal rotation of the h-strip (resp. v-strip). In addition, if square (i, j) is braced, infinitesimal
rotations of the i-th h-strip and the j-th v-strip are the same. In the subsequent discussion, we use
“rigid” and “rotation” to denote “infinitesimally rigid” and “infinitesimal rotation”, respectively.
Given a square-grid framework F , let GF denote a bipartite graph consisting of the vertex sets UF , VF
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(b) GF : a bipartite graph consisting of con-





Figure 2: Illustrations of a square-grid framework F and the corresponding bipartite graph GF
j-th v-strip in F , and for ui ∈ UF and vj ∈ VF an edge (ui, vj) ∈ EF if square (i, j) is braced in F (see
Figure 2). In the following, if u ∈ UF (resp. v ∈ VF ) corresponds to an h-strip (resp. v-strip) in F , we
treat u (resp. v) as the h-strip (resp. v-strip) itself. Also, if e ∈ EF corresponds to a brace in F , we treat
e as the brace itself. Let us observe the theorem by Bolker et al. [1].
Theorem 1 [1] A square-grid framework F with no holes is rigid if and only if GF is connected.
Suppose that there are q connected components of GF , say G
1
F , . . . , G
q
F (see Figure 2(b)). For some
integer l ∈ {1, . . . , q}, let U lF , V lF and ElF denote subsets of UF , VF and EF such that GlF = (U lF , V lF , ElF ),
respectively. We say that the i-th h-strip (resp. the j-th v-strip) belongs to GlF if ui ∈ U lF (resp. vj ∈ V lF ).
If ui ∈ U lF , vj ∈ V lF and square (i, j) is braced in F , we also say that the brace at square (i, j) belongs
to GlF .
We introduce the hole matrix of F , which was first defined in [2]. Suppose that there are p holes in
F , say holes 1, . . . , p. Let us focus on hole k ∈ {1, . . . , p}. We define a left h-strip for hole k as an h-strip
such that the rightmost v-bar in the h-strip is on the boundary of hole k. Similarly, we also define a right
h-strip, an upper v-strip and a lower v-strip for hole k (see Figure 3). Then, as observed in [2], we can
see that for any hole k ∈ {1, . . . , p}∑{rotations of left h-strips} −∑{rotations of right h-strips} = 0, and (1)∑{rotations of upper v-strips} −∑{rotations of lower v-strips} = 0. (2)
an upper v-strip for hole k
a left h-strip for hole k
hole k
Figure 3: Illustration of a left h-strip and an upper v-strip for hole k
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Note that rotations of all h-strips and v-strips belonging to a connected component are the same. Let ωl
denote a rotation of GlF . For integers k ∈ {1, . . . , p} and l ∈ {1, . . . , q}, let α+kl (resp. α−kl, β+kl and β−kl) be
the number of left h-strips (resp. right h-strips, upper v-strips and lower h-strips) for hole k belonging
to GlF . Then, equations (1) and (2) can be written as∑
l∈{1,...,q}
(α+kl − α−kl)ωl = 0 ∀k ∈ {1, . . . , p}, and (3)∑
l∈{1,...,q}
(β+kl − β−kl)ωl = 0 ∀k ∈ {1, . . . , p}. (4)
Letting αkl = α
+
kl − α−kl and βkl = β+kl − β−kl, we obtain a system of the above equations as
α11 α12 · · · α1q
β11 β12 · · · β1q



















We call the coefficient matrix in (5) the hole matrix of F , denoted by HF . Let us observe the theorem
by Ga´spa´r et al. [2].
Theorem 2 [2] Given a square-grid framework F with p holes, suppose that GF consists of q connected
components. Then F is rigid if and only if the rank of HF is q − 1.
We now state the main theorem below, which will be proved in Section 3.
Theorem 3 Given a square-grid framework F with p holes, suppose that GF consists of q connected
components. Then F is brace-minimally rigid if and only if (a) the rank of HF is q − 1, (b) GF is a
spanning forest, and (c) q = 2p+ 1.
Note that applying Theorem 2, we can also determine the brace-minimal rigidity of F as follows:
Check the rigidity of F and F − e for every brace e ∈ EF . If F is rigid but F − e is not rigid for any
e ∈ EF , then F is brace-minimally rigid. However, in this way, we need to carry out rank calculations
O(|EF |) times, whereas our result in Theorem 3 provides a much faster way with just one rank calculation.
3 Proof of Theorem 3
We prove the if part and the only if part of Theorem 3 in Sections 3.1 and 3.2, respectively.
3.1 Proof of the if part
Assume that conditions (a), (b) and (c) are satisfied, i.e., the rank of HF is 2p and GF is a spanning
forest with 2p + 1 connected components. We immediately see that F is rigid by Theorem 2. Consider
removing a brace from F . Let F ′ be the resulting framework. Then GF ′ is a spanning forest with 2p+2
connected components. On the other hand, the rank of HF ′ is at most 2p since the number of rows in
HF ′ is 2p. Therefore by Theorem 2, F
′ is no longer rigid, which means that F is brace-minimally rigid.
This completes the proof of the if part of Theorem 3.
3.2 Proof of the only if part
We show the contrapositive of the only if part: “F is not brace-minimally rigid if one of conditions (a),
(b), and (c) is not satisfied.”
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Case 1: Condition (a) is not satisfied, i.e., the rank of HF is not q − 1. Note that the rank of HF is at
most q − 1 since the sum of all q columns in HF is zero. Thus, in this case the rank of HF is less than
q − 1, which means that F is not rigid by Theorem 2.
Case 2: Condition (b) is not satisfied, i.e., GF has a cycle. In this case we remove a brace corresponding
to an edge on the cycle, and let F ′ be the resulting framework. Since HF ′ = HF , if F ′ is rigid, F is not
brace-minimally rigid; otherwise, F is not rigid.
Case 3: Condition (c) is not satisfied, i.e., q 6= 2p+1. In this case we can assume that both of conditions
(a) and (b) are satisfied. We have two subcases [Case 3A] q > 2p + 1 and [Case 3B] q < 2p + 1. First
consider Case 3A. Recall that the rank of HF is at most 2p, which is less than q− 1 in this subcase. This
means that F is not rigid by Theorem 2. In Section 3.2.1, we consider the remaining subcase.
3.2.1 Case 3B
In this section, we consider the case that the rank of HF is q − 1 and GF is a spanning forest with q
connected components, where q < 2p + 1. For this case, we show the existence of a redundant brace in
F , i.e., there exists a brace such that the framework is still rigid even if we remove the brace from F .
Let RF denote the set of rows in HF . Suppose that RF = {rh1 , rv1 , rh2 , . . . , rvp}, where
rhk =
[
αk1 αk2 · · · αkq
] ∀k ∈ {1, . . . , p}, and (6)
rvk =
[
βk1 βk2 · · · βkq
] ∀k ∈ {1, . . . , p}. (7)
We first determine a maximal independent set B ⊆ RF and a row r∗ ∈ RF \ B using the following
procedure. Note that since |B| = q − 1 < 2p = |RF |, RF \B 6= ∅.
1. Choose a maximal independent set B ⊆ RF and a row r∗ ∈ RF \ B arbitrarily. Suppose r∗ = rhk∗
with an integer k∗ ∈ {1, . . . , p}.
2. If there exists a left h-strip for hole k∗ with at least one brace, the chosen B and r∗ are valid;
otherwise go to 3.
3. In this case, the leftmost v-bar in every left h-strip for hole k∗ is on the boundary of another hole
by Lemma 5 (as shown in Figure 4). Call such a hole a left hole for hole k∗. In the left holes for
hole k∗, if there exists a hole k′ such that rhk′ ∈ RF \ B, set k∗ ← k′ and r∗ ← rhk′ , and go to 2;
otherwise go to 4.
4. In this case, any left hole for hole k∗, say hole k′, satisfies rhk′ ∈ B. Since B \ {rhk′} ∪ {rhk∗} is also
independent by Lemma 6, set B ← B \ {rhk′} ∪ {rhk∗}, k∗ ← k′ and r∗ ← rhk′ , and go to 2.
Using the above procedure, we obtain B ⊆ RF and a row r∗ = rhk∗ ∈ RF \B such that there exists a
left h-strip for hole k∗ with at least one brace. If r∗ = rvk∗ with an integer k
∗ ∈ {1, . . . , p} at the first step,




Figure 4: An h-strip u with no brace which is a left h-strip for hole k∗ and a right h-strip for hole k′ (the
light gray part represents all the left h-strips for hole k∗ where there is no brace)
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Lemma 4 For a maximal independent set B ⊆ RF and a row r∗ = rhk∗(resp. rvk∗) ∈ RF \ B with
k∗ ∈ {1, . . . , p} which are determined by the above procedure, there exists a left h-strip (resp. an upper
v-strip ) for hole k∗ with at least one brace.
We prove Lemmas 5 and 6 which the third and forth steps of procedure are based on, respectively.
Lemma 5 Given a maximal independent set B ⊆ RF and a row rhk∗ ∈ RF \B, suppose that there exists
an h-strip u ∈ UF with no brace which is a left h-strip for hole k∗ (see Figure 4). Then, the leftmost
v-bar in h-strip u is on the boundary of another hole.
Proof: Suppose that the leftmost v-bar in h-strip u is on the boundary of the outer face. In q connected
components of GF , there exists G
l
F with l ∈ {1, . . . , q} which consists of only u. Looking at the l-th
column, αk∗l = 1 and all the other entries are zero. This implies that B ∪ {rhk∗} is independent, which
contradicts the maximality of B. 
Lemma 6 Given a maximal independent set B ⊆ RF and a row rhk∗ ∈ RF \B, suppose that there exists
an h-strip u ∈ UF with no brace which is a left h-strip for hole k∗ and a right h-strip for hole k′ (see
Figure 4). Then, B \ {rhk′} ∪ {rhk∗} is independent.
Proof: In q connected components of GF , there exists G
l
F with l ∈ {1, . . . , q} which consists of only u.
Then, looking at the l-th column, αk∗l = 1, αk′l = −1 and all the other entries are zero. This implies
that B \ {rhk′} ∪ {rhk∗} is independent. 
Suppose that B ⊆ RF and r∗ ∈ RF \B have been determined by the above procedure. Also consider
the unique minimal dependent set C ⊆ B ∪ {r∗}. We then observe that r∗ ∈ C and if r∗ = rhk∗ (resp.
rvk∗) with k
∗ ∈ {1, . . . , p}, there exists a left h-strip (resp. upper v-strip) for hole k∗ with at least one
brace by Lemma 4. Let Gl
∗
F be the connected component of GF which such the braced left h-strip (resp.
upper v-strip) belongs to. Recall that GF forms a spanning forest in Case 3B, thus G
l∗
F forms a tree. Let
Gl
∗
F (C) denote the minimal subtree of G
l∗










{ {u ∈ U l∗F | u is a left or right h-strip for hole k} if r = rhk with k ∈ {1, . . . , p}





{ ∅ if r = rhk with k ∈ {1, . . . , p}
{v ∈ V l∗F | v is an upper or lower v-strip for hole k} if r = rvk with k ∈ {1, . . . , p}.
(9)
We notice that Gl
∗
F includes at least one brace (i.e., E
l∗
F 6= ∅) and Gl
∗
F (C) includes at least one vertex.
Let us consider an example shown in Figure 5. Suppose C = {rhk∗(= r∗), rvk′}. We then focus on the
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 j’  j’ +1
(a) the left and right h-strips for hole k∗ and the upper































removing the dashed edge







for the same example in Figure 5
the i-th and (i+1)-th (resp. i′-th and (i′+1)-th) h-strips lie on the left (resp. right) side of hole k∗ and the
j-th and (j+1)-th (resp. j′-th and (j′+1)-th) v-strips lie on the upper (resp. lower) side of hole k′ in this
example. Here a left h-strip for hole k∗, i.e., the i-th h-strip, is given a brace, we thus determine Gl
∗
F as a
component of GF which includes vertex ui (see Figure 5(b)). Suppose that G
l∗
F also includes ui′ , ui′+1 and




F (r)∪ V l
∗
F (r)} = {ui, ui′ , ui′+1, vj+1}. In




F (r)∪ V l
∗
F (r)} and heavy lines represent Gl
∗
F (C).
In what follows, we show the existence of a redundant brace inGl
∗
F . Note that every leaf ofG
l∗
F (C) must




F (r) ∪ V l
∗
F (r)} (see Figure 6(a)). Choose one of those leaves of Gl
∗
F (C), say λ. If
Gl
∗
F (C) includes two or more vertices, remove a brace in G
l∗
F (C) incident to λ (see Figure 6(b)); otherwise
remove an arbitrary brace in Gl
∗
F . Let F¯ be the resulting whole framework. Then, for l ∈ {1, . . . , q}\{l∗},
the l-th connected component remains in GF¯ without any change, i.e., G
l
F¯
= GlF . Only G
l∗
F is separated











Next let us see hole matrix HF¯ consisting of rows RF¯ . Note that |RF¯ | = |RF | = 2p and each row in
RF¯ consists of q + 1 entries. For integers k ∈ {1, . . . , p} and l ∈ {1, . . . , q + 1}, let α¯+kl (resp. α¯−kl, β¯+kl
and β¯−kl) be the number of left h-strips (resp. right h-strips, upper v-strips and lower h-strips) for hole k
belonging to Gl
F¯
. Let α¯kl = α¯
+
kl − α¯−kl and β¯kl = β¯+kl − β¯−kl, respectively. For the h-th row r ∈ RF with
h ∈ {1, . . . , 2p}, let ρ(r) denote the h-th row in RF¯ . Then RF¯ = {ρ(rh1 ), ρ(rv1), ρ(rh2 ), . . . , ρ(rvp)}, where
ρ(rhk) =
[
α¯k1 α¯k2 · · · α¯kq α¯k,q+1
] ∀k ∈ {1, . . . , p}, and (10)
ρ(rvk) =
[
β¯k1 β¯k2 · · · β¯kq β¯k,q+1
] ∀k ∈ {1, . . . , p}. (11)
In the following, for R′ ⊆ RF , we abuse the notation ρ(R′) to denote the subset of RF¯ , {ρ(r) | r ∈ R′}. In
addition, we use the notation εl(r) to denote the l-th entry of row r, e.g., εl(r
h
k) = αkl and εl(ρ(r
v
k)) = β¯kl.
Let us see the following remark.
Remark 7 For any r ∈ RF and l ∈ {1, . . . , q} \ {l∗}, εl(ρ(r)) = εl(r).
Recall that λ is the leaf of Gl
∗
F (C) which is included in G
q+1
F¯
. Let r˜ be a row in C such that λ ∈
U l
∗
F (r˜) ∪ V l
∗
F (r˜). We then show the following lemma.
Lemma 8 (i) For r ∈ RF , εl∗(ρ(r))+εq+1(ρ(r)) = εl∗(r). (ii) εl∗(ρ(r˜)) = εl∗(r˜)−δ and εq+1(ρ(r˜)) = δ,
where δ = −1 or 1. (iii) For r ∈ C \ {r˜}, εl∗(ρ(r)) = εl∗(r) and εq+1(ρ(r)) = 0.
Proof: (i) immediately follows the fact that Gl
∗





. Suppose that r˜ = rh
k˜











= 1, and α¯−
k˜,q+1
= 0, i.e., α¯k˜l∗ = αk˜l∗ − 1 and α¯k˜,q+1 = 1; otherwise

















column l* column q+1
~ ~ ρ(B U{r
*})
Figure 7: HF¯ (each entry in the dark part is the same as in HF )
β¯k˜l∗ = βk˜l∗ ∓ 1 and β¯k˜,q+1 = ±1, thus (ii) is proved. For rhk (resp. rvk) ∈ C \ {r˜}, any left or right h-strip
(resp. upper or lower v-strip) for hole k belonging to Gl
∗
F remains in G
l∗
F¯
, thus (iii) holds. 
We represent the statements of Remark 7 and Lemma 8 as an illustration in Figure 7.
In the rest of this section, we show that F¯ is rigid, i.e., F is not brace-minimally rigid. Let us first
confirm the following remark.
Remark 9 B ∪ {r∗} \ {r˜} is independent.
We then show the following lemma.
Lemma 10 ρ(B ∪ {r∗} \ {r˜}) is independent.
Proof: We prove by contradiction. Suppose that ρ(B ∪ {r∗} \ {r˜}) is dependent:∑
r∈B∪{r∗}\{r˜}
µr · ρ(r) = 0, (12)





ε1(ρ(r)) · · · εl∗(ρ(r)) · · · εq(ρ(r)) εq+1(ρ(r))
]
. (13)











0 · · · −εq+1(ρ(r)) · · · 0 εq+1(ρ(r))
]
. (14)
Looking at the (q + 1)-th entries in (14), the sum of those entries is zero by (12), i.e.,∑
r∈B∪{r∗}\{r˜}
µr · εq+1(ρ(r)) = 0. (15)
This means that the second summation term in (14) is a zero vector, and therefore the first term is also
a zero vector. We thus have ∑
r∈B∪{r∗}\{r˜}
µr · r = 0, (16)
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which contradicts the independency of B ∪ {r∗} \ {r˜} shown in Remark 9. 
The following lemma implies the rigidity of F¯ .
Lemma 11 ρ(B ∪ {r∗}) is independent.
Proof: We prove by contradiction. Suppose that ρ(B ∪ {r∗}) is dependent. Since ρ(B ∪ {r∗} \ {r˜}) is
independent by Lemma 10, any dependent subset of ρ(B∪{r∗}) includes ρ(r˜). Thus, ρ(r˜) is represented




φr · ρ(r), (17)
where φr is a real number such that φr 6= 0 ∃r ∈ B ∪ {r∗} \ {r˜}. Equation (17) can be deformed as[







ε1(ρ(r)) · · · εl∗(ρ(r)) · · · εq(ρ(r)) εq+1(ρ(r))
]
. (18)
By Remark 7 and Lemma 8(ii), the left-hand side of (18) can be represented as[




0 · · · −δ · · · 0 δ ] , (19)












0 · · · −εq+1(ρ(r)) · · · 0 εq+1(ρ(r))
]
. (20)




φr · εq+1(ρ(r)), (21)
which means that the second terms in (19) and (20) are equivalent, and therefore the first terms are also




φr · r. (22)
Recall that B∪{r∗} includes the unique minimal dependent set of rows, which is C, and r˜ ∈ C. Because
of the uniqueness and the minimality of C, φr is uniquely determined for r ∈ B ∪ {r∗} \ {r˜} such that
φr 6= 0 ∀r ∈ C \ {r˜}, and (23)
φr = 0 ∀r ∈ B \ C. (24)




φr · εq+1(ρ(r)). (25)
Here εq+1(ρ(r)) = 0 for any r ∈ C \ {r˜} by Lemma 8(iii), thus the right-hand side of (25) is equal to
zero, whereas δ = −1 or 1, contradiction. This concludes the proof. 
We now observe that the rank of HF¯ is at least q since ρ(B ∪{r∗}) consists of q independent rows by
Lemma 11. Note that the rank of HF¯ is at most q since the sum of all q + 1 columns in HF¯ is zero, so
the rank of HF¯ is q. This means that F¯ is rigid by Theorem 2, i.e., F is not brace-minimally rigid. We
thus complete the proof of Theorem 3.
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Abstract: In several decision-making problems, alternatives should be ranked on the basis of
paired comparisons between them. An axiomatic approach for the universal ranking problem
with arbitrary preference intensities, incomplete and multiple comparisons is presented. In
particular, two basic properties – independence of irrelevant matches and self-consistency –
are considered. It is revealed that there exists no ranking method satisfying both require-
ments at the same time. The impossibility result holds under various restrictions on the set
of ranking problems, however, it does not emerge in the case of round-robin tournaments.
An interesting and more general possibility result is obtained by weakening independence of
irrelevant matches through the concept of macrovertex.
Keywords: Preference aggregation; paired comparison; tournament ranking; axi-
omatic approach; impossibility
1 Introduction
Let N = {X1, X2, . . . , Xn}, n ∈ N be the set of objects and T = [tij ] ∈ Rn×n be a tournament matrix
such that tij + tji ∈ N. tij represents the aggregated score of object Xi against Xj , tij/(tij + tji) can be
interpreted as the likelihood that object Xi is better than object Xj . tii = 0 is assumed for all Xi ∈ N .
The pair (N,T ) is called a ranking problem. The set of ranking problems with |N | = n is denoted by
Rn.
A scoring procedure f is an Rn → Rn function giving a rating for each object. Any scoring method
immediately induces a ranking (a transitive and complete weak order on the set N ×N)  by fi(N,T ) ≥
fj(N,T ) meaning that Xi is ranked weakly above Xj , denoted by Xi  Xj . Every scoring method can
be considered as a ranking method. This paper discusses only axioms for ranking methods induced by
scoring procedures.
A ranking problem (N,T ) is associated with the skew-symmetric results matrix R = T −T> = [rij ] ∈
Rn×n and the symmetric matches matrix M = T + T> = [mij ] ∈ Nn×n such that mij is the number of
the comparisons between Xi and Xj , whose outcome is given by rij . Matrices R and M also determine
the tournament matrix as T = (R + M)/2.
Remark 1 Any ranking problem (N,T ) ∈ Rn can be denoted analogously by (N,R,M) with the re-
striction |rij | ≤ mij for all Xi, Xj ∈ N , that is, the outcome of any paired comparison between two
objects cannot ’exceed’ their number of matches.
1 The research is supported by OTKA grant K 111797 and by the MTA Premium Post Doctorate Research Program.
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Definition 2 A ranking problem (N,R,M) ∈ Rn is called
• balanced if ∑Xk∈N mik =∑Xk∈N mjk for all Xi, Xj ∈ N ;
• round-robin if mij = mk` for all Xi 6= Xj and Xk 6= X`;
• unweighted if mij ∈ {0; 1} for all Xi, Xj ∈ N ;
• extremal if |rij | ∈ {0;mij} for all Xi, Xj ∈ N .
The set of balanced ranking problems is denoted by RB.
The set of round-robin ranking problems is denoted by RR.
The set of unweighted ranking problems is denoted by RU .
The set of extremal ranking problems is denoted by RE.
The maximal number of comparisons is m = maxXi,Xj∈N mij .
Axiom 3 Independence of irrelevant matches (IIM): Let (N,T ), (N,T ′) ∈ Rn be two ranking problems
and Xi, Xj , Xk, X` ∈ N be four different objects such that (N,T ) and (N,T ′) are identical but t′k` 6= tk`.
Scoring procedure f : Rn → Rn is called independent of irrelevant matches if fi(N,T ) ≥ fj(N,T ) ⇒
fi(N,T
′) ≥ fj(N,T ′).
Definition 4 Opponent set: Let (N,R,M) ∈ RnU be an unweighted ranking problem. The opponent set
of object Xi is Oi = {Xj : mij = 1}
Objects of the opponent set Oi are called opponents of Xi.
Definition 5 Let (N,R,M) ∈ RnU be an unweighted ranking problem, Xi, Xj ∈ N be two different
objects and g : Oi ↔ Oj be a one-to-one correspondence between the opponents of Xi and Xj. Then
g : {k : Xk ∈ Oi} ↔ {` : X` ∈ Oj} is given by Xg(k) = g(Xk).
Definition 6 Sum of ranking problems: Let (N,R,M), (N,R′,M ′) ∈ Rn be two ranking problems with
the same object set N . The sum of these ranking problems is the ranking problem (N,R+R′,M +M ′) ∈
Rn.
Definition 6 implies that any ranking problem can be decomposed into unweighted ranking problems,
that is, it can be obtained as a sum of unweighted ranking problems. However, while the sum of ranking
problems is unique, a ranking problem may have a number of possible decompositions.




(p) and (N,R(p),M (p)) ∈ RnU is an unweighted ranking problem for all p = 1, 2, . . . ,m. Let
Xi, Xj ∈ N be two objects and f : Rn → Rn be a scoring procedure such that for all p = 1, 2, . . . ,m




j , where r
(p)
ik ≥ r(p)jg(p)(k) and fk(N,R,M) ≥
fg(p)(k)(N,R,M).
f is called self-consistent if fi(N,R,M) ≥ fj(N,R,M), furthermore, fi(N,R,M) > fj(N,R,M) if at
least one of the above inequalities is strict.
2 Main result
Theorem 8 There does not exist a scoring procedure that is independent of irrelevant matches and self-
consistent on the set of ranking problems with at least four objects Rn|n ≥ 4.
Proof: See [3]. 
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Lemma 9 There exist scoring procedures that are independent of irrelevant matches and self-consistent
on the set of ranking problems with at most three objects Rn|n ≤ 3.
Lemma 10 There does not exist a scoring procedure that is independent of irrelevant matches and self-
consistent on the set of balanced, unweighted and extremal ranking problems with four objects R4B ∩R4U ∩
R4E.
Proposition 11 There exist scoring procedures that are independent of irrelevant matches and self-
consistent on the set of round-robin ranking problems RR.
Proof: See [3]. 
Definition 12 Macrovertex [1, Definition 3.1]: Let (N,R,M) ∈ Rn be a ranking problem. Object set
V ⊆ N is called macrovertex if mik = mjk for all Xi, Xj ∈ V and Xk ∈ N \ V .
Axiom 13 Macrovertex independence (MV I) [1, Property 8]: Let V ⊆ N be a macrovertex in ranking
problems (N,T ), (N,T ′) ∈ Rn and Xi, Xj ∈ V be two different objects such that (N,T ) and (N,T ′) are
identical but t′ij 6= tij. Scoring procedure f : Rn → Rn is called macrovertex independent if fk(N,T ) ≥
f`(N,T )⇒ fk(N,T ′) ≥ f`(N,T ′) for all Xk, X` ∈ N \ V .
Axiom 14 Macrovertex autonomy (MVA): Let V ⊆ N be a macrovertex in ranking problems (N,T ),
(N,T ′) ∈ Rn and Xk, X` ∈ N \ V be two different objects such that (N,T ) and (N,T ′) are identical
but t′k` 6= tk`. Scoring procedure f : Rn → Rn is called macrovertex autonom if fi(N,T ) ≥ fj(N,T ) ⇒
fi(N,T
′) ≥ fj(N,T ′) for all Xi, Xj ∈ V .
Proposition 15 There exist scoring procedures that are macrovertex autonom, macrovertex independent
and self-consistent.
Proof: See [3]. 
Let (N,R,M) ∈ RnR be a round-robin ranking problem. Then object set V ⊆ N is a macrovertex.
Corollary 16 MVA / MV I implies IIM on the domain of round-robin raking problems RR.
Hence Proposition 15 is more general than Proposition 11 due to Corollary 16.





(p) and (N,R(p),M (p)) ∈ RnU is an unweighted ranking problem for all p =
1, 2, . . . ,m. Let Xi, Xj ∈ N be two objects and f : Rn → Rn be a scoring procedure such that for all




j , where r
(p)
ik ≥ r(p)jg(p)(k) and
fk(N,R,M) ≥ fg(p)(k)(N,R,M).






for at least one p = 1, 2, . . . ,m.
Proposition 18 There exist a scoring procedure that is independent of irrelevant matches and weakly
self-consistent.
Proof: See [3]. 
For an extensive discussion of axioms and results, see [3].
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Abstract: An unceasing problem of our prevailing society is the fair division of goods. The
problem of fair cake cutting is dividing a heterogeneous and divisible resource, the cake, among
k players who value pieces according to their own measure function. The goal is to assign
each player a not necessarily connected part of the cake that the player evaluates at least a
much as her equal fair share.
In this paper, we present two new algorithms. Our ﬁrst algorithm guarantees a piece strictly
larger than 1k of the whole cake for certain measure functions. In the second setting, we
investigate the problem of unequal shares, where each player needs to be assigned a piece
that she evaluates at least a much as her predeﬁned fair share. We present an algorithm that
delivers such a solution and in some cases, runs faster than all known algorithms. In both
problems, we establish upper bounds on the number of cuts our algorithms execute.
Keywords: fair division, cake cutting, strong fair division, unequal shares
1 Introduction
In cake cutting problems, the cake symbolizes a heterogeneous and divisible resource that is to be dis-
tributed among k players. Each player has an own measure function that is a ﬁnitely additive measure
deﬁned in the general way. This measure determines the value of any part of the cake, which can diﬀer
from player to player. The aim of fair cake division is to give each player a piece that is worth at least
as much as her fair share, evaluated with her own measure function. If shares are meant to be equal
for all players, then the fair share is deﬁned as 1k of the whole cake. This problem is also known as
proportional cake-cutting. The unequal share version of the problem (or proportional cake-cutting with
diﬀerent entitlements) is where fair share is deﬁned as a speciﬁc demand, given for each participant in
the input and summing up to 1 in total.
1Supported by the Hungarian Academy of Sciences under its Momentum Programme (LP2016-3/2016) and OTKA grant
K108383.
2Supported by the Hungarian Scientiﬁc Research Fund - OTKA no. K108383.

















Figure 1: A reduction step in the 4-player Divide and Conquer Algorithm.
1.1 Equal shares
Possibly the most famous fair division method belongs to the class of Divide and Conquer algorithms.
The simplest variant called Cut and Choose is a 2-player method that guarantees equal shares. It already
appeared in the Old Testament, where Abraham divided the Canaan to two equally valuable parts and his
brother Lot chose the one he valued more for himself. A k-player variant of this algorithm was analyzed
by Dubins and Spanier [1] and a slightly diﬀerent version by Even and Paz [3]. The latter show that
their method requires O(k log k) cuts at most, which was later proved to be the best running time that
any deterministic algorithm for the equal share cake cutting problem can achieve [2, 7].
We now sketch the k-player variant of the Divide and Conquer Algorithm of Even and Paz and
illustrate it on an example with four players. This is a recursive algorithm that reduces the input size to
half in each round. We need a so-called passive player, whose role is distinguished, as we will see below.
Our example has an even number of players and we remark that an odd number of players can be handled
by some minor technical modiﬁcations.
Example 1 Our players are Alice, Bob, Charlie and David, among whom Bob is the sole passive player.
Every active player marks the cake with a parallel line where they would divide it into halves, see Figure 1.
After that, we choose the mark in the middle (Charlie's in our example) and cut the cake along it. After
this, the passive player Bob chooses a side to divide further. He will share the chosen half with the player
whose mark is inside it and the remaining two players will restrict themselves to the other half of the
cake. With this we have now reduced the 4-player problem to two 2-player problems.
1.2 Unequal shares
Known methods for the case of unequal shares include cloning players, using Ramsey partitions and most
importantly, the so-called Cut Near-Halves Algorithm [4]. The last method computes a fair solution for
2 players with demands d1 and d2 in dlog2(d1+d2)e time. As Robertson and Webb's Algorithm for More
Than Two Players (Unequal Shares) [4, page 46] shows, this method can be generalized to k players
with demands d1, d2 . . . dk in the following recursive manner. We assume that k− 1 players have already
divided the cake of value n = d1 + d2 + · · ·+ dk, the sum of all demands of the players. The last player
then challenges each of the ﬁrst k − 1 players separately to redistribute the piece already assigned to
them. In these rounds, the last player claims dkd1+d2+···+dk part of each piece. This generates k−1 rounds,
each with 2-players. The number of cuts in this algorithm is O(k2 log n).
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Figure 2: Fair cake cutting in ratio 3 : 8 with the Cut Near-Halves Algorithm
Cut-Near Halves is a simple procedure, in which the cake of an integer value is repeatedly cut in
approximately half as follows. The player who claims the lesser portion of the cake cuts the cake into
two near-halves, more precisely, if the cake has an odd total value n = 2` + 1, than she cuts it in ratio
` : ` + 1, otherwise she cuts it in ratio 1 : 1. The player who claims the greater portion then picks the
piece that she values at least as much as the cutting player. This piece is awarded to this 2nd player and
her claim is reduced accordingly. In the next round, the same is repeated on the remaining part of the
cake, and so on, until a non-divisible piece of the cake remains. Notice that the player who cuts might
change from round to round. The following example illustrates the Cut Near-Halves Algorithm for two
players.
Example 2 Alice and Bob are to divide the cake in ratio 3:8. Alice (the player to get the smaller portion)
cuts near-halves in the ratio 5:6. After this, Alice labels each piece with the value she associates to them.
Now Bob takes his choice of piece at the value Alice assigned to it. If he takes the piece Alice valued to
6 units, he then has 2 more units to gather, so the other piece must be divided in the reduced ratio 3:2.
Now Bob cuts near-halves in the ratio 3:2 and labels the pieces. If Alice chooses the piece valued to 3
units, then we are done, otherwise just continue cutting near-halves. Figure 2 shows the decision tree of
this example.
1.3 Our contribution
After formalizing the most crucial concepts in Section 2 we present two new algorithms in this paper,
one for the case of equal shares in Section 3, the other one for the case of unequal shares in Section 4.
Due to space restrictions, we have omitted all proofs from this paper.
The motivation to construct our equally dividing Happiness in Unity Algorithm was to develop the
principles of the optimal Divide and Conquer Algorithm [4, page 27] further. A property of this previously
described algorithm is that the passive player has a chance to get larger piece than her fair share. Our
algorithm eliminates the role of the passive player and therefore, it gives every player equal chance to get
more than their fair share. A cake division is called strong fair if it guarantees for everybody more than
her fair share. Our method computes a strong fair division if everyone decides to cut the cake in diﬀerent
places in the ﬁrst round. This attractive property is achieved by expanding the number of cuts in the
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Divide and Conquer Algorithm with a linear term hence it does not change the best reachable O(k log k)
complexity.
Our second result is the k-player Joint-Stock Company Splitting Algorithm on a cake of total value
n for the k-player unequal cake division problem. The main diﬀerence between our algorithm and the
Cut Near-Halves Algorithm [4] is that we swap the roles of the cutter and the chooser. In our algorithm,
the player demanding more cuts the cake and the other player chooses. This method is arguable more
acceptable form a social point of view. The number of cuts in our algorithm can be bounded from above
by O(2k log n), which is more than the number of cuts that the Algorithm for More Than Two Players
(Unequal Shares) needs. Our future research objective is thus to tighten our estimate for the number of
cuts so as to achieve the complexity of the Algorithm for More Than Two Players (Unequal Shares). A
preliminary version of our results is contained in [5, 6].
2 Preliminaries
First we formally deﬁne our input. Our setting includes a set of players denoted by {P1, P2, . . . , Pk},
and a heterogeneous and divisible good X, which we refer to as the cake. From now on, our index set is
I = {1, 2 . . . k}. Each player Pi has a non-negative measure function µi that is a ﬁnitely additive measure




∈]0, 1[ part of the whole cake. The value of the whole cake is identical for all players, in
particular it is the sum of all demands:




Deﬁnition 3 {Xi}i∈I is a division of X if
⋃
i∈I
Xi = X and ∀i 6= j : Xi ∩Xj = ∅. We say that player Pi
receives piece Xi. We talk about division with equal shares if di =
1
k for all i ∈ I. In the unequal shares




Deﬁnition 4 We call division {Xi}i∈I fair if




If the above inequality is fulﬁlled with strict inequality for all players, then the division is said to be strong
fair.
Deﬁnition 5 The number of cuts in an algorithm is the number of decisions that are made about cuts
until termination. Let us denote the number of cuts for a k-player algorithm by D(k).
Notice that the last deﬁnition implies that choosing sides and calculating any other parameter than the
value of a piece are not counted as cuts. We now highlight the number of cuts in two milestone algorithms
in fair division with equal and unequal shares.
Theorem 6 (Evan and Paz [3]) The number of cuts in the k-player equal-share Divide and Conquer
Algorithm is
D(k) = k · dlog2 ke − 2dlog2 ke + 1.
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Theorem 7 (Robertson and Webb [4]) The number of cuts in the k-player unequal-share Algorithm













In particular, the 2-player Cut Near-Halves version requires dlog2(d1 + d2)e cuts at most.
We remark that the recursive formula in Theorem 7 can also be written in closed form as O(k2 log n).
Having established formal deﬁnitions and the most important theorems we are now ready to present our
new algorithms.
3 Happiness in Unity Algorithm
First, we investigate the case of equal shares and assume that every player has a measure function that
is absolutely continuous with respect to the Lebesgue measure. Our 'Happiness in Unity Algorithm'
eliminates the role of the passive player from the Divide and Conquer Algorithm, and replaces it with a
neutral referee, who is outside of the players' set. This modiﬁcation gives every player the same chance to
receive a larger piece than their fair share of 1k . Moreover, our algorithm computes a strong fair division if
everyone decides to cut the cake in diﬀerent places in the ﬁrst round. At the end of this section, we show
that our method requires asymptotically the same number of cuts as the Divide and Conquer algorithm.
Happiness in Unity Algorithm
If k = 1, then the sole player receives the whole cake.
If k ≥ 2, then we distinguish two cases and introduce the role of a referee. She is a person
outside of the game who evaluates each piece according to the Lebesgue-measure.
Case 1. In the ﬁrst case k = 2` for some ` ∈ Z. All players mark the cake X by
parallel cuts in the ratio 1 : 1. The referee cuts the cake between the `-th mark
and ` + 1-th mark counted from left. The piece between those two cuts is halved
with respect to the Lebesgue-measure. The ` players whose mark falls within the
left side of referee's cut will perform the algorithm for k = ` player on that piece.
The remaining ` players will perform such an algorithm on the right side.
Case 2. In the second case k = 2`+1 for some ` ∈ Z. All players mark the cake X by
parallel cuts in the ratio ` : ` + 1. The same happens as in the earlier case, except
that ` player share the left side of the case, while the remaining `+ 1 players share
the right side.
Example 8 Players Alice, Bob, Charlie and David are dividing the cake. Each player marks the cake
with a parallel line where they would divide it into halves, see Figure 3. After this, the referee will cut the
cake between the two middle marks to two equal pieces, with respect to her Lebesgue-measure. With this
step we reduce the 4-player problem to two 2-player problems.
Theorem 9 If a player marks the cake at a diﬀerent place than all others in the ﬁrst round, then the
Happiness in Unity Algorithm guarantees her a piece strictly larger than 1k of the cake. In particular, if
all players mark the cake at diﬀerent places in the ﬁrst round, then the Happiness in Unity Algorithm















µB(X −X1) > 12
µD(X −X1) > 12
Figure 3: A reduction step in the Happiness in Unity Algorithm for an even number of players
Theorem 10 The number of cuts in the k-player Happiness in Unity Algorithm is
B(k) = k · dlog2 ke − 2dlog2 ke + k
With this number of cuts, Happiness in Unity Algorithm is no diﬀerent from the optimal Divide and
Conquer Algorithm in order of magnitude, see Theorem 6.
4 Joint-Stock Company Splitting Algorithm
We turn to the case of unequal shares now, where each player Pi has a demand di ∈ Z+. We change
our terminology the following way. The cake is represented by a joint-stock company C, players are
called share holders (Pi holds di shares) and the company is divided into n =
∑
i∈I
di shares. Our goal is
twofold. On one hand, we want to split the joint-stock company into several smaller joint-stock companies
C1, C2, . . . , Cm of n1, n2, . . . , nm shares, respectively in such a way that n =
∑m
j=1 n
j . After such a split,
a company Cj is called proﬁtable for Pi if a share of C
j represents for Pi at least as much value as a share
of C. On the other hand, we want to assign each company Cj to exactly one share holder such that each
Pi holds exactly di shares in total and all these shares are in proﬁtable companies.
We propose a k-player generalization of the Cut Near-Halves Algorithm to achieve the above goal.
It is based on the following Joint-Stock Company Splitting Algorithm that splits a joint-stock company
into two smaller companies and lets share holders swap their shares in a proﬁtable way. We invoke
this subroutine on each company that has more than one owner. So our method terminates when all
companies have one exclusive owner.
In what follows, we describe the Joint-Stock Company Splitting Algorithm. The input of the algorithm
is a k-tuple (d1, . . . , dk) describing the number of shares in company C of share holders P1, . . . , Pk where
k ≥ 2. The output is a split of C into two companies C1 and C2 together with two k-tuples (d11, . . . , d1k)
and (d21, . . . , d
2
k) describing the number of shares of the share holders in each of the companies such that
d1i + d
2
i = di for each 1 ≤ i ≤ k. The algorithm starts with share holder Pk cutting the company either
into near-halves or into exact-halves, depending on the value of H deﬁned below.







2 ·B − 1 if
k−1∑
i=1




di ≡ 0 (mod 2).
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Joint-Stock Company Splitting Algorithm
First calculate H.
Case 1: dk ≥ H. The greatest share holder Pk splits the company into two companies










, respectively according to the near-halves
principle. Out of C1 and C2, each share holder Pi picks a more proﬁtable one, in











shares from the less
proﬁtable one. No share holder is hurt by this distribution. After this, share holder
Pk receives the unclaimed shares in companies C
1 and C2. As Pk has split C, she
does not get hurt. Now share holders start to exchange shares. This means that if
some Pi and Pj label diﬀerent companies as more proﬁtable then (up to their shares)
they exchange less proﬁtable shares to more proﬁtable ones. This exchange goes on
till all the share holders (with a possible exception of Pk) have shares in exactly one
of the companies C1 and C2.
In this case, we have either reduced the k-player problem to two problems with less
share holders and shares, or we have decreased dk, in case Pk exclusively owns C
1
or C2.
Case 2: dk < H. We use the exact-halves principle, as the greatest share holder Pk
divides C into C1 and C2 of equal value, each having n shares. Each share holder
Pi gets di shares in both companies. Each share holder Pi (for 1 ≤ i < k) picks her
more proﬁtable company and starts to exchange shares as in Case 1. This goes on
until no more proﬁtable exchange is possible.
In this case, we have reduced the k-player problem into two, at most (k − 1)-player
problems.
Example 12 Alice, Bob and Charlie divide the Fruit Company in ratio 3:28:7. The cutter will be Bob
since he demands the biggest portion of the company. As n = 38, dk = 28 and H = 10, Bob splits the
company into two equal value parts, the Apple and the Banana Company both of 19 shares. After the
split, Alice and Charlie choose the more proﬁtable part, see Figure 4a. So Bob receives 13 Apple shares
and 15 Banana shares. First Alice and Bob and then Charlie and Bob exchange shares. This way, Bob
receives all the Banana shares. So we have reduced Bob's demand and continue with dividing the 19-share
Apple company between Alice, Bob and Charlie in ratio 3:9:7. Bob is still the one who splits, but this
time H = 10 > 9 = dk so Bob cuts exact-halves. Now Alice gets 3, Bob gets 9 and Charlie gets 7 shares
in both parts, see Figure 4b. After share-exchange, we reduce the problem to two 2-player problems, and
from now on, we follow the Cut Near-Halves Algorithm for both companies.
It is interesting to observe that for k = 2 share holders, in the Joint-Stock Company Splitting Algo-
rithm, Case 2 cannot occur. Hence, in this case, our Joint-Stock Company Algorithm reduces to the Cut
Near-Halves Algorithm. As an illustration, the reader might ﬁnd useful to compare Figures 2 and 5.
Theorem 13 If d1 < d2 and (d1, d2) = 1, then the number of cuts used in the 2-player Joint-Stock
Company Splitting Algorithm in ratio d1 : d2 is
D(n) = dlog2(d1 + d2)e
Theorem 14 If 2 ≤ k, 3 ≤ n and k < n, then the number of cuts used for k-player Joint-Stock Company
Splitting Algorithm on a cake of total value n can be estimated from above as:




























(b) The second round in ratio 3:9:7
Figure 4: The reduction steps in the 3-player Joint-Stock Company Splitting Algorithm in ratio 3:28:7
ratios 3 : 8 3 : 2 1 : 2 1 : 1
companies 5 6 2 3 1 2 1 1
AA 2 1 • • 0 1 • •
assigning BB • • 1 1 • • 0 1
unclaimed shares AA 2 1 1 2 0 1 1 0
BB 3 5 1 1 1 1 0 1
exchanging
AA 3 0 2 1
BB 2 6 0 2
allocated AA {2} {2} {2},{1}
companies BB {6} {6} {6},{1} {6},{1},{1}
Figure 5: A 2-player Joint-Stock Company Splitting Algorithm with ratio 3:8
5 Future directions
The number of cuts in the k-player Joint-Stock Company Splitting Algorithm remains clearly below the
currently known best bound for a k-player fair division algorithm with unequal shares [4]. We remark
though that our calculation might be tightened, moreover, the algorithm itself can potentially be modiﬁed
so that the number of cuts decreases.
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Abstract: The 10th meeting during the history of the Japanese-Hungarian symposium on
discrete mathematics and its applications is a good opportunity to recollect memories of our
earliest cooperations. We started joint research with Professor Masao Iri and his younger
colleagues more than 40 years ago. Electric engineers often asked us: ”Why do you use such
abstract concepts as matroids instead of graphs for practical engineering problems? Could
you show us problems which were untractable with good, old-fashioned graphs only?” In
this talk we recollect one of our answers we had given at that time and mention some more
recent results along the line of that area. Linear networks composed of 2-terminal devices are
described by graphs. If the network contains multiterminal devices as well then the structure
describing its independence properties will be a (not necessarily graphic) matroid. Using some
recent results for characterizing graphicity of the union of matroids we show that in case of a
single control the matroid will be graphic if and only if there is no feedback in the network.
Keywords: matroid theory, linear network, multiterminal devices
1 Introduction
Electric network analysis was the first real application of graph theory, almost 170 years ago. The laws of
Kirchhoff [1] related the voltages and the currents of the devices to the circuits and cut sets, respectively,
of the graph of the interconnection.
These classical results can be applied if the network consists of 2-terminal devices only. If the multi-
terminal devices are modeled by controlled sources then the interconnection can still be described by a
graph but, due to the controls among the edges, the independence properties of the network graph will
not properly describe the independences among the voltages or among the currents. Since the network
is linear, it can be described by a single matrix but the column space matroid of this matrix will rarely
be graphic.
The matroid operation union (also called sum) turned out to be the appropriate tool to describe the
effect of control, as found independently by [2], [3] and [4]. However, the subset of graphic matroids is
not closed with respect to union, in fact, the union of two graphic matroids is often outside the more
general subset of binary matroids.
The fundamental results of [5] and [6] characterize those graphic matroids whose union is the free matroid
(the cycle matroid of a tree). If the union of several copies of the same graphic matroid is considered then
one can decide if this union is graphic [7] but the question is still open for general addends. A possible
approach is to fix a graph G0 or its cycle matroid M0 = M(G0) and study those graphs G where the
1Research is supported by the grant # OTKA 108947 of the Hungarian National Research, Development and Innovation
Office (NKFIH).
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union of M(G) and M0 is graphic. If M0 consists of loops only or it contains bridges then the problem is
trivial hence the first interesting question was if G0 consists of a circuit of length two (two parallel edges)
and any number of loops. In the language of electric network analysis this corresponds to the linear
active networks composed of 2-terminal passive devices plus a single current controlled current source.
This case has been solved in [8] – mathematically it was a Kuratowski-type characterization of G which
had a physical interpretation as the lack of feedback, see Theorems 1 through 4 below.
The results of [8] have recently been generalized for the case if G0 consists of either n series or n parallel
edges in addition to the loops, see [9] for n = 3 and [10] for any n. In the present paper we study
the interpretation of the structure of G0 in terms of controlled sources, and formulate the mathematical
meaning of these recent results in the language of electric network analysis.
2 Former Results
Throughout, we use the notation of [11]. Suppose that a network is composed of 2-terminal devices
and current controlled current sources (CCCS). The graph of the network is defined in the usual way
(each CCCS corresponds to a pair of edges), and we assign orientation to each edge arbitrarily. There
are several equations among the currents of the devices, some of them are the Kirchhoff Current Laws,
describing the topology of the network, some others describe the controls. In what follows, we shall refer
to these sets of equations as the graphic and the algebraic sets of equations, respectively. For example,
Figure 1 shows a network on the left and its graph on the right, the set of the graphic equations consists
of
i1 + i2 + i3 = 0
i3 − i4 − i5 = 0
(and any linear combinations of them), while there is a single algebraic equation i5 = c · i2.
Figure 1: A network and the corresponding graph
Hence there are three linear equations referring to the five currents and these equations can be
summarized by the coefficient matrix
M1 =
 1 1 1 0 00 0 1 −1 −1
0 c 0 0 −1

In contrast, the network of Figure 2 has a different kind of control, namely i5 = c · i3, hence our matrix
will be
M2 =
 1 1 1 0 00 0 1 −1 −1
0 0 c 0 −1

The column space matroid of M2 is graphic, see the left hand side of Figure 3, while that of M1 is not –
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Figure 2: A network, similar to that of Figure 1 but with a different kind of control
Figure 3: A graph representing M2 and the graph representing the interconnection of both networks
no one can draw a graph with four vertices and five edges so that {1, 3, 4} is a circuit and any other set
of three edges forms a spanning tree.
The above examples illustrate the necessity of the condition in the following theorem:
Theorem 1 [8] Let G0 consist of a circuit of length two (two parallel edges a, b) and any number of
loops. Let M0 denote the cycle matroid M(G0). Let G be an arbitrary graph on the same edge-set. Then
the union of M(G) and M0 is graphic if and only if G does not contain any subgraph isomorphic to the
graph of Figure 4 or to its subdivision, with a and b in the indicated positions.
Figure 4: The graph whose existence characterizes the presence of feedback
If a network is composed from 2-terminal devices and of a single CCCS (whose edges will play the
role of a and b) then the existence of the subgraph of Figure 4 or its subdivision (with a and b in the
requested positions) means the presence of a feedback F , no matter what kind of subnetworks N1, N2
are interconnected, see Figure 5. Hence the above theorem can be reformulated as follows:
Theorem 2 [8] Suppose that a network is composed of 2-terminal devices and of a single current con-
trolled current source. The independence structure describing the currents of the devices is graphic if and
only if there is no feedback in the network.
The graph G in Theorem 1 was arbitrary. In network theory applications we may always suppose that
the underlying graph of the electric network is connected, in fact, even 2-connected if there is no control
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Figure 5: Feedback in a general network
in the network. Moreover, if a subgraph is connected along two points to the rest of the graph and none
of the edges of this subgraph is a controlling or a controlled element then the whole subgraph can be
replaced by a single edge. Using these replacements if applicable, we obtain the reduced graph of the
network. For a more formal description of this matroid theoretical reduction see Section 2 of [10].
In view of this, feedback is formally defined as the presence of at least one circuit in the complement of
{a, b} in the reduced network graph. Then one can reformulate Theorem 1 as follows:
Theorem 3 Suppose that the reduced graph of the network is 2-connected and a, b are two non-serial
edges. Then there is a subgraph isomorphic to Figure 4 or its subdivision, with a and b in the specified
positions, if and only if the complement of {a, b} in the reduced network graph contains at least one circuit.
In the next section we shall refer to the negative of this reformulation:
Theorem 4 Suppose that a network is composed of 2-terminal devices and of a single current controlled
current source involving the edges a, b. We may suppose without loss of generality that the reduced
graph of the network is 2-connected and a, b are two non-serial edges. Then the independence structure
describing the currents of the devices is graphic if and only if there is no feedback in the network, that is,
if the complement of {a, b} in the reduced network graph is circuit-free.
In what follows we shall generalize Theorems 2 and 4 for more general types of control. Recall that in
case of a CCCS the current of a single source is controlled by the current of a single resistor. We have
found analogous results if only one of these restrictions remains.
3 New Results
3.1 Several Controlled Sources and a Single Controlling Element
Suppose that the current of a single resistor R0 controls several current sources I1, I2, ..., Ik as described
by the respective equations ij = cj · i0 for every j = 1, 2, ..., k. We may suppose that the set S of
the corresponding edges e0, e1, e2, ..., ek does not contain any cut-set in the graph of the network, since
otherwise there were an additional equation Σij = 0 among some of these currents, which, together with
the control equations ij = cj · i0, would lead to a singular network.
Since there are k controls in the network, the above definition of the feedback is modified as the presence
of at least one circuit in the complement of the set S in the reduced network graph.
Theorem 5 Suppose that a network is composed of 2-terminal devices and the current of a resistor R0
controls several current sources I1, I2, ..., Ik as described by the respective equations ij = cj ·i0 for every j =
1, 2, ..., k (where the control constants c1, c2, ..., ck are generic parameters, that is, they are algebraically
independent over the field of the rational numbers). We may suppose without loss of generality that the
above set S is cut set free. Then the independence structure describing the currents of the devices is
graphic if and only if there is no feedback in the network, that is, if the complement of S in the reduced
network graph is circuit-free.
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Proof: The system of equations ij = cj · i0 for every j = 1, 2, ..., k leads to an algebraic submatrix
representing a matroid M1 which consists of loops and a single circuit of length k+ 1. Let M2 denote the
matroid, represented by the graph of the interconnection. Proposition 14 of [10] states that the union of
the reduced matroids M ′1 and M
′
2 is graphic if and only if either S contains a cut-set or M
′
2 \S is the free
matroid. Since the former case is excluded, the reduced network graph without the edges in S must be
circuit-free. 
3.2 Several Controlling Elements and a Single Controlled Source
Suppose that a single current source i0 is controlled by the current of several resistors R1, R2, ..., Rk as
described by the equation i0 = Σ(cj · ij) where the summation is for every j = 1, 2, ..., k. We may suppose
without loss of generality that the network graph is either 2-connected or the set S of the corresponding
edges e0, e1, e2, ..., ek has at least one edge from each 2-connected component.
Since there is a single control involving k+1 elements in the network, the above definition of the feedback
is modified as the presence of at least one circuit in the complement of any two-element subset of the set
S in the reduced network graph.
Theorem 6 Suppose that a single current source i0 is controlled by the current of several resistors
R1, R2, ..., Rk as described by the equation i0 = Σ(cj · ij) where the summation is for every j = 1, 2, ..., k.
Like in Theorem 5, we suppose that the control constants c1, c2, ..., ck are generic parameters, that is, they
are algebraically independent over the field of the rational numbers. We may suppose without loss of gen-
erality that the network graph is either 2-connected or the set S of the corresponding edges e0, e1, e2, ..., ek
has at least one edge from each 2-connected component. Then the independence structure describing the
currents of the devices is graphic if and only if there is no feedback in the network, that is, if the comple-
ment of the edge set {a, b} is circuit-free for any two non-serial edges a, b of S in the same 2-connected
component of the reduced network graph.
Proof: The equation i0 = Σ(cj · ij) leads to an algebraic submatrix representing a matroid M1 which
consists of loops and k + 1 parallel edges. Proposition 22 of [10] states that the union of the reduced
matroids M ′1 and M
′
2 is graphic if and only if no 2-connected component of the reduced network graph
G has two non-serial edges a, b so that G − {a, b} contains a circuit. This is clearly equivalent to the
condition of Theorem 6. 
4 Examples and remarks
Example 7 Consider the network of Figure 6 where i0 = c1 · i1 + c2 · i2 . The graph of the network is
given in Figure 7. The coefficient matrix for the system of equations for the currents of the elements will
be 
−1 c1 c2 0 0 0
1 1 0 1 0 0
1 0 0 0 1 0
0 0 1 0 0 1

The matroid represented by the columns of this matrix has six elements and rank four. This matroid is
non-graphic – if we contract elements 4 and 5 then the resulting minor is the rank 2 uniform matroid
on the set {0, 1, 2, 3} which is known not to be binary, let alone graphic. Based on Theorem 6 one could
reach the same conclusion: The elements 0 and 1 are non-serial edges in the same 2-connected component
of the graph of Figure 7, still the complement of the set {0, 1} contains a circuit, namely {2, 5}.
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Figure 6: The network of Example 7
Figure 7: The graph of the network of Example 7
Example 8 The network of Figure 8 illustrates Theorem 5. Let the controls be i1 = c1 ·i0 and i2 = c2 ·i0.
The graph of the network is given in Figure 9 and the coefficient matrix for the system of equations for
the currents of the elements will be
c1 −1 0 0 0 0 0
c2 0 −1 0 0 0 0
1 1 0 1 1 0 0
0 1 −1 0 0 0 1
0 0 0 0 −1 1 1

Figure 8: The network of Example 8
The corresponding matroid has seven elements and rank five. One can see that it is non-graphic – if
we contract elements 0, 2 and 6, the resulting minor is the rank 2 uniform matroid on the set of the
remaining elements. Based on Theorem 5 one could reach the same conclusion: If we delete the edges of
the set S = {0, 1, 2} from the graph of Figure 9, the remaining graph contains a circuit, namely {3, 4, 5}.
Remark 9 Our new results either released the requirement that a single source is controlled only, or that
the source is controlled by a single element only. However, if there are several controlled sources controlled
by distinct elements then the describing matroid can be graphic again, as shown by the following example.
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Figure 9: The graph of the network of Example 8
Figure 10: The network of Example 10
Figure 11: The graph of the network of Example 10
Example 10 Consider the network of Figure 10 where i6 = c1 · i3 and i4 = c2 · i2. The graph of the
network is given in Figure 11. The coefficient matrix for the system of equations for the currents of the
elements will be 
1 0 −1 −1 0 0
1 1 0 0 0 1
0 1 1 0 −1 0
0 0 c1 0 0 −1
0 c2 0 −1 0 0

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One can easily check that any five of the six columns are linearly independent, hence the corresponding
matroid is graphic (the cycle matroid of a single circuit) for most values of c1 and c2 (see below).
Remark 11 Results applying matroid union for engineering applications frequently require a genericity-
type condition like the one we had in Theorems 5 and 6 concerning the control constants c1, c2..., ck. The
basic reason of this has been discovered by Edmonds [12] during his study about the relation between rank
and term rank of the matrices. If such an assumption is missing, the statement might be wrong.
Example 12 Suppose that c1 = −1 in Example 7. Then the set {0, 1, 4} will become a circuit and the
matroid will be graphic (a circuit formed by {0, 1, 4} and another formed by {1, 2, 3, 5}, sharing a common
edge). Physically, it corresponds to a singular network: The relation c1 = −1 leads to a control equation
i0 = −i1 + c2 · i2; hence the Kirchhoff equation i3 = −(i1 + i0) would lead to a relation i3 = c2 · i5 between
two independent current sources.
Example 13 Consider the network of Figure 10. If c1 = c2 = −1 then the rank of the matroid will
decrease to 4 with every four-tuple except {1, 2, 4, 5} and {1, 3, 5, 6} being a base. If we contract, say,
elements 2 and 3, the resulting minor is the rank 2 uniform matroid on the set of the remaining elements,
showing that it is not graphic.
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Abstract: We show a general problem-solving tool called limit theory. This is an advanced
version of asymptotic analysis of discrete problems when some finite parameter tends to in-
finity. We will apply it on three closely related problems.
Alpern’s Caching Game (for k = j = 2) is defined as follows. The hider caches 2 nuts into
one or two of n potential holes by digging at most 1 depth in total. The goal of the searcher
is to find both nuts in a limited time h, otherwise the hider wins. We will show that if h and
n/h are large enough, then very counterintuitively, any optimal hiding strategy should dig less
than 1 in total, with positive probability. We will prove it by defining and analyzing a limit
problem. Then we will partially solve the entire problem, and we will also have significant
progress with the Manickam–Miklo´s–Singhi Conjecture and the Kikuta–Ruckle Conjecture.
Keywords: combinatorics, discrete mathematics, asymptotic analysis
1 Introduction
Limit theory techniques were already used in different areas. Statistical physics is essentially just limit
theory in physics. In mathematics, probably Fu¨rstenberg (1977, [6]) was the first to use limit theory
techniques, for reproving Szemere´di’s Theorem. Lova´sz and Szegedy (2006, [9]) used this technique by
introducing limit graphs called graphons. This also motivated the limit theory of many different discrete
structures. However, in all these cases, limit theory was used only for special purposes. In this paper, we
will show that this is indeed a general problem-solving tool.
We can describe the technique in an abstract way as follows. For a problem P (x) with some real (often
integral) parameters x, we call another problem L a limit problem of P if (an important parameter of)
the solution of L is the limit of (the parameter of) a sequence of solutions of P (x(i)) for some parameter
vectors x(1), x(2), x(3), ... . Finding a good limit problem can be difficult but very useful. We will show it
through several examples.
Our most convincing but most difficult application is about Alpern’s Caching Game (Section 2).
We will find and analyze multiple limit problems, and we will get to some very interesting and highly
counterintuitive results. Then we will extend the Manickam–Miklo´s–Singhi (MMS) Conjecture (Section 3)
using a simple but nontrivial limit problem. Finally, we will consider the Kikuta–Ruckle (KR) Problem
(Section 4), which is a generalization of the MMS Problem. We will understand and specify the KR
Conjecture in a highly nontrivial way, using some limit problems. About Alpern’s Caching Game and the
KR Problem, the solutions depending on the parameters looked chaotic, but our techniques will reveal
the structures in them.
2 Alpern’s Caching Game
Definition 2.1. Alpern’s Caching Game G(k, j, n, h) is defined as the following 2-player game between
the hider and the searcher. There are n ∈ N (potential) holes and k ∈ N nuts. The hider places (caches)
1The research was supported by Marie Sk lodowska-Curie grant 750857
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each of k nuts into one of the holes in a positive depth, so that if we take the depth of the deepest nut
in each non-empty hole, then their sum must be at most 1. The searcher cannot observe anything about
the placement, but he can dig the hole at most depth h ∈ R+ in total. A nut is found if the searcher
dug at least as much in that hole as the depth of the nut. The searcher can choose an adaptive digging
strategy, continuously observing what and where he already found during the digging.1 The searcher wins
if he finds at least j ∈ N out of the k nuts. Otherwise the hider wins.
This problem was introduced by Alpern, Fokkink, Lidbetter and Clayton in [2], a summary about
the results and related questions of Alpern’s Caching Game can be found in the survey book by Alpern,
Fokkink, Leszek, Lindelauf [1]. More recent results are presented in [4].
This is a 2-player 0-sum game, therefore, there is a value of the game v = v(k, j, n, h) with the
following properties. The hider has a strategy so that for any strategy of the searcher, the searcher wins
with probability at most v. Similarly, the searcher has a strategy so that he wins with probability at
least v against any strategy of the hider. These are called optimal strategies.



























































The optimal strategies show an even more chaotic picture: almost all are completely different in the
different intervals of h. Therefore, the solution even for k = j = 2 seemed to be chaotic and almost
hopeless to characterize. However, using limit theory, we will show that it is not the case. First, we show
a surprising property of the solution, and then we will partially solve the problem for k = j = 2. Some
of the results will apply for k = j > 2 and k = j + 1 > 2.
Definition 2.2. In Alpern’s Caching Game, we say that a placement (or pure hiding strategy) of the nuts
is extremal if the sum of the depths of the deepest nuts in the different holes is exactly 1. A (mixed)
hiding strategy is called extremal if it is supported on extremal placements. The extremal version of the
game XG means that the hider must use an extremal strategy.
Let vX always denote the same as v with the extremal version of the game.
Question 2.3. Does the hider always have an extremal strategy which is optimal?
Or (equivalently) does v(k, j, n, h) = vX(k, j, n, h) always hold?
The answer was believed to be clearly positive, some of the authors of the problem did not even realize
that they did not have a proper proof of it (according to private communications). Moreover, there was
a conjecture presented in [1] about a difficult recursive property of the optimal strategies of the hider,
which was in accordance to the solved cases, but which implied the positive answer to Question 2.3.
In the beginning, the author of this paper was almost sure about the positive answer, too. But limit
theory analysis pointed out the opposite. On the top of it, further analysis showed that for a large class
of parameters, the optimal hiding strategy uses non-extremal placements with probability 1. The proof of
our final results are presented in Subsection 2.3. However, the primary goal of this section is not showing
the final results and the proofs like pulling a rabbit out of a hat, but we rather explain the idea which
we believe to be a general problem-solving technique. The same technique will be used in the other two
sections of this paper.
Define the limit of the game when the number of nuts to hide k and to find j are fixed, but the number
of holes and the digging time n, h→∞, with an asymptotic ratio n/h→ λ.
1Strategy means mixed strategy. If we use the discrete sigma-algebra on the set of strategies, then there is nothing to add
to the definition, but we cannot use continuous distributions about the hiding depths and we will have only approximately
optimal strategies. Or we can use the Lebesgue sigma-algebra on the set of hiding strategies, but in this case, we need some
measurability criteria for the searching strategy in order to define winning probabilities. These are irrelevant issues about
our results, and we will omit these technical details throughout the section.
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Definition 2.4. The limit game LG(k, j, λ) and its extremal version XLG(k, j, λ) are defined as follows.
The hider chooses a partitioning a1, a2, ..., ak′ ∈ Z+ where
∑
ai = k, and he chooses values (depths)
y1, y2, ...yk′ ∈ [0, 1] with
∑
yi ≤ 1 in LG, and
∑
yi = 1 in XLG. Then for k
′ independent uniform
random numbers x1, x2, ...xk′ ∈ [0, λ], ai number of nuts are placed at (xi, yi). The searcher observes
nothing. Now the searcher should define a function ft(x) : [0, 1] × [0, λ] → [0, 1] which is monotone
increasing in both parameters and
∫
f1(x) dx ≤ 1. Then we evaluate f meaning that the searcher gets to
know the smallest t∗ so that ft∗(xi) ≥ yi for some i. If there is no such nut position even for f1, then the
game ends. Otherwise the nuts at (xi, yi) are found by the searcher, he gets to know the position and the
number of them, and we remove these nuts. Then the searcher can change his function in the parameter
interval t ∈ (t∗, 1], and we re-evaluate f . The searcher wins if he finds at least j nuts in total.
Note 2.5. We can get an equivalent problem by assuming that
∫
ft(x) dx = t for all t ∈ [0, 1]. This
will be convenient to assume when we are showing lower bounds on the value of the game. Also, we can
omit the condition that f is monotone increasing in the second coordinate, which will be useful for upper
bounds.
The following theorem shows the reason why we call it a limit game. Denote the value of the limit
game by v(k, j, λ).
Theorem 2.6. For any parameters k, j, n, h ∈ Z+,













Therefore, if ni/hi → λ and n → ∞, then v(k, j, ni, hi) → v(k, j, λ). The same applies for the extremal
versions.
This theorem will be used when we will disprove Question 2.3 for the first time. But we will not need
this for the final results. Therefore, we present just a sketch of proof of the theorem.
Sketch of proof. Notice first that both players can choose a uniform random permutation of the holes and
apply his strategy on this permutation. If either of them does so, then whether the other player does it
makes no difference in the expected result. Therefore, if we add to the rules that either or both players
must use this randomization, then it does not change the value of the game, as both players can secure
himself this expected score.
About the limit games LG and XLG, notice that if two holes are dug to the same depth, and nothing
was found in them so far, then it does not matter which one the searcher continues digging. Therefore, we
can assume that according to the random ordering of the holes, their depths remain monotone decreasing
during the search, excluding holes in which we have already found a nut.
Now let us see why do the values of the discrete problems converge to the values of the limit problems.
On one hand, any strategy of the searcher in the discrete game G or XG can be applied in the limit







as the depth of the ith deepest hole after a total amount of
digging t. This way the searcher can get at least the same score as in the discrete game.
On the other hand, a strategy of the searcher in LG (or XLG) can be applied in G (or XG) as follows.






ith hole, except that if a nut is found in a hole, then he digs that hole until depth 1. He does it for all
t ∈ [0, 1], in increasing order. This way, the searcher can get at least (h−jh )j times the score of the limit
game LG (or XLG).
Definition 2.7. The double limit game DLG(k, j) and its extremal version XDLG(k, j) are defined as
the limit game with λ→∞, as follows. The hider chooses k values y1, y2, ...yk ∈ [0, 1] where
∑
yi ≤ 1 in
DLG, and
∑
yi = 1 in XDLG. At the same time, the searcher defines a pure strategy of the limit game
with λ =∞. Then for each subset Q = {q1, q2, ..., qj} ⊂ {1, 2, ..., k} with a vector of positive real numbers
xq1 , xq2 , ...xqj ∈ R+, the nuts are placed at (xqi , yqi). The score of the searcher is the j-dimensional
measure of the vectors xq1 , xq2 , ...xqj for which he wins by his strategy, summing up for all different Q.
This is what the searcher aims to maximize and the hider aims to minimize, in expectation.
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Denote the value of DLG(k, j) by v(k, j).




· v(k, j, ni, hi)→ v(k, j).
The same applies for the extremal versions.
Sketch of proof. The strategy of the searcher in LG can be applied in DLG. This shows one direction.
The other direction is a bit more technical. The first observation is that in G, if the hider puts more






. Therefore, in the optimal hiding strategy of the hider, the probability of such a placement
tends to 0. Thus, the limit of the values does not change if we forbid such a placement in G.






probability of finding j nuts is essentially the same as the expected number of j-element subsets of the
nuts which would be found by the searcher if the other nuts had not been cached.
The optimal strategy of the searcher in DLG can be applied in LG with a large parameter λ, simply
by restricting f to [0, 1] × [0, λ]. In DLG, if x > λ, then (by monotonicity) f1(x) < 1λ throughout the
game. Therefore, this restricted strategy provides the same score unless if the depth of a nut is at most
1
λ .
The following searching strategy is very efficient if the depth of a nut is at most 1λ . First, the searcher
chooses ft(x) =
1
λ if x <
t
λ , and 0 otherwise. Then, after finding the first nut at (x1, y1), then he chooses
f1(x) =
1






and the strategy f restricted to [0, 1] × [0, λ] otherwise, then for all possible hiding
strategy, this mixed searching strategy in LG will be (at least) almost as good as the original strategy in
DLG.
The same argument works for the extremal games, as well.
Consider any optimal strategy of the hider in XDLG(2, 2). This can be identified with the probability
measure µ of the depth of a random nut.
Lemma 2.9. In XDLG(2, 2), if the searcher with any optimal strategy finds a nut at depth y ∈ supp(µ),
then he almost always changes f so as to maximize the size of the interval f−11 (1 − y) =
{
x ∈ [0,∞) :
f1(x) = 1− y
}
.
More precisely, if the hider chooses a placement randomly from µ, and the searcher plays optimally, then
finding a nut and changing f not in the suggested way happens with probability 0.
Sketch of proof. Otherwise the searcher could improve his score against an optimal hiding strategy.
Two pure searching strategies are called equivalent if they get the same score against any hiding
strategies including the non-extremal ones. Two (mixed) searching strategies are equivalent if there
exists a measure preserving bijection between the two distributions of pure strategies such that the
corresponding pure strategies are equivalent except for a 0-measure set.
Lemma 2.10. For any optimal strategy of the searcher in XDLG(2, 2), there is an equivalent one which
starts with a function f satisfying that for all (t, x) ∈ [0, 1]× [0,∞),





(This is a little more restrictive than ft(x) ∈ {0} ∪ supp(µ).)
Sketch of proof. Assume that
∫




∣∣∣ (y = 0) or (∀ε > 0 : µ[y − ε, y] > 0)}.
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Clearly, f and q get the same score against the hiding strategy µ. Now, after some case analysis, we can
get to the following conclusion. Either q is an equivalent searching strategy to f , or we can find an fˆ ≥ q
which provides higher score than f against µ.
Theorem 2.11. vX(2, 2) < v(2, 2).
Corollary 2.12. Theorems 2.8 and 2.11 imply the existence of infinitely many counterexamples for
Question 2.3.
Sketch of proof of Theorem 2.11. Assume by contradiction that vX(2, 2) = v(2, 2) = v. Consider an
optimal strategy S′ of the searcher in DLG. This provides the expected score at least v against any
strategy of the hider. Therefore, S′ provides an expected score at least v against all extremal hiding
strategies, therefore, S′ is an optimal searching strategy in XDLG, as well. Lemma 2.10 says that there
exists an S equivalent to S′ satisfying (1). Consequently, S is an optimal searching strategy in DLG
which satisfies (1). This can be represented by the first-round searching function fS .
µ and S are optimal hiding and searching strategies in both DLG and XDLG, because they provide
an expected score at least and at most v, respectively, against any searching strategy. According to
Lemma 2.9, the strategy of the searcher is represented by the first function f he chooses.
Case 1. supp(µ) = [0, 1]. (We conjecture this to be true.)




• ft(x) = 1 if x < t, otherwise 0. – This scores 12y1y2 .




2 + 1. (2)







is dug, and let s1 and s2 denote the length of holes which had been dug to the depth at least
1
4 before or































Now consider the score it provides against the hiding strategies y1 =
1
4 − ε and y2 = 14 when ε→ 0+.
In the limit, the searcher can win only if one of the followings are satisfied.
• max(x1, x2) ≤ s1 and x1, x2 ≤ 43




The total area of the set of these pairs (x1, x2) ∈ [0,∞)2 is
2 · 4
3
s1 − s21 + max
(






with equation if s1 = 0 and s2 = 2. This contradicts with (2).
Case 2. supp(µ) 6= [0, 1]. We only consider the case when there exist 0 < a < b < 1 satisfying
µ(a, b) = µ(1− b, 1− a) = 0, but µ(a), µ(b) > 0. The proofs of the other cases are essentially the same.
Compare the score of the two hiding strategies H1 = (a, 1 − a) and H2 =
(
a, 1 − a+b2
)
against S.
Compare them when the same pairs of holes (x1, x2) are chosen. Lemma 2.10 implies that the first nut
is found at the same time point and in the same hole in the two cases. If this is the first nut (at (x1, a)),
then Lemma 2.9 shows that the searcher digs either both or none of the two points
(
x2, 1 − a+b2
)
and
(x2, 1−a), therefore, H1 and H2 are equally good in this case. If the second nut was found for first, then
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the other nut is in the same place (x1, a) in the two cases, and Lemma 2.9 shows that S plays optimally
against H1 after finding this nut. This implies that S gets at most as much score against H2 than against
H1.
The optimality of S and µ with the fact that µ(1−a) = µ(a) > 0 imply that S gets the score v against
H1. But S gets at least v against all hiding strategies. Therefore, S gets the score v against H2, as well.
This means that if S finds the second nut, then he plays optimally also against H2, meaning that it no
longer digs deeper than a.
We can use the same argument with H ′2 =
(
a+b
2 , 1 − a
)
. Therefore, if the hider chooses depths(
a+b
2 , 1− a+b2
)
, then S, after finding one nut, completely fails to dig at the right depth for the other nut,
and hereby the searcher gets the score 0. This contradicts with the optimality of S.
2.1 Solution for the double limit game
For first, it seemed that the extremal double limit game is easier to solve than the double limit game. The
reason of it is that the strategy of the hider is a probability distribution on an interval in the extremal
case, and on a two-dimensional domain in the non-extremal case. And therefore, the author expected the
extremal game to be easier to solve than the original game. But the truth seems to be the opposite.
The extremal double limit game is not solved yet. If somebody tries to solve it, then the author




with probability more than 12 .
The searcher’s other pure strategy may start with ft(x) = χ(x < t)g(x) for t ∈ [0, ε] with a function
g(0) = 1, g′(0) ≈ −0.1. The author believes that vX(2, 2) ≈ 2.8.
On the other hand, the double limit game has a surprisingly simple solution, as follows.
Theorem 2.13. If λ ≥ k = j, then v(k, j, λ) = v(k, k, λ) = k!
λk
, and therefore, the value of the double
limit game is v(k, k) = k! .
The proof of Theorem 2.13 consists of Propositions 2.14 and 2.15, showing optimal strategies for the
hider and the searcher.
Proposition 2.14. In LG(k, k, λ) with λ ≥ k, if the hider chooses a uniform random point (y1, y2, ..., yk)
from the simplex yi > 0 (∀i ∈ {1, 2, ..., k}),
∑
yi ≤ 1, then the searcher wins with probability at most k!λk .
(Moreover, the searcher wins with exactly this probability provided that he always searches for nuts in
places where it is possible to find one (e.g. never in depth > 1).)
Proof. Consider the measure space T of k time points 0 ≤ t1 ≤ t2 ≤ ... ≤ tk ≤ 1. For each strategy of
the searcher, consider the measure space S of all allocations of the nuts for which the searcher would find
all nuts. To each allocation in S, we can assign the vector of time points when the searcher finds the
nuts. This is an injective mapping from S to T , and the inverse of it is measure-preserving. Therefore,
the measure of S is at most the measure of T . The allocation of the nuts is a uniform random point
(x1, y1, x2, y2, ..., xk, yk) from the set xi ∈ [0, λ], yi > 0,
∑
yi ≤ 1, but this set is factored by the k!
permutations of the k indices. Therefore, the winning probability of the searcher is at most
Vol
(
(t1, t2, ..., tk)
∣∣ 0 ≤ t1 ≤ t2 ≤ ... ≤ tk ≤ 1)
1
k! · λk ·Vol
(
(y1, y2, ..., yk)




(t1, t2, ..., tk)
∣∣ t1, t2 − t1, t3 − t2, ..., tk − tk−1 ≥ 0; tk ≤ 1)
λk ·Vol ((y1, y2, ..., yk) ∣∣ (∀i : yi ≥ 0),∑ yi ≤ 1) = k!λk . (3)




He digs parallelly in a unit interval, and if he finds a nut, then he goes to the next interval. Formally,





χ(i− 1 ≤ x < i) · (ti − ti−1)
)
+ χ(q ≤ x < q + 1) · (t− tq).
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Proof. If there is a group of nuts in each of the intervals [0, 1), [1, 2), ... [k′ − 1, k′), then the searcher






Theorem 2.16. If k ≤ 3, then v(k, k − 1) = k! .
Proof. The same strategy of the searcher as in DLG(k, k) provides a lower bound of k · (k − 1)! = k! .
If the hider chooses (y1, y2, ..., yk) uniformly randomly from the simplex yi ≥ 0,
∑
yi = 1, then the
joint distribution of the k − 1 variables, say (y1, y2, ..., yk−1) is just a uniform random vector from the
simplex yi ≥ 0,
k−1∑
i=1
yi ≤ 1. Therefore, this shows an upper bound of k · (k − 1)! = k! , as well.
2.2 The discrete limit game
As we will see, the solution for the double limit game for k = j is conjectured and partially proved to
work if h is larger than a constant. Therefore, it will be useful to define a limit game when n→∞ and
k, j and h are constant.
Definition 2.17. The discrete limit game DG(k, j, h) is defined as follows. The hider chooses k values
y1, y2, ...yk ∈ [0, 1] where
∑
yi ≤ 1. Then for some subset Q = {q1, q2, ..., qj} ⊂ {1, 2, ..., k} with a vector
of different positive integers xq1 , xq2 , ...xqj ∈ Z+, the nuts are placed at (xqi , yqi). The searcher observes
nothing. Independently from this, the searcher defines a strategy of the limit game with λ = ∞. The
score of the searcher is the number of the vectors xq1 , xq2 , ...xqj for which he wins, summing up for all
different Q. This is what the searcher aims to maximize and the hider aims to minimize, in expectation.
The value of this game is denoted by v∗(k, j, h).
Theorem 2.18.
v∗(k, j, h) = lim
n→∞ v(k, j, n, h).
Sketch of proof. The proof will be similar to the proof for LG in Theorem 2.6 with the following step
from Theorem 2.8.
In G(k, j, n, h), by hiding the nuts into random holes with depths 1k , we can get that v(k, j, n, h) =
O(n−j). On the other hand, the searcher can get a score Ω(n−j+1) against placements that use the
same hole for at least two nuts. E.g. f1(x) = χ(x < 1) makes the job. Therefore, in any optimal hiding
strategy, the probability that all nuts are placed in different holes should tend to 1.
Similar argument shows that if n→∞ and ε→ 0, then the probability that the hider chooses a depth
less than ε should also tend to 0. This implies that forbidding the searcher to dig in more than 1ε holes
has a negligible effect on the value of the game.
Now we can convert the optimal hiding and searching strategy of DG to strategies of G with almost
the same minimax and maximin scores with an error tending to 0. This works in the same way as in
Theorem 2.6.
Theorem 2.19. v(k, j, n, h) ≤ (n+j−1j ) · v∗(k, j, h)
Sketch of proof. First, we bound the winning probability by the expected number of j-element subsets of
nuts that would have been found by the searcher if the other nuts had not been cached.
Consider a hiding strategy of DG, and choose the same hiding strategy in G in the following sense.






put the nuts into these holes in different depths as follows. We will have k distances: the depth of the
first nut in each non-empty hole, and the additional depths of the further nuts from the previous nuts.
These depths will be a uniform random permutation of the random depths used by the optimal hiding
strategy in DG.
Now any strategy of the searcher in DG can be transformed to a strategy in G by instead of digging
a hole after finding a nut, the searcher digs in a new hole. This transformed strategy wins in the same
number of cases.
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Conjecture 2.20. If k = j and for any h, if n is large enough, then the bound in Theorem 2.19 is sharp,
and hereby the transformed hiding strategy in G is optimal.
Question 2.21. Is Conjecture 2.20 true for all k = j > 2?
2.3 Solutions for the original problem for k = j = 2
In this section, unless we say the opposite, we always assume that k = j = 2, namely, the hider
caches two nuts, and the searcher aims to find both of them. First, we present the following version of
Conjecture 2.20 which will simplify further analysis.
Conjecture 2.22. For any n and h, there always exists an optimal hiding strategy which is a probability
distribution on the following basic strategies, denoted by pairs (y1, y2). With such a basic strategy, the






he chooses two different holes x1 6= x2, then he caches the two nuts to (x1, y1) and (x2, y2), or (x1, y2)
and (x2, y1), with the same probabilities. If he chooses the same hole x, then he caches the nuts to (x, y1)
and (x, 1), or (x, y2) and (x, 1), randomly.
2
This conjecture does not seem to be very difficult to prove. It would also be interesting whether we
can say anything similar for other values of k and j.
In the light of this conjecture, we can use the solution of the double limit game (Theorem 2.13) for
the original game as follows.
Theorem 2.23. If the hider uses the strategy (y1, y2) for a uniform random pair satisfying y1 ≥ 0,
y2 ≥ 0, y1 + y2 ≤ 1, then the searcher wins with probability at most 2h2n(n+1) . If h ∈ Z+ and h ≤ n+12 , then
the bound is sharp, namely, the value of the game is 2h
2
n(n+1) .
The proof will be very similar to the proof of Theorem 2.13. It will follow from Theorem 2.36 and
Theorem 2.37, about the strategies of the hider and the searcher.
Conjecture 2.24. The bound 2h
2
n(n+1) in Theorem 2.23 is sharp if
h2
bhc ≤ n+12 and either h ≥ 3 or h = 3− 1q
for any q ∈ Z+ \ {3}.
Theorem 2.25. If n+12 ≤ h, then the value of the game is bhcn . This is always an upper bound for the
value of the game, because of the hiding strategy of putting both nuts at the same random hole, at depth
1.
Proof. Hiding both nuts at the same hole in depth 1 is provides hiding probability at most bhcn .
Consider now the following strategy of the searcher. He chooses bhc holes at random, and starts
digging in them parallelly, until a nut is found, at hole x in depth y. Then he continues digging x until
depth 1. Then if y ≤ 12 , then he digs the other bhc − 1 chosen holes until depth 1− y, and the remaining
n− bhc holes until depth min(y, 1− y).
If the nut with the higher depth (if the depths are the same, then either nut) is in one of the bhc
chosen holes, then the searcher finds both nuts. This has a probability at least bhcn .
This strategy uses a total digging amount of
1 +
(bhc − 1) ·max(y, 1− y) + (n− bhc) ·min(y, 1− y)
= 1 + (n− 1) ·min(y, 1− y) + (bhc − 1) · (max(y, 1− y)−min(y, 1− y))
≤ 1 + (2h− 2) ·min(y, 1− y) + (h− 1) · (max(y, 1− y)−min(y, 1− y))
= 1 + (h− 1) · (max(y, 1− y) + min(y, 1− y)) = 1 + (h− 1) = h.
2The strategy (1, 0) can be replaced by the strategy of caching both nuts in the same random hole in depth 1.
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Conjecture 2.26. If n+12 ≤ h
2
bhc , then the value of the game is
bhc
n .
To challenge Conjectures 2.24 and 2.26, or to try to prove them, the author suggests considering the
following question.
Question 2.27. For n = 6, h =
√
10.5 ≈ 3.24, is it true that the searcher can win with probability 12?
If h < 3, then the following discrete version of the searcher’s double limit game solution can provide
a better upper bound.
Theorem 2.28. If h < ab for some a, b ∈ Z+, then with the following hiding strategy, the searcher always
wins with probability at most 2(a−1)(a−2)b(b−1)·n(n+1) .

















choices, and chooses the hiding straregy (y1, y2).
Proof. The searcher can dig at most a− 1 possible hiding points (depths 1b , 2b , ..., 1). Given the strategy
of searcher, if he finds the two nuts at the ith and jth searched possible hiding points, then it determines
















Conjecture 2.29. If h ∈ ( 52 , 83) ∪ [ 197 , 2) \ {3 − 1q : q ∈ Z+}, then the best upper bound provided by
Theorem 2.28 is sharp.
Now we have a conjecture of the solution for h ∈ [ 52 , n] \ [ 83 , 197 ).
For h ∈ [0, 95) ∪ [2, 73), the values of the games are the very same as for n = 4, written in the form
α(h)
n(n+1) . The proofs are also essentially the same.
Theorem 2.30. For h ∈ [2− 1q−1 , 2− 1q ), q ∈ {5, 6, 7, 8, 9} and n ≤ q−1, and for h ∈ [ 95 , 2) and n ≤ 5,






3 , 6, respectively, divided by n(n+ 1).





































with probability 13 , or
in other words, it is a uniform random extremal strategy with depths multiples of 14 . An optimal strategy
of the searcher is the mixture of the followings, until finding the first nut (the continuation is obvious,
see Lemma 2.9). He caches a random hole until depth h − 1, then another one until depth 3−h2 , then
continues the first hole until depth 1. Or he just caches a random hole until depth 1. The former strategy








6 , 1, respectively.
The proof is a simple but long case analysis which we omit from this paper.
For h ∈ [ 73 , 52), we expect a similar but more difficult structure of the solutions as for h ∈ [ 95 , 2).
What we know is the following.
Lemma 2.31. If h < 52 , then the value of the game is at most
11















with probability 12 .
Conjecture 2.32. The bound in Lemma 2.31 is optimal for h ∈ [ 177 , 52).









































n(n+1) , respectively, if the hider uses the following mixture of hiding strategies.
• ( 3−h∗2 , h∗−12 ) with probability 1253 , 2081 , 433 , respectively;
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• (h∗−16 , 7−h∗6 ) with probability 453 , 481 , 433 , respectively;
• (h∗−14 , 5−h∗4 ) with probability 3653 , 5681 , 811 , respectively;
• (h∗−16 , h∗−16 ) with probability 153 , 181 , 133 , respectively.





























The proof again is a simple but long case analysis, which we omit from this paper.
Conjecture 2.35. If h ∈ [ 83 , 197 ), then the best bound in Theorem 2.34 is sharp.
The table summarizes our results and conjectures for k = j = 2.
h v(2, 2, n, h) validity status notes
[0, 1) 0 every n
proved






n(n+1) n ≥ 2
bound















































































































































































proved proved in Theorem 2.25
2.4 Extensions for k = j > 2
Theorem 2.36. If k ≥ 2, then






Proof. We convert the proof for v(k, k) (Theorem 2.13) to a proof of this problem as follows. The hider





possibilities uniformly at random.
Now we consider the distance of each nut from the closest nut above it, or if there is no nut above it,





at random from the simplex y′i ≥ 0 (∀i ∈ {1, 2, ..., k′}),
∑
y′i ≤ 1. From here, we can continue with the






Now we show that (4) is sharp if k = 2 and h ∈ N.
Theorem 2.37. If k ∈ N





Proof. Consider the following strategy of the searcher. He chooses h holes at random, and he is digging
them parallelly until a nut is found (but until at most depth 1, when the game ends). If a nut is found at
a depth y, then he chooses h new holes, as follows. With probability 2hn+1 , he chooses the hole in which
the nut was found, and the remaining h− 1 or h holes are randomly chosen from the other n− h holes.
Then he digs these holes in depth 1− y (more).
Assume first that the hider caches the two nuts in two different holes. If exactly one of them are in
one of the h holes the searcher started with, and the other one is in the next h holes, then the searcher






pairs, which happens with probability
h · (h− 2hn+1)(
n
2







Assume now that the hider caches the two nuts in the same hole. If this nut is in the first h holes










To sum up, this strategy of the searcher finds both nuts with probability at least 2h
2
n(n+1) , against any
strategy of the hider.




Most probably, this conjecture can be proved for integral h. So this weaker, seemingly easier conjecture
is the following.




The author believes that the same proof works here as for k = 2, in Theorem 2.37. Except that
when the searcher finds a nut and chooses h new holes, then he might choose again any holes which
had a nut at its current bottom. We should find the right probabilities for each of these choices so as
for each distribution of the number of nuts in the different holes, the searcher finds them with the same
probability.3
Note 2.40 (Final note for the section). There are many other potentially useful limit problems not yet
considered, when k → ∞. E.g. if ji → ∞ and jiki is convergent. These limit games might also be very
useful, and these may also look differently from the original game.
3Update: Do¨mo¨to¨r Pa´lvo¨lgyi recently proved this conjecture, it will be published shortly.
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3 Manickam–Miklo´s–Singhi Conjecture
As a much simpler application of the limit theory techniques, we show an easy way to generalize a
well-known conjecture.
Problem 3.1 (MMS-Problem). For a fixed n, k ∈ N, find a sequence ai ∈ R, a1+a2+...+an = 0 such that
if {i1, i2, ..., ik} ⊂ {1, 2, ..., n} is a uniform random subset with cardinality k, then Pr
(
ai1 +ai2 + ...+aik >
0
)
is the largest possible.
Denote this maximum probability by M(n, k). Two sequences are equivalent if after applying a
permutation on one sequence, the two events that the sum is positive are the same.
Conjecture 3.2 (Manickam–Miklo´s–Singhi). If 4k ≤ n, then M(n, k) = n−kn . The only optimal solution
up to equivalence is 1− n, 1, 1, 1, ..., 1.
The Manickam–Miklo´s–Singhi Conjecture was introduced in 1987 in [10], and it has recently received
a lot of attention, especially because of its connection to the Erdo˝s matching conjecture [5]. In 2013,
Huang and Sudakov [7] proved it for 33k2 < n. In 2014, Chowdhury, Sarkis and Shahriari [3] proved for
8k2 < n. Then in 2015, Pokrovskiy [11] proved for k < ε · n, but this improves the previous results only
for k > 1045.
We consider a limit problem when n → ∞, and kn converges. Finding the right limit problem is not
an obvious task. One of the problems is that the solution 1 − n, 1, 1, 1, ..., 1 does not have a limit when
n → ∞. We resolve this problem by dropping the condition a1 + a2 + ... + an = 0, but we want to
maximize Pr
(






. This is clearly equivalent to the original problem. Now
−1, 0, 0, ..., 0 is an equivalent form of the conjectured optimal solution, and we can say that the infinite
sequence −1, 0, 0, ... is a limit of it. We needed a few more observations to define the following limit
problem.
Problem 3.3. For a fix p ∈ (0, 1), we are looking for a countable sequence a1, a2, ... of real numbers
with
∑
a2i < ∞ and a real number d which maximizes Pr
(∑
ai(xi − p) + dx0 > 0
)
, where x1, x2, ...
are indicator variables with probability p, and x0 is a variable with standard normal distribution, and
x0, x1, x2, ... are independent.
Denote this supremum probability by M(p). (Which is a maximum, but we do not prove it here.)
We call this problem a limit problem of the Manickam–Miklo´s–Singhi Conjecure, because the following
theorem holds.
Theorem 3.4. For any sequence (ni, ki), ni →∞ and kini → p ∈ (0, 1),
lim inf
δ→0
M(p+ δ) ≤ lim inf M(ni, ki) ≤ lim supM(ni, ki) ≤ lim sup
δ→0
M(p+ δ).
Sketch of proof. We can naturally convert a solution of the finite problem to a solution of the limit
problem and vice versa. We only need to prove that the conversion error tends to 0 when n→∞.
The conversion of a solution of the finite problem (with large n and k) to a solution of the limit game
is essentially the following. We normalize the finite sequence by making its median 0. The rest of the
terms is 0 and d = 0.
The conversion of a solution of the limit problem to a solution of a large finite problem is a bit more
tricky. We keep a finite number of terms ai with the largest absolute values. Half of the rest of the terms
will be ε and the other half will be −ε, where the value ε is chosen so as to keep the total variance the
same as it was in the limit problem. Using the following version of the Central Limit Theorem, we can
deduce that this conversion error also tends to 0.
Lemma 3.5. For every p ∈ (0, 1) and ε > 0, there exists δ > 0 such that for any sequence −δ <
a1, a2, ..., an < δ and
∣∣ k
n − p




Figure 1. M(p) is the maximum of the functions in the figure. If p is between 0 and 0.317... (or exactly
1/3), then −1 is the best (and the other coefficients are 0), between 0.317... and 1/3 the sequence 1, 1, 1
is the best, between 1/3 and 0.395... (and at 0.4) the sequence −1,−1,−1, between 0.395... and 0.4 the
sequence 1, 1, 1, 1, 1, between 0.4 and 0.414... the sequence −1,−1,−1,−1,−1, and between 0.414... and
0.5 the sequence 1, 1.
uniform random subset with cardinality k, then
Φ
(














and Φ is the distribution function of the standard normal distribution.
We analyzed the limit problem for all values of p, the results are summarized in Figure 1. This leads
to a new conjecture as follows.
Conjecture 3.6. The optimal solution of the limit game has the form a1 = a2 = ... = aq where q ∈
{1, 2, 3, 5}, and all other coefficients are 0. This is the only optimal solution up to equivalence.
Now we are ready to form the corresponding conjecture for the original problem.
Conjecture 3.7. The optimal solution of the original finite game has the form a1 = a2 = ... = aq
where q ∈ {1, 2, 3, 5}, and aq+1 = aq+2 = ... = an = − qn−qa1. This is the only optimal solution up to
equivalence.
Now we show a possible way to prove the conjecture by analysing a very large but finite number
of cases (most probably using a computer). We say that a feasible normalized solution, or in short, a

































where pi1 and pi2 are permutations on Z+. The topological space of the strategies induced by this distance
function is compact.






ai(xi − p) + dx0 > −ε
)
< v, then there exists a
neighborhood of s in which for every solution
(
(a′i), d
′), we have Pr (∑ a′i(xi − p) + d′x0 > 0) < v.
With these two lemmas, we can hope that we can cover the solution space with a finite number of
regions (open sets) so that we can show the conjectured inequality in each of these regions. Then we
could modify these proofs so as to make it valid for the original discrete problem, as well. For this, we
would also need a version of Lemma 3.5 which gives an explicit δ > 0 for each ε > 0.
4 Kikuta–Ruckle Conjecture
We can use the same technique for the following generalization of the MMS-Problem, defined by Kikuta
and Ruckle. [1, 8]
Problem 4.1 (KR-Problem). n, k ∈ N, and d ∈ (0, 1) are given. We want to find nonnegative real
numbers a1, a2, ..., an ≥ 0 with a1 + a2 + ...+ an = 1 which maximizes Pr
(
ai1 + ai2 + ...+ aik > d
)
, where
{i1, i2, ..., ik} ⊂ {1, 2, ..., n} is a uniform random k-element subset.
Denote this supremum4 probability by K(k, n, d). Notice that if d < kn , then ai =
1
n provides
K(k, n, d) = 1 and if d = kn , then we get back the MMS-Problem.
Furthermore, we can get the Kikuta–Ruckle problem from Alpern’s Caching Game by the following
modification and by taking the limit k →∞ and kn → d. This modification is that we replace the overall
hiding time limit to the restriction that the searcher cannot use a depth more than 1 (or other than 1),
and we consider the limit k →∞ and jk → d.
Conjecture 4.2 (Kikuta–Ruckle). For all n, k ∈ N, and d ∈ (0, 1), there is an optimal solution for the
KR-Problem of the form a1 = a2 = ... = as =
1
s and as+1 = as+2 = ... = an = 0 for some s ∈ {1, 2, ..., n}.
The conjecture says nothing about the optimal value s. The authors as well as other researchers on
the topic found a very chaotic behaviour of this value. However, it would be useful to know the value if
we want to prove the conjecture. Searching for the optimal values for small constant values n, k did not
really help, we will shortly see the reason of it. Instead, we will consider what happens if n → ∞ and
hereby we form a conjecture about the value of s.
The KR-Problem has one more parameter than the MMS-Problem, therefore, we have a larger freedom
about defining limit problems of it with ni → ∞. The simplest limit problem is when kini → p ∈ (0, 1)
and di = d. The conjectured value of s is described in Figure 2.
However, it misses the most important cases: when d is just above kn . One of the most important
limits of the case is n → ∞, kn → p ∈ (0, 1), d = kn , which is just Problem 3.3. But if d > kn−1 , then
s = n− 1, or the corresponding solution −1, 0, 0, ... for the MMS-problem is no longer good. Moreover, if
d > kn−c for any constant c, then s ≤ n− c provides probability 0. Therefore, if n→∞, kn → p ∈ (0, 1),
d→ p and n− kd →∞, then this leads to the following limit problem.
Problem 4.3. For a fix p ∈ (0, 1), we are looking for a countable sequence 0 ≤ a1, a2, ... of nonnegative
real numbers with
∑
a2i <∞ and a real number σ which maximizes
Pr
(∑
ai(xi − p) + σx0 > 0
)
, (5)
where x1, x2, ... are indicator variables with probability p, and x0 is a variable with standard normal
distribution, and x0, x1, x2, ... are independent.
4We believe that this is a maximum. If we use “≥ d” rather than “> d”, than due to the compactness of the space of
solutions, we can even prove it.
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Denote this supremum probability by K(p).
Again, the reason why we consider it a true limit problem is the following theorem.
Theorem 4.4. For any sequence (ni, ki, di), ni →∞ and kini → p ∈ (0, 1), di → p and ni − kidi →∞,
lim inf
δ→0
K(p+ δ) ≤ lim inf K(ni, ki, di) ≤ lim supK(ni, ki, di) ≤ lim sup
δ→0
K(p+ δ).
Sketch of proof. The proof is the same as for Theorem 3.4 with the additional observation that the median





has a negligible effect.
Another limit problem is the following. If 0 < kn < d → 0, with different values of lim dn − k = λ,
then it has the same limit as Problem 4.3 except that (5) is replaced to the following.
Pr
(∑




After analysing all limits, we can make a conjecture about how s depends on n and d.
Conjecture 4.5. For all n, k ∈ N, and d ∈ (0, 1), there is an optimal solution for the KR-Problem of
the form a1 = a2 = ... = as =
1





















n− 10, n− 7, n− 6, n− 5, n− 4, n− 3, n
}
.
The author found this technique very useful for seeking for counterexamples, as well. Now he strongly
believes that the conjecture is true, but it is rather “accidentally true” and he doubts that there exists a
simple proof. He found that the best candidates for counterexamples use the terms 2s ,
1
s and 0 for some s.
Showing that there is no counterexample of this form is already a very difficult task, we need completely
different arguments for the different cases.
5bxc = max{y ∈ Z : y < x} and bxcodd = max{y ≡ 1 (mod 2), y < x} and bxc≡n (mod 2) = max{y ≡ n (mod 2), y < x}.
If we define the KR-Problem with ”≤” instead of ”<”, then here we have y ≤ x.
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Abstract: In this paper we continue the work of Gya´rfa´s, Gyo˝ri and Simonovits [3], who
proved that if a 3-uniform hypergraph H with n vertices has no linear cycles, then its inde-
pendence number α ≥ 2n5 . The hypergraph consisting of vertex disjoint copies of complete
hypergraphs K35 shows that equality can hold. They asked whether α can be improved if we
exclude K35 as a subhypergraph and whether such a hypergraph is 2-colorable.
In this paper, we answer these questions affirmatively. Namely, we prove that if a 3-uniform
linear-cycle-free hypergraph H, doesn’t contain K35 as a subhypergraph, then it is 2-colorable.
This result clearly implies that α ≥ dn2 e. We show that this bound is sharp.
Gya´rfa´s, Gyo˝ri and Simonovits also proved that a linear-cycle-free 3-uniform hypergraph
contains a vertex of strong degree at most 2. In this context, we show that a linear-cycle-free
3-uniform hypergraph has a vertex of degree at most n− 2 when n ≥ 10.
1 Introduction
A hypergraph H = (V,E) is k colorable if there is a coloring of the vertices of H with k colors such
that there is no monochromatic hyperedge in H. Throughout the paper, we mostly use the terminology
introduced in [3].
Definition 1 A linear tree is a hypergraph obtained from a vertex by repeatedly adding hyperedges that
intersect the previous hypergraph in exactly one vertex. A linear path is a linear tree built so that the
next hyperedge always intersects the previous hyperedge in a vertex of degree one.
A linear cycle is obtained from a linear path of at least two edges, by adding an edge that intersects
the first and the last edges of the linear path in one of their degree one vertices.
A skeleton T in H is a linear subtree of H which cannot be extended to a larger linear subtree by
adding a hyperedge e of H for which |e ∩ V (T )| = 1.
An independent set in H is a set of vertices containing no hyperedge of H. More precisely, if I is
an independent set of H, then there is no e ∈ E(H) such that e ⊆ I. Let α(H) denote the size of the
largest independent set in H. Gya´rfa´s, Gyo˝ri and Simonovits [3] initiated the study of linear-cycle-free
hypergraphs by showing:
Theorem 2 (Gya´rfa´s, Gyo˝ri, Simonovits [3]) If H is a 3-uniform hypergraph on n vertices without linear
cycles, then it is 3-colorable. Moreover, α(H) ≥ 2n5 .
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If the hypergraph does not contain the complete 3-uniform hypergraph K35 as a subhypergraph then
a stronger theorem can be proved, answering a question of Gya´rfa´s, Gyo˝ri and Simonovits.
Theorem 3 If a 3-uniform linear-cycle-free hypergraph H doesn’t contain K35 as a subhypergraph, then
it is 2-colorable.
Corollary 4 If a 3-uniform linear-cycle-free hypergraph H on n vertices doesn’t contain K35 as a subhy-
pergraph, then α(H) ≥ dn2 e and the bound is sharp.
Indeed, from Theorem 3, it trivially follows that α(H) ≥ dn2 e. The hypergraph Hn on n vertices
obtained from the following construction shows that this inequality is sharp. Let H3 be the hypergraph
on 3 vertices v1, v2, v3 such that v1v2v3 ∈ E(H3) and let H4 be the complete 3-uniform hypergraph
K34 on 4 vertices v1, v2, v3, v4. Now for each 3 ≤ i ≤ n − 2 let us define the hypergraph Hi+2 such
that V (Hi+2) := V (Hi) ∪ {vi+1, vi+2} and E(Hi+2) := E(Hi) ∪ {vi+1vi+2vj}ij=1. If n is even, we
start this iterative process with the hypergraph H4 and if n is odd, we start with H3. Notice that
α(Hi+2) = α(Hi) + 1 for each i, which implies that α(Hn) = dn2 e.
It is another natural problem to bound the number of hyperedges or different types of degrees of
vertices in hypergraphs with no linear cycles. The most plausible is the degree of a vertex v ∈ V what
is simply the number of hyperedges of H containing v. Given a 3-uniform hypergraph H and v ∈ V (H),
the link of v in H is the graph with vertex set V (H) and edge set {xy : vxy ∈ E(H)}. The strong degree
d+(v) of v ∈ V (H) is the maximum number of independent edges in the link of v. It is interesting and






, which is the maximum number of hyperedges without a linear triangle [1, 2]. The relation
to the strong degree is proved recently.
Theorem 5 (Gya´rfa´s, Gyo˝ri, Simonovits [3]) Let H be a 3-uniform hypergraph without linear cycles.
Then, it has a vertex v whose strong degree d+(v) is at most 2.
In this paper, we show a similar and perhaps more natural theorem concerning the degree of a linear-
cycle-free hypergraph.
Theorem 6 Let H be a 3-uniform hypergraph on n ≥ 10 vertices without linear cycles. Then, there is a
vertex whose degree is at most n− 2.
Remark 7 There is a 3-uniform hypergraph on 9 vertices without linear cycles where the degree of every
vertex is 8. This hypergraph H is defined by taking a copy of K34 on vertices {u1, u2, v1, v2} and a vertex
disjoint copy of K35 such that u1u2x, v1v2x ∈ E(H) for each x ∈ V (K35 ) and there are no other hyperedges
in H.
Remark 8 Theorem 6 cannot be improved because there is a 3-uniform hypergraph H ′, with E(H ′) :=
{xab | a, b ∈ V (H ′) \ {x}} for a fixed vertex x ∈ V (H), in which every vertex has degree at least n− 2.
Actually, the study of linear cycle free hypergraphs was motivated by Gya´rfa´s and Sa´rko¨zy, who
were motivated by a well-known theorem of Po´sa stating that the vertex set of every graph G can be
partitioned into at most α(G) cycles where α(G) denotes the independence number of G (where a vertex
or an edge is accepted as a cycle).
Gya´rfa´s and Sa´rko¨zy [4] conjectured that the following extension of Po´sa’s theorem holds: One can
partition every k-uniform hypergraph H into at most α(H) linear cycles (here, as in Po´sa’s theorem,
vertices and subsets of hyperedges are accepted as linear cycles). We showed the following:
Theorem 9 If H is a 3-uniform hypergraph, then its vertex set can be covered by at most α(H) edge-
disjoint linear cycles (where we accept a single vertex or a hyperedge as a linear cycle).
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2 Open questions
The following problems asked by Gya´rfa´s, Gyo˝ri and Simonovits remain open.
Problem 10 Can one describe the structure of 3-uniform hypergraphs with no linear cycles?
It is conceivable that one might construct a linear-cycle-free hypergraph by repeatedly adding hy-
peredges in a certain fashion. For example, if H is a linear-cycle-free hypergraph, then adding two new
vertices u, v to V (H) and adding all the hyperedges of the type uvx for x ∈ V (H) to E(H), will give us
another linear-cycle-free hypergraph.
Problem 11 Which results extend to r-uniform hypergraphs?
For r = 4 the structure of the “skeleton” seems to be more complicated. It is, however, conceivable
that the current methods are useful for this case. In general, the approach of using skeletons seems to be
very effective in proving results about linear-cycle-free hypergraphs. It would be interesting to discover
more applications of this approach.
And the original version of the conjecture of Gya´rfa´s and Sa´rko¨zy [4] is still open:
Conjecture 12 One can partition every k-uniform hypergraph H into at most α(H) linear cycles (here,
as in Po´sa’s theorem, vertices and subsets of hyperedges are accepted as linear cycles).
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Abstract: We prove an extension of Galvin’s theorem, namely that any graph is χ′-edge-
choosable if no odd cycle has a common colour in the lists of its edges.
Keywords: list edge-colouring of graphs, list colouring conjecture, stable match-
ings
1 Introduction
Let G = (V,E) be a finite loopless graph. For each edge e ∈ E, let L(e) ⊂ N be a set of available colours
for e. We say that G is L-edge-choosable if G has an L-edge-colouring, that is, a proper edge-coloring
c : E → N such that c(e) ∈ L(e) holds for each edge e of E. Graph G is called k-edge-choosable if G is
L-edge-choosable for any L : E → (Nk). The famous list colouring conjecture states that any finite loopless
graph G is χ′(G)-edge-choosable, where chromatic index χ′(G) denotes the minimum number of colours
needed to properly colour the edges of G. By proving the Dinitz conjecture in [2], Galvin essentially
justified the list colouring conjecture for (complete) bipartite graphs. In this note, we prove that G is
L-edge-choosable whenever L : E → ( Nχ′(G)) and L−1(i) is bipartite for each colour i, that is, if the edges
of no odd cycle of G contain a common colour in their lists. Our main tool to achieve this goal is an
extension of Galvin’s method. Unlike Galvin, here we shall lean on the terminology of stable matchings.
Assume that G = (V,E) is a loopless finite graph and for each vertex v of V , a linear order v on the
set E(v) of edges incident to v is given. A matching of G is a set M of disjoint edges of G and matching
M is stable if for each edge e of G, there is a vertex v and an edge m of M such that m v e holds. The
well-known stable marriage theorem states the following.
Theorem 1 (Gale-Shapley [1]) If G = (V,E) is a finite bipartite graph and v is a linear order on
E(v) for each vertex v of G then there is a stable matching of G. 
2 Main result
Our main result is the following.
Theorem 2 Let G = (V,E) be a finite loopless graph and c : E → {1, 2, . . . , k} be a proper edge-colouring
of G. If L(e) ⊂ N is a list of at least k colours for each edge e of G and ⋂{L(e) : e ∈ C} = ∅ holds for
each odd cycle C of G then G is L-edge-choosable.
1Research was supported by MTA-ELTE Egerva´ry Research Group and the K108383 OTKA grant.
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Proof: For i = 1, 2, . . . define Ei := {e ∈ E : 2i − 1 ≤ c(e) ≤ 2i}. Clearly, E = E1 ∪ E2 ∪ . . . ∪ Edk/2e.
As the maximum degree in Gi = (V,Ei) is not more than 2, each component of Gi is a path or a cycle.
Orient the edges of G such that each component of each Gi becomes a directed path or a directed cycle.
For edge e = uv ∈ Ei define
r(e, v) =
{
i if v is the head of the arc that corresponds to e
k + 1− i if v is the tail of the arc that corresponds to e
Observe that if r(e, v) = r(f, v) then e and f must belong to the same set Ei and orientations of e and f
either both enter or both leave v. Hence r(e, v) = r(f, v) implies e = f and consequently v is a linear
order on E(v) where e v f means that r(e, v) ≤ r(f, v). Assume now that e = uv is the oriented version
of edge e ∈ Ei. From r(e, u) = i and r(e, v) = k + 1− i we get that
|{f ∈ E(u) : f u e}|+ |{f ∈ E(v) : f v e}| ≤ i− 1 + (k + 1− i)− 1 = k − 1 . (1)
The above observations enable us to employ Galvin’s method to finish the proof. Define Ei := {e ∈
E : i ∈ L(e)} as the set of i-colourable edges and let Gi := (V,Ei). As none of the Gis contain an odd
cycle by the assumption, each Gi is bipartite. For i = 0, 1, 2, . . . define M i as a stable matching of graph
Gi \ (M0 ∪ . . . ∪M i−1) with restricted linear orders v. Such a matching exists by Theorem 1.
To show that G is L-edge-choosable, give colour i to edges of M i. Clearly, no two edges of the same
colour share a vertex and each coloured edge receives its colour from its list. The only thing left is to
show that each edge of G receives some colour.
Observe that if edge e = uv of Gi does not receive colour i, (i.e. if e 6∈ M i) then either e ∈ M j for
some j < i (hence e received colour j before M i was defined) or M i contains an edge f such that f u e
or f v e. So if e does not receive any colour, that is, if e 6∈
⋃{M j : j ∈ L(e)} then there is an f j ∈M j
for each j ∈ L(e) with f j u e or f j v e. As |L(e)| ≥ k, this is impossible by (1) and this contradiction
proves that the above algorithm finds a proper L-edge-colouring of G. 
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Abstract: Let us be given a rooted digraph D = (V + s,A) with a designated root vertex
s. Edmonds’ seminal result [4] states that D has a packing of k spanning s-arborescences if
and only if D has a packing of k (s, t)-paths for all t ∈ V , where a packing means arc-disjoint
subgraphs.
Let M be a matroid on the set of arcs leaving s. A packing of (s, t)-paths is called M-based
if their arcs leaving s form a base of M while a packing of s-arborescences is called M-
based if, for all t ∈ V, the packing of (s, t)-paths provided by the arborescences is M-based.
Durand de Gevigney, Nguyen and Szigeti proved in [3] that D has an M-based packing of s-
arborescences if and only if D has anM-based packing of (s, t)-paths for all t ∈ V. Be´rczi and
Frank conjectured that this statement can be strengthen in the sense of Edmonds’ theorem
such that each s-arborescence is required to be spanning. Specifically, they conjectured that
D has an M-based packing of spanning s-arborescences if and only if D has an M-based
packing of (s, t)-paths for all t ∈ V .
We disprove this conjecture in its general form and we prove that the corresponding decision
problem is NP-complete. However, we prove that the conjecture holds for several fundamental
classes of matroids, such as graphic matroids and transversal matroids.
Keywords: connectivity, spanning, arborescence, packing, matroid
1 Introduction
Packing different kinds of objects is a natural question in real life. In optimization problems, the goal
is to maximize the number of objects in the packing. A wide variety of problems can be modeled as
packing problems, and fundamental problems in combinatorial optimization, such as bin packing, path
packing, tree packing, are of this type. This paper deals with packing problems of arborescences, or more
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generally, packing problems concerning connectivity in directed graphs. Here, by packing subgraphs in a
directed graph, we mean a set of arc-disjoint subgraphs.
The question of reachability is one of the basics in the area of connectivity in digraphs. Suppose that
we are given a rooted digraph, i.e. a digraph D = (V + s,A) with a designated root vertex s. Let S
be the set of vertices reachable from s in D. The definition of reachability says that, for each t ∈ S, D
has an (s, t)-path, which certificates that t indeed belongs to S. Now, consider storing such certificates
for all vertices in S. Then storing an s-arborescence on S would be the most compact way for keeping
all the certificates simultaneously.
To extend this idea to a more general setting, suppose that D has a packing of k (s, t)-paths from s to
each vertex t in V , and suppose that we want to provide a certificate that D indeed has such a property.
Then the most compact certificate would be to exhibit k arc-disjoint spanning s-arborescences in D. The
following fundamental theorem of Edmonds [4] claims that such a compact certificate always exists.
Theorem 1 ([4]) There exists a packing of k spanning s-arborescences in a rooted digraph D = (V +s,A)
if and only if there exists a packing of k (s, t)-paths in D for every t ∈ V . 
The problem of packing k (s, t)-paths is equivalent to asking whether one can send k distinct com-
modities from s to t by assuming that each arc can transmit at most one commodity. Then what happens
if commodities have a more involved independence structure? Here we are interested in a situation that
each arc from the root can be used to transmit only a particular commodity, and we would like to know
when every vertex can receive a sufficient amount of independent commodities to understand the whole
structure.
More formally, suppose that we are given a matroid-rooted digraph (D = (V + s,A),M), i.e. a
matroid M is given on the set of arcs leaving the root s that we call root arcs. We are interested in
a packing of (s, t)-paths whose root arcs form a base of M. Such a packing is said to be an M-based
packing of (s, t)-paths. A packing of s-arborescences is called M-based if, for all t ∈ V, the packing of
(s, t)-paths provided by the arborescences isM-based. A natural question is whether Edmonds’ theorem
can be extended for M-based packings. A result of Durand de Gevigney, Nguyen and Szigeti [3] gives
a partial answer to this question by showing the equivalence of the existence of an M-based packing of
s-arborescences in D and an M-based packing of (s, t)-paths in D for every t ∈ V .
Notice that at the quantitative level, Theorem 1 always guarantees the existence of k spanning s-
arborescences (provided the condition is satisfied) while the number of s-arborescences in the result of
[3] may be more than the rank of M since these arborescences are not necessarily spanning. Be´rczi and
Frank [9] conjectured that the result of [3] can be strengthen in the sense of Edmonds’ theorem. This
conjecture appeared also in a paper of Be´rczi, T. Kira´ly and Kobayashi [2]. More formally, the conjecture
is the following.
Conjecture 2 ([2]) Let (D = (V + s,A),M) be a matroid-rooted digraph. There exists an M-based
packing of spanning s-arborescences in D if and only if there exists an M-based packing of (s, t)-paths
in D for every t ∈ V .
Contributions. We will prove that Conjecture 2 is true for several fundamental classes of matroids such
as graphic and transversal matroids. The main result of this paper is that Conjecture 2 is false in its
general form. We will even prove that the following decision problem is NP-complete.
Problem 3 Given a matroid-rooted digraph (D = (V +s,A),M), decide whether there exists anM-based
packing of spanning s-arborescences in D.
Key ideas. We present the main ideas of the proofs below. More details are given in Sec. 2 and 3 while
the full proofs can be found in [6].
Graphic matroids. Let (D,M) be a matroid-rooted digraph whereM is a graphic matroid of rank k. Let
G = ({0, 1, . . . , k}, E) be a connected undirected graph representing M, so the edges of G corresponds
to the root arcs of D. The idea is to require for the packing that each root arc may belong to Ti only
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if its corresponding edge is incident to i ∈ {0, 1, . . . , k} in G. This condition gives an extra property for
the packing obtained by induction, based on which we show how to extend the packing while keeping it
M-based.
Transversal matroids. Let (D,M) be a matroid-rooted digraph where M is a transversal matroid of
rank k. Let G = (S, T ;E) be a bipartite graph representing M where S corresponds to the set of root
arcs of D and T = {1, . . . , k}. The plan is to replace the matroid-based condition by the following new
condition: a root arc may belong to Ti only if its corresponding vertex is connected to i in G. It is much
easier to deal with this condition, and the key observation is that if a packing of arborescences satisfies
this new condition then any set of k root arcs belonging to different arborescences of the packing forms
a base of M. Thus the packing is automatically M-based.
Counterexample and NP-completeness. One of the simplest non-graphic and non-transversal matroids is
the Fano matroid. A simple proof shows that Conjecture 2 is true for the Fano matroid in the special
case where the digraph is acyclic. However, it turns out that Conjecture 2 is false (also in this special
case) when we allow to extend the Fano matroid by parallel elements. The symmetry of the Fano matroid
will be widely explored in the proof, and also its principal property will be important that every pair
of its elements is contained in a dependent set of cardinality 3, i.e. in a line of the Fano plane. For
both results, we will construct our acyclic digraphs step by step by adding sink vertices of in-degree 3.
This construction will ensure not only the existence of the requiredM-based path packings but also that
every possible M-based arborescence packing is an extension of the previous instance. We design each
construction step so that possible extensions are restricted.
Related works. Connectivity is one of the most well-studied properties of graphs. The earliest results
related to our main interest on packing problems concerning connectivity are the papers of Nash-Williams
[17] and Tutte [20] on packing trees in undirected graphs from 1961. The topic of packing arborescences
has been extensively studied in the seventies by Edmonds and Frank [4, 7]. The connection between these
problems was pointed out in a work of Frank [8] on orientations of graphs.
The hypergraphic counterparts of the above packing results were discovered by Frank, T. Kira´ly, Z.
Kira´ly and Kriesell [10, 11]. A surprising extension of Edmonds’ result was given by Katoh, Kamiyama
and Takizawa [13] and Fujishige [12] for the case when no spanning arborescences exist. Szego˝ [19] gave
an abstract version of Edmonds’ result that was extended to an abstract version of the result of [13] in a
paper of Be´rczi and Frank [1].
Investigations in rigidity theory inspired an extensive research on possible extensions of Nash-Williams’
and Tutte’s result. Katoh and Tanigawa [14] generalized this tree packing result for the problem of
“matroid-based packing of rooted trees” and presented several applications of this result in rigidity
theory. Durand de Gevigney, Nguyen and Szigeti [3] used the techniques of Frank to show that, by an
extension of Edmonds’ result, an alternative proof of the packing result of [14] can be obtained. These
breakthrough results inspired an intensive research in the last few years on this topic to extend the above
mentioned results, see [2, 5, 15, 16].
Definitions. An s-arborescence is a directed tree on a vertex-set containing the root vertex s in
which each vertex has in-degree 1 except s. An s-arborescence in a digraph D = (V + s,A) is spanning
if its vertex set is V + s. For an s-arborescence T and a vertex v 6= s of T , we denote the unique arc of
T entering v by T (v), the unique path from s to v by T [s, v], and its first arc by eT [s,v]. For disjoint
sets X,Y ⊆ V + s, we denote by ∂DX(Y ) the subset of arcs in D with tail in X and head in Y . The
superscript D will be omitted, when it is clear from the context. The in-degree of a set X ⊆ V + s is
denoted by %D(X):= |∂DV+s−X(X)|.
We will use standard terminology from matroid theory, such as rank functions, independent sets, and
bases. For details, we refer to [18]. We usually denote a matroid M by a pair (S, r) of the ground set
S and the rank function r : 2S → Z. We define Span(Q):= {s ∈ S : r(Q ∪ {s}) = r(Q)}. Note that
SpanM is monotone. Two elements a, a′ ∈ S are said to be parallel in M = (S, r) (in notation, a ‖ a′)
if r({a}) = r({a′}) = r({a, a′}) = 1.
We say that a matroid-rooted digraph (D = (V +s,A),M = (∂s(V ), r)) is rootedM-arc-connected
(M-ac for short) if there exists an M-based packing of (s, t)-paths for all vertices t in V. One can easily
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prove a Menger type theorem saying that D is rooted M-arc-connected if and only if
r(∂s(X)) + %D−s(X) ≥ r(M) for all X ⊆ V, (1)
where r(M) denotes the rank of M. For simplicity, we will call an M-based packing of spanning
s-arborescences in D that covers ∂s(V ) a feasible packing.
The following classes of matroids will be discussed in this paper. Given a graph G = (V,E) with a
bijection pi : E → S, a matroid on S with independent sets in I := {pi(F ) : F is the edge set of a forest
of G} is called a graphic matroid. A Fano matroid is a rank 3 matroid derived from the Fano plane
(the smallest projective plane with 7 points) on a 7 element ground set (the points of the Fano plane)
where every set of cardinality 3 is a base except the lines of the Fano plane. Given a bipartite graph
G = (S, T ;E) with a bijection pi : S → S, a matroid on S with independent sets in I := {pi(X) : X ⊆ S
that can be covered by a matching in G} is called a transversal matroid. A special class of transversal
matroids where G is the complete bipartite graph Kn,k is called the uniform matroid Uk,n. It is well-
known that a graphic matroid is always representable by a connected graph and a transversal matroid
is always representable by a bipartite graph where |T | is equal to the rank. It is also well known that a
matroid of rank at most 3 is not graphic if and only if it has a “minor” isomorphic to the Fano matroid
or U2,4.
2 Positive results
In this section, we prove Conjecture 2 for several special cases. The necessity of Conjecture 2 is always
true and is easy to prove, so we will only prove the sufficiency in each case.
Some of our positive results are obtained by extending the proof given by [3], and hence we shall first
review it by introducing several key ingredients used later. In [3], the result was proved in a slightly
stronger form as stated in our introduction by imposing an extra technical condition as follows. Let
(D = (V + s,A),M) be a matroid-rooted digraph. D is called M-independent if ∂s(v) is independent
in M for every v ∈ V . This condition ensures that each root arc can be used in an M-based packing of
s-arborescences in D, as follows.
Theorem 4 ([3]) Let (D = (V + s,A),M = (∂s(V ), r)) be a matroid-rooted digraph. There exists an
M-based packing of s-arborescences in D that covers ∂s(V ) if and only if D isM-ac andM-independent.
Observe that, by omitting some root arcs of an M-ac digraph, one can get an M′-ac and M′-
independent digraph where M′ is a submatroid of M with the same rank. Hence this result is indeed a
bit stronger. Observe also thatM-independence is a trivial necessary condition for anM-based packing
covering ∂s(V ).
Let (D,M) be as in Theorem 4. We call X ⊆ V tight if (1) holds with equality. We say that
a non-root arc uv is good if ∂s(u) 6⊆ SpanM(∂s(v)). A pair (uv, x) of a good arc uv in D − s and
x ∈ ∂s(u)−SpanM(∂s(v)) is said to be admissible if there is no tight set X with v ∈ X and u /∈ X such
that x is in the span of ∂s(X). The shifting (of (D,M)) along (uv, x) is a new instance (D′,M′) obtained
from (D,M) by removing uv and inserting a new root arc sv such that sv is a parallel element to x in
the underlying matroid. Note that shifting satisfies M-independence (resp. rooted M-arc-connectivity)
if and only if uv is good (resp., (uv, x) is admissible).
The proof of the sufficiency of Theorem 4 is done by induction on the number of non-root arcs. If
no good arc exists, then the set of root arcs form an M-based packing of s-arborescences. Otherwise, it
is proved in [3] that there exists an admissible pair (e, x), and hence the shifting (D′,M′) along (e, x)
is M′-independent and M′-ac. By induction, there exists an M′-based packing T of s-arborescences
in D′ such that it covers ∂′s(V ). We can suppose that each s-arborescence in T has only one root arc
since otherwise we can split it into several s-arborescences to satisfy this condition. Let T ∈ T be
the arborescence covering x and T ′ ∈ T the arborescence covering the new root arc f in D′. Then
(T −{T, T ′})∪{T ∪(T ′−f)+e} is a desiredM-based packing of s-arborescences in D that covers ∂s(V ),
and this completes the proof of Theorem 4. 
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Now consider applying the proof to Conjecture 2. In the same manner, by induction, one gets an
M′-based packing T of spanning s-arborescences in D′. Our goal is to construct a feasible packing in D
based on T . Let T ∈ T be an arborescence that covers the new root arc f of D′. If T also contains x,
then (T − {T}) ∪ {T − f + e} is a feasible packing in D, and we are done. The difficult case is when T
does not contain x. We will show how to overcome this difficulty by new ideas if M has rank at most 2
or is graphic.
In the case where the matroid has rank at most 2, the previous proof fails only when the packing
consists of two arborescences T1 and T2 (thus the rank of M′ is 2), w.l.o.g. assume x ∈ T1 and f ∈ T2.
Let Vf ⊆ V be the set of vertices which is reachable from s in T2 by a path starting with the arc f or
an arc parallel to f in M. Let {T ∗1 , T ∗2 } be the packing that arises from {T1, T2} by exchanging the arcs
T1(v) and T2(v) for every vertex v in Vf . Then we can prove that {T ∗1 , T ∗2 } is a feasible packing in D′
where x and f are in T ∗1 . Thus we are in a case already treated. Therefore, we get the following theorem.
Theorem 5 Let (D = (V + s,A),M = (∂s(V ), r)) be a matroid-rooted digraph with r(M) ≤ 2. There
exists an M-based packing of spanning s-arborescences in D that covers ∂s(V ) if and only if D is M-
independent and M-ac. 
Now we turn to the proof of Conjecture 2 for graphic matroids.
Theorem 6 Let (D = (V + s,A),M) be a matroid-rooted digraph where M = (∂s(V ), r) is a graphic
matroid of rank k. There exists an M-based packing of spanning s-arborescences in D covering ∂s(V ) if
and only if D is M-ac and M-independent.
Proof: Let G = ({0, 1, . . . , k}, E) be a connected undirected graph with a bijection pi: E → ∂s(V )
representing M. We will refer to (D,M) as (D,G, pi). For e ∈ E, let xe= pi(e). For X ⊆ V , let
EX= pi
−1(∂s(X)) and CX the vertex set of the connected component QX of (V (G), EX) that contains
0. Let v ∈ V. As D is M-independent, k ≥ |Ev| and Qv is a tree. Let −→Q v be the 0-arborescence that
arises by orienting each edge e of Qv to
−→e .
We impose the following extra property for the packing {T1, . . . , Tk} :
for −→e = ij belonging to −→Qv for some v ∈ V , xe belongs to Tj . (2)
Let (D,G, pi) be a counterexample minimizing
∑
v∈V (k − |Ev|) ≥ 0. Let v∗∈ V such that |Cv∗ | is as
small as possible. If Cv∗ = V (G), then Qv is a spanning tree of G for every v ∈ V . In this case, using
only the root arcs, the 0-arborescences
−→
Qv show how to define a feasible packing satisfying (2).
From now on, we suppose that Cv∗ ( V (G). Let W= {v ∈ V : Cv = Cv∗}. Then CW = Cv∗ . For
p ∈ V −W , an element e ∈ Ep is called critical if −→e belongs to −→Qp and −→e leaves CW . By the minimality
of |Cv∗ | and p ∈ V −W , we have Cp −CW 6= ∅. Hence the following claim follows from the fact that −→Qp
is a spanning 0-arborescence on Cp.
Claim 7 For p ∈ V −W , Ep contains a critical element.
For a critical element e, if (pq, xe) is admissible, then by (2) one can construct a feasible packing of
D from that of the shifting along (pq, xe), contradicting that (D,M) is a counterexample. Thus we have
the following.
Claim 8 Let pq ∈ ∂V−W (W ) and e ∈ Ep critical. Then (pq, xe) is not admissible.
By CW ( V (G), r(pi(EW )) < k. Therefore, by (1), D has an arc pq with p ∈ V −W and q ∈ W .
By Claim 7, Ep contains a critical element e, and by Claim 8 (pq, xe) is not admissible. In other words,
there exists a tight set X ⊆ V with q ∈ X, p /∈ X and xe ∈ Span(pi(EX)).
Let (pq, xe) be such a pair so that X is minimal. As e is critical, xe ∈ Span(pi(EX))− Span(pi(EW )).
Hence r(pi(EX∩W )) < r(pi(EX)). By (1) and the tightness of X, %D−s(X ∩W ) ≥ k − r(pi(EX∩W )) >
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k−r(pi(EX)) = %D−s(X). Hence D−s has an arc p′q′ with p′ ∈ X−W and q′ ∈ X∩W . Since Ep′ contains
a critical element e′ by Claim 7, (p′q′, xe′) is not admissible by Claim 8, that is, there exists a tight set
X ′ ⊆ V with q′ ∈ X ′ and p′ /∈ X ′ such that xe′ ∈ Span(pi(EX′)). Since p′ ∈ X−W , Ep′ ⊆ EX and hence
e′ ∈ EX . By [3, Claim 2.1(a)], X ∩X ′ is tight and xe′ ∈ Span(pi(EX∩X′)). Furthermore, q′ ∈ X ∩X ′,
p′ /∈ X ∩X ′, and e′ ∈ Ep′ is critical, contradicting the minimal choice of X, since p′ ∈ X −X ′. 
The case whenM is transversal can be solved by a completely different idea, by reducing the problem
to a packing problem of reachability branchings. For a non-empty set R ⊆ U , the subdigraph T = (U,A′)
of a digraph D∗ = (V ∗, A) is said to be an R-branching if it consists of |R| vertex-disjoint arborescences
in D∗ whose roots are in R. We say that T is a reachability R-branching in D∗ if U is the set of
reachable vertices from a vertex in R in D∗. The following surprising generalization of Edmonds’ theorem
was discovered by Kamiyama, Katoh and Takizawa [13].
Theorem 9 ([13]) Let D∗ = (V ∗, A) be a digraph and R := {R1, ..., Rk} a family of non-empty subsets
of V ∗. There exits a packing of reachability R-branchings in D∗ if and only if %D∗(X) ≥ pR(X) for every
∅ 6= X ⊆ V ∗ where pR(X) denotes the number of Ri’s for which Ri ∩X = ∅ and there exits a path from
a vertex in Ri to a vertex in X. 
We prove now that Conjecture 2 is true for transversal matroids.
Theorem 10 Let (D = (V+s,A),M = (∂s(V ), r)) be a matroid-rooted digraph, whereM is a transversal
matroid. There exists an M-based packing of spanning s-arborescences in D if and only if D is M-ac.
Proof: Let G = (S, T ;E) be a bipartite graph representing M such that T = {1, . . . , k}, where k =
r(M), and pi : S → ∂s(V ) a bijection. Let D∗ = (V ∗, A∗) be the digraph that arises from D by splitting
s into |S| new vertices of out-degree one. Let re denote the tail of e in D∗ for each e ∈ ∂Ds (V ), R∗ the
set of new vertices re and Ri = {re ∈ R∗ : pi−1(e) is adjacent to i in G} for i ∈ T .
It can be proved that every vertex v ∈ V ∗−R∗(= V −s) is reachable from each Ri in D∗ and condition
of Theorem 9 holds. Thus, by Theorem 9, there exists a packing of reachability {R1, . . . , Rk}-branchings
in D∗ where each reachability Ri-branching Bi covers V − r. By contracting R∗ into s, we obtain k
pairwise arc-disjoint spanning s-arborescences Ti = Bi/R
∗ in D. The construction implies that, for each
root arc e in Ti, G has an edge between pi
−1(e) and i. Therefore, for each v ∈ V, for each i ∈ {1, . . . , k}
and for the root arc e in Ti[s, v], pi
−1(e) is connected to i in G implying that these root arcs over all i
form a base of M. Hence T1, . . . , Tk indeed form a feasible packing. 
3 Negative results
We will give a counterexample to Conjecture 2 and prove that Problem 3 is NP-complete for acyclic
digraphs and a certain class of matroids as follows.
Theorem 11 There exist an acyclic digraph D = (V + s,A) and a matroid M of rank three such that
(D,M) is a counterexample to Conjecture 2.
Theorem 12 Problem 3 is NP-complete even if D = (V + s,A) is acyclic and M is a linear matroid of
rank three with a given linear representation.
In our constructions, D will always be acyclic and M-independent. Hence the condition (1) can be
significantly simplified to
%D(v) ≥ r(M) for all v ∈ V . (3)
As we noted before, the matroidM used in the constructions, that we call a parallel extension of the
Fano matroid, will arise from the Fano matroid by adding some parallel copies of its elements.
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The proofs are done by defining several gadget constructions, each of which restricts possible pack-
ings. Each construction step is referred to as an operation below, and we shall define several distinct
operations. In each construction, we insert new vertices one by one together with three new arcs entering
it. A new root arc will always be added keeping the M-independence as well as the fact that M is a
parallel extension of the Fano matroid (or its submatroid). Thus, D = (V + s,A) is always acyclic and,
by (3), the resulting instance (D,M) will be M-ac by (3). Hence in the subsequent discussion we omit
to mention that (D,M) is M-independent and M-ac.
We say that a vertex v ∈ V gets a base B in a feasible packing {T1, T2, T3} if B = {eT1[s,v], eT2[s,v],
eT3[s,v]}. We also say that v gets eTi[s,v] from u if u is on the path Ti[s, v] (i = 1, 2, 3). T1, T2 and T3
will be called the red, blue and black arborescences, resp. We say that an element ofM is colored by λ
if it is in the arborescence of color λ. In the following, the elements of M will be denoted by the first 7
letters of the alphabet and apostrophes will be used when we consider a parallel element of a previously
used one (that may be also an identical element to this previous one).
We also remark that, as we will always extend a digraph by adding a vertex of out-degree zero one
by one, every feasible packing of the resulting digraph is an extension of a feasible packing of the original
digraph. By using the following operations, we shall control possible extensions of packings.
Because the remaining space is not sufficient to describe the full detail of operations, in this extended
abstract, we only sketch the idea of each operation and how to combine those operations together. For
the precise definition of each operation, see [6, Sec. 4]. First, we mention three operations that are needed
for both proofs and then we prove Theorem 11.
Operation 13 Given (D,M), suppose that u, v ∈ V get the bases {a, b, c} and {a′, b′, c′} in every feasible
packing, resp., where a′ ‖ a, b′ ‖ b and c′ ‖ c. Avoid-flip AFa(u, v) extends (D,M) to (D′,M′) by
adding 5 new vertices w1, . . . , w5 to D and 4 new elements toM such that (D′,M′) satisfies the following
property: every feasible packing in D extends to a feasible packing in D′ except those where a and a′ have
the same color and the colors of the pairs (b, b′) and (c, c′) are different.
Operation 14 Given (D,M), suppose that u, v ∈ V get the bases {a, b, c} and {a′, b′, c′} in every feasible
packing, resp., where a′ ‖ a, b′ ‖ b and c′ ‖ c. Copy-one-color COCb(u, v) extends (D,M) to (D′,M′)
by adding 11 new vertices to D and 8 new elements to M such that (D′,M′) has the following property:
every feasible packing in D extends to that in D′ except those where the colors of b and b′ are different.
Operation 15 Given (D,M), suppose that v ∈ V gets the base {a, b, c} in every feasible packing.
Change-colors CCa,c(v) extends (D,M) to (D′,M′) by adding 111 new vertices to D and 114 new
elements to M such that every feasible packing in D extends to a feasible packing in D′. Moreover,
(D′,M′) has a new vertex w having the following property: if the base (a, b, c) got by v is colored by
(λ1, λ2, λ3), then w gets a base (a
′′, b, c′′) colored by (λ3, λ2, λ1).
We use w = CCa,c(v) to denote the new vertex w given in Operation 15.
Proof of Theorem 11. We start with a digraph on two vertices, a root s and the other vertex v, along
with 3 parallel arcs a, b and c from s to v. The underlying matroid is the free matroid on ∂s(v). We
extend this by using the operations defined above. In the following, the arborescences covering a, b
and c will be called red, blue and black, resp. By using CCa,b(v), the instance is extended such that
w = CCa,b(v) gets a base (a
′′, b, c′′) with elements parallel to the elements of a, b and c and colors
(black,blue, red). We further extend the instance by AFb(v, w). Then, no feasible packing exists in the
resulting instance. Since the construction keeps (3), the resulting instance is rooted M-arc-connected,
and hence is a counterexample to Conjecture 2. 
Now we turn to the proof of Theorem 12. Problem 3 is in NP in the case where a linear representation
of the matroid is given as input since the packing itself is a witness for the problem that can be checked
in polynomial time. We will use the well-known 3-SAT to prove the NP-completeness of our problem.
Let us take a 3-CNF formula. In order to express each clause, our idea is to represent it as a

























































































































Figure 1: A part of the construction in the proof of Theorem 12. This demonstrates how the assignment
x1 = x2 = x3 = 0 makes the clause ψ = x1 ∨ x¯2 ∨ x3 true in the corresponding feasible packing. The
crossing dashed arcs represent the operation CC.
Recall that the majority function maj(α, β, γ) is a Boolean function that has a value 1 if and only if at
least two among α, β, γ have value 1. Observe that, given α, β, γ ∈ {0, 1},
α ∨ β ∨ γ = maj(maj(α, β, 1),maj(α, γ, 1),maj(β, γ, 1)). (4)
Operation 16 Given (D,M), suppose that v1, v2, v3 ∈ V get the bases {a, b, c}, {a′, b′, c′} and {a′′, b′′,
c′′}, resp., in every feasible packing where a ‖ a′ ‖ a′′, b ‖ b′ ‖ b′′ and c ‖ c′ ‖ c′′. Operation Majority
MAJ(v1, v2, v3) extends (D,M) to (D′,M′) by adding a new vertex w with 3 incoming arcs v1w, v2w
and v3w. Consider a feasible packing of D such that all of b, b
′ and b′′ are colored by λ (and hence there
are only two types of possible coloring schemes on each vi). Then the packing extends to a feasible packing
of D′. Moreover, in every such extension w gets a base formed by parallel copies of a, b, and c with a
coloring of the same type as the majority among the three on v1, v2 and v3.
Proof of Theorem 12. Let us take a 3-CNF formula on variables x1, x2, . . . , xn. First, let V := {v0, . . . , vn}
and take a digraph D on V + s whose arc set consists of only root arcs svi (i = 0, . . . , n), three copy of
each. Take a base {a, b, c} of the Fano matroid and defineM such that, for each i ∈ {0, . . . , n}, the three
arc svi form a parallel copy {ai, bi, ci} of {a, b, c}. Next use operation COCbi−1(vi−1, vi) for i = 1, . . . , n.
This ensures that in every feasible packing the parallel copies of b got by v0, . . . , vn are colored by the
same color, say, blue.




i = CCai,ci(vi) for i = 1, . . . , n. Then, in every feasible packing, v
′





i) with the same coloring as (ci, bi, ai) for i = 1, . . . , n. In the following construction, vi will
represent the variable xi and v
′
i its negate x¯i for i = 1, . . . , n. Moreover, v0 will represent 1.






4 using operation MAJ so that it
represents ψ according to (4). Finally, to ensure the truth of each clause ψ, we further use operation
AFb0(v0, w
ψ
4 ). We claim that the formula is satisfiable if and only if (D,M) admits a feasible packing.
See Fig. 1.
Suppose that the formula has a true assignment. Then, we first construct a feasible packing restricted
on {s, v0, v1, . . . , vn} such that v0 gets the base (a0, b0, c0) colored by (red,blue,black) and each vi (1 ≤
i ≤ n) gets the base (ai, bi, ci) colored by (red,blue,black) if xi = 1 and by (black,blue, red) if xi = 0. By
CCai,ci(vi), this packing always extends on {v′1, . . . , v′n} such that each v′i gets a base formed by parallel
copies of a, b, and c colored by black, blue, and red, resp., if xi = 1 and by red, blue, and black, resp.,
if xi = 0. Since the assignment satisfies the formula, by the properties of MAJ and AFb0(v0, w
ψ
4 ), the
packing is extendable to a feasible packing on the whole vertex set of D.
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Conversely, if (D,M) has a feasible packing, then by COCbi−1(vi−1, vi), bi has the same color for
all vi. We set xi in such a way that xi = 1 if and only if the coloring of (ai, bi, ci) is equal to that of
(a0, b0, c0). By CCai,ci(vi), each b
′





from that of (ai, ci). Moreover, since AFb0(v0, w
ψ
4 ) is used for each clause ψ, the base on w
ψ
4 has the same
coloring scheme as that of {a0, b0, c0} on v0 by the property of AFb0(v0, wψ4 ). Thus by the property of
MAJ the formula is satisfied. 
4 Concluding remarks
To get an undirected counterpart of our positive results, i.e. a characterization of the existence of a
“matroid-based packing of spanning rooted-trees” for rank-2, graphic or transversal matroids, one can
use [3, Corollary 1.1] and the proof after that. This extends a result of Katoh and Tanigawa [14] on
these fundamental matroid classes. Moreover, with the techniques of [5], we also have extensions of
these results for dypergraphs (i.e. oriented hypergraphs), hypergraphs and mixed hypergraphs. On the
other hand, Problem 2 is NP-complete for dypergraphs as it is NP-complete for digraphs. Also, the
proof of the NP-completeness can be applied even for the undirected case as in the construction of the
NP-completeness we only add vertices with in-degree 3 one by one, and hence the ordering of the vertex
addition prescribes the orientation of each edge in a rooted-tree packing.
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Abstract: The Chimera graph is used in the D-Wave quantum annealer machines. Although
there is a debate whether these machines are truly quantum, it is still meaningful to investigate
the corresponding computational model. In this paper we show a method to embed some
logical functions into the Chimera graph which can be used to solve the SAT problem using
a quantum annealer.
Keywords: adiabatic quantum computation, Chimera graph, D-Wave Systems
1 Introduction
Quantum computing is a promising field of algorithmic research. The best known results are the algo-
rithms of Grover and Shor. Grover’s search finds a marked element in a list of N unordered elements in
only O(
√
N) quantum steps and Shor’s algorithm finds a prime factor of a composite number in expected
polynomial time.
The model of quantum computation that is used most of the time, and also in these two famous
algorithms, is the circuit model when the algorithm is built up from a small set of quantum gates,
similarly to the classical model that is based on a basic set of Boolean gates.
Adiabatic computing [5] is a continuous model for quantum computations. It uses a physical process
to perform quantum annealing. The problem to be solved is phrased as an optimization problem. The
algorithm starts in an initial state Hi that should be an easily obtained ground state of the system.
During the computation the starting Hamiltonian Hi evolves adiabatically, slowly changing but staying
in ground state to reach Hp. The solution is encoded in Hp. In this type of computation the time depends
on the physical process, and a challenge is to define (and create) the right Hamiltonians. It was shown
in [1] that this adiabatic model is equivalent to the gate model.
Currently there is only one type of commercially available computer based on this idea, produced by D-
Wave Systems, although there are doubts whether these machines really perform quantum computations.
However, their structure provides an interesting computational model. In this model we do not have to
deal with the Hamiltonians, the main task is to embed problems into special type of graphs (Chimera
graphs).
Such embeddings are given for the general or this special adiabatic model in a few papers [2, 4, 6, 7].
They show how to represent for example an input graph in this model.
In paper [3] the first few NP-complete problems of Karp are embedded into the general adiabatic
setting. Here the 3SAT problem is handled by reduction from the maximum independent set problem
using the general adiabatic framework.
1Research is supported by OTKA-108947.
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Our goal in this paper is to show a direct embedding of logical functions into the Chimera graph,
specifying a possible setting for the weights of the graph.
Section 2 describes the architecture (Chimera graph), the parameters and the discrete optimization
problem arising in the model of D-Wave machines. Section 3 describes the general methods used in our
approach. Section 4 shows how to use these to compute the OR function of n bits, the next section
describes the case of AND. Section 6 sketches how to put these together to obtain an embedding of any
CNF formula.
2 The programming model of the D-Wave machine
The underlying optimization problem is the quadratic unconstrained binary optimization (QUBO) pro-
blem. For this a graph is given on N nodes, its edge set is denoted by E. The nodes and edges have
weights αi and βi,j , respectively. In the corresponding QUBO problem there is a {0, 1} variable zi to







The hardware in the case of D-Wave machines uses variables yi ∈ {−1,+1}, but it is easy to transform
from zi to yi and vice versa. We will mostly use {0, 1} variables, but some ideas are easier to see in
{−1,+1}.
In the case of D-Wave the underlying graph is not a complete graph. This makes formulation of
problems in this setting more challenging. The computer uses a Chimera graph, which is an m×m grid
of complete bipartite graphs Kn,n. (An existing choice is m = 12, n = 4.) Figure 1 shows a Chimera
graph with a 3 × 3 grid and K4,4 (a 3-4-Chimera graph). Programming the machine means setting the
constants αi and βi,j . The hardware then finds the minimum of the QUBO and outputs an optimal
choice for zi.
Figure 1: A 3-4-Chimera graph. Image from [8].
In a Chimera graph a node can be identified using 3 indices. The first two describe the position in
the grid, the third gives its place in the corresponding bipartite graph. In the Kn,n we number the nodes
starting on the left side from top to bottom and continuing on the right side from top to bottom. For
example x2,3,5 is in the second row third column of the grid and the fifth node of the bipartite graph
(that is q48 in Figure 1).
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Using this notation the set of nodes is {xi,j,k | 1 ≤ i, j ≤ m, 1 ≤ k ≤ 2n}. There are three kinds of
edges in the graph. There are the edges of the complete bipartite graphs. The other two kinds are going
between bipartite graphs. One type is the vertical connections, where xi,j,k is connected to xi−1,j,k and
xi+1,j,k if k ≤ n, and 2 ≤ i ≤ m−1. The first and last one have only one vertical edge, x1,j,k is connected
to x2,j,k and xm,j,k is to xm−1,j,k. The other type is the horizontal connections, where xi,j,k is connected
to xi,j−1,k and xi,j+1,k if k > n and and 2 ≤ j ≤ m− 1. The first and last one have only one horizontal
edge, xi,1,k is connected to xi,2,k and xi,m,k is to xi,m−1,k. Notice that only the nodes on the left side of
the Kn,n have vertical edges and the nodes on the right side have horizontal ones.
In this area, embedding a graph G into a graph H means that for every vertex v of G there is a subset
Xv of the vertices of H with the properties that for different vertices the sets Xv are disjoint, Xv induces
a connected graph in H, and if there is an edge in G between v and w then there is an a ∈ Xv and a
b ∈ Xw that a and b are connected be an edge in H.
One can embed a complete graph in this structure [6] which is useful to solve graph problems and
also makes the definition of QUBO problems easier. But if the problem does not need a complete graph,
there may be embeddings with less overhead or a cleaner design.
3 Overview of the method
The idea behind the method is to create a modular design, where one can take the appropriate modules
and put them together to form arbitrary logical functions. Before we describe selected gates, we discuss
the broad structure of our method.
Definition 1 A module is a self-contained implementation of a small logical function.
In our case each module is a Kn,n. Every node has a value zi ∈ {0, 1}.
Definition 2 A state of a module is the value of its nodes.






βi,jzizj where zi are the values of the nodes and
E is the set of edges of the module.
On the left side of the module there are three kinds of nodes: input nodes, one output node and some
or none other nodes. The other nodes are not used in the module, they are only there because of the
hardware. The input nodes correspond to the variables of the logical function and the output node to
the value of the function.
The value of the output node is called the output of the module. The goal is to set the weights of the
module such that the value of the module is minimal if and only if the output is equal to the value of the
logical function.
Definition 4 A state is valid if the output is the value of the function and the value of any node xi,j,k
on the right side is equal to the negated value of xi,j,k−n on the left side. Otherwise the state is invalid.
Definition 5 We call a state true if it is valid and the value of the function is true. We call it false if
it is valid and the value of the function is false.
For an example let us examine the
z1 z4z2 z5
z3 z6
 state of a K3,3 OR module, where z1 and z2 are the










In our construction the weights of an edge or node depends only on its type. Let us assume that on
the left side the last node is the output node, the others input nodes. We use the following parameters:
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• a: the weight of all edges between xi,j,k and xi,j,k+n where k ≤ n
• b: the weight of all edges between xi,j,k and xi,j,` where k 6= `, k < n, ` > n
• c: the weight of all edges between xi,j,k and xi,j,2n, where k < n
• d: the weight of all edges between xi,j,k and xi,j,n, where k > n and k 6= 2n
• L: the weight of all nodes xi,j,k, where k ≤ n
• R: the weight of all nodes xi,j,k, where k > n
More precisely we work with modules that are K3,3, where node number 1 and 2 are input nodes and
3 is the output node. For the case of larger Kn,n the construction can be easily transformed by setting
all the weights not included in the K3,3 to be 0.
The optimization problem searches the minimum state of the QUBO problem. Our goal is to set
the value of previous parameters such that all true states have the same Wt value, all false states have
the same Wf value and the value of any invalid state is at least Wi. Also we want Wt = Wf − 1 and
Wt ≤Wi − k, to have a k ≥ 2 gap between the true states and the invalid states.
There might be technical constraints on the values of the parameters, but we will disregard them.
4 Embedding a logical OR
First, let us describe a module for an OR of two logical variables. It in not difficult to check that the
following parameters satisfy the constraints using k = 2: a = 10, b = −2, c = 6, d = 23 , L = −3, R = − 83 .
Using these parameters with a K3,3 the value of the true states are −9, the false state is −8 and the
invalid states are at least −7.
Attaching two modules together is a simple additive step. To obtain an OR function with 3 variables
we use two neighbouring modules of the grid. The first represents r1 = p1∨p2 and the second r = r1∨p3.
In order to do this one has to be able to copy the value of a node to another node. Because the QUBO
is a simple sum of the different products, one can simply set the value of a few external edges, without
modifying the inside of a module.
To copy the result to a new node, we simply use a sufficiently large positive or negative edge, and
compensate its effect on the connected nodes. It is easier to see how this works with variables yi ∈
{−1,+1}. In this case to force two connected nodes to be the same, we must use a negative edge, otherwise
a positive one. For the {0, 1} case, we first transform the variables to {−1,+1}, then use the appropriate
edge and we get the weights needed to the {0, 1} case. By this method the edge weight wi,j of the {−1,+1}
case transforms to the case zi, zj ∈ {0, 1} as follows: (2zi−1)(2zj−1)wi,j = 4zizjwi,j−2(zi+zj)wi,j+wi,j .
The last term does not depend on the variables zi, so it is not important from the point of view of
minimalization. The others mean the we need to add − 12 times the weight of the edge to the weight of
nodes it connects. As before, wi,j is negative when copying and negative for negation.
Because we set the value of the false state to be one more than the value of the true states, we must
compensate for it, so we add one to the weight of the edge that copies the result of the first module to the
second one. This ensures that the minimum states include the ones, where there are some false modules,
but the overall value of the function is true.
5 The logical AND
The logical AND function can be obtained from the logical OR and negations. But we think the design
is cleaner if we make a separate AND module.
Applying the same constraints to the logical AND function, we obtain the following parameters:
a = 10, b = − 23 , c = 1, d = 5, L = −3, R = − 83 . We deliberately chose a, L and R the same as in the case
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of OR. Using these parameters with a K3,3 the value of the true states are −9, the false state is −8 as
before, and the invalid states are at least −6.6667.
Attaching the modules together is almost the same as in the OR case. The main difference is that in
the AND function the result is only true if all the variables are true, so we do not need to add one to the
weight of the edge that copies the result. (We can, the results will be the same, but we do not need to.)
6 The SAT problem
Embedding a general SAT problem using the previous modules is easy if the grid is large enough. The
logical function has to be in CNF form. Then each clause gets its own column in the grid.
Each variable of the formula has its own row. For a logical variable pi all xi,j,1 correspond to pi and
xi,j,n+1 to ¬pi. If the clause in the jth column needs the negated version of the variable, then instead
of copying the value (by negative edge weight) to that column we use positive edge weight to obtain the
negation of the variable.
To implement the whole CNF formula there are three kinds of modules. The OR module, the AND
module, and a copy module. The copy module keeps the value of one of its inputs, and copies the other
to its output.
During this process, because the kth node of one bipartite graph is only connected to the kth node
of the neighbouring bipartite graphs, the input and the output must switch places alternately. With the
help of this, in a column we can move the partial results to the literals included in that clause where the
OR module can be applied.
The results of the OR modules are copied into one row, in which we use AND modules. One of the
input nodes of these AND modules, coming from the OR modules are always at the same position. The
other input node that corresponds to the the result of the previous AND and the output node switch
places alternately as we move from one AND module to the next.
7 Conclusion
In this paper we proposed a framework for constructing modules from small logical functions and applied
it to construct OR and AND modules. From these, we made an embedding for any CNF into the Chimera
graph. For a CNF containing n variables and m clauses, we need a Chimera graph with n+1 rows and m
columns, so a max(n+ 1,m)-3-Chimera graph. This embedding is not optimal, the number of nodes can
be reduced, but our goal was not to find the optimal embedding, rather a clean and simple one. Later
research should be done to optimize these results.
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Abstract: Problems of allocating indivisible goods to agents in an eﬃcient and fair manner
without money have long been investigated in the literature. The random assignment problem
is one of them, where we are given a fixed feasible (available) set of indivisible goods and
a profile of ordinal preferences over the goods, one for each agent. Then, using lotteries,
we determine an assignment of goods to agents in a randomized way. A seminal paper
of Bogomolnaia and Moulin (2001) shows a probabilistic serial (PS) mechanism to give an
eﬃcient and envy-free solution to the assignment problem.
In this paper we consider an extension of the random assignment problem to that with sub-
modular constraints on goods. It is revealed that the approach of the PS mechanism by
Bogomolnaia and Moulin is powerful enough to solve the random assignment problem with
submodular (matroidal and polymatroidal) constraints. Under the agents’ ordinal preferences
over goods we show the following.
1. The obtained PS solution for the problem with unit demands and matroidal constraints is
ordinally eﬃcient, envy-free, and strategy-proof with respect to the associated stochastic
dominance relation.
2. For the multi-unit demand and polymatroidal constraint problem the PS solution is
ordinally eﬃcient and envy-free but is not strategy-proof in general. However, we show
that under a mild condition (that is likely to be satisfied in practice) the PS solution is
a weakly Nash equilibrium.
Keywords: Random assignment, probabilistic serial mechanism, ordinal prefer-
ence, polymatroids, submodular optimization, Nash equilibrium
1 Introduction
Problems of allocating indivisible goods to agents in a fair and eﬃcient manner without money have
long been investigated in the literature (see, e.g., [23, 25, 1, 5, 18, 19, 4, 15, 16, 3, 24]). Suppose that
1Research is supported by JSPS KAKENHI Grant Number JP25280004.
2Research is supported by JSPS KAKENHI Grant Numbers JP15K20885, JP16H03118.
163
we are given a fixed feasible (available) set of indivisible goods and a profile of ordinal preferences over
the goods, one for each agent. Then, using lotteries, we determine an assignment of goods to agents in
a randomized way. A seminal paper of Bogomolnaia and Moulin [5] shows a probabilistic serial (PS)
mechanism to give an eﬃcient and envy-free solution to the assignment problem.
In this paper we consider an extension of the random assignment problem to that with submodular
constraints on goods in two cases:
1. Agents have unit demands and the family of feasible sets of goods forms a family of bases of a
matroid. (The original problem in [5] is concerned with a matroid having only one base.)
2. Agents have multi-unit demands and the set of feasible integral vectors of goods forms an integral
polymatroid. (A polymatroid having only one base is treated in [6, 16, 19].)
It is revealed that the approach of the PS mechanism by Bogomolnaia and Moulin [5] is powerful enough
to solve the random assignment problem with submodular (matroidal and polymatroidal) constraints.
Under the agents’ ordinal preferences over goods we show the following.
1. The obtained PS solution for the problem with unit demands and matroidal constraints is ordinally
eﬃcient, envy-free, and strategy-proof with respect to the partial order defined by the stochastic
dominance relation introduced by Bogomolnaia and Moulin [5].
2. For the multi-unit demand and polymatroidal constraint problem the PS solution is ordinally ef-
ficient and envy-free but is not strategy-proof in general. However, we show that under a mild
condition (that is likely to be satisfied in practice) the PS solution is a weakly Nash equilibrium.
The well-known Birkhoﬀ-von Neumann theorem on bi-stochastic matrices shows that every bi-stochastic
matrix is expressed as a convex combination of permutation matrices, which plays a crucial roˆle in de-
signing the probabilistic serial mechanism developed by Bogomolnaia and Moulin [5]. On the other hand,
our extended probabilistic serial mechanism heavily depends on the results of submodular optimization
such as the integrality of the independent flow polyhedra ([9, 11]), which generalizes the Birkhoﬀ-von
Neumann theorem.
The present paper is organized as follows. Section 2 gives some definitions and preliminaries to be used
later. In Section 3 we precisely describe the random assignment problem with submodular (polymatroidal
and matroidal) constraints. In Section 4 we show a procedure to find a solution in the convex hull of the
feasible allocations (as an expected allocation) in an eﬃcient and fair manner. In Section 5 we examine the
issue of strategy-proofness of our solution mechanism. Section 6 shows how to design a lottery eﬃciently
to get the desired expected allocation given in Section 4. Section 7 concludes this paper.
The present paper is based on the authors’ working papers [12] and [13].
2 Definitions and Preliminaries
In this section we give definitions of some concepts from the theory of matroids and polymatroids and
also give preliminary lemmas and theorems to be used in the following (see, e.g., [11]).
Let E be a nonempty finite set. For any subset X ⊆ E denote by χX the characteristic vector of X in
RE , i.e., χX(e) = 1 for e ∈ X and χX(e) = 0 for e ∈ E \X. We also write χe instead of χ{e} for e ∈ E.
A pair (E, ρ) of set E and a function ρ : 2E → R≥0 is called a polymatroid if the following three
conditions hold (see, e.g., [7, 11]).
1. ρ(∅) = 0.
2. For any X,Y ∈ 2E with X ⊆ Y we have ρ(X) ≤ ρ(Y ).
3. For any X,Y ∈ 2E we have ρ(X) + ρ(Y ) ≥ ρ(X ∪ Y ) + ρ(X ∩ Y ).1
1A set function satisfying these inequalities is called a submodular function and the negative of a submodular function
is called a supermodular function. A function that is submodular and at the same time supermodular is called a modular
function.
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The function ρ is called the rank function of the polymatroid (E, ρ). We assume ρ(E) > 0 in the sequel.
For a given polymatroid (E, ρ), let B(ρ)(⊆ RE) be the base polytope of the polymatroid (see, e.g.,
[11]), which is given by
B(ρ) = {x ∈ RE | ∀X ⊂ E : x(X) ≤ ρ(X), x(E) = ρ(E)}, (1)
where for any X ⊆ E we define x(X) =∑e∈X x(e). It should be noted that B(ρ) ⊆ RE≥0. Also consider
the lower hereditary closure of the base polytope B(ρ) given by
P(ρ) = {x ∈ RE | ∀X ⊆ E : x(X) ≤ ρ(X)}, (2)
which is called the submodular polyhedron associated with ρ. The polytope P(+)(ρ) ≡ P(ρ)∩RE≥0 is called
the independence polytope of polymatroid (E, ρ) and each vector in P(+)(ρ) is called an independent
vector. Given a vector x ∈ P(ρ), a subset X of E is called tight for x (or x-tight for short) if we have
x(X) = ρ(X), and there exists a unique maximal x-tight set, denoted by sat(x), which is equal to the
union of all tight sets for x. We also have
sat(x) = {e ∈ E | ∀α > 0 : x+ αχe /∈ P(ρ)}, (3)
which is the set of elements e ∈ E for which we cannot increase x(e) without leaving P(ρ). Moreover, for
x ∈ P(ρ) and e ∈ sat(x) define
dep(x, e) = {e′ ∈ E | ∃α > 0 : x+ α(χe − χe′) ∈ P(ρ)}. (4)
which is the unique minimal x-tight set containing e.
For any polymatroid (E, ρ) with an integer-valued rank function ρ define
BZ(ρ) = B(ρ) ∩ ZE , PZ(ρ) = P(ρ) ∩ ZE . (5)
The following is well known (see, e.g., [11]).
Theorem 2.1 When (E, ρ) is a polymatroid with an integer-valued rank function ρ, B(ρ) (resp. P(ρ)) is
the convex hull of BZ(ρ) (resp. PZ(ρ)). Moreover, when (E, ρ) is a matroid, BZ(ρ) (or P(+)(ρ) ∩ ZE) is
exactly the set of all the characteristic vectors of bases (or independent sets) of matroid (E, ρ).
Consider a capacitated network N = (G = (V,A), S+, S−, c, (S+, ρ+), (S−, ρ−)) with polymatroids
on sets S+, S− ⊂ V . Here G is the underlying graph with vertex set V and arc set A, and S+ and S− are
disjoint subsets of V and are, respectively, the set of sources and that of sinks. Furthermore, we have a
capacity function c : A→ R≥0 and a pair of polymatroids (S+, ρ+) and (S−, ρ−). A function φ : A→ R
is called an independent flow in N if it satisfies
0 ≤ φ(a) ≤ c(a) (∀a ∈ A), (6)
∂φ(v) = 0 (∀v ∈ V \ (S+ ∪ S−)), (7)
∂+φ ∈ P(+)(ρ+), ∂−φ ∈ P(+)(ρ−), (8)
where ∂φ(v) =
∑
(v,w)∈A φ(v, w) −
∑
(w,v)∈A φ(w, v) for all v ∈ V and ∂±φ : S± → R are defined by
∂+φ(v) = ∂φ(v) for all v ∈ S+ and ∂−φ(v) = −∂φ(v) for all v ∈ S−. We may consider a cost function
γ : A → R, which gives a problem of finding a minimum-cost independent flow in N . This is called the
independent flow problem [9] and is equivalent to what is called the submodular flow problem (see [11]).
We have the following integrality theorem ([9, 11]), which plays a crucial roˆle in validating our approach
based on the PS mechanism of Bogomolnaia and Moulin [5].
Theorem 2.2 Let P ∗ ⊂ RA be the set of all independent flows in network N = (G = (V,A), S+, S−, c,
(S+, ρ+), (S−, ρ−)). If c and ρ± are integer-valued, then P ∗ is an integral polytope, i.e., P ∗ is a convex
polytope such that every extreme point of P ∗ is an integral vector.
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3 Description of the Random Assignment Problem
We give a precise definition of the random assignment problem with polymatroidal constraints and later
examine the problem with matroidal constraints as a special case.
Let N = {1, 2, · · · , n} be a set of agents and E be a set of goods. Each good e ∈ E should be
considered as a type of good and the number of available good e can be more than one. Each agent
i ∈ N wants to obtain a certain amount of goods, denoted by d(i) ∈ Z>0, in total. We refer to d(i) as the
demand upper bound of agent i. The vector d = (d(i) | i ∈ N) ∈ ZN>0 is called the demand vector. For





xi(e) ≤ d(i) (9)
for every agent i ∈ N . Let B ⊆ ZE≥0 be the set of all available vectors of goods in the market that is




i must be available in the market, we have the following constraint.∑
i∈N
xi ∈ BZ(ρ). (10)
We assume that ρ(E) ≤ d(N).
Define A ⊆ ZN×E≥0 to be the set of all functions φ : N × E → Z≥0 such that vectors given by
xi = (φ(i, e) | e ∈ E) for all i ∈ N satisfy (9) and (10). Every φ ∈ A determines a feasible allocation
xi = (φ(i, e) | e ∈ E) for each agent i ∈ N .
Consider an independent-flow network N = (G = (S+, S−;A), c, (S+, ρ+), (S−, ρ−)), where S+ = N ,
S− = E, G = (S+, S−;A) is a complete bipartite graph with vertex bi-partition (S+, S−) and arc set
A = S+×S−, c(a) = +∞ (a suﬃciently large positive integer), (S−, ρ−) is an integral polymatroid with
rank function ρ− = ρ appearing in (10), and (S+, ρ+) is a polymatroid with a rank function ρ+ given by
ρ+(X) = min{d(X), ρ(E)} (X ⊆ S+ = N). For simplicity we also denote the present independent-flow
network by N = (N,E, c, d, (E, ρ)).
Then from Theorem 2.1 we can easily see the following.
Lemma 3.1 The set A is exactly the set of integer-valued independent flows φ : S+ × S− → Z≥0 in
network N = (N,E, c, d, (E, ρ)).
(See Figure 1.)
























Figure 1: An independent-flow network N .
Because of Theorem 2.2 and Lemma 3.1 we also have the following.
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Corollary 3.2 The set of all (real-valued) independent flows φ in N = (N,E, c, d, (E, ρ)) is the convex
hull Conv(A) of all integer-valued independent flows in N .
We suppose that each agent i ∈ N has an ordinal preference ≻i over set E of goods, which is a linear
ordering of E. Let agent i’s preference be given by
Li : ei1 ≻i ei2 ≻i · · · ≻i eim, (11)
where {ei1, ei2, · · · , eim} = E and ei1 is the most favorite good for agent i. Let L be the profile of preferences
Li (i ∈ N).
Since we must make a decision on how to allocate goods in a fair manner without money, we may
consider a lottery, which is represented by a probability distribution p over A, i.e., p : A→ R≥0 satisfying∑





where precisely speaking, the left-hand side is the expectation of a random variable φ with its probability
distribution p on A while φ appearing in the right-hand side is a variable taking on values of A. It should
be noted that the set of all expected allocations E{φ} of (12) for all possible probability distributions p
is exactly the convex hull Conv(A) of A and that every lottery picks up a point from among Conv(A).
Moreover, when designing a lottery, it is crucial to see that given any (desired) expected allocation
E{φ} in Conv(A), in order to realize a lottery that gives the expected allocation E{φ} we need at most
|N |×|E|+1 (extreme) points inA that has positive probabilities of occurrence because of Carathe´odory’s
theorem on convex polytopes.
Consequently, our problem becomes the following two:
1. Find a point φ¯(= E{φ}) from among the polytope Conv(A) in an eﬃcient and fair manner according
to the preference profile L = (Li | i ∈ N). (Precise definitions of eﬃciency and fairness will be
given later.)
2. Construct a lottery by finding a representation of φ¯ as a convex combination of integral points of
polytope Conv(A). The coeﬃcients of the convex combination provide us with positive probabilities
of a probability distribution over A that leads us to φ¯ = E{φ} in (12).
It heavily depends on the structure of the set A of feasible allocations whether we can find a desired
expected solution φ¯ and construct a lottery to realize φ¯ in a computationally eﬃcient way. Fortunately,
it follows from Theorem 2.2 and Corollary 3.2 that A is the independent flow polytope and has a nice
combinatorial structure as shown in the literature (see, e.g., [11]). We will see that the probabilistic
serial (PS) mechanism by Bogomolnaia and Moulin [5] works surprisingly well for these general problem
settings with submodular constraints.
The problem considered here includes the following as special cases.
(a) The ordinary random assignment problem considered in the literature is mostly the case where
d = 1 ∈ ZN>0 and B = {1} ⊆ ZE>0 (e.g., [5, 18, 4]). Here 1 denotes a vector of all ones of
appropriate dimension (determined by the context).
(b) Kojima [19], Aziz [2], and Heo [16] considered a multi-unit demand case where d ∈ ZN>0 and
B = {b} ⊆ ZE>0 for some b ∈ ZE>0.
Note that when B is a singleton set as in (a) and (b) above, the underlying polymatroid (E, ρ) has the
unique base and the rank function ρ is modular.
In the following we use N ×E matrices P to express expected allocations φ ∈ Conv(A) by identifying
φ with P = (φ(i, e) | i ∈ N, e ∈ E), which is often employed in the literature. So we may write
P ∈ Conv(A), for example. When φ corresponds to P , φ is sometimes written as φP .
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An eﬃcient and fair expected allocation will be found with respect to the stochastic dominance relation
(sd-dominance relation for short) ⪰di for each agent i ∈ N on expected allocations defined as follows. For
any P,Q ∈ Conv(A), putting Pi = (P (i, e) | e ∈ E) and Qi = (Q(i, e) | e ∈ E) for all i ∈ N ,
Pi ⪰di Qi ⇐⇒ ∀ℓ ∈ {1, · · · ,m} :
ℓ∑
k=1




We say an expected allocation P is sd-dominated by Q if we have Qi ⪰di Pi for all i ∈ N and P ̸= Q. We
say that P is ordinally eﬃcient if P is not sd-dominated by any other expected allocation in Conv(A)
(cf. [5]).
Also, we say an expected allocation P is normalized envy-free ([16]) with respect to a profile of ordinal






4 Finding an Eﬃcient and Fair Expected Allocation
We first show a procedure Algorithm 1 which is an extension of the PS method of Bogomolnaia and Moulin
[5] and will then show that the computed point in Conv(A) is an eﬃcient and fair expected allocation.





Recall that for each i ∈ N agent i’s preference is given by (11), where {ei1, ei2, · · · , eim} = E and ei1 is the
most favorite good for agent i, and L is the profile of preferences Li (i ∈ N). Based on the collection (a
multiset) of the first (most favorite) elements ei1 of all agents i ∈ N , define a nonnegative integral vector





where note that we may have ei1 = e
j
1 for distinct i, j ∈ N and d(i) is the integral demand upper bound
of agent i ∈ N .
We also denote the random assignment problem by RA = (N,E,L = (Li | i ∈ N), d = (d(i) | i ∈
N), (E, ρ)).
During the execution of the following algorithm the current preference lists Li may get shorter because
of removal of exhausted (or saturated) goods.
————————————————————————————————————————————–
Algorithm 1
Input: A random assignment problem RA = (N,E,L, d, (E, ρ)).
Output: An expected allocation P : N × E → R≥0.
Step 0: For each i ∈ N put xi ← 0 ∈ RE (the zero vector), and x∗ ← 0 ∈ RE .
Put S0 ← ∅, p← 1, and λ0 ← 0.
Step 1: For current (updated) L = (Li | i ∈ N), using b(L) in (15), compute
λp = max{t ≥ λp−1 | x∗ + (t− λp−1)b(L) ∈ P(ρ)}. (16)
For each i ∈ N put xi ← xi + (λp − λp−1)d(i)χei1 .
Put x∗ ← x∗ + (λp − λp−1)b(L) and Sp ← sat(x∗).
Step 2: Put Tp ← Sp \ Sp−1.
Update Li (i ∈ N) by removing all elements of Tp from current Li (i ∈ N).
Step 3: If ρ(Sp) < ρ(E), then put p← p+ 1 and go to Step 1.
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Otherwise (ρ(Sp) = ρ(E)) put P (i, e)← xi(e) for all i ∈ N and e ∈ E.
Return P .
————————————————————————————————————————————–
As in [5], the parameter t can be considered as time and each agent i ∈ N eats the current top good ei1
at the rate d(i) per unit time.
To see the behavior of the procedure Algorithm 1 let us consider an illustrative example given as
follows.




4|X| if |X| ≤ 2
8 if |X| > 2 (∀X ⊆ E). (17)
Note that (E, ρ) here is a symmetric polymatroid. Suppose that preferences of all agents are given as
follows.
i ∈ N preference Li
1 a ≻1 b ≻1 c ≻1 d
2 a ≻2 c ≻2 b ≻2 d
3 a ≻3 c ≻3 d ≻3 b
4 b ≻4 a ≻4 d ≻4 c



















b(L) = ( a b c d4 + 2 + 1, 1, 0, 0 ), S1 = {a}, λ1 = 47 for p = 1
and
b(L) = (0, 4 + 1, 2 + 1, 0), S2 = {a, b, c, d}, λ2 = λ1 + 37 for p = 2
to get the expected allocation P given above. Also, vectors x∗λp , which are the restriction of x
∗
P on
Tp = Sp \ Sp−1 for p = 1, 2, are given by
Tλ1 = {a}, T2 = {b, c, d},















7 , 0). Note that ∅, {a}, {a, b, c}, and {a, b, c, d}(= sat(x∗P )) are tight sets for x∗P . □
4.1 Ordinal eﬃciency
The following theorem can be shown in a very similar way as the corresponding one in [5]. However, it
can be seen that the given proof heavily depends on the underlying submodularity structure, especially
the one used for the arguments in [10].




We have the following theorem on normalized envy-freeness of the extended PS mechanism. The proof is
actually a direct adaptation of the one given by Bogomolnaia and Moulin [5] and Schulman and Vazirani
[24] for an ordinary problem setting (also see [16]). It should be noted that by Algorithm 1 every agent
i ∈ N eats d(i) units of goods per unit time.
Theorem 4.2 The procedure Algorithm 1 computes an expected allocation P that is normalized envy-free.
5 Strategy-proofness
It is known that the extension of the PS mechanism of Bogomolnaia and Moulin to the case of multi-
unit demands cannot be weakly strategy-proof in general ([6, 16, 19, 3]). Therefore, our polymatroidal
extension is not weakly strategy-proof in general either.
Note that a solution mechanism M is weakly strategy-proof if for every input preference profile L the
mechanism M gives a solution (an expected allocation) P such that every misreport of every agent i’s
preference results in a solution Q satisfying that Qi does not sd-dominate Pi for i. Here the strategy-
proofness is concerned with the mechanism.
5.1 Weakly Nash equilibria
Let us consider the concept of a weakly Nash equilibrium ([8, 17]), which is a property of the obtained
solution. For a given input profile we say that the solution P obtained by the mechanism M is called a
weakly Nash equilibrium if every misreport of every agent i’s preference results in a solution Q satisfying
that Qi does not sd-dominate Pi for i. The solution obtained by the extended PS mechanism for multi-
unit demands was investigated from the point of view of the weakly Nash equilibrium in [8, 17].
We examine our polymatroidal extension and give a certain (useful) suﬃcient condition for our solution
to be a weakly Nash equilibrium. The result, Theorem 5.1 given below, seems to be new even for the
ordinary multi-unit demand case where the base polytope consists of a single base, i.e., B(ρ) = {b} for
some b ∈ ZE>0.
For each e ∈ E define NP (e) = {i ∈ N | P (i, e) > 0}.
Theorem 5.1 Given the solution P by Algorithm 1, if we have |NP (e)| ≠ 1 for all e ∈ E, then the
solution P is a weakly Nash equilibrium.
Theorem 5.1 is rephrased as follows. (Note that matrix P ∈ RN×E has the row set N and the column
set E.)
• If no column of P contains exactly one non-zero entry, the extended PS solution P computed by
Algorithm 1 is a weakly Nash equilibrium.
Theorem 5.1 has very useful practical implications from the point of view of strategy-proofness. The
condition that |NP (e)| ̸= 1 (∀e ∈ E) is very likely to be satisfied when the number |N | of ‘agents’ is
significantly large, compared with the number |E| of ‘types of goods’ such as the assignment of students
to courses.
Related non-manipulability result was also obtained by Kojima and Manea [20], assuming the avail-
ability of utility functions. They gave a suﬃcient condition for their extended PS solution to be a weakly
Nash equilibrium, which can be checked by the given data including utility functions. On the other hand,
our condition can easily be checked by the extended PS solution computed without using any additional
information about utility functions.
We also prove the weak strategy-proofness in the special case of unit demands and matroidal supplies
(shown in [13]).
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5.2 Weak strategy-proofness in case of unit demands and matroidal supplies
We show that when the polymatroid (E, ρ) is a matroid and agents have unit demands, the extended PS
mechanism (Algorithm 1) is weakly strategy-proof, where the matroidal {0, 1} property plays a crucial
roˆle.
Theorem 5.2 When the underlying polymatroid (E, ρ) is a matroid and agents have unit demands, the
extended PS mechanism given by Algorithm 1 is weakly strategy-proof.
6 Designing a Lottery
Now we examine how to compute an expression of the solution P , obtained by Algorithm 1, as a convex
combination of (possibly extreme) points Q(k) (k ∈ K) of Conv(A) that belong to the set A of integral






where νk > 0 for all k ∈ K and
∑
k∈K νk = 1.
We can always compute a required convex combination representation (18) in an eﬃcient way. With
the aid of polymatroidal results achieved in [9, 10, 11, 22] we can construct a lottery to attain P by
finding the expression as in (18).
Theorem 6.1 By using Algorithm 1 to find the expected allocation matrix P we can generate a feasible
integral allocation in strongly polynomial time whose expectation is equal to the solution P .
7 Conclusion
We have considered the random assignment problem with submodular constraints on goods and have
shown that the probabilistic serial (PS) mechanism of Bolgomolnaia and Moulin [5] can naturally be
extended to give an ordinally eﬃcient and normalized envy-free solution, while we have shown a suﬃcient
condition (Theorem 5.1) that guarantees that the computed PS solution is a weakly Nash equilibrium,
which is practically useful for problems with a large number of agents. We have also shown the weak
strategy-proofness (Theorem 5.2) of the extended PS mechanism in case of unit demands and matroidal
supplies.
In our earlier manuscript [12] we investigated the random assignment problem with matroidal con-
straints in more details, where we examined a characterization of the extended PS solution by min-cost
independent flows and by lexicographic optimality, which we have omitted here.
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Abstract: We consider the following combinatorial search problem: we are given some ex-
cellent elements of [n] and we should find at least one, asking questions of the following type:
”Is there an excellent element in A ⊂ [n]?”. G.O.H. Katona [6] proved sharp results for the
number of questions needed to ask in the adaptive, non-adaptive and two-round versions of
this problem.
We verify a conjecture of Katona by proving that in the r-round version we need to ask
rn1/r + O(1) queries for fixed r and this is sharp.
We also prove bounds for the queries needed to ask if we want to find at least d excellent
elements.
Keywords: combinatorial search, round, adaptive, non-adaptive
1 Introduction
In the most basic model of combinatorial search theory Questioner needs to find a special element x
of {1, 2, ..., n}(=: [n]) by asking minimal number of questions of type ”does x ∈ F ⊂ [n]?”. Special
elements are usually called defective; in this paper, following [6] we call them excellent. There are many
generalizations of this very basic model, one can find many directions and results in the following survey
papers and books: [1, 2, 3, 4, 5].
We call the complexity of a specific combinatorial search problem the number of the questions needed
to ask by Questioner in the worst case during an optimal strategy.
For every combinatorial search problem there are at least two main approaches: whether it is adaptive
or non-adaptive. In the adaptive scenario Questioner asks questions depending on the answers for the
previously asked questions, however in the non-adaptive version Questioner needs to pose all the questions
at the beginning.
A possible intermediate scenario is when there are r rounds for some integer r ≥ 1 fixed at the
beginning and Questioner can pose questions in the ith round (1 ≤ i ≤ r) depending on the answers for
the questions posed in the first i−1 rounds. Note that the non-adaptive version is the one-round version,
and in the adaptive version there are infinitely many rounds (however it is easy to see that at most n
(or some function of n) rounds are enough for most of the combinatorial search problems). There are
results in the literature, when authors provide a solution for an adaptive search problem that also solves
the r-round version of that problem for some r. However we could only find few examples (see e.g. [7])
where the focus of the research is how the complexity changes depending on the number of rounds. Our
results fit into this line of research.
The paper is organized as follows: in Subsections 1.1 and 1.2 we define the problem and state our
results and in Section 2 we prove theorem 1, finally in Section 3 we make some remarks and pose some
questions.
1Research supported by the National Research, Development and Innovation Office NKFIH, grant K116769 and the
Ja´nos Bolyai Research Fellowship of the Hungarian Academy of Sciences.
2Research supported by the National Research, Development and Innovation Office NKFIH under the grant SNN 116095.
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1.1 The model
A question of R. Chambers was answered by G.O.H. Katona [6], who determined a sharp (up to constant
terms) result for the complexity of the adaptive, non-adaptive and 2-round versions of the following
model.
• Input: [n] with some (possibly zero) excellent elements.
• Question: is there an excellent in A ⊂ [n]?
• Goal: find an excellent element or state that there is none.
We denote the r-round version of this problem by P (n, ?, 1, r) and denote by |P (n, ?, 1, r)| its complex-
ity. We also consider that variant of the previous model (and denote by P (n, ?, d, r)), when Questioner
should find (at least) d excellent elements (or state that there are at most d−1), and also use the notation
|P (n, ?, d, r)| for the complexity of the latter problem.
1.2 Results
In the following theorem we verify a conjecture of Katona ([6], Conjecture 1) by determining the com-
plexity of P (n, ?, 1, r) almost exactly.
Theorem 1 For any r, n ≥ 1 we have:
rn1/r ≥ |P (n, ?, 1, r)| ≥ rn1/r − 2r + 1.
We have a larger gap in case we want to find more excellent elements, whose proof will be available
in the journal version.
Theorem 2 For any r ≥ 1 and n ≥ d ≥ 2 we have:
rd(dr−1n)1/re+ d ≥ |P (n, ?, d, r)| ≥ r(dn)1/r − 2d− r(d + 1) + 2.
However note that for two rounds the upper and lower bounds are asymptotically equal as n tends to
infinity.
Corollary 3 For any n ≥ d ≥ 2 we have:
2d(dn)1/2+e+ 2 ≥ |P (n, ?, d, 2)| ≥ 2d(dn)1/2e − 4d− 2.
2 Proof of Theorem 1
Proof: First we prove the upper bound. To do this we describe an algorithm (given by Katona [6]).
In the first round Questioner partitions [n] into dn1/re parts such that their sizes differ by at most one.
Then he asks all of these parts except one, C which is one of the smaller parts. Then he picks one of the
parts that were answered yes, or if there is no such part, then he picks C. In the next round he continues
on the picked part recursively, i.e. he partitions it into dn1/re parts such that their sizes differ by at most
one and asks all but one of the smaller parts, and so on. In the last (the rth) round if all the answers in
the previous round were no, he changes the algorithm and asks all the parts. It is easy to see that in the
last round the parts are of size at most one, thus he finds an excellent element if there is any, and that
in each round at most dn1/re queries were asked.
To prove the lower bound we describe a strategy for Adversary to force Questioner to ask at least
r(n1/r − r−1r − 1) questions before reaching his goal. First we introduce the following notation. For
1 ≤ i ≤ r let Fi be the family of the queries asked by the Questioner in round i and ki := |Fi|. Let
FYi ⊂ Fi be the family of queries that are answered yes by Adversary, and let FNi ⊂ Fi be the family
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of those queries that are answered no (and so FNi = Fi \ FYi ). Let Gi :=
⋃
(∪ij=1FNj ), the set of those
elements that are known to be not excellent after round i. Informally we can forget about them, and
restrict the underlying set to [n] \Gi after round i. Finally let Gi := ∪ij=1(FYj \Gi) the set of the queries
answered yes during the first i rounds restricted to [n]\Gi, mi := min{|G| : G ∈ Gi} the cardinality of the
smallest set in Gi and ni := bni−1/(ki+1)c ≥ n/Πij=1(kj +1)−i (with n0 = n, and the latter inequality is
an easy consequence of the fact that ki ≥ 0). We remark that when we describe how Adversary answers
the queries in round i, we use only information that Adversary has at that point. For example, k1, . . . , ki
are known, but ki+1 is not known after Questioner poses the questions in round i.
When an element appears in a question that is answered no, we know that that element cannot be
excellent, thus it does not matter if a latter question contains it or not. Hence we can assume without
loss of generality that no elements of Gi appear in a member of Fj for j > i.
The proof of the lower bound for the case of two rounds by Katona essentially consists of two steps.
First it is shown that the first round of queries can be answered (by Adversary) in a way that either m1 is
large or all the answers are no and |G1| is relatively small. Afterwards it is shown that in the last round
if FY1 is not empty, at least m1 − 1 queries are needed, or if FY1 is empty, then at least n− |G1| queries
are needed. Here in Lemma 4 we extend the first step to more rounds and for sake of completeness we
reprove the lemma about the last step (Lemma 5).
Now we show how Adversary should answer during the first r − 1 rounds.
Lemma 4 Adversary can answer F1, . . . ,Fr−1 such a way that for all 1 ≤ t ≤ r − 1 we have either:
• nt ≤ mt − 1, or
• all the answers are no in the first t rounds and |Gt| ≤ n− nt.
Proof: We use induction on t and let us consider round t.
If t = 1, then Adversary orders the elements of F1 in the following way:
• let H1 := F1 be one of the smallest sets in F1,
• for 2 ≤ i ≤ |F1| let Fi ∈ F1 \ {F1, F2, ..., Fi−1} be such that the cardinality of Hi := Fi \ ∪i−1j=iFj is
as small as possible. Note that the sets Hi are disjoint from each other.
After this if there is no i with |Hi| ≥ n1 + 1, then Adversary answers no for all questions in F1 and
we clearly have |G1| ≤ n− n/(k1 + 1) ≤ n− n1.
However if there is an i with |Hi| ≥ n1 + 1, then Adversary chooses the smallest such i and answers
no to Fj if j < i and yes if j ≥ i. So each question in FY1 contains a least |Hi| ≥ n1 + 1 elements not in
∪i−1j=1Hj(= G1) and we are done with the case t = 1.
So assume that t ≥ 2 and first consider the case when Adversary answered in the previous rounds
only no answers. Then - by induction - there are at least nt−1 elements we do not know anything about.
Adversary restricts the queries to those elements, and do the same as in the first round. That results in
either that mt−1 ≥ nt−1/(kt+1) ≥ nt or only no answers and at least nt−1/(kt+1) ≥ nt many elements
still not appearing in any queries.
Now we assume that Adversary answered yes at least once in the first t − 1 rounds, and then every
element of Gt−1 has size at least nt−1 + 1. In this case Adversary essentially does the same as in the first
round, so orders the elements of Ft the following way (note that every element of Ft is in the complement
of Gt−1):
• let H1 := F1 be one of the smallest sets in Ft, and
• for 2 ≤ i ≤ |Ft| let Fi ∈ Ft \ {F1, F2, ..., Fi−1} is such that the cardinality of Hi := Fi \ ∪i−1j=iFj is
as small as possible. Note that the sets Hi are disjoint from each other.
Let us assume first that there is an i with |Hi| ≥ nt + 1, and consider the smallest such i. Then
Adversary answers no to Fj if j < i and yes if j ≥ i. Then each question in FYt contains a least
|Hi| ≥ nt + 1 elements not in ∪i−1j=1Hj . This means those members of Gt that correspond to queries in
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round t have indeed size at least nt + 1. The other members - by induction - had size at least nt−1 + 1
before the round, and at most | ∪ij=1 Hj | ≤ ktnt elements were moved to Gt, thus deleted from them in
the current (tth) round. Then at least nt + 1 remains in each.
If there is no such i, then Adversary answers no to every question. As earlier there was a yes answer,
we still have to show that nt ≤ mt − 1, but this time we do not have to deal with the new queries. For
the earlier queries the same argument works: at most | ∪ij=1 Hj | ≤ ktnt elements were deleted from each
set in Gt−1 and we are done with the proof of Lemma 4. 
The following lemma, which deals with the last round is essentially the generalization of Lemma 3.6 in
[6], however we provide a proof somewhat more compact than the one in [6], since we want to generalize
the argument during the proof of Theorem 2.
Lemma 5 For r ≥ 2 to be able to find an excellent element in the rth round Questioner needs at least
mr−1−1 queries if there is at least one yes answer in the first r−1 rounds and at least n−|Gr−1| queries
are needed if all the answers were no in the first r − 1 rounds.
Remark 6 Before starting the proof, note that in Lemma 5 there is no indication about Adversary’s
strategy during the first r − 1 rounds. So the statement of the lemma is true for any strategy.
Proof: We prove lemma 5 by induction on n− |Gr−1|+ mr−1.
Note that if mr−1 = 0 (so there were no ’yes’ answers during the first r− 1 rounds), then we are done
by the result of Katona ([6], Theorem 2.5) on the non-adaptive version of this problem.
If mr−1 = 1, then we are also done, since there is a one-element question with containing exactly one
excellent element.
Using that n− |Gr−1| ≥ mr−1, we are done with the cases n− |Gr−1|+ mr−1 = 1, 2, 3.
So suppose n− |Gr−1|+ mr−1 ≥ 4 and mr−1 ≥ 2. We claim the following:
Claim 7 Questioner should ask a one-element set in the rth round.
Proof: We prove claim 7 by contradiction. Suppose all queries are of size at least two and all the
answers are yes in the rth round, and Questioner can point an excellent element. Let us assume all the
elements in [n] \ Gr−1 are excellent, except the one Questioner pointed. This is compatible with the
previous answers using that mr−1 ≥ 2, and also with the new answers, a contradiction. 
To continue the proof of Lemma 5 we can suppose that Questioner asks a one element question
(x ∈ [n]\Gr−1) in the rth round. But then Adversary can say no to {x} first (this is compatible with the
answers in the first r− 1 rounds, since mr−1 ≥ 2) and consider it as if it were asked during the first r− 1
rounds and delete x from the remaining queries asked in the rth round. Note that in this new scenario
mr−1 can decrease by at most 1. As |n \ (Gr−1 ∪ x)| < n− |Gr−1|, since x 6∈ Gr−1 by induction we know
that Questioner should ask at least mr−1 − 1 queries and we are done with the proof of Lemma 5. 
So Lemma 5 and Lemma 4 shows that we have that
k1 + ... + kr−1 +
n
(k1 + 1)...(kr−1 + 1)
− r
is a lower bound on |P (n, ?, 1, r)|. Using some reorganization and the inequality of arithmetic and
geometric means we have:
k1 + ... + kr−1 +
n
(k1 + 1)...(kr−1 + 1)
− r ≥ r(n1/r − r − 1
r
− 1),
and we are done with the lower bound and with the proof of Theorem 1. 
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3 Questions, Remarks
To finish this article we pose a couple questions:
• The first one is about the statement of Theorem 2. It would be interesting to find the same
multiplicative factor of n1/r in a lower and an upper bound thus determine the asymptotic of |P (n, ?, d, r)|.
Note that in the case r = dlog ne (so basically in the adaptive case) Theorem 1 does not give back
the adaptive result of Katona([6]).
• It would be interesting to determine the asymptotics of |P (n, ?, d, r)|, when r or d is a function of
n that goes to infinity with n.
• In this paper we assumed nothing in advance about the number of excellent elements. One could
consider different models where we know that there are exactly, at most, or at least e excellent elements
in [n].
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Abstract: A well-known special case of a conjecture attributed to Ryser (actually appeared
in the thesis of Henderson [11]) states that k-uniform k-partite intersecting hypergraphs have
transversals of at most k− 1 vertices (we call this “intersecting Ryser’s conjecture” or shortly
IRC). An equivalent form of the conjecture in terms of coloring of complete graphs is formu-
lated in [8]: if the edges of a complete graph K are colored with k colors, then the vertex set
of K can be covered by at most k− 1 monochromatic components. In this paper we examine
some possible generalizations of IRC.
It turned out that the analogue of this conjecture for hypergraphs can be answered: Z. Kira´ly
proved [12] that for r ≥ 3 in every k-coloring of the edges of a complete r-uniform hypergraph
Kr, the vertex set of Kr can be covered by at most dk/re monochromatic components.
We first investigate the analogue problem for complete r-uniform r-partite hypergraphs. An
edge coloring of a hypergraph is called spanning if every vertex is incident to edges of any
color used in the coloring. We propose the following analogue of IRC.
In every spanning (r+t)-coloring of the edges of a complete r-uniform r-partite hypergraph,
the vertex set can be covered by at most t+ 1 monochromatic components.
We show that the conjecture (if true) is best possible. Our main result is that the conjecture
is true for 1 ≤ t ≤ r − 1. We also prove a slightly weaker result for t ≥ r, namely that t + 2
monochromatic components are enough to cover the vertex set.
To build a bridge between complete r-uniform and complete r-uniform r-partite hypergraphs,
we introduce a new notion. A hypergraph is complete r-uniform (r, `)-partite if it has all
r-sets that intersect each partite class in at most ` vertices (where 1 ≤ ` ≤ r).
Extending our results achieved for ` = 1, we prove that for any r ≥ 3, 2 ≤ ` ≤ r and
k ≥ 1 + r − `, in every spanning k-coloring of the edges of a complete r-uniform (r, `)-
partite hypergraph, the vertex set can be covered by at most 1 + bk−r+`−1` c monochromatic
components.
1Research was supported in part by grant (no. K K104343) from the National Development Agency of Hungary, based
on a source from the Research and Technology Innovation Fund.
2Research was partially supported by grant (no. K 109240) from the National Development Agency of Hungary, based
on a source from the Research and Technology Innovation Fund.
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We also formulate a conjecture corresponding to the t-intersecting case: If an r-uniform r-
partite hypergraph H is t-intersecting (i.e., every two hyperedges meet in at least t vertices
where t < r), then τ(H) ≤ r − t. In the dual language we use in the present paper, this
translates to the following. Suppose a set of colors Col(e) ⊆ [k] (where [k] = {1, . . . , k}) are
assigned to every edge e of a complete graph K, and |Col(e)| ≥ t for each edge. We conjecture
that the vertex set of K can be covered by k − t monochromatic components (if t < k). We
prove this conjecture for the case t > k/4.
A 3-edge-colored K4 shows that in IRC sometimes we need at least two components colored
by the same color. Motivated by this example, we examine what fraction of the vertices can be
covered by k − 1 monochromatic components of different colors in a k-edge-colored complete
graph. We prove a sharp bound for this problem, moreover, we also prove that whenever it is
sharp, it “comes from” a finite affine plane.
Keywords: hypergraph, monochromatic component, Ryser’s conjecture
1 Introduction
For an edge-colored (hyper)graph H, let Hi denote its sub(hyper)graph consisting of edges colored by i.
The connected components ofHi are called monochromatic components of color i, and a monochromatic
component refers to a monochromatic component of color i for some i. Here connectivity is understood
in its weakest sense, a hypergraph is connected if either it has only one vertex or any two distinct vertices
can be connected by a sequence of edges each intersecting the next. Every hypergraph can be uniquely
partitioned into connected components. Components with a single vertex are called trivial. If the colors
used are elements of [k], then we call H a k-edge-colored (hyper)graph.
Given an edge-colored hypergraph H, let c(H) denote the minimum integer m such that V = V (H),
the vertex set of H, can be covered by m monochromatic components of H. An edge coloring of a
hypergraph is called spanning if every vertex is incident to edges of every color used in the coloring.
Note that in spanning colorings every monochromatic component is non-trivial (we suppose H is loop-
free). The importance of this definition is shown in Theorem 1.
An equivalent form of IRC formulated in [8] is as follows: if K is a k-edge-colored complete graph, then
c(K) ≤ k − 1. The conjecture is true for k ≤ 5 and seems very difficult in general (further information
can be found in [4], [9]). A particular feature of the conjecture is that c(K) ≤ k is obvious since the
k monochromatic stars centered at any given vertex cover the vertex set. Note that the conjecture is
obvious for colorings that are not spanning: if a vertex is not incident to any edge in a specific color then
the stars through the vertex form the required covering.
Surprisingly, the problem for hypergraphs is easier, Z. Kira´ly in [12] showed that if the edges of a
complete r-uniform hypergraph K (r ≥ 3) are colored with k colors, then c(K) ≤ dk/re and this is best
possible.
The problem naturally extends for sparser host graphs (or hypergraphs). Gya´rfa´s and Lehel conjec-
tured that for k-colored complete bipartite graphs G, c(G) ≤ 2k− 2 (see [3]), here again c(G) ≤ 2k− 1 is
obvious. For the hypergraph case [5, 6] initiated the study of c(H) when H has bounded independence
number.
The main subject of the present paper is the case when the target hypergraph K is a complete r-
uniform r-partite hypergraph, i.e., when V = V (K) is partitioned into nonempty classes V1 ∪ . . . ∪ Vr
and the edges of K are the sets containing one vertex from each class. Let cov(r, k) denote the maximum
of c(K) when K ranges over spanning k-colorings of complete r-uniform r-partite hypergraphs, and
COV(r, k) denote the maximum of c(K) when K ranges over (not necessarily spanning) k-colorings of
complete r-uniform r-partite hypergraphs.
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Throughout the paper we always assume r ≥ 3. Our introductory theorem shows that only the
spanning colorings are the interesting ones. For any positive integer k, we use the standard notation
[k] = {1, 2, . . . , k}.
Theorem 1 If r ≥ 3, then COV(r, k) = k.
Proof. Let K be a k-edge-colored r-uniform r-partite complete hypergraph. Take an edge e of K. Let
C1, . . . , C` be the monochromatic components with |Ci ∩ e| ≥ r − 1. As r > 2, clearly no two of them
have the same color, so ` ≤ k. For every vertex v ∈ V there is an edge f 3 v with |f ∩ e| = r − 1, so v is
covered by one of these components.
For the sharpness let V1 = [k] and color each edge e by color e ∩ V1. 
We remark that if a coloring of the r-uniform r-partite complete hypergraph is spanning, then all
monochromatic components meet every class. An edge of color i in a k-colored r-uniform hypergraph
K is called essential if it is not contained in monochromatic components of any color different from i.
When cov(r, k) is studied we may restrict ourselves to colorings having at least one essential edge in every
used color, since otherwise a color can be eliminated by recoloring all edges of that color to some other
color and the resulting hypergraph would still have a spanning coloring and the same set of (maximal)
monochromatic components. This concept is established in [12] and works well in the proof of our initial
result.
Theorem 2 cov(r, k) = 1 for every r ≥ 3 and every 1 ≤ k ≤ r.
Proof. Let e = {v1, . . . , vr} be an essential edge of color 1 in a complete r-uniform r-partite hypergraph
with vertex set V = ∪ri=1Vi where vi ∈ Vi. Let Ri = e−{vi} and denote by Col(Ri) ⊆ [k] the set of colors
appearing on any edge of the form Ri∪{v′i} (where v′i ∈ Vi). Observe that M = Col(Ri)∩Col(Rj) = {1}
for i 6= j. Indeed, 1 ∈ M because e is of color 1 and if c ∈ M then e is contained in the union of two
edges of color c, contradicting to the fact that e is essential. By the pigeonhole principle there exists j
such that Col(Rj) = {1}. Now Vj is covered by the monochromatic component containing e (of color 1),
and, as the coloring is spanning, it necessarily covers the whole V . 
By Theorem 2 from this point we may assume that k = r + t with some integer t ≥ 1.
Conjecture 3 cov(r, r + t) = t+ 1 for every r ≥ 3 and every t ≥ 1.
It is worth formulating this conjecture in dual form. Assume K is a complete r-uniform r-partite
hypergraph with a spanning k-coloring. Consider a new hypergraph H with vertex set V (K) whose
edges are the vertex sets of the monochromatic components in the coloring. The dual F (obtained by
interchanging vertices and edges and keeping incidences) of this new hypergraph H is a k-uniform k-
partite hypergraph whose edges are partitioned into r classes with the property that any r edges from
different partite classes have nonempty intersection. As the coloring of K was spanning, monochromatic
components have at least r vertices. In this setting Conjecture 3 can be stated in terms of the transversal
number τ(F ), the minimum number of vertices intersecting all edges of F .
Conjecture 4 Assume that the edges of a k-uniform k-partite hypergraph F with minimum degree at least
r ≥ 3 are partitioned into r classes so that any r edges from different classes have nonempty intersection.
Then τ(F ) ≤ k − r + 1.
In Section 2 we show that Conjecture 3 (if true) is best possible, and it is “almost” true, i.e., cov(r, r+
t) ≤ t + 2 for every t ≥ 1 (Theorem 10). We also prove that the conjecture is true for 1 ≤ t ≤ r − 2
(Theorem 9). Our most difficult result makes one further step, proving Conjecture 3 for t = r − 1
(Theorem 11).
In Section 3 we investigate c(H) for hypergraphs “between” complete and complete partite, in order
to build a bridge between the results proved in Section 2 and the results of [12]. We call a hypergraph
(r, `)-partite if its vertex set is partitioned into r nonempty classes, such that the intersection of any edge
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and any class has at most ` vertices. We call a hypergraph complete r-uniform (r, `)-partite if it contains
all r-element sets as edges which meet every partition class in at most ` vertices. Let cov(r, `, k) denote
the minimum number of monochromatic components needed to cover the vertex set of any complete
r-uniform (r, `)-partite hypergraph in any spanning k-coloring. For 2 ≤ ` ≤ r we determine exactly the
values of cov(r, `, k). We conclude our paper by summarizing the results achieved. Our main result is
Theorem 22, stating that
cov(r, `, k) = 1 +
⌊k − r + `− 1
`
⌋
for every r ≥ 3, k ≥ 1 + r − `, 1 ≤ ` ≤ r, except for the cases (` = 1 and k ≥ 2r), where we could only
prove a slightly weaker upper bound.
In the last two sections we examine other generalizations of IRC.
Let K be a k-edge-colored complete graph. Sometimes it is more convenient to work with a color-
transitive closure. Here a set of colors Col(xy) ⊆ [k] are assigned to every edge xy of a complete graph
K in such a way, that for three different vertices x, y, z, if i ∈ Col(xy) ∩ Col(yz), then i ∈ Col(xz) (in
other words we put color i into set Col(xy) if x and y are in the same monochromatic component of
color i). Now Ki consists of the edges xy where i ∈ Col(xy), and the components of Ki are cliques for
all i. On the other hand the set of monochromatic components did not changed. We call K a multi
k-edge-colored complete graph if the above transitivity is satisfied, and we use the following notation:
t(K) = min{|Col(xy)| | x 6= y ∈ V (K)}. Note that we may have a trivial case: if t(K) = k, then every
monochromatic component is a spanning clique. We call a multi k-edge-colored complete graph nontrivial
if t(K) < k.
We conjecture that in a nontrivial multi k-edge-colored complete graph K, the vertex set can be
covered by k − t(K) monochromatic components. We prove this conjecture for the case t(K) > k/4.
A 3-edge-colored K4 shows that in IRC sometimes we need at least two components colored by the
same color. Motivated by this example, we examine what fraction of the vertices can be covered by k− 1
monochromatic components of different colors in a k-edge-colored complete graph. We prove a sharp
bound for this problem, moreover, we also prove that whenever it is sharp, it “comes from” a finite affine
plane.
We omit most of the proofs from this extended abstract. For all the missing proofs please see [10]
and [13].
2 Results for complete r-uniform r-partite hypergraphs
2.1 Lower bound
Construction 1 For t ≥ 1, r ≥ 3, k = r + t, we define a complete r-uniform r-partite hypergraph
K(r, t) with a k-coloring of its edges as follows. The vertex set V of K(r, t) is partitioned into r classes,





vertices associated to the t-element subsets of [k]. For 2 ≤ j ≤ r
set Vj = A
1





vertices. Fix an arbitrary linear order
on every Aij.






associated to t-sets of [k] containing i.
• Special edges of color i are the (k−1t−1) edges whose vertex from Wi is the `-th in the standard
lexicographic order, and for all 2 ≤ j ≤ r whose vertex from Vj is the `-th in the fixed linear order





. Thus special edges of color i form a matching for all i, i = 1, . . . , k.
• Non-special edges with vertices v1 ∈ V1, . . . , vr ∈ Vr get their color as the smallest c ∈ [k] such that
c is not in the set associated to v1 and vj /∈ Acj for all 2 ≤ j ≤ r.
Note that every non-special r-tuple v1, . . . , vr gets a color because the conditions forbid at most
t+ r− 1 colors. Observe also that a special edge of color i is always disjoint from any other edge of color
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i. Consequently a special edge of color i forms a monochromatic component of color i having r vertices,
we call them small monochromatic components and we call any other monochromatic component large.
We claim that the given coloring is spanning. Suppose first that v ∈ V1 representing wlog the set
[t] ⊂ [k]. For any 1 ≤ i ≤ t, v is in a special edge of color i. On the other hand, for any t < i ≤ r + t
we can select vertices v2 ∈ Aj22 . . . , vr ∈ Ajrr so that the upper indices jt take all values except i from
t+ 1, . . . , t+ r. Then the non-special edge v, v2, . . . , vr is colored by i.
On the other hand, let v ∈ Aij for some 1 < j ≤ r, 1 ≤ i ≤ k. Clearly v is in a special edge of color i.
For any c 6= i such that 1 ≤ c ≤ k we can take any vertex w ∈ V1 associated to a t-set A of [k] such that
c, i /∈ A. Set B = [k] \ (A ∪ {i} ∪ {c}). Then from the (r−2) Vt-s where t /∈ {1, j} we can pick a set of
r− 2 vertices with distinct superscripts in B. These vertices together with v, w define an edge that must
be colored with c. Thus the coloring of K(r, t) is spanning.
Theorem 5 cov(r, r + t) ≥ t+ 1 for every r ≥ 3, t ≥ 1.
Proof. Consider the hypergraph K(r, t). Note that the union of at most t large monochromatic com-
ponents do not cover the whole V1. Let their colors be c1, . . . , cs with s ≤ t, and take any t-set that
contains {c1, . . . , cs}; the vertex in V1 associated to this set is not covered by those large components.
The vertices of V1 uncovered by the large components must be covered by small monochromatic






small monochromatic components to cover them. Thus altogether we need more than s + (t − s) = t
monochromatic components to cover the vertices of K(r, t). 
2.2 Upper bounds
We need some additional notation. We assign vectors of length k to every element of the base set
V = V1 ∪ . . . ∪ Vr. For v ∈ V the ith coordinate v(i) of the associated vector v is the serial number of
the monochromatic component of color i containing v. The Hamming distance of two vertices δ(v, w) =
δ(v,w) is the number of places the two associated vectors differ.
Statement 6 For i = 1, . . . , r let vi ∈ Vi. Then there exists c ∈ [k] and an integer s, such that vi(c) = s
for all i ≤ r.
Proof. The edge e = {v1, v2, . . . , vr} is colored by a color, say, by color c. Then the vertices of e belong
to the same monochromatic component of color c. 
Lemma 7 Either cov(r, r + t) = 1, or for any two vertices v, w from different classes, δ(v, w) ≤ t+ 1.
Proof. Assume for contradiction that δ(v, w) > t + 1. Wlog v ∈ V1, w ∈ V2 and v = 1 . . . 1 and
w = 1 . . . 12 . . . 2, where the number of ones is at most r − 2. As the coloring is spanning and no
monochromatic component covers V , we can choose v3, . . . , vr, such that vi ∈ Vi and vi(i − 2) > 1.
However, this contradicts Statement 6. Thus the number of twos in w is at most t+ 1, so δ(v, w) ≤ t+ 1.

Lemma 8 If cov(r, r + t) > 1 and W = {w1, . . . , w`} is a set of vertices from different classes, then for
J = {j ∈ [k] | w1(j) = w2(j) = . . . = w`(j)} we have |J | ≥ r + 1− `.
Proof. If ` = r, then this statement coincides with Statement 6. Otherwise suppose indirectly that
|J | ≤ r−`, and J = {j1, . . . , j|J|}. We may choose |J | ≤ r−` vertices u1, . . . , u|J| from different classes that
do not contain any wj ∈W so that ui(ji) 6= w1(ji). If |J | < r− `, we can extend w1, . . . , w`, u1, . . . , u|J|
with vertices from new vertex classes to obtain r vertices and defining an edge that contradicts Statement
6. 
Using these lemmas, the following theorems can be proved.
Theorem 9 cov(r, r + t) ≤ t+ 1 for every 1 ≤ t ≤ r − 2 and r ≥ 3.
Theorem 10 cov(r, r + t) ≤ t+ 2 for every 2 ≤ r − 1 ≤ t.
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2.3 The case t = r − 1
Our most difficult result makes one further step, proving Conjecture 3 for t = r − 1.
Theorem 11 cov(r, 2r − 1) = r if r ≥ 3.
Suppose the statement does not hold, let k = 2r−1 and fix a k-colored r-uniform r-partite hypergraph
K where c(K) ≥ r + 1 (and the coloring is spanning). We proved the following subsequent statements.
Claim 12 For any i 6= j and a ∈ Vi, b ∈ Vj we have
r − 1 ≤ δ(a, b) ≤ r.
Claim 13 If a, b are two vertices from different partite classes such that δ(a, b) = r − 1, then some of
these classes contain two vertices with Hamming distance 2r − 1.
Claim 14 For any two vertices v, w from the same partite class,
δ(v,w) < 2r − 1.
Combining the claims we conclude with the following corollary.
Corollary 15 For any two vertices v, w from different classes, δ(v, w) = r, and for any two vertices u, v
from the same class, δ(u, v) ≤ 2r − 2.
Using these statements, Theorem 11 can be proved (see [10] for the details). Summarizing the results
achieved so far:
Corollary 16 If r ≥ 3, then cov(r, k) = 1 for every 1 ≤ k ≤ r,
cov(r, k) = k − r + 1 for every r ≤ k ≤ 2r − 1,
and for any k ≥ 2r we have k − r + 1 ≤ cov(r, k) ≤ k − r + 2.
3 Generalized complete uniform hypergraphs
Definition 17 A hypergraph is called (r, `)-partite if the ground set V is partitioned into nonempty
classes V1 ∪ . . . ∪ Vr, and no edge intersects any Vi in more than ` vertices. A hypergraph is complete r-
uniform (r, `)-partite if its edge set consists of all r-tuples intersecting each class in at most ` vertices. An
edge of an (r, `)-partite hypergraph is called friendly if it intersects at most one class in exactly ` vertices;
otherwise we call it unfriendly. An r-uniform (r, `)-partite hypergraph is called semicomplete if its edge
set consists of all r-tuples intersecting at most one class in exactly ` vertices (that is, it consists of the
friendly edges of the complete r-uniform (r, `)-partite hypergraph). An r-uniform (r, `)-partite hypergraph
is called rich if it contains all edges of the semicomplete hypergraph.
Among r-uniform hypergraphs the complete (r, 1)-partite hypergraphs are the complete r-partite ones
and complete (r, r)-partite hypergraphs are the complete ones. The complete (r, r−1)-partite hypergraphs
are also interesting, containing all r-tuples of V except those that are contained in some Vi. The purpose
of this section is to build a bridge between the two known extreme cases (` = r was solved in [12], ` = 1
was handled in the previous section).
For 1 ≤ ` ≤ r, let cov(r, `, k) denote the minimum number of monochromatic components needed to
cover the vertex set of any complete r-uniform (r, `)-partite hypergraph in any spanning k-coloring.
Conjecture 18
cov(r, `, k) = 1 +
⌊k − r + `− 1
`
⌋
for every r ≥ 3, k ≥ 1 + r − `, 1 ≤ ` ≤ r.
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We start with giving the lower bound.
Construction 2 This construction is a straightforward generalization of Construction 1. We have r, k, `
fixed with k ≥ r+ 1 ≥ 4 and 1 ≤ ` ≤ r, and let q = bk−r+`−1` c and k′ = q · `+ r− `+ 1 ≤ k. First we fix





and elements V1 are labeled with the q-element subsets of
[k′]. For 2 ≤ j ≤ r define Vj as Vj = A1j ∪· · ·∪Ak
′






and all elements of Aij are labeled with set {i} and have an arbitrary fixed linear order. Now take an
arbitrary rich r-uniform (r, `)-partite hypergraph Hrich on V = V1 ∪ . . . ∪ Vr, we are going to define a
spanning k′-coloring of its edges.






associated to q-sets of [k′] containing i.





edges whose vertex from Wi is the `-th in the standard lexico-
graphic order, and for all 2 ≤ j ≤ r whose vertex from Vj is the `-th in the fixed linear order of Aij for





. Thus special edges of color i form a matching for all i.
Non-special edges with vertices v1, . . . , vr get their color as the smallest c ∈ [k′] such that c is not in
the union of sets associated to v1, . . . , vr.
Note that every non-special r-tuple v1, . . . , vr gets a color because the conditions forbid at most
` · q+ (r− `) < k′ colors. Observe also that a special edge of color i is always disjoint from any other edge
of color i. Consequently a special edge of color i forms a monochromatic component of color i having r
vertices, we call them small monochromatic components.
We claim that the coloring is spanning. Suppose first that v1 ∈ V1 representing the set Q1 ⊂ [k′]. For
any i ∈ Q1, v1 is in a special edge of color i. On the other hand, for any i 6∈ Q1 we can select vertices
v2, . . . , v` ∈ V1 with associated q-sets Q2, . . . , Q` ⊆ [k′]− {i}, such that for every j 6= j′ sets Qj and Qj′
are disjoint. Then we may select v`+1, . . . , vr from V2, . . . , Vr−`+1, such that the associated one-element
subsets are distinct, and are subsets of [k′] − {i} − ∪Qj . Now the union of the associated sets of our
selected r-tuple is [k′]− {i}, thus it was colored by i.
On the other hand, let wlog vr ∈ Air for some 1 ≤ i ≤ k′. Clearly vr is in a special edge of
color i. For any 1 ≤ c ≤ k′ if c 6= i, then we can take vertices v1, . . . , v` ∈ V1 with associated q-sets
Q1, . . . , Q` ⊆ [k′]−{i}−{c}, such that for every j 6= j′ sets Qj and Qj′ are disjoint. Then we may select
vi+`−1 ∈ Vi for i = 2, . . . , r− `, such that the associated one-element subsets are distinct, and are subsets
of [k′]− {i} − {c} − ∪Qj . Now the union of the associated sets of our selected r-tuple is [k′]− {c}, thus
it was colored by c.
Theorem 19 cov(r, `, k) ≥ 1 + bk−r+`−1` c for every r ≥ 3, k ≥ 1 + r − `, 1 ≤ ` ≤ r.
Proof. The statement is obvious if k ≤ r. Consider Construction 2. Note that the union of at most
q = bk−r+`−1` c large monochromatic components do not cover V1. Let their colors be c1, . . . , cs with
s ≤ q, and take any q-set that contains {c1, . . . , cs}; the vertex in V1 associated to this set is not covered.
The uncovered vertices of V1 must be covered by small monochromatic components, and every such





> q − s small monochromatic
components to cover them, thus altogether we need more than s+(q−s) = q monochromatic components
to cover all vertices. 
Remark 20 The basic idea of the above construction is from [12] where the constructed coloring for
complete r-uniform hypergraphs is not spanning (this was not an issue of that paper). Here, when ` = r,
we gave another construction for complete r-uniform hypergraphs where the coloring is spanning.
Theorem 21 cov(r, `, k) ≤ 1 + bk−r+`−1` c for every r ≥ 3, k ≥ 1 + r − `, 2 ≤ ` ≤ r.
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Proof. The proof goes similarly as in the proof of Theorem 2. Fix the nonempty classes V1, . . . , Vr and
take any rich r-uniform (r, `)-partite hypergraph Hrich with a spanning k-coloring of its edges. We are
going to show by induction on k that c(Hrich) ≤ 1 + bk−r+`−1` c. The cases k ≤ r are obvious.
Let e = {u1, . . . , ur} be an essential edge of Hrich colored by 1, if no such edge exists, then recolor
edges having color 1 and use induction. Until there exists an essential friendly edge colored by 1, we
choose that edge for e. If all essential edges colored by 1 are unfriendly, then simply delete them from
Hrich getting a (k−1)-colored rich hypergraph, where the coloring is still spanning, so we are done by
induction.
So e is a friendly essential edge, wlog ` ≥ |e ∩ V1| ≥ |e ∩ Vj | for all j. As e is friendly, we also have
|e ∩ Vj | < ` for j > 1. Take Ru1 , . . . , Rur , where Ruj = e − {uj}, for any i 6= j we have Col(Rui) ∩
Col(Ruj ) = {1}, so there is a j with |Col(Ruj )| ≤ 1 + bk−1r c.
First consider the case |Ruj ∩V1| < ` (note that this is always true for ` = r). We also emphasize here
that for this case we do not need the coloring to be spanning. For any vertex v ∈ V the set Ruj ∪ {v}
is a friendly edge of Hrich, consequently the monochromatic components of colors in Col(Ruj ) containing
Ruj cover the whole V . We need to prove bk−1r c ≤ bk−r+`−1` c. For k − 1 < r both are zero, otherwise
(r − `)(k − 1) ≥ (r − `)r, so k−1r ≤ k−r+`−1` .
So we are left with the case |Ruj ∩ V1| = `. There are two possibilities. Either one of Col(Rui) = {1}
for an i > 1, in this case the monochromatic component containing ui and colored by 1 covers V because
it covers V − V1, as for all v ∈ V − V1 the set e − {ui} ∪ {v} is an edge of Hrich, and (using that the
coloring is spanning), every w ∈ V1 is incident to an edge colored by 1 and this edge meets V − V1.
Otherwise |Col(Rui)| ≥ 2 for all i > 1, so by the pigeonhole principle there is a 2 ≤ i ≤ ` with
|Col(Rui)| ≤ 1 + bk−1−(r−`)` c, and the monochromatic components of colors in Col(Rui) containing
e− {ui} cover the whole V because e− {ui} ∪ {v} is an edge of Hrich for every v ∈ V − e. 
Summarizing the results of this section and Corollary 16, we proved Conjecture 18 for almost all cases.
We also proved that Conjecture 18 is equivalent to Conjecture 3.
Theorem 22 (Main theorem)
cov(r, `, k) = 1 +
⌊k − r + `− 1
`
⌋
for every r ≥ 3, k ≥ 1 + r − `, 1 ≤ ` ≤ r, except when ` = 1 and k ≥ 2r, where only 1 + bk−r+`−1` c
≤ cov(r, `, k) ≤ 2 + bk−r+`−1` c was proved.
4 The t-intersecting conjecture
Conjecture 23 Let H be an k-uniform k-partite t-intersecting hypergraph (1 ≤ t < k). Then τ(H) ≤
k − t.
In the dual language it translates as follows. (Remember that t(K) = min{|Col(xy)| | x 6= y ∈ V (K)}.)
Conjecture 24 Let K be a nontrivial multi k-edge-colored complete graph. Then V (K) can be covered
by at most k − t(K) monochromatic components.
This conjecture is seemingly a generalization of IRC. However, if the statement is proved for t(K) =
` − 1 > 0, then it is also true for t(K) = `. Suppose we are given a nontrivial multi k-edge-colored
complete graph with t(K) = ` < k. Take an edge xy with Col(xy) = t(K), wlog we may suppose that
k ∈ Col(xy). Delete color k from the color set of each edge. The resulting complete graph K ′ is nontrivial
multi (k−1)-edge-colored and t(K ′) = t(K)− 1 = `− 1.
If x is a vertex and I ⊆ [k] is a set of colors, then we denote by C(x, I) the set of monochromatic
components containing x and having a color in I.
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Theorem 25 Let K be a nontrivial multi k-edge-colored complete graph. If t := t(K) > k4 , then V (K)
can be covered by at most k − t monochromatic components.
Here we only prove the statement of the theorem for k ≤ 4t− 2, for the case of k = 4t− 1 please see
[13].
Proof. Choose an edge xy with |Col(xy)| = t, wlog we can suppose that Col(xy) = I = [t]. Moreover,
as the coloring is nontrivial, we have t < k. First consider the case k ≤ 2t. Let J = [k − t], now J ⊆ I.
We claim that C(x, J) = C(y, J) covers V (K). If a vertex z is not covered, then Col(xz) = Col(yz) =
{k−t+1, . . . , k}. However, since each monochromatic component is a clique, we get {k−t+1, . . . , k} ⊆ I,
so t = |I| = k contradicting to the assumption t < k.
Thus we are remained to prove the case k > 2t. Let j = bk2 c − t and J = {t + 1, . . . , t + j} if j > 0
and J = ∅ otherwise. Take C(x, I)∪C(x, J)∪C(y, J). We claim that these t+ 2j ≤ k− t monochromatic
components cover the vertices of K. If a vertex z is not covered, then Col(xz) ⊆ {t + j + 1, . . . , k} and
Col(yz) ⊆ {t+ j + 1, . . . , k} and, as each monochromatic component is a clique, Col(xz) ∩ Col(yz) ⊆ I,
so Col(xz) ∩ Col(yz) = ∅. However, |Col(xz)| ≥ t and |Col(yz)| ≥ t, so 2t ≤ k − t − j, i.e., 2t ≤ dk2 e or
equivalently k ≥ 4t+ 1, a contradiction. 
5 Covering large fraction by few monochromatic components
In this section, we give a sharp bound for the ratio of vertices that can be covered by k−1 monochromatic
components of pairwise different colors in a multi k-edge colored complete graph.
Theorem 26 Let K be a multi k-edge-colored complete graph on n vertices. Then at least(
1 − k−2(k−1)2
) · n vertices of K can be covered by k − 1 monochromatic components of pairwise different
colors, and this bound is sharp for infinitely many values of k.
Applying backwards the construction of Gya´rfa´s, we get the following statement for hypergraphs.




edges of H can be covered by k − 1 points from pairwise different classes, and this bound is sharp for
infinitely many values of k.
Characterization of sharp examples
We are able to characterize the sharp examples for Theorem 26. Let us start with a definition.
Definition 28 We call a multi edge-colored graph K the blowup of an affine plane, if there is an affine
plane A = (P,L), whose lines are colored such that two lines have the same color if and only if they
are disjoint (i.e., parallel), and a positive integer b, such that to every point p ∈ P of the affine plane, b
vertices correspond in V (K), and two vertices are connected by an edge having color i if and only if the
corresponding points in A are incident to a common line of color i (this includes also the case if the two
points correspond to the same point of A).
Theorem 29 For a multi k-edge-colored complete graph K on n vertices, the maximum number of ver-
tices coverable by k − 1 monochromatic components of pairwise different colors equals(
1− k−2(k−1)2
) · n if and only if K is a blowup of an affine plane.
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Abstract: A pebbling move on a graph removes two pebbles from a vertex and adds one
pebble to an adjacent vertex. A vertex is reachable from a pebble distribution if it is possible
to move a pebble to that vertex using pebbling moves. The optimal pebbling number piopt is
the smallest number m needed to guarantee a pebble distribution of m pebbles from which any
vertex is reachable. A rubbling move is similar to a pebbling move, but it can remove the two
pebbles from two different vertex. The optimal rubbling number ρopt is defined analogously
to the optimal pebbling number. In this paper we give lower bounds on both the optimal
pebbling and rubbling numbers by the distance k domination number. With this bound we
prove that for each k there is a graph G with diameter k such that ρopt(G) = piopt(G) = 2
k.
Keywords: graph pebbling, rubbling, diameter, distance domination
1 Introduction
Graph pebbling is a game on graphs initialized by a question of Saks and Lagarias, which was answered
by Chung in 1989 [3]. Its roots are originated in number theory.
Each graph in this paper is simple and connected. We denote the vertex set and the edge set of graph
G with V (G) and E(G), respectively. The distance between vertices u and v, denoted by d(u, v), is the
minimum number of edges contained in the shortest path connecting u and v. We use diam(G) for the
diameter of G.
1Supported by the National Research, Development and Innovation Office NKFIH, No. 116769.
2Supported by the National Research, Development and Innovation Office NKFIH, No. 116769 and No. 108947.
3Supported by the National Research, Development and Innovation Office NKFIH, No. 108947.
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We write GH for the Cartesian product of graphs G and H. The vertex set of GH is V (G)×V (H)
and vertices (g, h) and (g′, h′) are adjacent if and only if either g = g′ and {h, h′} ∈ E(H), or h = h′ and
{g, g′} ∈ E(G). We use Gd as an abbreviation of GG . . .G where G appears exactly d times.
A pebble distribution P on graph G is a function mapping the vertex set to nonnegative integers. We
can imagine that each vertex v has P (v) pebbles. A pebbling move removes two pebbles from a vertex
and places one to an adjacent one. A pebbling move is allowed if and only if the vertex loosing pebbles
has at least two pebbles.
A sequence of pebbling moves is called executable if for any i the ith move is allowed under the the
distribution obtained by the application of the first i − 1 move. The pebble distribution which we get
from P after the execution of the sequence of pebbling moves σ is denoted by Pσ.
A vertex v is reachable under a distribution P , if there is an executable sequence of pebbling moves
σ, such that Pσ(v) ≥ 1. We say that a distribution P is solvable if each vertex is reachable under P . The
size of a pebble distribution P is
∑
v∈V (G) P (v) which we denote by |P |. A pebble distribution P on a
graph G will be called optimal if it is solvable and its size is the smallest possible. The size of an optimal
pebble distribution is called the optimal pebbling number and denoted by piopt(G).
In [1] the authors invented a version of pebbling called rubbling. The only difference between the
definitions of pebbling and rubbling is that there is an additional available move. A strict rubbling move
removes two pebbles in total but it takes them from two different vertices then it places one pebble at one
of their common neighbours. Thus a strict rubbling move is allowed if it removes pebbles from vertices
who share a neighbour and both of them has a pebble. A rubbling move is either a pebbling move or a
strict rubbling move. If we replace pebbling moves with rubbling moves everywhere in the definition of
the optimal pebbling number, then we obtain the optimal rubbling number, which is denoted by ρopt.
There are not many results on rubbling, only two articles [10, 11] appeared about rubbling so far.
On the other hand, the optimal pebbling number of several graph families are known. For example
exact values were given for paths and cycles [6, 14], ladders [2], caterpillars [4], m-ary trees [5] and
staircase graphs [8]. However, determining the optimal pebbling number for a given graph is NP-hard
[12]. There are also some known bounds on the optimal pebbling number. One of the earliest is that
piopt(G) ≤ 2diam(G).
Placing 2diam(G) pebbles to a single vertex always creates a solvable distribution, but usually much
less pebbles are enough to construct a solvable distribution. It is a natural question, if there are graphs
with arbitrary large diameter where this amount of pebbles is required for an optimal pebbling?
The answer is positive and it was given in [13]. However, the proof in [13] is incorrect. The authors
gave a set of graphs and claimed that they have this property, but we will show during the proof of Claim
1 that it is not true.
Herscovici et al. in [9] proved that piopt(K
d
m ) = 2
d if m > 2d−1. In fact, a more general statement
is proved in [9], but this is enough for our purposes. The diameter of these graphs is d, therefore they
prove the sharpness of the diameter bound.
We can ask, what happens when we consider rubbling instead of pebbling? Unfortunately the proof
of Herscovici et al. rely on several phenomena true for pebbling but false for rubbling. We answer this
question and prove that ρopt(K
d
m ) = 2
d if m ≥ 2d. Since ρopt(G) ≤ piopt(G), it is also a new short proof
for the pebbling case. Our method uses the concept of distance domination.
A distance k domination set S of a graph is a subset of the vertex set such that for each vertex v
there is an element s of S whose distance from v is at most k. The distance k domination number of a
graph, denoted by γk, is the size of the smallest distance k domination set.




for each k, then we give an improved lower bound
using both γk−1 and γk−2.




Figure 1: An optimal distribution of K3K3K5 using 6 pebbles.
2 Main result
2.1 Counterexample to the proof of Muntz et al.
Muntz et al. give an iterative construction of graphs. They claim in [13], that if G is a graph with
diameter d and its optimal pebbling number is 2d, then GK2d+1 is a graph with diameter d + 1 and
optimal pebbling number 2d+1. It is easy to see that diam(GK2d+1) = d + 1, however its optimal
pebbling number is not necessarily 2piopt(G).
Muntz et al. choose K3 as a starting graph. The third graph in the sequence is K3K3K5. The
optimal pebbling number of this graph is not 8, as the authors claimed.
Claim 1 The optimal pebbling number of K3K3K5 is at most 6.
Proof: A solvable distribution with 6 pebbles is given in Figure 1. We can move two pebbles to each
vertex of the leftmost K3K3. Since each other vertex is connected to these vertices, all vertices are
reachable. 
Furthermore, all later graphs in the sequence are counterexamples. Because if we take a solvable
distribution of G and use the double of its pebbles on a copy of G in GKn, then we get a solvable
distribution of GKn. Thus if piopt(G) < 2d, then piopt(GKn) < 2d+1.
Besides, it can be proven that changing the starting graph does not help, the construction fails.
2.2 A lower bound given by the distance domination number
We establish our first lower bound on the optimal pebbling and rubbling numbers using the distance k
domination number.







The support of a pebble distribution P , denoted by supp(P ) is the set of vertices containing at least
one pebble.
The weight function of P , which is defined on the vertex set of G, is WP (u) =
∑
v∈V (G) P (v)2
−d(u,v).
Clearly, if a vertex is reachable under P , then its weight is at least one. This is true for both pebbling
and rubbling.
Proof: Consider a pebble distribution P whose size is less than both γk−1(G) and 2k. Hence supp(P )
is not a distance k − 1 dominating set. There is a vertex v whose distance from supp(P ) is k. Therefore
the weight of this vertex is 1
2k
|P | < 1, hence v is not reachable under P . So a solvable pebble distribution
has at least min(γk−1(G), 2k) pebbles. 
We are free to choose k. The best bound is obtained when γk−1 ≈ 2k.
Notice that the proof exploited that each vertex contains integer pebbles and that the degradation
of pebbles is exponential in sense of the distance. On the other hand, we have not used that a pebbling
or a rubbling move removes integer number of pebbles. Therefore this method also works when a pebble
can be broken to arbitrary small pieces. Hence it also gives a bound on the optimal integer fractional
covering ratio which is defined in [7].
2.3 The optimal rubbling number of Kdm is 2
d if m ≥ 2d
Let Σm,k be the following graph: We choose an alphabet Σ of size m. The vertices of Σm,k are the words
over Σ of length k. Two vertices are adjacent if and only if the corresponding words differ only at one
position, roughly speaking their Hamming distance is one. It is well known that Σm,k ' Kkm . We use
this coding theory approach because it is more natural for us to interpret the following proofs in this
language.
It is easy to see that diam(Σm,k) = k: We have to change all k characters of word a, a, . . . , a to obtain
b, b, . . . , b, each of the changes requires passing through an edge. We can obtain any word from any other
by changing each character at most once, hence diam(Σm,k) = k.
Claim 3 γk−1(Σm,k) = m.
Proof: The set containing all constant words over alphabet Σ with length k is a distance k−1 dominating
set, because it is enough to change at most k − 1 characters of a k long word to obtain a constant one.
The number of these words is m.
Let A be a set of words over alphabet Σ with length k such that the size of A is m − 1. Consider
the ith characters of all words contained in A. The pigeonhole principle implies that there is a character
ci ∈ Σ which does not appear among them. Such a character exists for each position. Consider the word
c = c1c2 . . . ck. We have to change all of its characters to obtain a word contained in A, thus its distance
from A is k so A is not a distance k − 1 dominating set. 
Theorem 4 Both the optimal pebbling and optimal rubbling number of Kdm is 2
d if m ≥ 2d.
Proof: We have already seen that 2d pebbles at a single vertex is enough to construct a solvable pebble
distribution even if we consider only pebbling moves.
For the lower bound we set k as d and apply Theorem 2. The obtained lower bound is also 2d. 
2.4 Lower bounds using both γk−1 and γk−2
To improve Theorem 2, we have to use several properties of pebbling and rubbling. Therefore the obtained
bounds are no longer the same for piopt and ρopt.
Let S be a subset of V (G). The open neighbourhood of vertex v is the set of vertices which are
adjacent to v. The closed neighbourhood contains the adjacent vertices plus the vertex itself. The closed
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neighbourhood of set S, denoted by N [S], is defined as the union of the closed neighbourhoods of vertices
contained in S. We write N(S) for the open neighbourhood of S which is defined as N [S] \ S.
Let σ be a sequence of pebbling moves and let M be a pebbling move which contained in σ. We write
σ \M for the sequence of pebbling moves which we get after we delete the last appearance of M . If we
add an additional pebbling move T to the beginning of σ, then we denote the obtained sequence by Tσ.
Let P be a pebble distribution on G and S be an arbitrary subset of V (G). Then the the restriction
of P to S is a pebble distribution which is defined as follows:
P |S =
{
P (v) if v ∈ S
0 otherwise
Theorem 5 For all k ≥ 3 and any graph G whose edge set is non empty we have:
piopt(G) ≥ min
(
2k, γk−1(G) + 2k−2, γk−2(G) + 1
)
Proof: Consider a solvable pebble distribution P . We have already seen that |P | ≥ min(γk−1(G), 2k).
Assume that |P | < min(γk−2(G) + 1, 2k). Either supp(P ) is not a distance k − 2 domination set or
each vertex has at most one pebble. In the later case there are no available pebbling moves but there are
vertices which do not have pebbles, so they are not reachable which is a contradiction.
In the other case, there is a vertex v whose distance from supp(P ) is at least k − 1. On the other
hand, supp(P ) has to be a distance k − 1 domination set, since otherwise 2k pebbles would be required
to reach some of the vertices.
Let σ be an executable sequence of pebbling moves moving a pebble to v. We say that a subdivision
of σ to two subseqences τ and µ is proper if τ and µ are executable under P and Pτ , respectively and
µ does not contain a move which removes a pebble from supp(P ). We chose a proper subdivision where
the size of µ is maximal.
We execute τ and investigate the obtained distribution Pτ . We show that supp(Pτ ) ⊆ N [supp(P )]:
Assume that a vertex outside of N [supp(P )] has a pebble under Pτ . Then the last pebbling move M
which placed it there does not remove pebbles from supp(P ). τ \M is executable and if we put M to
the beginning of µ then Mµ is also executable under Pτ\M . Furthermore Mµ does not remove a pebble
from supp(P ), thus τ \M , Mµ is a proper subdivision of σ which contradicts with the maximality of µ.
Therefore supp(Pτ ) ⊆ N [supp(P )].
At each vertex of supp(P ) the execution of τ either leaves a pebble or it removes at least two pebbles by
a pebbling move which consumes one pebble. Thus at most |P |−| supp(P )| pebbles arrive at N(supp(P ))
after the execution of τ .
µ uses only these pebbles and moves a pebble to v. Therefore v is reachable under Pτ |N(supp(P )). The
distance of v from supp(Pτ ) is at least k − 2, therefore 22−k(|P | − | supp(P )|) ≥ WPτ |N(supp(P ))(v) ≥ 1.
Since | supp(P )| ≥ γk−1(G), we get that |P | ≥ 2k−2 + γk−1(G).
So either |P | ≥ 2k−2+γk−1(G) or our assumption was false and |P | ≥ min(γk−2(G)+1, 2k). Altogether
these imply the desired result. 
If we talk about rubbling, then there are two main differences. First, a distribution which places at
most one pebble everywhere and leaving a vertex without a pebble can be solvable. Second, a rubbling
move can remove pebbles from two vertices and consume just one pebble, hence we can state just that
|P | − | supp(P )|2 pebbles arrive at N(supp(P )) after the execution of τ . If we change the above proof
accordingly, then we get the following improved version of Theorem 2 for rubbling:













We can slightly improve the pebbling result if we do some case analysis.
Theorem 7 For all k ≥ 3 and any graph G whose edge set is non empty we have:
piopt(G) ≥ min
(
2k, γk−1(G) + 2k−2 + 1, γk−2(G) + 1
)
.
Proof: The previous proof immediately gives the desired result if | supp(P )| 6= γk−1(G) or one of the
inequalities in 22−k(|P |− | supp(P )|) ≥WPτ |N(supp(P ))(v) ≥ 1 is strict. Therefore we investigate the case
when | supp(P )| = γk−1(G) and show that one of the inequalities is strict. We use again the assumption
that |P | < min(γk−2(G) + 1, 2k) .
Suppose that γk−1(G) = 1. Then P contains pebbles only at a vertex u. Since supp(P ) is still not a
distance k − 2 domination set, there is a vertex v whose distance from u is k − 1. Thus 2k−1 pebbles at
u are required to reach v and these are also enough. So piopt(G) = 2
k−1 ≥ γk−1(G) + 2k−2 + 1.
Otherwise γk−1(G) ≥ 2. Therefore for each p ∈ supp(P ) there is a vertex v, such that the distance
between v and p is k − 1 but the distance between v and supp(P ) \ {p} is at least k.
Fix p and v and choose a σ sequence of pebbling moves which moves a pebble to v and divide it to τ
and µ like in the previous proof.
If τ removes more than two pebbles from a vertex, then at least two pebbles are consumed there and
we have counted at most one consumption at each vertex, hence |P | − | supp(P )| > ∣∣Pτ |N(supp(P ))∣∣ and
the first inequality is strict.
If τ contains a pebbling move which removes two pebbles from a q ∈ supp(P ) \ {p}, then this move
places a pebble to a vertex u whose distance from v is k− 1. If another move does not move forward this
pebble, then Pτ |N(supp(P )(u) > 0 and its coefficient in WPτ |N(supp(P ))(v) is at most 21−k which is smaller
than 22−k and the first equality is not possible. Else, a pebbling move removes two pebbles from u and
consumes a pebble. We have not counted this consumption, hence |P | − | supp(P )| > |Pτ |N(supp(P ))|.
The only remaining case is when τ contains only one pebbling move which moves a pebble from p to
a vertex w. µ can use only this pebble, but one pebble is not enough to apply a single pebbling move,
therefore µ does nothing, w is not v because the distance between them is at least two, so σ does not
move a pebble to v which is a contradiction. Therefore this case is not possible. 
Using this last version of our result we can determine the optimal pebbling number of K3K3K5.
Corollary 8 The optimal pebbling number of K3K3K5 is 6.
Proof: We have already seen a solvable distribution with size six in Figure 1. It is not hard to see that
the distance 2 domination number of K3K3K5 is three:
The support of the given distribution is a distance 2 domination set on three vertices. Two vertices
are not enough. Consider a set S whose size is two. The graph is vertex transitive, therefore it does
not matter how we chose the first vertex s1. In each copy of K3K3 which does not contain s1 there
are four undominated vertices whose distance from s1 is more than two. The intersection of the closed
neigbourhoods of the undominated vertices which are contained in the same K3K3 is empty. After we
chose s2 there will be a K3K3 which contains neither s1 nor s2. To reach its undominated vertices we
have to move to a different K3K3, which consumes one of the two moves but our location in K3K3
does not change during this move. Only one more remained in K3K3, but this is not enough to arrive all
four undominated vertices, because the intersection of their closed neighbourhoods is empty. Therefore
S is not a distance 2 domination set.
The domination number of K3K3K5 is more than 4:
Consider a set of vertices S whose size is 4. The pigeonhole principle implies that there is a K3K3
which does not contain an element of S. Two vertex from the same K3K3 have some common adjacent
vertices but all of them are contained in the same K3K3 where the two original vertices. Therefore
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each vertex in this K3K3 requires a different element of S which dominates it. The order of K3K3 is
nine, therefore S is not a domination set.
Finally we set k to 3 and apply Theorem 7. 
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Abstract: In a directed graph D = (V,A) with a specified vertex r ∈ V , an arc subset
B ⊆ A is called an r-arborescence if B has no arc entering r and there is a unique path
from r to v in (V,B) for each v ∈ V \{r}. The problem for finding a minimum weight
r-arborescence in a weighted digraph has been studied for decades starting with Chu and
Liu (1965), Edmonds (1967) and Bock (1971). In this paper, we focus on the number of
minimum weight arborescences. We present an algorithm for counting minimum weight r-
arborescences in O(nω) time, where n is the number of vertices of an input digraph and ω is
the matrix multiplication exponent.
Keywords: minimum weight arborescence, matrix tree theorem, counting
1 Introduction
In a directed graph D = (V,A) with a specified vertex r ∈ V , an arc subset B ⊆ A is called an r-
arborescence (or an arborescence rooted at r) if B has no arc entering r and there is a unique path from r
to v in (V,B) for each v ∈ V \{r}. As easily checked, a digraph D contains an r-arborescence if and only
if each vertex in D is reachable from r. If D is a weighted digraph, a minimum weight r-arborescence is an
r-arborescence whose total arc weight is minimum. Polynomial-time algorithms for finding a minimum
weight r-arborescence were discovered independently by Chu and Liu [3], Edmonds [4] and Bock [1].
The best known bound for this problem has been obtained by Gabow et al. [6]. Their algorithm runs in
O(m+n log n) time, where n andm are the numbers of vertices and arcs of an input digraph, respectively.
The above algorithms, however, find at most one minimum weight r-arborescence, while a digraph
might contain more than one. In this paper, we focus on the multiplicity of optimal solutions. More
specifically, we consider the following problem:
Given a directed graph D = (V,A) with a specified vertex r ∈ V and a weight function
w : A→ R+, find the number of minimum weight r-arborescences in D, (1)
where R+ is the set of nonnegative real numbers. If w is a uniform weight, in particular, this problem is
easy. All we have to do in this case is to compute the number of r-arborecences in D. This can be done
by applying the following theorem, which is commonly known as the Matrix Tree Theorem. See, e.g., [7,
Problem 4.16] for its proof.
Theorem 1 (Matrix Tree Theorem) Let D = (V,A) be a directed graph. Let aij denote the number




k ̸=j akj (i = j),
−aij (otherwise).
(2)
1Research is supported by CREST, JST.
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Then, for each vertex i ∈ V , the number of arborescences in D rooted at i is equal to detLi, where Li is
the submatrix obtained by deleting the i-th row and column from L. □
By Theorem 1, one can compute the number of minimum weight r-arborescences in a uniformly
weighted digraph in O(nω) time, where ω is the matrix multiplication exponent (2 < ω < 3), i.e., the
number of elementary operations needed to multiply two n×n matrices is O(nω). Although problem (1)
is not so simple for an arbitrary w, we show that one can solve it within the same asymptotic running
time based on the method of Fulkerson [5].
The problem for finding a minimum weight r-arborescence can be formulated as an integer program,








x(a) ≥ 1 (U ⊆ V \{r}),
x(a) ≥ 0 (a ∈ A),
(LP)









y(U) ≤ w(a) (a ∈ A),
y(U) ≥ 0 (U ⊆ V \{r}).
(DP)
Fulkerson [5] gave an algorithm for finding an optimal solution of (DP). This algorithm yields as a
byproduct an arc subset A◦ ⊆ A and a collection F ⊆ 2V \{r} such that an r-arborescence B in D is of
minimum weight if and only if
B ⊆ A◦ and |B ∩ δ−(U)| = 1 for each U ∈ F . (3)
This condition comes from the complementary slackness between (LP) and (DP).
To solve our problem (1), it suﬃces to count r-arborescences that satisfy (3). Actually, such counting
can be done in O(nω) time. A key observation that leads to this bound is that:
Given an unweighted strongly connected digraph D = (V,A) with n vertices, one can determine
the numbers of arborescences in D rooted at v for all v ∈ V simultaneously in O(nω) time. (4)
We also give an eﬃcient implementation of Fulkerson’s algorithm that runs in O(n2+m log n) time, which
enables us to solve our problem (1) in O(nω) time as a whole.
A similar problem for spanning trees in an undirected graph has already been considered by Broder
and Mayr [2]. They devised an algorithm for counting minimum weight spanning trees in an undirected
graph in O(nω) time.
The rest of this paper is organized as follows. In Section 2, we explain Fulkerson’s algorithm. In
Section 3, we give an O(n2+m log n)-time implementation of Fulkerson’s algorithm. Section 4 is devoted
to proving (4). In Section 5, we give an algorithm for counting r-arborescences that satisfy (3) in O(nω)
time to conclude that one can solve our problem (1) in O(nω) time.
2 Fulkerson’s algorithm
Let D = (V,A) be a digraph with a specified vertex r ∈ V and let w : A → R+ be a weight function.
We assume that every vertex in D is reachable from r and that no arc of A enters r. In this section, we
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explain Fulkerson’s algorithm [5] for finding an optimal solution y of (DP). An arc a ∈ A is said to be
tight for a feasible solution y of (DP) if ∑
U⊆V \{r}: a∈δ−(U)
y(U) = w(a). (5)
Fulkerson’s algorithm can be described as follows.
Algorithm Fulkerson
⟨1⟩ Set A◦ := {a ∈ A |w(a) = 0} and y := 0.
⟨2⟩ Iterate the following until every vertex is reachable in D◦ = (V,A◦) from r.
⟨2-1⟩ Find a strong component U of the digraph D◦ with r /∈ U and A◦ ∩ δ−(U) = ∅.
⟨2-2⟩ Increase y(U) as much as possible until some arc a ∈ δ−(U) gets tight for y.
⟨2-3⟩ Set A◦ := A◦ ∪ {a ∈ δ−(U) | a is tight for y}.
Let y and A◦ be those obtained at the end of the above algorithm and set D◦ := (V,A◦). Note that an
arc a belongs to A◦ if and only if a is tight for y. Let F be a collection of vertex sets U ⊆ V \{r} with
y(U) > 0.
For a vertex subset U ⊆ V , we denote by D◦[U ] the subgraph of D◦ induced by U . It is easy to
see that D◦[U ] is strongly connected for each U ∈ F , and that F is laminar, i.e., U ⊆ W , W ⊆ U or
U ∩ W = ∅ for all U,W ∈ F . Then we can take an r-arborescence B in D such that B ⊆ A◦ and
|B ∩ δ−(U)| = 1 for each U ∈ F , by taking D = D◦ in the following lemma.
Lemma 2 Let D = (V,A) be a digraph with a specified vertex r ∈ V and let F ⊆ 2V \{r} be a laminar
family. Suppose that every vertex is reachable in D from r and D[U ] is strongly connected for each U ∈ F .
Then there exists an r-arborescence B in D such that |B ∩ δ−(U)| = 1 for each U ∈ F .
Proof: By induction on |F|. We may assume that F contains no singleton, since any r-arborescence
in D enters each vertex v ̸= r exactly once. The case F = ∅ being trivial, suppose that |F| ≥ 1. Let
U be an inclusion-wise minimal set in F . Shrink U to a single vertex u, obtaining a new digraph D′.
Similarly, set F ′ := {(W\U) ∪ {u} |U ⊊ W ∈ F} ∪ {W |W ∩ U = ∅, W ∈ F}. Since |F ′| = |F| − 1,
induction gives an r-arborescence B′ in D′ such that |B′ ∩ δ−D′(W )| = 1 for each W ∈ F ′. Expanding u
to the original vertex set U , extend B′ to an r-arborescence B in D (such an r-arborescence exists since
D[U ] is strongly connected). Then B satisfies that |B ∩ δ−D(W )| = 1 for each W ∈ F . □
Choose any r-arborescence B in D such that B ⊆ A◦ and |B ∩ δ−(U)| = 1 for each U ∈ F . Now let
us show that y is an optimal solution of (DP) and B is a minimum weight r-arborescence. To prove this,
let χB be the incidence vector of B: namely we let χB(a) to be 1 for a ∈ B and 0 otherwise. Then χB
and y are optimal solutions of (LP) and (DP), respectively, by the complementary slackness. Indeed, if
χB(a) > 0 for some a ∈ A, then a is tight for y (as a ∈ B ⊆ A◦); If y(U) > 0 for some U ⊆ V \{r},
then we have χB(δ−(U)) = 1 (as U ∈ F and |B ∩ δ−(U)| = 1). Hence y is optimal and B is of minimum
weight.
Conversely, any minimum weight r-arborescence B in D satisfies that B ⊆ A◦ and |B∩δ−(U)| = 1 for
each U ∈ F . To see this, let B∗ be a minimum weight r-arborescence in D and let χB∗ be the incidence
vector of B∗. Then χB
∗
is an optimal solution of (LP). Since y is optimal as well, we have the following
by the complementary slackness: For each a ∈ B∗, a is tight for y (as χB∗(a) > 0); For each U ∈ F ,
χB
∗
(δ−(U)) is equal to 1 (as y(U) > 0). Hence we have B∗ ⊆ A◦ and |B∗ ∩ δ−(U)| = 1 for each U ∈ F .
As a consequence we have the following well-known proposition.
Proposition 3 Let D = (V,A) be a digraph with a specified vertex r ∈ V such that every vertex in D
is reachable from r, and let w : A→ R+ be a weight function. Then there exists an arc set A◦ ⊆ A and
a laminar family F ⊆ 2V \{r} such that an r-arorescence B in D is of minimum weight if and only if
B ⊆ A◦ and |B ∩ δ−(U)| = 1 for each U ∈ F . □
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3 An eﬃcient implementation of Fulkerson’s algorithm
In this section, we give an implementation of Fulkerson’s algorithm that runs in O(n2 +m log n) time.
Fulkerson’s algorithm can be redescribed as follows.
Algorithm Fulkerson∗
⟨1⟩ Set A◦ := ∅ and y := 0.
Set z(v) := 0 for each v ∈ V \{r}.
⟨2⟩ Iterate the following until every vertex is reachable in D◦ = (V,A◦) from r.
⟨2-1⟩ Find a strong component U of the digraph D◦ with r /∈ U and A◦ ∩ δ−(U) = ∅.
⟨2-2⟩ Set µ := min{w(a)− z(v) | a = (u, v) ∈ δ−(U)}.
Set y(U) := µ.
Set z(v) := z(v) + µ for each v ∈ U .
Set A◦ := A◦ ∪ {a ∈ δ−(U) |w(a)− z(v) = 0}.
Throughout the iterations, for each v ∈ V \{r}, z(v) is equal to the sum of all positive y(W ) with
v ∈ W ⊆ V \{r}. Note that the case µ = 0 may occur in ⟨2-2⟩ if U is a singleton (as we set A◦ := ∅
initially).
Let us consider the running time bound. First note that there are at most 2n iterations. This comes
from the fact that the collection of vertex sets U chosen in ⟨2-1⟩ is laminar.
Next we consider the running time of ⟨2-2⟩. This part can be done in O(n2 +m) time throughout
all iterations, if we initially sort arcs of δ−(v) for each v ∈ V \{r} so that they are in increasing order
with respect to w. (Indeed, A◦ never decreases throughout the iterations.) This sorting can be done in
O(m log n) time. Hence we can perform ⟨2-1⟩ (including sorting) in O(n2+m log n) time throughout all
iterations.
Now let us consider the running time of ⟨2-1⟩. A naive way for this part could require O(m+n) time
at each iteration, which amounts to O(nm) time as a whole. Actually, one can do ⟨2-1⟩ in O(n) time at
each iteration. To show this, we introduce a certain concept for reachability.
Let D = (V,A) be a digraph with a specified vertex r ∈ V . We say that D is r-harmonious if there
exist functions ϕ : V → {0, 1, 2} and θ : V → Z+ such that:
(i) a vertex v ∈ V is reachable from r if and only if ϕ(v) = 0;
(ii) if ϕ(v) = 2, then δ−(v) = ∅;
(iii) for any u, v ∈ V with ϕ(u) ≥ 1 and ϕ(v) = 1, v is reachable from u if and only
if θ(u) ≥ θ(v);
(iv) if D contains no r-arborescence, then there exists a strong component K of D
such that δ−(K) = ∅ and ϕ(v) = 1 for all v ∈ K.
(6)
If such functions ϕ and θ exist, we say that ϕ is a color for D and θ is a label for D. See Figure 1 for an















Figure 1: An r-harmonious digraph. Numbers assigned to vertices represent their values of the label.
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Let us check some facts on an r-harmonious digraph D = (V,A) with a color ϕ and a label θ. Suppose
that D contains no r-arborescence, and let K be a strong component of D such that δ−(K) = ∅ and
ϕ(v) = 1 for all v ∈ K. Then each vertex v with ϕ(v) = 1 is reachable from any vertex of K. (Indeed,
if θ(u) < θ(v) for some u ∈ K and some vertex v with ϕ(v) = 1, then u is reachable from v but v is
not reachable from u, which contradicts that K is a strong component of D with δ−(K) = ∅.) This also
implies the uniqueness of K. So we let K(D) denote the strong component K of D for any r-harmonious
digraph D that contains no r-arborescence.
Now we are ready to prove the following lemma, which will be used to implement ⟨2-1⟩ eﬃciently.
Lemma 4 Let D = (V,A) be a digraph with a specified vertex r ∈ V . Suppose that D is r-harmonious
with a color ϕ and a label θ and that D contains no r-arborescence. When adding to D some arcs entering
K(D), one can find a color and a label for the new digraph in O(n) time. In particular, the new digraph
is r-harmonious.
Proof: Let F be the set of arcs entering K(D) that have been added to D, and set T := {u | (u, v) ∈ F}.
Let D′ := (V,A ∪ F ) be the new digraph. Clearly, (6)(ii) is maintained. We consider two cases.
Case 1: T ∩ ϕ−1(0) ̸= ∅. In this case, every vertex v with ϕ(v) = 1 becomes reachable in D′ from r
(as K(D) is reachable in D′ from r). Set ϕ(v) := 0 for each vertex v with ϕ(v) = 1, and set θ(v) := 0
for all v ∈ V . This maintains condition (6)(i), (ii) and (iii). If D′ contains no r-arborescence, choose a
vertex s with ϕ(s) = 2, and set ϕ(s) := 1 and θ(s) := 1. This maintains (6). (In fact, K(D′) = {s}.)
Case 2: T ∩ϕ−1(0) = ∅. Clearly, (6)(i) is maintained. Let k be the value of θ on K(D). (Note that θ
takes the same value over K(D).) Let j be the minimum value of θ over K(D) ∪ {v ∈ T |ϕ(v) = 1}. To
restore (6)(iii), we do the following:
Set θ(v) := j for all v ∈ {u ∈ V |ϕ(u) ≥ 1, j ≤ θ(u) ≤ k} ∪ {u ∈ T |ϕ(u) = 2}. (7)
This maintains (6)(iii), since the set of vertices u with j ≤ θ(u) ≤ k and ϕ(u) = 1 is a strong component
of D′.
If θ(v) is less than j for any vertex v with ϕ(v) = 2 after doing (7), then (6)(iv) is also maintained.
(In fact, K(D′) = {u ∈ V |ϕ(u) = 1, θ(u) = j}.) If there is a vertex s with ϕ(s) = 2 and θ(s) = j after
doing (7), we set ϕ(s) := 1 and θ(s) := j + 1. This maintains (6). (In fact, K(D′) = {s}.)
It is not diﬃcult to see that these operations can be done in O(n) time. □
Lemma 4 implies that ⟨2-1⟩ can be performed eﬃciently by keeping D◦ = (V,A◦) r-harmonious
throughout the iterations. So we have the following result.
Theorem 5 Fulkerson’s algorithm can be implemented to run in O(n2 +m log n) time.
Proof: Since we have already observed that ⟨2-2⟩ can be done in O(n2 +m logn) time throughout all
iterations, it suﬃces to show that one can perform ⟨2-1⟩ in O(n) time at each iteration.
At the start of the algorithm, do the following: Choose a vertex s ∈ V \{r} arbitrarily, and set
ϕ(r) := 0, ϕ(s) := 1 and ϕ(v) := 2 for all v ∈ V \{r, s}; Set θ(s) := 1 and set θ(v) := 0 for all v ∈ V \{s}.
Then D◦ = (V,A◦) is initially an r-harmonious digraph with the color ϕ and the label θ (as A◦ = ∅). If
we choose K(D◦) in ⟨2-1⟩ at each iteration, we can restore ϕ and θ in O(n) time for the new digraph
D◦ obtained after ⟨2-2⟩ at its iteration by Lemma 4. This implies that one can perform ⟨2-1⟩ in O(n)
time at each iteration. □
Directly from Theorem 5 and discussion in Section 2, we have the following corollary.
Corollary 6 Let D = (V,A) be a digraph with a specified vertex r ∈ V such that every vertex in D is
reachable from r, and let w : A → R+ be a weight function. Then one can find in O(n2 +m log n) time
an arc set A◦ ⊆ A and a laminar family F ⊆ 2V \{r} such that an r-arorescence B in D is of minimum
weight if and only if B ⊆ A◦ and |B ∩ δ−(U)| = 1 for each U ∈ F . □
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4 Simultaneous counting of rooted arborescences
Let D = (V,A) be an unweighted digraph with n vertices. For each v ∈ V , let τ(v) denote the number of
arborescences in D rooted at v. Theorem 1 tells us that one can find τ(v) in O(nω) time for each vertex
v. To find τ(v) for all v ∈ V , we must determine all the diagonal cofactors of the matrix L defined by
(2). If L were nonsingular, this could be done by computing its inverse in O(nω) time. Unfortunately,
however, L is in fact singular, and a naive way requires O(nω ·n) time. In this section, we show that one
can determine τ(v) for all v ∈ V in O(nω) time if D is strongly connected.
Let H = (hij) be an n× n matrix satisfying the following condition:
n∑
i=1
hij = 0 for j = 1, 2, . . . , n. (8)
So the sum of each column of H is equal to zero. Let Hi denote the submatrix obtained by deleting the







where α = Hn. If α is nonsingular, then each detHi can be written as follows.
Lemma 7 If H satisfies (8) and α = Hn is nonsingular, then
detHi = −(α−1β)i · detα (10)
for i = 1, 2, . . . n− 1. Here (α−1β)i means the i-th component of the vector α−1β.














where I is the identity matrix of dimension n− 1. Let ei denote the i-th unit vector, and let Gi denote








This implies the lemma, since det(PGi) = detP detGi = detHi/ detα. □
Since both detα and the vector α−1β can be determined in O(nω) time, Lemma 7 implies that all
the diagonal cofactors of the matrix H can be computed in O(nω) time. This immediately yields the
following result.
Theorem 8 Given a strongly connected digraph D = (V,A), one can determine τ(v) for all v ∈ V in
O(nω) time, where τ(v) is the number of arborescences in D rooted at v.
Proof: Define the matrix L by (2). Note that the sum of each column of L is equal to zero. Since D is
strongly connected, detLi is positive for each i ∈ V by Theorem 1. This implies, in particular, that Li is
nonsingular for any i ∈ V . Hence, directly from Lemma 7 and Theorem 1, we obtain the theorem. □
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5 Counting minimum weight arborescences
Proposition 3 reduces our problem (1) to a problem for counting arborescences satisfying certain condi-
tions in an unweighted digraph. Recall that D[U ] denotes the subgraph of D induced by U . We now
consider the following problem:
Given: a digraph D = (V,A) with a specified vertex r ∈ V and a laminar family F ⊆ 2V \{r}
such that every vertex is reachable in D from r and D[U ] is strongly connected for
each U ∈ F ;
Find: the number of r-arborescences B in D such that |B ∩ δ−(U)| = 1 for each U ∈ F .
(14)
In this section, we show that one can solve the above problem (14) in O(nω) time. With Corollary 6, this
implies that our problem (1) can be solved in O(nω) time.
5.1 Outline
We may assume that F contains no singleton, since any r-arborescence in D enters each vertex v ̸= r
exactly once. We say that an r-arborescence B in D is F-tight if |B ∩ δ−(U)| = 1 for each U ∈ F . A key
observation for counting F-tight r-arborescences in D is that:
For any F-tight r-arborescence B in D and for any U ∈ F , B[U ] is an arborescence in D[U ], (15)
where B[U ] denotes the set of arcs of B spanned by U .
Now we give an useful idea that yields an eﬃcient method for counting F-tight r-arborescences in
D. Let U be an inclusion-wise minimal set in F . For each v ∈ U , let τU (v) denote the number of
arborescences in D[U ] rooted at v. Since D[U ] is strongly connected, τU (v) is positive for each v ∈ U .
Let DU be a digraph arising from D by doing the following operations:
For each arc a = (s, v) ∈ δ−(U), replace a by τU (v) parallel arcs; Shrink U to a new vertex u. (16)
Similarly, let FU be a collection obtained from F by shrinking U . More precisely, set FU := {(W\U) ∪
{u} |U ⊊W ∈ F} ∪ {W |W ∩ U = ∅, W ∈ F}. Then we have the following.
Claim 9 The number of F-tight r-arborescences in D is equal to that of FU -tight r-arborescences in DU .
Proof: Let D′ be a digraph obtained from D by shrinking U to one new vertex u (without replicating
arcs). To avoid complication, let δ−(U) and δ−(u) denote the arc sets δ−D(U) and δ
−
D′(u), respectively,
and identify them as the same set. For each a ∈ δ−(U), let ∂−a denote the head of a in D. So ∂−a ∈ U .
For each arc a ∈ δ−(u), let σ(a) denote the number of FU -tight r-arborescences in D′ that contains
a. Then for each arc a ∈ δ−(U) the number of F-tight r-arborescences in D that contains a is equal to
σ(a) · τU (∂−a), by (15) and the minimality of U . Hence the total number of F-tight r-arborescences in
D is equal to
∑
a∈δ−(U) σ(a) · τU (∂−a), which implies the claim. □
We can derive from Claim 9 an eﬃcient method for solving problem (14). Note that |FU | = |F| − 1.
Resetting D := DU and F := FU and iterating the series of the operations, we will get F = ∅ at
some point. Claim 9 implies that throughout the iterations the number of F-tight r-arborescences in
D does not change. If F is empty, the number of F-tight r-arborescences in D is nothing but that of
r-arborescences in D, which can be determined by just applying Theorem 1.
5.2 Algorithm description and complexity
Now we describe an algorithm for problem (14). Let D = (V,A) be a digraph with vertex set V =
{1, 2, . . . , n} that contains a specified vertex r ∈ V , and let F ⊆ 2V \{r} be a laminar family. Suppose
that D contains an r-arborescence and that D[U ] is strongly connected for each U ∈ F . We assume
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that F contains no singleton. Moreover, we assume that the laminar family F = {Uk}tk=1 satisfies that
Ui ⊊ Uj or Ui ∩ Uj = ∅ for any 1 ≤ i < j ≤ t, since the members of F can be found in such an order by
Fulkerson’s algorithm. Let aij be the number of arcs leaving i and entering j for any two distinct vertices
i, j ∈ V . Then the counting algorithm for problem (14) can be described as follows.
Algorithm Counting
⟨1⟩ Set ψ(v) := v for each vertex v ∈ V = {1, 2, . . . , n}. Set q := n+ 1.
⟨2⟩ For k = 1, 2, . . . , t, do the following.
⟨2-1⟩ Set I := {ψ(v) | v ∈ Uk} and J := {ψ(v) | v ∈ V \Uk}. Define the I × I matrix L = (lij) by
lij :=
{∑
p∈I\{i} apj (i = j),
−aij (otherwise).
(17)
Determine τ(i) := detLi for each i ∈ I, where Li is the submatrix obtained by deleting i-th
row and column from L.
⟨2-2⟩ Set ajq :=
∑
i∈I aji · τ(i) and aqj :=
∑
i∈I aij for each j ∈ J .
⟨2-3⟩ Set ψ(v) := q for each v ∈ Uk. Set q := q + 1.
⟨3⟩ Set I := {ψ(v) | v ∈ V }. Define the I × I matrix L = (lij) by (17). Return detLψ(r).
Let us consider the running time bound. For k = 1, 2, . . . , t, let dk and nk be the sizes of I and I ∪ J
in ⟨2-1⟩ at k-th iteration, respectively. So n1 = n. Note that each dk is larger than 1 (since F contains
no singleton). It is easy to see that nk+1 = nk − dk + 1 for k = 1, 2, . . . , t− 1. This gives that t ≤ n and∑t
k=1 dk ≤ 2n. Since we can do ⟨2-1⟩ in O(dkω) time at k-th iteration by Theorem 8, we can perform
⟨2-1⟩, ⟨2-2⟩ and ⟨2-3⟩ at k-th iteration in time
O(dk
ω + dk(nk − dk) + n) ≤ O(dkω + ndk). (18)

















Also we can do ⟨3⟩ in O(nω) time. Therefore, problem (14) can be solved in O(nω) time, which together
with Corollary 6, implies the following theorem.
Theorem 10 Given a directed graph D = (V,A) with a specified vertex r ∈ V and a weight function
w : A→ R+, one can find the number of minimum weight r-arborescences in D in O(nω) time. □
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Abstract: A modular semilattice is a semilattice generalization of a modular lattice. We es-
tablish a Birkhoff-type representation theorem for modular semilattices, which says that every
modular semilattice is isomorphic to the family of ideals in a certain poset with additional
relations. This new poset structure, which we axiomize in this paper, is called a PPIP (projec-
tive poset with inconsistent pairs). A PPIP is a common generalization of a PIP (poset with
inconsistent pairs) and a projective ordered space. The former was introduced by Barthe´lemy
and Constantin for extablishing Birkhoff-type theorem for median semilattices, and the latter
by Herrmann, Pickering, and Roddy for modular lattices. We show the Θ(n) respresentation
complexity and a construction algorithm for PPIP-representations of (∧,∨)-closed sets in the
product Ln of modular semilattice L, which are also modular semilattices. This generelizes
results of Hirai and Oki for a special median semlattice Sk. We also investigate implicational
bases for modular semilattices. Extending results by Wild and Herrmann for modular lat-
tices, we determine optimal implicational bases and develope a polynomial time recognition
algorithm for modular semilattices. These results can be applied to retain the minimizer set
of a submodular function on a modular semilattice.
Keywords: modular semilattice, Birkhoff representation theorem, implicational
base, submodular function.
1 Introduction
The Birkhoff representation theorem says that every distributive lattice is isomorphic to the family of
ideal in a poset (partially ordered set). This representation of a distributive lattice L is compact in
the sence that the cardinarity of the poset is at most the height of L, and consequently has brought
numerous algorithmic successes in discrete applied mathematics. The family of all stable matchings in
the stable matching problem forms a distributive lattice, and is compactly represented by a poset. Several
game-theoretic problems on stable matchings are elegantly solved by utilizing this poset repsensentation.
The family of minimum s-t cuts in a network forms a distributive lattice. More generally, the family of
minimizers of a submodular set function is a distributive lattice, and admits such a compact representation;
see [9]. A canonical block-triangular form of a matrix by means of row and column permutations, known
as the Dulmage-Mendelsohn decomposition (DM-decomposition), is obtained via a maximal chain of the
family of minimizers of a submodular function, in which a maximal chain corresponds to a topological
order of the poset representation of the family. The DM-decomposition is further generalized to the
combinatorial canonical form (CCF) of a mixed matrix [22, 23], which is also built on the same idea.
The present paper addresses Birkhoff-type compact representations for lattices and semilattices beyond
distributive lattices. Here, by a compact representation of lattice or semilattice L we naively mean a
structure whose size is smaller than the size of L and from which the original lattice structure can be
recovered. Some of previous works relating this subject are explained as follows.
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Median semilattices are a semilattice generalization of a distributive lattice, in which every principal
ideal is a distributive lattice. Barthe´lemy and Constantin [5] established a Birkhoff-type reprsentation
theorem for a median semilattice. Their theorem says that every median semilattice is compactly repre-
sented by, or more specifically, is isomorphic to the family of special ideals of a poset with an additional
relation, called an inconsistent relation. This structure is called a poset with inconsistent pairs (PIP),
which was also independenly introduced by Nielsen, Plotkin, and Winskel [25] as a model of cocurrency
in theoretical computer science, and recently rediscovered by Ardila, Owen, and Sullivant [2] from the
state complex of robot motion planning; the name PIP is due to them. Hirai and Oki [16] applied PIP
to represent the minimizer set of a k-submodular function, which is a generalization of a submodular set
funtion defined on the product Sk
n of a special median semilattice Sk (consisting of k + 1 elements).
They obtained several basic algorithmic results for this PIP-representation.
Modular lattices are a well-know lattice class that includes distributive lattices. Herrmann, Pickering,
and Roddy [11] established a Birkhoff-type representation theorem of a modular lattice, which says that
every modular lattice is isomorphic to the family of special ideals of a poset with an additional ternary
relation, called a collinear relation. This structure is called a projective ordered space, and is viewed as a
generalization of a projective space, which is a fundamental class of incidence geometries [27].
A theory of implicational systems (or Horn formulas) also provides a theoretical basis of compact
reprsentations of lattice and semilattice; see recent survey [29]. Wild [28] determines an optimal impli-
cational base (or a minimum-size Horn formula) of a modular lattice L, where L is regarded as a closure
system F ⊆ 2E on a suitable set E. This result is remarkable since obtaining an optimal implicational
base is NP-hard in general. Subsequently, by utilizing the axiom of projective ordered space, Herrman
and Wild [12] developed a polynomial time algorithm to decides whether a closure system given by
implications is a modular lattice.
The goal of the paper is to generalize these results to a modular semilattice, which is a common
generalization of a median semilattice and a modular lattice, and first appeared in a paper [4] of Bandelt,
van de Vel, and Verheul. Recently, modular semilattices have unexpectedly emerged from several well-
behaved classes of combinatorial optimization problems, and been being recognized as a next stage on
which submodular function theory should be developed [14, 15]. The motivation of this paper comes
from these emergences and future contribution of modular semilattices to combinatorial optimzation.
The results and the organization of this paper are outlined as follows:
Section 2: We establish a Birkhoff-type representation theorem for modular semilattices: Generalizing
PIP and projective ordered space, we formulate the axiom of a new structure PPIP (projective
poset with inconsistent relation), which is a certain poset endowed with both inconsistent and
collinear relations. We prove a one-to-one correspondance between modular semilattices and PPIPs
(Theorem 6). While projective ordered spaces generalize projective geometries, PPIP generalizes
polar spaces, which are another fundamental class of incidence geometries.
Section 3: A typical emergence of a modular semilattice is as a (∨,∧)-closed set B in the product Ln
of a (very small) modular semilattice L. We investigate the representation complexity of such a
modular semilattice B. We show that the number of ∨-irreducible elements of B is bounded by
n times of the number of ∨-irreducible elements of L (Theorem 8). This attains a lower limit by
Berman et al.[6], and in turn implies that the PPIP-representation for B is actually compact (i.e.,
has a polynomial size in n) provided the size of L is fixed. We give a polynomial time algorithm
to construct PPIP assuming a membership oracle of B (Theorem 11), which is applied to the
minimizer set of a submodular function on Ln. These generalize results of Hirai and Oki [16] for
case of L = Sk.
Section 4: Extending Wild’s result, we determine an optimal implicational base of a modular semilattice
viewed as a ∪-closed family (Theorem 13). Utilizing the axiom of PPIP, we develop a polynomial
time recognition algorithm for moduler semilattices given by implications (Theorem 15), which is
also an extension of the algorithm by Herrman and Wild [12] for modular lattices.
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These results have potential applications to (i) the computation of the PPIP-representation of the mini-
mizer set of a submodular function on a modular semilattice and (ii) a canonical block-trianguation to a
partitioned matrix [19], which is a futher generalization of the DM-decomposition. Details are found in
the full version of this paper.
Notation
We use a standard terminology on posets and lattices. Let P be a poset. A subset X ⊆ P is called
an ideal if p ≤ p′ and p′ ∈ X implies p ∈ X. The principal ideal of x, denoted by Ix, is the ideal
{p ∈ P | p ≤ x}. In this paper, semilattices are ∧-semilattices. We assume that any chain in a semilattice
have finite length. Let L be a semilattice. Note that the join x∨ y exists if and only if there is a common
upper bound of x and y. A semilattice L is said to be modular [4] if every principal ideal is a modular
lattice, and for every x, y, z ∈ L, the join x ∨ y ∨ z exists provided x ∨ y, y ∨ z, and z ∨ x exist. A
Median semilattice [26] is a modular semilattice each of whose principal ideal is distributive. We say that
l ∈ L is ∨-irreducible if l = a ∨ b means l = a or l = b. For a semilattice L, let Lir denote the family
of ∨-irreducible elements of L, where Lir is a poset with the partial order derived from L. We denote
{1, 2, . . . , n} by [n]. The symbol |A| designates the cardinality of a set A.
2 Birkhoff-type representation
In this section, we introduce a new structure PPIP and establish a Birkhoff-type representation for
modular semilattices. We suppose that all semilattices have finite length throughout this section. We
first quickly review previous Birkhoff-type representations. In Section 2.1, we explain PIP representation
for median semilattices by Barthe´lemy and Constantin [5]. In Section 2.2, we explain projective ordered
space representation for modular lattices by Herrmann, Pickering, and Roddy [11]. In Section 2.3, we
axiomatize PPIPs as a common generalization of PIPs and projective ordered spaces, and establish a
Birkhoff-type representation theorem for modular semilattices.
2.1 Median semilattice and PIP
In this section, we introduce PIPs and explain a Birkhoff-type representation theorem for median semi-
lattices. A key tool for providing compact representation is a poset endowed with an additional relation.
Let P be a poset. A symmetric binary relation ^ defined on P is called an inconsistent relation [5]
if the following conditions are satisfied:
(IC1) there are no common upper bounds of p and q provided p ^ q;
(IC2) if p ^ q, p ≤ p′, and q ≤ q′, then p′ ^ q′.
Definition 1 A PIP is a posed endowed with an inconsistent relation.
Let P be a PIP. An inconsistent pair is a pair (x, y) ∈ P 2 such that x ^ y. A subset X ⊆ P is said
to be consistent if X contains no inconsistent pairs. We denote the family of consistent ideals of P by
C (P ). Regard C (P ) as a poset with respect to the inclusion order ⊆.
We define a symmetric binary relation ^ on Lir by x ^ y if and only if x ∨ y does not exist for
any x, y ∈ P . It was shown that ^ is indeed an inconsistent relation [5]. We refer ^ as an induced
inconsistent relation. For median semilattice L, let PIP (L) denote the PIP which consists of ∨-irreducible
elements of L and endowed with the induced partial order and inconsistent relation.
The following theorem establishes Birkhoff-type representation for median semilattices.
Theorem 2 ([5]) (1) Let L be a median semilattice. Then C (PIP (L)) is isomorphic to L.
(2) Let P be a PIP. Then PIP (C (P )) is isomorphic to P .
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2.2 Modular lattice and projective ordered space
In this section, we introduce projective ordered spaces and explain a Birkhoff-type representation theorem
for modular lattices. As in the case of median semilattice, a key tool for providing compact representation
is posets endowed with an additional relation. In addition, the axiomatization of projective ordered spaces
is necessary to establish our Birkhoff-type representation theorem.
Let P be a poset. A symmetric ternary relation C defined on P is called a collinear relation [11] if
the following conditions are satisfied:
(CT1) p, q, and r are pairwise incomparable provided C(p, q, r) holds;
(CT2) if C (p, q, r) holds, p ≤ w, and q ≤ w, then r ≤ w.
An ordered space is a posed endowed with a collinear relation. A triple of elements x, y, z ∈ P is collinear
if C(x, y, z) holds. A collinear triple is a triple (x, y, z) ∈ P 3 such that C (p, q, r) holds.
Let P be an ordered space. An ideal X ⊆ P is called a subspace if p, q ∈ X and the collinearity of
p, q, r implies r ∈ X. Let S (P ) be the family of subspaces of P . Regard S (P ) as a poset with respect to
the inclusion order ⊆.
Let L be a semilattice. We define a symmetric ternary relation C on Lir by C (x, y, z) holds if and
only if x, y, and z are pairwise incomparable, x ∨ y, y ∨ z, and z ∨ x exist, and they are equal. It was
shown that C is indeed a collinear relation [11]. We refer C as a collinear relation induced by L. For
modular lattice L, let PS (L) denote the ordered space which consists of ∨-irreducible elements of L and
endowed with the induced partial order and collinear relation.
Though every PIP corresponds to a median semilattice, not all ordered spaces represent modular
lattices. To avoid this inconvenience, Hermann, Pickering, and Roddy [11] axiomatized projective ordered
spaces:
Definition 3 An ordered space P is said to be projective if the following axioms are satisfied:
(Regularity) For any collinear triple (p, q, r) and r′ ∈ P such that r′ ≤ r, r′ 6≤ p, and r′ 6≤ q, there
exist p′ ≤ p and q′ ≤ q such that C(p′, q′, r′) holds.
(Triangle) If C (a, c, p) and C (b, c, q) are satisfied, then at least one of the following conditions holds:
• There exists x ∈ P such that C(a, b, x) and C(p, q, x) hold, {a, b, c, p, q, x} are pairwise in-
comparable, and there are no collinear triples in {a, b, c, p, q, x} other than (a, c, p), (b, c, q),
(a, b, x), (p, q, x), and their permutations;
• There is a′ ≤ a such that C (b, q, a′) holds;
• C(b, q, p) holds;
• There are a′ ≤ a and p′ ≤ p such that C (q, a′, p′) holds;
• q ≤ a or q ≤ p.
The following theorem establishes a Birkhoff-type representation theorem for modular lattices.
Theorem 4 ([11]) (1) Let L be a modular lattice. Then PS (L) is a projective ordered space. Further-
more, C (PS (L)) is isomorphic to L.
(2) Let P be a projective ordered space. Then S (P ) is a modular lattice. Furthermore, PS (S (P )) is
isomorphic to P .
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2.3 Modular semilattice and PPIP
In this section, we establish a Birkhoff-type representation theorem for modular semilattice by introducing
a new structure PPIP. A PPIP is a common generalization of a PIP and projective ordered space. Modular
semilattices can be regarded as that of median semilattices and modular lattices. Therefore we expect
that modular semilattices are compactly represented by such structures. In this paper, we only deal with
PPIPs which satisfy finite length condition: there are no infinite chains of consistent subspaces.
Definition 5 Let P be a poset associated with an inconsistent relation ^ and collinear relation C. We
say that P is a PPIP if the following axioms are satisfied:
(Regularity) The same as in Definition 3.
(weak Triangle) Suppose that C (a, c, p) and C (b, c, q) hold and {a, b, c, p, q} is consistent. Then at
least one of the five conditions of Triangle axiom in Definition 3 holds.
(Consistent-Collinearity) For any collinear triple (p, q, r), the following conditions are satisfied:
(CC1) the set {p, q, r} is consistent;
(CC2) for any x ∈ P , x is consistent with either at most one of (p, q, r) or all of them.
For a modular semilattice L, let P (L) denote Lir equipped with the induced inconsistent relation,
and collinear relation. We will later prove that P (L) is a PPIP if L is a modular semilattice. For a PPIP
P , let CS (P ) be the family of consistent subspaces of PPIP P . Regard CS (P ) as a poset with respect
to the inclusion order ⊆.
We establish Birkhoff-type representation theorem for modular semilattices as follows:
Theorem 6 (1) Let L be a modular semilattice. Then P (L) is a PPIP. Furthermore, CS (P (L)) is
isomorphic to L. An isomorphism φ : L → CS (P (L)) is given by φ(l) := {p ∈ P (L) | p ≤ l}. The
inverse ψ is given by ψ(I) :=
∨
x∈I x. Here ψ(∅) = minL.
(2) Let P be a PPIP. Then CS (P ) is a modular semilattice Furthermore, P (CS (P )) is isomorphic to P .
In particular, modular semilattices are compactly represented by a PPIP.
Example 7 A modular semilattice, illustrated in Figure 1 (a), is represented by the PPIP in Figure 1
(b).
(a) (b)
Figure 1: An example of PPIP representation. (a) Hasse diagram of a modular semilattice. Its ∨-
irreducible elements are numbered. (b) PPIP representation of the modular semilattice. Dots and arrows
constitute its Hasse diagram. Dotted line represents minimal inconsistent pairs (defined in Section 4.1).
Three elements in the rectangular box are collinear.
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3 (∧,∨)-closed set in Ln
In this section, we deal with compact representations for (∧,∨)-closed sets in Ln. In Section 3.1, we
prove that any (∧,∨)-closed set in Ln admits an O(n)-size representations. In Section 3.2, we address
a polynomial time algorithm calculating the PPIP-representation of a (∧,∨)-closed set in Ln. In this
section, assume that all semilattices are finite.
3.1 O(n|Lir|)-bound of ∨-irreducible elements
In this section, we deal with the upper bound of the size of compact representations for (∧,∨)-closed sets
in Ln. Let L be a semilattice. The symbol Ln denotes an n-product of L, whose partial order is the
product order. Notice that we can calculate ∧ and ∨ of Ln in the component-wise manner, that is, the
following identity holds for any l = (l1, l2, . . . , ln) ∈ Ln and l′ = (l′1, l′2, . . . , l′n):
l ∧ l′ = (l1 ∧ l′1, l2 ∧ l′2, . . . , ln ∧ l′n),
l ∨ l′ = (l1 ∨ l′1, l2 ∨ l′2, . . . , ln ∨ l′n) (l ∨ l′ exists if all li ∨ l′i exist).
A subset B ⊆ Ln is said to be (∧,∨)-closed if b1 ∧ b2 ∈ B for any b1, b2 ∈ B and b1 ∨ b2 ∈ B for any
b1, b2 ∈ B such that b1 ∨ b2 exists in L. Note that Ln and B is a modular semilattice if so is L. In the
following, let L be a semilattice and B a (∧,∨)-closed set in Ln without further mentioning.
For any modular semilattice L, our compact representation theorem is valid for (∧,∨)-closed sets in
Ln, which are also modular semilattices. However computational problems still remain. As the cardinality
of Ln grows exponentially, so may that of P (B). Moreover, it is unrealistic enumerating ∨-irreducible
elements of B by a brute-force search. Hirai and Oki [16] solved these problems for (∧,∨)-closed sets of
Sk. Here Sk is a median semilattice whose underlying set is {0} ∪ [k] and whose partial order is 0 < i for
all i ∈ [k].
We generalize Hirai and Oki’s result to (∧,∨)-closed sets of arbitrary semilattices. In this section, we
give the upper bound of P (B). The enumerating problem will be treated in the next section. We owe
this theorem and its proof to a discussion with Taihei Oki.
Theorem 8 Let L be a semilattice and B a (∧,∨)-closed set in Ln. The cardinality of ∨-irreducible
elements of B is at most n|Lir|.
3.2 Constructing PPIP from Menbership Oracle
Let L be a modular semilattice. In this section, we address a polynomial-time algorithm calculating
PPIP-representation of B using Membership Oracle (MO).
Definition 9 Membership Oracle (MO) for a (∧,∨)-closed set B ⊆ Ln answers the following decision
problem:
Input: i, j ∈ [n], l, l′ ∈ L,
Output: Whether or not there exists b ∈ B such that b[i] = l and b[j] = l′.
An important example of MO is a minimizer oracle. We can show that the minimizer set of a submodular
function on Ln forms a (∧,∨)-closed set, and that MO of the minimizer set can be reduced to a minimizer
oracle. In this sense, it is a natural assumption that MO is available.
Theorem 10 Suppose that MO is available. Then ∨-irreducible elements of B are enumerated by at
most n2|L|2 calls of MO.
Theorem 11 The PPIP-representation P (B) can be obtained in O(n3|Lir|3+n2|L|2)-time; the algorithm
enumerates the partial order, inconsistent relation, and collinear relation of P (B).
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4 Optimal implicational base
In the previous sections, the space complexity to store the relations on a PPIP was ignored. The compact
representation by implicational bases deals with this problem. Modular semilattices are sometimes more
compactly represented by implicational bases than by PPIPs.
In Section 4.1, we generalize optimal implicational bases for modular lattices, given by Wild [28],
for modular semilattices. In Section 4.2, we address a polynomial time algorithm deciding whether a
∩-closed system given by implications is a modular semilattice.
4.1 Optimal implicational base for modular semilattice
In this section, we establish a compact representation for a modular semilattice by implicational bases.
Our notation given below are a generalization of standard one. See recent survey [29] for more details on
closure systems and implications.
We first quickly review ∩-closed family and implicational bases. Fix a finite set E. A subset F ⊆ 2E
is called a ∩-closed family if F1 ∩ F2 ∈ F for all F1, F2 ∈ F . The members of F is said to be closed.
Modular semilattice L can be viewed as a ∩-closed family. In the previous section, we proved that L
is isomorphic to a ∩-closed family on Lir equipped with inclusion order ⊆, that is, CS (P (L)) in Theorem
6. A subset X ⊆ Lir is said to be inconsistent if there is no F ∈ CS (P (L)) such that X ⊆ F .
A pair of subsets (A,B) ∈ 2E × 2E , written as A→ B, is called an implication. Here A is called the
premise and B the conclusion. An implication is said to be proper if its conclusion is nonempty. Let Σ
be a collection of implications. We define a ∩-closed set F(Σ) ⊆ 2E as follows: X ∈ F(Σ) if and only if
A ⊆ X implies B ⊆ X for all proper implications A→ B in Σ, and A 6⊆ X for all improper implications
A→ ∅.
A collection Σ of implications is called an implicational base of a ∩-closed family F if F = F(Σ). The





An implicational base is said to be optimal if its size is minimum among all implicational bases.
Our aim is to give an optimal implicational base for modular semilattice L, viewed as a ∩-closed
family CS (P (L)). Let L be a modular semilattice. An element l′ ∈ L is called a lower cover of l ∈ L if
l′ < l and there is no element l′′ ∈ L such that l′ < l′′ < l. The relation l′ ≺ l means that l′ is a lower
cover of l. Every ∨-irreducible element q has the unique lower cover q. If q is not the minimum element,
then q is said to be nonatomic. For every nonatomic element q, its unique lower cover q is decomposed
by ∨-irreducible elements {pi} as q = p1 ∨ p2 ∨ · · · ∨ pn. The sequence {pi} is called an irreducible
decomposition of q if no proper subsequence {pik} decomposes q, i.e., satisfies q = pi1 ∨ pi2 ∨ · · · ∨ pim .
For a nonatomic ∨-irreducible element q, let Bq = {p1, p2, . . . , pm} denote an irreducible decomposition
of q. An element l ∈ L is called an Mn-element (n ≥ 3) if there are y ≺ x0, x1, . . . , xn−1 ≺ l in L such
that xi ∧ xj = y and xi ∨ xj = l for all distinct i, j in {0, 1, . . . , n − 1}. We call y a bottom and xi an
intermediate element. A function φ : L→ 2Lir is defined by φ(l) = {p ∈ Lir | p ≤ l}.
Wild [28] characterized an optimal implicational base for a modular lattice.
Theorem 12 ([28], PROPOSITION 5) Let L be a modular lattice. An optimal implicational base
for CS (P (L)) consists of the following implications:
• {q} → Bq for every nonatomic q ∈ Lir;
• {pxi , qxj } → {rxj+1 mod n} for all 0 ≤ i < j ≤ n − 1 and Mn-elements x ∈ L with the bottom
y and intermediate elements x0, x1, . . . , xn−1, where pxi ∈ φ(xi) \ φ(y), qxj ∈ φ(xj) \ φ(y), and
rxj+1 mod n ∈ φ(xj+1 mod n) \ φ(y);
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We generalize his result for a modular semilattice. A pair (p, q) ∈ Lir×Lir is called a minimal inconsistent
pair if the following conditions are satisfied: p ∨ q dose not exist; if p′ ≤ p, q′ ≤ q, and p′ ∨ q′ does not
exist, then p = p′ and q = q′ for any p′, q′ ∈ Lir.
Theorem 13 Let L be a modular semilattice. An optimal implicational base for CS (P (L)) consists of
the following implications:
• {q} → Bq for every nonatomic q ∈ Lir;
• {pxi , qxj } → {rxj+1 mod n} for all 0 ≤ i < j ≤ n − 1 and Mn-elements x ∈ L with the bottom
y and intermediate elements x0, x1, . . . , xn−1, where pxi ∈ φ(xi) \ φ(y), qxj ∈ φ(xj) \ φ(y), and
rxj+1 mod n ∈ φ(xj+1 mod n) \ φ(y);
• {p, q} → ∅ for every minimal inconsistent pair (p, q) ∈ Lir × Lir.
Compact representation by implicational bases is efficient when the modular semilattice L contains large
diamond. Diamond is a modular lattice whose height is two and whose maximum element is an Mn-
element. To represent a diamond by a PPIP, we need O(n3) collinear triples. However optimal implica-
tional base for it contains O(n2) implications.











4.2 Identifying modular semilattice
We generalize Herrmann and Wild’s algorithm [12] deciding whether a closure system given by implica-
tions is a modular lattice.
Theorem 15 Let Σ be the family of implications on E. We can decide whether or not F(Σ) is modular
in O((s(Σ)|Σ|2|E|4 + |E|7) log |E|)-time.
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Abstract: A ladder lottery, known as “Amidakuji” in Japan, is a common way to decide
an assignment at random. A ladder lottery L of a given permutation is optimal if L has
the minimum number of horizontal lines. In this paper, we investigate a reconfiguration
problem of optimal ladder lotteries. The reconfiguration problem on a set of optimal ladder
lotteries asks, given two optimal ladder lotteries L,L′ of a permutation pi, to find a sequence
of 〈L1, L2, . . . , Lk〉 of optimal ladder lotteries of pi such that (1) L1 = L and Lk = L′ and
(2) Li for i = 2, 3, . . . ,m is obtained from Li−1 by moving a bar in Li−1 locally. An existing
result implies that any two optimal ladder lotteries of a permutation pi have a reconfiguration
sequence of length O(n3), where n is the number of elements in pi. In this paper, we propose
an exact formula for the minimum length of reconfiguration sequences between two optimal
ladder lotteries.
Keywords: reconfiguration problem, ladder lottery, optimal ladder lottery
1 Introduction
A ladder lottery, known as the “Amidakuji” in Japan, is a common way to decide an assignment at
random. Formally, a ladder lottery L of a permutation pi = (p1, p2, . . . , pn) is a network with n vertical
lines (lines for short) and zero or more horizontal lines (bars for short) each of which connects two
consecutive vertical lines. The i-th line from the left is called line i. The top ends of lines correspond to
pi. The bottom ends of lines correspond to the identical permutation (1, 2, . . . , n). See Figure 1. Each
element pi in pi starts the top end of line i, and goes down along the line, then whenever pi comes to an
endpoint of a bar, pi goes horizontally along the bar to the other end, then goes down again. Finally pi
reaches the bottom end of line pi. We can regard a bar as a modification of the current permutation, and a
1 2 3 4 5 6
1 2 345 6
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Figure 2: Movements of bars. A left move of b in the left ladder lottery is applied. The right move of b
in the right ladder lottery is applied.
sequence of such modifications in a ladder lottery always results in the identical permutation (1, 2, . . . , n).
A ladder lottery of a permutation pi = (p1, p2, . . . , pn) is optimal if it consists of the minimum number
of bars among ladder lotteries of pi. Let L be an optimal ladder lottery of pi and m be the number of
bars in L. Then we can observe that m is equal to the number of “inversions” of pi, which is a pair
(pi, pj) in pi with pi > pj and i < j. The ladder lottery in Figure 1 has 8 bars and the permutation
(5,1,4,6,2,3) has 8 inversions: (5,1), (5,4), (5,2), (5,3), (4,2), (4,3), (6,2), and (6,3), so the ladder lottery is
optimal. The ladder lotteries are related to some objects in theoretical computer science. First, the ladder
lotteries are strongly related to primitive sorting networks, which are deeply investigated by Knuth [3].
A comparator in a primitive sorting network replaces pi and pi+1 by min (pi, pi+1) and max (pi, pi+1),
while a bar in a ladder lottery always exchanges them. Next, the set of the optimal ladder lotteries
of a reverse permutation one-to-one corresponds to arrangements of pseudolines. Each line in a ladder
lottery corresponds to a pseudoline in an arrangement, and each bar corresponds to an intersection of
two pseudolines.
In this paper, we investigate a reconfiguration problem of optimal ladder lotteries. A reconfiguration
problem on a set S asks, given two elements e, e′ ∈ S, whether or not there exists a sequence 〈e1, e2, . . . , ek〉
of elements in S such that (1) e1 = e and ek = e
′ and (2) ei for i = 2, 3, . . . , k is obtained from ei−1 with
a designated unit operation. Recently, reconfiguration problems have been extensively studied [1, 2, 6, 7].
A reconfiguration problem of optimal ladder lotteries asks, given two optimal ladder lotteries L and L′,
to calculate the minimum number of “bar movements” required to obtain L′ from L. A left move of a
bar is an operation for the bar in a ladder lottery. Intuitively, the left move of a bar b is to move b to the
lower-left position so that the corresponding permutation does not change. Similarly, a right move of a
bar b is to move b to the upper-right position so that the corresponding permutation does not change.
See Figure 2. The formal definitions of the two operations are given in the next section. Note that, each
of the bar movements in a ladder lottery generates a different ladder lottery, but the two ladder lotteries
correspond to the same permutation (the moved bar is required to satisfy some conditions).
It is known that, for two optimal ladder lotteries L and L′ of a permutation, L can be obtained from
L′ by repeatedly applying left or right moves of bars [5]. Yamanaka et al. [8] implicitly showed that
the length of such sequences of bar movements is bounded by at most n3. They defined a rooted tree
structure on the set of optimal ladder lotteries of a permutation pi such that (1) each node corresponds
to an optimal ladder lottery of pi and (2) each edge corresponds to either a left move or right move. The
depth of the tree is at most n
3
2 , where n is the number of elements in pi, thus we always have a sequence
of length at most n3 between any two optimal ladder lotteries. However, the sequences have redundant
bar moves for some instances. For example, for the two optimal ladder lotteries L and L′ in Figure 3,
the reconfiguration sequence by Yamanaka et al. between L and L′ is shown in the figure. The length of
the sequence is 9. However, the minimum length is only 1, since L′ is obtained by only applying a right
move to the bar b in L.
In this paper, we investigate the minimum length of reconfiguration sequences of optimal ladder




Figure 3: A sequence of optimal ladder lotteries between L and L′ of (5, 6, 3, 4, 2, 1). Each ladder lottery
except L is obtained by locally moving the thick bar in the left adjacent ladder lottery.
sequences between two optimal ladder lotteries. We propose an exact formula for the minimum length
and a polynomial-time algorithm that finds a minimum-length reconfiguration sequence.
2 Preliminary
A ladder lottery L of a permutation pi = (p1, p2, . . . , pn) is a network with n vertical lines (lines for short)
and zero or more horizontal lines (bars for short) each of which connects two consecutive vertical lines.
The i-th line from the left is called line i. The top ends of the n lines correspond to pi. The bottom ends
of the n lines correspond to the identical permutation (1, 2, . . . , n). See Figure 1. Each element pi in pi
starts the top end of line i, and goes down along the line, then whenever pi comes to an endpoint of a
bar pi goes to the other end and goes down again, then finally pi reaches the bottom end of line pi. This
path is called the route of the element pi. The route of pi divides L into the two regions. For the route
of pi, the left region is the left side of the route, which includes the top ends of p1, p2, . . . , pi−1 and the
bottom ends of 1, 2, . . . , pi−1. Similarly, the right region is the right side of the route, which includes the
top ends of pi+1, pi+2, . . . , pn and the bottom ends of pi +1, pi +2, . . . , n. The left region and right region
of the route are the properly left side and right side of the route, respectively. We can regard a bar as a
modification of the current permutation, and a sequence of such modifications in a ladder lottery always
results in the identical permutation (1, 2, . . . , n). Let pi = (p1, p2, . . . , pn) be a permutation. An inversion
of pi is a pair (pi, pj) with pi > pj and i < j. Let m be the number of inversions of pi. We can observe
that any ladder lottery of pi contains at least m bars, since each bar “cancels” at most one inversion of
the “current” permutation (see, e.g., [4, 5.3.4 Figure 45]). If a ladder lottery L contains exactly m bars,
then we say that L is optimal.
We denote by [1, n] the set {1, 2, . . . , n}. Let pi be a permutation of [1, n]. We denote by L(pi) the set
of optimal ladder lotteries of pi. Let L be an optimal ladder lottery in L(pi). For an element x in pi, we
denote by R`(L, x) the left region of the route of x in L. Similarly, we denote by Rr(L, x) the right region
of the route of x in L. Two endpoints of two distinct bars are visible if the line segment between the two
endpoints includes no other endpoint. For an element z in pi, we denote by BS(z) = 〈b1, b2, . . . , bp〉 the
sequence of bars on the route of z from top to bottom. A pair (bi, bi+1) of two consecutive bars in BS(z)
is lower-right if the right endpoint of bi and the left endpoint of bi+1 are on the same line. Note that
the two endpoints are visible from the definition of the routes. Similarly, (bi, bi+1) is lower-left if the left
endpoint of bi and the right endpoint of bi+1 are on the same line.
In an optimal ladder lottery L, any pair of two elements is swapped at most once in a bar from
optimality. Thus, a bar in L can be uniquely labeled as a pair of the two elements which are swapped in
the bar. Let {x, y} be a bar in R`(L, z). Then, a triple (x, y; z), x, y, z ∈ [1, n], is right-movable if either
of the following two conditions holds:
(1) For some lower-right pair (bi, bi+1) in BS(z), the left endpoint of {x, y} is visible from the left
endpoint of bi and the right endpoint of {x, y} is visible from the left endpoint of bi+1. See
Figure 4(a).
(2) For some lower-left pair (bi, bi+1) in BS(z), the left endpoint of {x, y} is visible from the left
















































Figure 4: The triple (x, y; z) is right-movable in (a) and (b) and is left-movable in (c) and (d).
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Figure 5: The removal of the route of n. (a) The original optimal ladder lottery L. (b) The removal of
the route of the element n = 6. (c) Patching R`(L, n) with Rr(L, n).
Figure 4(b).
When the triple (x, y; z) satisfies (1), the right move is to move {x, y} to the upper-right beyond the route
of z such that the left endpoint of {x, y} is visible from the right endpoint of bi and the right endpoint
of {x, y} is visible from the right endpoint of bi+1(Figure 4(a)). When the triple (x, y; z) satisfies (2),
the right move is to move {x, y} to the lower-right beyond the route of z such that the left endpoint of
{x, y} is visible from the right endpoint of bi+1 and the right endpoint of {x, y} is visible from the right
endpoint of bi(Figure 4(b)). Similarly, for the case that {x, y} is in Rr(L, z), we define a left-movability
and a left move of a triple (x, y; z). See Figure 4(c) and (d). Note that the ladder lottery obtained from
L by either a left move or right move corresponds to the same permutation as L.
Now, let us consider to remove the route of n from L, and then obtain an optimal ladder lottery with
one less line. Recall that the route of n partitions L into R`(L, n) and Rr(L, n). Removing the route of n
from L then patching R`(L, n) with Rr(L, n), as shown in Figure 5, results in an optimal ladder lottery
with n− 1 lines of the permutation obtained from pi by removing n.
Let L,L′ be two ladder lotteries in L(pi). A sequence 〈L1, L2, . . . , Lk〉 of ladder lotteries in L(pi) is a
reconfiguration sequence between L and L′ if the following two conditions hold:
(1) L1 = L and Lk = L
′,
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(2) Li is obtained from Li−1 by applying either a left move or right move to a bar in Li−1 for i =
2, 3, . . . , k.
The length of a reconfiguration sequence is the number of the ladder lotteries in the sequence minus one.
That is, the length of a reconfiguration sequence is the number of bar movements to obtain L′ from L.
We denote by OPT(L,L′) the minimum length of reconfiguration sequences between L and L′ in L(pi).
A reconfiguration problem of optimal ladder lotteries asks to calculate OPT(L,L′) for given two ladder
lotteries L,L′ in L(pi). Yamanaka et al. [8] implicitly showed the following upper bound of OPT(L,L′).
Theorem 1 ([8]) Let pi be a permutation in [1, n]. For two ladder lotteries L,L′ in L(pi), OPT(L,L′) ≤
n3 holds.
3 Lower bound
Let pi be a permutation of [1, n]. Let L,L′ be two ladder lotteries in L(pi). In this section, we give a lower
bound of OPT(L,L′).
Let {x, y} be a bar in L. A triple (x, y; z), x, y, z ∈ pi, is reverse if (1) L includes the bar {x, y} and
(2) either {x, y} is in Rr(L, z) and is in R`(L′, z) or {x, y} is in R`(L, z) and is in Rr(L′, z). Intuitively,
for a reverse triple (x, y; z), {x, y} must be moved beyond the route of z to obtain L′ from L. We denote
by #rev(L,L′) the number of the reverse triples for L and L′. Note that L = L′ holds if and only if
#rev(L,L′) = 0 holds. From the definition, each of a left move and right move decreases or increases
#rev(L,L′) by one. Hence, one can observe the following lemma.
Lemma 2 Let pi be a permutation of [1, n], and let L,L′ be two ladder lotteries in L(pi). Then, OPT(L,L′)
≥ #rev(L,L′) holds.
4 Upper bound
Let pi be a permutation of [1, n], and let L,L′ be two ladder lotteries in L(pi). In this section we give an
upper bound of OPT(L,L′):
Lemma 3 Let pi be a permutation of [1, n], and let L,L′ be two ladder lotteries in L(pi). Then, OPT(L,L′)
≤ #rev(L,L′) holds.
To show the lemma, we prove that there always exists a triple (x, y; z), x, y, z ∈ pi, such that either a left
move or right move of {x, y} decreases #rev(L,L′) in the rest of this section.
A triple (x, y; z) is movable in L if (x, y; z) is either right-movable or left-movable. Suppose (x, y; z) is
movable in L. Let M be the ladder lottery obtained from L by applying either a left move or right move
to {x, y}. The movable triple (x, y; z) is improving if #rev(M,L′) = #rev(L,L′) − 1 holds. Intuitively,
for an improving triple (x, y; z), applying a bar-movement to {x, y} decreases #rev(L,L′). The following
lemma immediately implies Lemma 3.
Lemma 4 Let pi be a permutation of [1, n], and let L,L′ be two distinct ladder lotteries in L(pi). There
exists an improving triple in L.
Proof: We prove the claim by induction on the number of lines, namely the number of elements in a
permutation. If the number of lines in an optimal ladder lottery is 3, then the claim holds clearly. Now
we assume that the claim holds for optimal ladder lotteries with n− 1 lines.
Let pi′ be the permutation obtained from pi by removing n. Let K and K ′ be ladder lotteries obtained
from L and L′ by removing the route of n, respectively. If K and K ′ are equivalent, then we can find an











Figure 6: A local configuration in L.
Claim 5 Let L and L′ be two distinct optimal ladder lotteries of a permutation of [1, n], let K and K ′
be ladder lotteries obtained from L and L′ by removing the route of n, respectively. Suppose that K and
K ′ are equivalent. Then there exists an improving triple in L.
Proof: If K and K ′ are identical but L and L′ are not identical, without loss of generality, there exists
a bar {x, y} in Rr(L, n) and in R`(L′, n) such that the left endpoint of {x, y} in L is visible from the
right endpoint of a bar {n, y} in BS(n). Let {n, z} be the next bar of {n, y} in BS(n). Now, we consider
the following two cases.
(1) If the right endpoints of {x, y} and {n, z} are mutually visible, then (x, y;n) is improving. (2)
Suppose that there exists a bar {x, z} in L such that its left endpoint is visible from the right endpoints
of {x, y} and {n, z} (see Figure 6).
Without loss of the generality, the right endpoint of {x, z} is visible from the right endpoint of a bar
in BS(n). (If we assume otherwise, we can find such a bar in L.) (2.1) If {x, z} is in R`(L′, n), then
(x, z;n) is improving. (2.2) Suppose that {x, z} is in Rr(L′, n). (2.2.1) If {x, y} precedes {x, z} in BS(x)
in L′, the route of x crosses the route of n more than once. (2.2.2) If {x, y} succeeds {x, z} in BS(x)
in L′, the route of x crosses the route of z more than once. When a route crosses another route more
than once, there exist more than one bar whose endpoints are the same. Thus, (2.2.1) and (2.2.2) imply
that L′ is not optimal, and (2.2) contradicts the assumption. Therefore, there always exists an improving
triple in L. 
Thus, we can assume K and K ′ are distinct. Since K,K ′ in L(pi′), from the induction hypothesis,
there exists an improving triple (x, y; z). If (x, y; z) is also improving in L, the claim holds. Thus, we
assume that (x, y; z) is not improving in L. If (x, y; z) is movable but not improving in L, this contradicts
to the assumption that (x, y; z) is improving in K. Therefore, we assume that (x, y; z) is neither improving
nor movable in L.
We have the following case analysis. First, we analyze the case that (x, y; z) is left-movable in K.
Then the local configuration around (x, y; z) in K is illustrated in Figure 7(a).
Case 1: (x, y; z) is left-movable in K.
Let us consider all the possible patterns of L and L′ in this case. To discuss all the patterns, we
give notations as illustrated in Figure 7(a). We define the 5 regions in K: R1 = R`(K,x) ∩ R`(K, z),
R2 = Rr(K,x) ∩ R`(K, y) ∩ R`(K, z), R3 = Rr(K, y) ∩ R`(K, z), R4 = Rr(K,x) ∩ Rr(K, y) ∩ Rr(K, z),
and R5 = Rr(K,x) ∩ R`(K, y) ∩ Rr(K, z). We also define the 3 line segments included in the route of
x: (1) x1 is the line segment such that its bottom endpoint is the left endpoint of {x, z}, (2) x2 is the
line segment such that its top endpoint is the right endpoint of {x, z} and its bottom endpoint is the
left endpoint of {x, y}, and (3) x3 is the line segment such that its top endpoint is the right endpoint of
{x, y}. Similarly, as shown in Figure 7, we define y1, y2, y3, z1, z2, and z3.
Now, let us consider all possible patterns of L. We have a case analysis on the route of n in L. If
the route of n does not pass through R5 in K, then (x, y; z) is left-movable and hence improving in L.
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Figure 7: Illustration for Case 1. In L′, all the routes except x, y, z, and n are removed for simplicity.
Case 1-1: The route of n passes through R2 and then it has intersections with z2 and y2 in this order
(See Figure 7(b)).
In this case, all the possible pattern of the routes of x, y, z, and n in L′ is only one pattern, as
shown in Figure 7(c). In the figure, all the routes except x, y, z, and n are omitted for simplicity. (Note
that configurations consisting only the 4 routes in L′ are sufficient for this analysis.) Then, (y, z;n) is
improving in L.
Case 1-2: The route of n passes through R1 and then it has intersections with x1, z2, and y2 in this
order (See Figure 7(d)).
All the possible patterns of the routes of x, y, z, and n in L′ are the 4 patterns, as shown in Figure 7(e),
(f), (g), and (h). Then, (y, z;n) is improving in L for Figure 7(e), (f), and (g). (x, z;n) is improving in
L for Figure 7(g) and (h).
Case 1-3: The route of n passes through R1 and then it has intersections with z3, x2, and y2 in this
order (See Figure 7(i)).
All possible patterns of the routes of x, y, z, and n in L′ are 4 patterns, as shown in Figure 7(j), (k),
(l), and (m). Then, (x, z;n) is improving in L for Figure 7(j) and (k). (x, y;n) is improving in L for
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Figure 7(k), (l), and (m).
Next, we analyze the case that (x, y; z) is right-movable.
Case 2: (x, y; z) is right-movable in K.
We have a similar case analysis as Case 1. We omit the detail in this manuscript. 
From Lemma 2 and Lemma 3, we have the following theorem.
Theorem 6 Let pi be a permutation of [1, n], and let L,L′ be two ladder lotteries in L(pi). Then,
OPT(L,L′) = #rev(L,L′) holds.
From Lemma 4, one can find an improving triple for any two ladder lotteries L,L′. This can be done
in polynomial time. Besides, OPT(L,L′) is polynomial from Theorem 6. Hence, we have the following
corollary.
Corollary 7 Let pi be a permutation of [1, n], and let L,L′ be two ladder lotteries in L(pi). One can find
a reconfiguration sequence of the minimum length between L and L′ in polynomial time.
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Abstract: In this paper, we consider the problem of maximizing a monotone submodular
function subject to a knapsack constraint in the streaming setting. In particular, the elements
arrive sequentially and at any point of time, the algorithm has access only to a small fraction of
the data stored in primary memory. For this problem, we propose a (0.363−ε)-approximation
algorithm, requiring only a single pass through the data; moreover, we propose a (0.4 −
ε)-approximation algorithm requiring a constant number of passes through the data. The
required memory space of both algorithms depends only on the size of the knapsack capacity
and ε.
Keywords: Submodular function, Single-pass streaming algorithm, Constant approxima-
tion
1 Introduction
A set function f : 2E → R+ on a ground set E is called submodular if it satisfies the diminishing marginal
return property, i.e., for any subsets S ⊆ T ( E and e ∈ E \ T , we have
f(S ∪ {e})− f(S) ≥ f(T ∪ {e})− f(T ).
A function is monotone if f(S) ≤ f(T ) for any S ⊆ T . Submodular functions play a fundamental
role in combinatorial optimization, as they capture rank functions of matroids, edge cuts of graphs, and
set coverage, just to name a few examples. Besides their theoretical interests, submodular functions
have attracted much attention from the machine learning community because they can model various
practical problems such as online advertising [1, 11, 18], sensor location [12], text summarization [17, 16],
and maximum entropy sampling [14].
Many of the aforementioned applications can be formulated as the maximization of a monotone
submodular function under a knapsack constraint. In this problem, we are given a monotone submodular
1Partly supported by JST ERATO Grant Number JPMJER1305, and JSPS KAKENHI Grant Numbers JP25730001,
JP24106002, and JP17K00028.
2Supported by JST ERATO Grant Number JPMJER1305.
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function f : 2E → R+, a size function c : E → N, and an integer K ∈ N, where N denotes the set of
positive integers. The problem is defined as
maximize f(S) subject to c(S) ≤ K, (1)
where we denote c(S) =
∑
e∈S c(e) for a subset S ⊆ E. Throughout this paper, we assume that every
item e ∈ E satisfies c(e) ≤ K as otherwise we can simply discard it. Note that, when c(e) = 1 for every
item e ∈ E, the constraint coincides with a cardinality constraint.
The problem of maximizing a monotone submodular function under a knapsack constraint is classical
and well-studied. First introduced by Wolsey [20], the problem is known to be NP-hard but can be
approximated within the factor of (close to) 1− 1/e; see e.g., [3, 10, 13, 8, 19].
In some applications, the amount of input data is much larger than the main memory capacity of
individual computers. In such a case, we need to process data in a streaming fashion. That is, we consider
the situation where each item in the ground set E arrives sequentially, and we are allowed to keep only a
small number of the items in memory at any point. This setting effectively rules out most of the techniques
in the literature, as they typically require random access to the data. In this work, we also assume that
the function oracle of f is available at any point of the process. Such an assumption is standard in the
submodular function literature and in the context of streaming setting [2, 7, 21]. Badanidiyuru et al. [2]
discuss several interesting and useful functions where the oracle can be implemented using a small subset
of the entire ground set E.
We note that the problem, under the streaming model, has so far not received its deserved attention
in the community. Prior to the present work, we are aware of only two: for the special case of cardinality
constraint, Badanidiyuru et al. [2] gave a single-pass (1/2− ε)-approximation algorithm; for the general
case of a knapsack constraint, Yu et al. [21] gave a single-pass (1/3 − ε)-approximation algorithm, both
using O(K log(K)/ε) space.
We now state our contribution.
Theorem 1 For the problem (1),
1. there is a single-pass streaming algorithm with approximation ratio 4/11− ε ≈ 0.363− ε.
2. there is a multiple-pass streaming algorithm with approximation ratio 2/5− ε = 0.4− ε.
Both algorithms use O(K · poly(ε−1)polylog(K)) space.
Our Technique We begin by a straightforward generalization of the algorithm of [2] for the special
case of cardinality constraint (Section 2). This algorithm proceeds by adding a new item into the current
set only if its marginal-ratio (its marginal return with respect to the current set divided by its size)
exceeds a certain threshold. This algorithm performs well when all items in OPT are relatively small in
size, where OPT is an optimal solution. However, in general, it only gives (1/3− ε)-approximation. Note
that this technique can be regarded as a variation of the one in [21]. To obtain better approximation
ratio, we need new ideas.
The difficulty in improving this algorithm lies in the following case: A new arriving item that is
relatively large in size, passes the marginal-ratio threshold, and is part of OPT, but its addition would
cause the current set to exceed the capacity K. In this case, we are forced to throw it away, but in doing
so, we are unable to bound the ratio of the function value of the current set against that of OPT properly.
We propose a branching procedure to overcome this issue. Roughly speaking, when the function value
of the current set is large enough (depending on the parameters), we create a secondary set. We add an
item to the secondary set only if it passes the marginal-ratio threshold (with respect to the original set)
but its addition to the original set would violate the size constraint. In the end, whichever set achieves
the higher value is returned. In a way, the secondary set serves as a “back-up” with enough space in case
the original set does not have it, and this allows us to bound the ratio properly. Sections 3 and 4 are
devoted to explaining this branching algorithm, which gives (4/11− ε)-approximation with a single pass.
We note that the main bottleneck of the above singe-pass algorithm lies in the situation where there
is a large item in OPT whose size exceeds K/2. In Section 5, we show that we can first focus on only
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Algorithm 1
1: procedure MarginalRatioThresholding(α, v) . α ∈ (0, 1], v ∈ R+
2: S := ∅.




K−c(S) and c(S + e) ≤ K then S := S + e.
5: return S.
the large items (more specifically, those items whose size differ from the largest item in OPT by (1 + ε)
factor) and choose O(1) of them so that at least one of them, along with the rest of OPT (excluding
the largest item in it), gives a good approximation to f(OPT). Then in the next pass, we can apply a
modified version of the original single-pass algorithm to collect small items. This multiple-pass algorithm
gives a (2/5− ε)-approximation.
Related Work Maximizing a monotone submodular function subject to various constraints is a subject
that has been extensively studied in the literature. We are unable to give a complete survey here and
only highlight the most representative and relevant results. Besides a knapsack constraint or a cardinality
constraint mentioned above, the problem has also been studied under (multiple) matroid constraint(s),
p-system constraint, multiple knapsack constraints. See [4, 9, 13, 8, 15] and the references therein. In the
streaming setting, other than the knapsack constraint that we have discussed before, there are also works
considering a matroid constraint. Chakrabarti and Kale [5] gave 1/4-approximation; Chekuri et al. [7]
gave the same ratio. Very recently, for the special case of partition matroid, Chan et al. [6] improved the
ratio to 0.3178.
Notation For a subset S ⊆ E and an element e ∈ E, we use the shorthand S + e and S − e to
stand for S ∪ {e} and S \ {e}, respectively. For a function f : 2E → R, we also use the shorthand
f(e) to stand for f({e}). The marginal return of adding e ∈ E with respect to S ⊆ E is defined as
f(e | S) = f(S + e) − f(S). We frequently use the following, which is immediate from the diminishing
marginal return property:
Proposition 2 Let f : 2E → R+ be a monotone submodular function. For two subsets S ⊆ T ⊆ E, it
holds that f(T ) ≤ f(S) +∑e∈T\S f(e | S).
Due to the space limitation, the proofs of most lemmas and theorems are omitted, which can be found
in the full version of this paper.
2 Single-Pass (1/3− ε)-Approximation Algorithm
In this section, we present a simple (1/3−ε)-approximation algorithm that generalizes the algorithm for a
cardinality constraint in [2]. This algorithm will be incorporated into several other algorithms introduced
later.
2.1 Thresholding Algorithm with Approximate Optimal Value
In this subsection, we present an algorithm MarginalRatioThresholding, which achieves (almost) 1/3-
approximation given a (good) approximation v to f(OPT) for an optimal solution OPT. This assumption
is removed in Section 2.2.
Given a parameter α ∈ (0, 1] and v ∈ R+, MarginalRatioThresholding attempts to add a new item
e ∈ E to the current set S ⊆ E if its addition does not violate the knapsack constraint and e passes the
marginal-ratio threshold condition, i.e.,
f(e | S)
c(e)
≥ αv − f(S)




2: S := ∅
3: while item e is arriving do
4: if f(e) > f(S) then S := {e}.
5: return S.
The detailed description of MarginalRatioThresholding is given in Algorithm 1.
Throughout this subsection, we fix S˜ = MarginalRatioThresholding(α, v) as the output of the algorithm.
Then, we have the following lemma.
Lemma 3 The following hold:
(1) During the execution of the algorithm, the current set S ⊆ E always satisfies f(S) ≥ αvc(S)/K.
Moreover, if an item e ∈ E passes the condition (2) with the current set S, then f(S + e) ≥
αvc(S + e)/K.
(2) If an item e ∈ E fails the condition (2), i.e., f(e|S)c(e) < αv−f(S)K−c(S) , then we have f(e | S˜) < αvc(e)/K.
An item e ∈ OPT is not added to S˜ if either e does not pass the condition (2), or its addition would
cause the size of S to exceed the capacity K. We name the latter condition as follows:
Definition 4 An item e ∈ OPT is called bad if e passes the condition (2) but the total size exceeds K
when added, i.e., f(e | S) ≥ αv−f(S)K−c(S) , c(S + e) > K and c(S) ≤ K, where S is the set we have just before
e arrives.
The following lemma says that, if there is no bad item, then we obtain a good approximation.
Lemma 5 If v ≤ f(OPT) and there have been no bad item, then f(S˜) ≥ (1− α)v holds.
The following lemma says that, if we do not have a large item in OPT, then we can achieve (almost)
1/3-approximation.
Lemma 6 If every item e ∈ OPT satisfies c(e) ≤ K/2, then f(S˜) ≥ min{α/2, 1 − α}v. In particular,
f(S˜) ≥ v/3 when α = 2/3.
Consider an algorithm Singleton, which takes the best singleton as shown in Algorithm 2. If some
item e ∈ OPT has c(e) > K/2, then together with S˜′ = Singleton(), we have the same ratio of 1/3:
Theorem 7 We have max{f(S˜), f(S˜′)} ≥ min{α/2, 1 − α}v. The right-hand side is maximized to v/3
when α = 2/3.
Therefore, if we have v ∈ R+ with v ≤ f(OPT) ≤ (1 + ε)v, the algorithm that runs MarginalRa-
tioThresholding(2/3, v) and Singleton() in parallel and chooses the better output has the approximation
ratio of 13(1+ε) ≥ 1/3− ε. The space complexity of the algorithm is clearly O(K).
2.2 Dynamic Updates
MarginalRatioThresholding requires a good approximation to f(OPT). This requirement can be re-
moved with dynamic updates in a similar way to [2]. We first observe that maxe∈S f(e) ≤ f(OPT) ≤
K maxe∈S f(e). So if we are given m = maxe∈S f(e) in advance, a value v ∈ R+ with v ≤ f(OPT) ≤
(1 + ε)v for ε ∈ (0, 1] exists in the guess set I = {(1 + ε)i | m ≤ (1 + ε)i ≤ Km, i ∈ Z+}. Then, we can
run MarginalRatioThresholding for each v ∈ I in parallel and choose the best output. As the size of I is
O(logK/ε), the total space complexity is O(K logK/ε).
To get rid of the assumption that we are given m in advance, we consider an algorithm, called
DynamicMRT, which dynamically updates m to determine the range of guessed optimal values. More
specifically, it keeps the (tentative) maximum value max f(e), where the maximum is taken over the items
e arrived so far, and keeps the approximations v in the interval between m and Km/α. The details are
provided in Algorithm 3.
228
Algorithm 3
1: procedure DynamicMRT(ε, α) . ε, α ∈ (0, 1]
2: V := {(1 + ε)i | i ∈ Z+}.
3: For each v ∈ V, set Sv := ∅.
4: while item e is arriving do
5: m := max{m, f(e)}
6: I := {v ∈ V | m ≤ v ≤ Km/α}.
7: Delete Sv for each v 6∈ I.




K−c(Sv) and c(Sv + e) ≤ K then Sv := Sv + e.
10: return Sv for v ∈ I that maximizes f(Sv).
Theorem 8 For ε ∈ (0, 1], the algorithm that runs DynamicMRT(ε, 2/3) and Singleton() in parallel and
outputs the better output is a (1/3 − ε)-approximation streaming algorithm with a single pass for the
problem (1). The space complexity of the algorithm is O(K logK/ε).
3 Improved Single-Pass Algorithm for Small-Size Items
Let OPT = {o1, o2, . . . , o`} be an optimal solution with c(o1) ≥ c(o2) ≥ · · · ≥ c(o`). The main goal of
this section is achieving (2/5−ε)-approximation, assuming that c(o1) ≤ K/2. The case with c(o1) > K/2
will be discussed in Section 4.
3.1 Branching Framework with Approximate Optimal Value
We here provide a framework of a branching algorithm BranchingMRT as Algorithm 4. This will be used
with different parameters in Section 3.2.
Let v and c1 be (good) approximations to f(OPT) and c(o1)/K, respectively, and let b ≤ 1/2 be a
parameter. The value c1 is supposed to satisfy c1 ≤ c(o1)/K ≤ (1 + ε)c1, and hence we ignore items
e ∈ E with c(e) > min{(1 + ε)c1, 1/2}K. The basic idea of BranchingMRT is to take only items with
large marginal ratios, similarly to MarginalRatioThresholding. The difference is that, once f(S) exceeds
a threshold λ, where λ = 12α (1− b) v, we store either the current set S or the latest added item as S′.
This guarantees that f(S′) ≥ λ and c(S′) ≤ (1 − b)K, which means that S′ has a large function value
and sufficient room to add more elements. We call the process of constructing S′ branching. We continue
to add items with large marginal ratios to the current set S, and if we cannot add an item to S because
it exceeds the capacity, we try to add the item to S′. Note that the set S′, after branching, can have
at most one extra item; but this extra item can be replaced if a better candidate comes along (See line
14–15).
Remark that the sequence of sets S in BranchingMRT is identical to that in MarginalRatioThresholding.
Hence, we do not need to run MarginalRatioThresholding in parallel to this algorithm. We say that an
item e ∈ OPT is bad if it is bad in the sense of MarginalRatioThresholding, i.e., it satisfies the condition
in Definition 4. We have the following two lemmas.
Lemma 9 For a bad item e with c(e) ≤ bK, let Se be the set just before e arrives in Algorithm 4. Then
f(Se) ≥ λ holds. Thus branching has happened before e arrives.
Lemma 10 It holds that f(S′0) ≥ λ and c(S′0) ≤ (1− b)K.
Let S˜ and S˜′ be the final two sets computed by BranchingMRT. Note that we can regard S˜ as the
output of MarginalRatioThresholding and S˜′ as the final set obtained by adding at most one item to S′0.
Observe that the number of bad items depends on the parameter α. As we will show in Section 3.2,
by choosing a suitable α, if we have more than two bad items, then the size of S˜ is large enough, implying
that f(S˜) is already good for approximation (due to Lemma 3 (1)). Therefore, in the following, we just
concentrate on the case when we have at most two bad items.
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Algorithm 4
1: procedure BranchingMRT(ε, α, v, c1, b) . ε, α ∈ (0, 1], v ∈ R+, and c1, b ∈ [0, 1/2]
2: S := ∅.
3: λ := 1
2
α(1− b)v.
4: while item e is arriving do




K−c(S) and c(S + e) ≤ K then S := S + e.
7: if f(S) ≥ λ then break // leave the While loop.
8: Let eˆ be the latest added item in S.
9: if c(S) ≥ (1− b)K then S′0 := {eˆ} else S′0 := S.
10: S′ := S′0.
11: while item e is arriving do








K−c(S) and c(S + e) > K then
15: if f(S′) < f(S′0 + e) then S
′ := S′0 + e.
16: return S or S′ whichever has the larger function value.
Lemma 11 Let α be a number in (0, 1], and suppose that we have only one bad item ob. If v ≤ f(OPT)












Lemma 12 Let α be a number in (0, 1], and suppose that we have exactly two bad items ob and om with













3.2 Algorithms with Guessing Large Items
We now use BranchingMRT to obtain a better approximation ratio. In the new algorithm, we guess the
sizes of a few large items in an optimal solution OPT, and then use them to determine the parameter α.
We first remark that, when |OPT| ≤ 2, we can easily obtain a 1/2-approximate solution with a single
pass. In fact, since f(OPT) ≤∑`i=1 f(oi) where ` = |OPT|, at least one of oi’s satisfies f(oi) ≥ f(OPT)/`,
and hence Singleton returns a 1/2-approximate solution when ` ≤ 2. Thus, in what follows, we may assume
that |OPT| ≥ 3.
We start with the case that we have guessed the largest two sizes c(o1) and c(o2) in OPT. Then, we
have the following:
Lemma 13 Let ε ∈ (0, 1], and suppose that v ≤ f(OPT) and ci ≤ c(oi)/K ≤ (1 + ε)ci for i ∈ {1, 2}.














Note that the approximation ratio achieved in Lemma 13 becomes 1/3 − O(ε) when, for example,
c1 = c2 = 1/2. Hence, the above lemma does not show any improvement over Theorem 7 in the worst
case. Thus, we next consider the case that we have guessed the largest three sizes c(o1), c(o2), and c(o3)
in OPT.
Lemma 14 Let ε ∈ (0, 1], and suppose that v ≤ f(OPT) and ci ≤ c(oi)/K ≤ (1 + ε)ci for i ∈ {1, 2, 3}.
Then the better output S˜′ of BranchingMRT(ε, α, v, c1, b1) and BranchingMRT(ε, α, v, c1, b2) with α =
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We now see that we get an approximation ratio of 2/5−O(ε) by combining the above two lemmas.
Theorem 15 Let ε ∈ (0, 1] and suppose that v ≤ f(OPT) ≤ (1 + ε)v and ci ≤ c(oi)/K ≤ (1 + ε)ci for
i ∈ {1, 2, 3}. If c(o1) ≤ K/2, then we can obtain a (2/5−O(ε))-approximate solution with a single pass.
Proof: We run the two algorithms with the optimal α shown in Lemmas 13 and 14 in parallel. Let S˜


















We can confirm that the first term is at least 2/5, and thus S˜ is a (2/5 − O(ε))-approximate solution.

To eliminate the assumption that we are given v, we can use the same technique as in Theorem 8.
Similarly to Theorem 8, we can design a dynamic-update version of BranchingMRT by keeping the interval
that contains the optimal value. The number of streams for guessing v is O(logK/ε). We also guess ci for
i ∈ {1, 2, 3} from {(1 + ε)j | j ∈ Z+}. As 1 ≤ c(oi) ≤ K/2, the number of guessing for ci is O(logK/ε).
Therefore, there are O((logK/ε)4) streams in total. To summarize, we obtain the following:
Theorem 16 Suppose that c(o1) ≤ K/2. The algorithm that runs DynamicBranchingMRT and Singleton
in parallel and takes the better output is a (2/5− ε)-approximation streaming algorithm with a single pass
for the problem (1). The space complexity of the algorithm is O(K(logK/ε)4).
4 Single-Pass (4/11− ε)-Approximation Algorithm
In this section, we consider the case that c(o1) is larger than K/2. For the purpose, we consider the
problem of finding a set S of items that maximizes f(S) subject to the constraint that the total size is
at most pK, for a given number p ≥ 2. We say that a set S of items is a (p, α)-approximate solution if
c(S) ≤ pK and f(S) ≥ αf(OPT), where OPT is an optimal solution of the original instance.
Theorem 17 For a number p ≥ 2, there is a
(
p, 2p2p+3 − ε
)
-approximation streaming algorithm with a
single pass for the problem (1). In particular, when p = 2, it admits (2, 4/7 − ε)-approximation. The
space complexity of the algorithm is O(K(logK/ε)3).
The basic framework of the algorithm is the same as in Section 3; we design a thresholding algorithm
and a branching algorithm, where the parameters are different and the analysis is simpler.
Using Theorem 17, we can design a (4/11 − ε)-approximation streaming algorithm for an instance
having a large item.
Theorem 18 For the problem (1), there exists a (4/11 − ε)-approximation streaming algorithm with a
single pass. The space complexity of the algorithm is O(K(logK/ε)4).
Proof: Let o1 be an item in OPT with the maximum size. If c(o1) ≤ K/2, then Theorem 16 gives a
(2/5−O(ε))-approximate solution, and thus we may assume that c(o1) > K/2. Note that there exists only
one item whose size is more than K/2. Let β be the target approximation ratio which will be determined
later. We may assume that f(o1) < βv, where v = f(OPT), otherwise Singleton (Algorithm 2) gives
β-approximation. Then, we see f(OPT − o1) > (1 − β)f(OPT) and c(OPT − o1) < K/2. Consider
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maximizing f(S) subject to c(S) ≤ K/2 in the set {e ∈ E | c(e) ≤ K/2}. The optimal value is at least
f(OPT−o1) > (1−β)f(OPT). We now apply Theorem 17 with p = 2 to this problem. Then, the output








Thus, we obtain min{β, ( 47 − O(ε))(1 − β)}-approximation. This approximation ratio is maximized to
4/11 when β = 4/11. 
5 Multiple-Pass Streaming Algorithm
In this section, we provide a multiple-pass streaming pass algorithm with approximation ratio 2/5− ε.
We first consider a generalization of the original problem. Let ER ⊆ E be a subset of the ground set
E. For ease of presentation, we will call ER the red items. Consider the problem defined below:
maximize f(S) subject to c(S) ≤ K, |S ∩ ER| ≤ 1. (3)
In the following, we show that, given ε ∈ (0, 1], an approximation v to f(OPT) with v ≤ f(OPT) ≤
(1 + ε)v, and an approximation θ to f(or) for the unique item or in OPT ∩ ER, we can choose O(1) of
the red items so that one of them e ∈ ER satisfies that f(OPT − or + e) ≥ (Γ(θ) − O(ε))v, where Γ(·)
is a piecewise linear function lower-bounded by 2/3. For technical reasons, we will choose θ to be one of
the geometric series (1 + ε)i/2 for i ∈ Z.
Theorem 19 Suppose that we are given ε ∈ (0, 1], v ∈ R+ with v ≤ f(OPT) ≤ (1 + ε)v, and θ ∈ R+
with the following property: (1) if θ ≤ 1/2, θv/(1 + ε) ≤ f(or) ≤ θv, and (2) if θ ≥ 1/2, θv ≤ f(or) ≤
(1 + ε)θv ≤ v. Then, there is a single-pass streaming algorithm that chooses a constant number of red
items in ER so that one item e of them satisfies that f(OPT− or + e) ≥ v(Γ(θ)−O(ε)), where











• Γ(θ) = 2/3 when θ ∈ [1/2, 2/3),
• Γ(θ) = θ when θ ∈ [2/3, 1].
We next show that when c(o1) ≥ K/2, we can use multiple passes to get a (2/5 − ε)-approximation
for the problem (1). Let OPT = {o1, o2, . . . , o`} be an optimal solution with c(o1) ≥ c(o2) ≥ · · · ≥ c(o`).
Suppose that c1 ∈ R+ satisfies 1/2 ≤ c1/(1 + ε) ≤ c(o1)/K ≤ c1.
We observe the following claims.
Claim 20 When c(o1) ≥ K/2, we may assume that 310f(OPT) < f(o1) < 25f(OPT).
Claim 21 We may assume that c(o1) ≤ (1 + ε) 23K.
We use the first pass to estimate f(OPT) as follows. For an error parameter ε ∈ (0, 1], perform
the single-pass algorithm in Theorem 8 to get a (1/3 − ε)-approximate solution S ⊆ E, which can be
used to upper bound the value of f(OPT), that is, f(S) ≤ f(OPT) ≤ (3 + ε)f(S). We then find the
geometric series to guess its exact value. Thus, we may assume that we are given the value v with
v ≤ f(OPT) ≤ (1 + ε)v.
Below we show how to obtain a solution of value at least (2/5−O(ε))v, using two more passes. Before
we start, we introduce a slightly modified versions of the algorithms presented in Section 2; it will be
used as a subroutine.
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Lemma 22 Consider the problem (1) with the knapsack capacity K ′. Let h ∈ R+, and suppose that
Algorithms 1 and 2 are modified as follows:
• (At Line 4 in Algorithm 1) A new item e is added into the current set S only if f(e|S)c(e) ≥ αv−f(S)hK′−c(S)
and c(S + e) ≤ hK ′.
• (At Line 4 in Algorithm 2) A new item e is taken into account only if c(e) ≤ hK ′.
Then, the best returned set S˜ of the two algorithms with α = 2hh+2 satisfies that c(S˜) ≤ hK ′ and f(S˜) ≥
h





-approximate solution with the dynamic update technique.
Let all items e ∈ E whose sizes c(e) satisfy c1/(1+ε) ≤ c(e)/K ≤ c1 be the red items. By Theorem 19,
we can select a set S of the red items so that one of them guarantees f(OPT− o1 + e) ≥ (Γ(θ)−O(ε))v,
where θ satisfies the condition in Theorem 19. Note that any e ∈ S satisfies f(e) ≥ θv/(1 + ε). Also, by
Claim 20, we see 310v < θ <
2
5 (1 + ε)v.
In the next pass, for each e ∈ S, define a new monotone submodular function ge(·) = f(· | e) and apply
the marginal-ratio thresholding algorithm (Lemma 22) with regard to function ge, where h =
1−c1
1−(c1/(1+ε))
and K ′ = (1− (c1/(1 + ε))K.
The returned solution has size at most K, since c(Se) ≤ hK ′ = (1 − c1)K by Lemma 22. The next
theorem summarizes our results in this section.
Theorem 23 Suppose that c(o1) > K/2. There exists an algorithm that uses MultiPassKnapsack as
a subroutine so that it returns (2/5 − ε)-approximation with 3 passes for the problem (1). The space
complexity of the algorithm is O(K(logK/ε)2).
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Abstract: We address the chip-firing halting problem for undirected multigraphs. We give
a polynomial algorithm for the special case when the number of chips in the distribution is
equal to the sum of the edge multiplicities of the graph. The key part of our algorithm uses
convex cost flow optimization to give an efficient algorithmic proof of a theorem of An, Baker,
Kuperberg and Shokrieh; improving a previous algorithm of Backman.
Keywords: chip-firing games; computational complexity
1 Introduction
Chip-firing is a solitary game on graphs defined by Bjo¨rner, Lova´sz and Shor [5, 4]. Each node contains
a pile of chips. A legal move is to choose a node with at least as many chips as its out-degree and let it
send a chip along each outgoing edge.
Bjo¨rner, Lova´sz and Shor proved that given an initial chip-distribution, either every chip-firing game
can be continued indefinitely, or every game terminates after finitely many steps. Tardos [16] proved
that on a simple undirected graph on n nodes, a finite chip-firing game terminates in O(n4) firings. On
the other hand, for digraphs the number of firings in a terminating chip-firing game is not necessarily
polynomial [8]. It is not well-known that if we consider an undirected multigraph given by an adjacency
matrix, then the number of firings in a terminating game is pseudo-polynomial but not necessarily
polynomial in the input size (see Example 13). Therefore, it is a nontrivial question whether there exists




Simple Graphs in P [16] in NP [10]
Multigraphs in NP∩co-NP [13] NP-complete [10]
Table 1: Overview of the main complexity results concerning the halting problem.
In [10], Farrell and Levine proved that the halting problem for (strongly connected) directed multi-
graphs is NP-complete and noted that the question is open for undirected multigraphs and directed
simple graphs either.
In this paper, we focus on undirected multigraphs and aim the following conjecture.
1Research is supported by the Hungarian Scientic Research Fund - OTKA K109240.
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Conjecture 1 The chip-firing halting problem for undirected multigraphs is in P.
Several reasons support this conjecture. First, the author with V. Kiss and L. To´thme´re´sz recently
noticed in [13] that the problem is in NP∩co-NP, even in the more general case of Eulerian directed
multigraphs (for completeness, we include a proof in Section 3.1). Second, the closely related problem of
reachability of chip-distributions [4] is in P [13]. Third, as the main result of this paper, we prove the
following special case of the conjecture:
Theorem 2 There is a polynomial algorithm deciding the halting problem for undirected multigraphs, in
the special case of distributions of exactly M chips, where M denotes the sum of the edge multiplicities
of the multigraph.
Note that a game with less than M chips is always terminating (by applying [5, Theorem 3.3.] to multi-
graphs), so our algorithm concerns the minimal non-trivial case. The algorithm is similar to Backman’s
Algorithm 7.7 of [2] which finds an orientation representing an arbitrary chip-distribution of M chips,
proving [1, Theorem 4.10.]. Backman’s algorithm uses max-flow-min-cut computations, but the number
of MFMC subroutines needed is pseudo-polynomial in the multigraph case. We obtain a polynomial
algorithm by compressing the main part of the algorithm into one convex cost flow optimization problem.
Chip-firing games have a strong connection to the graph divisor theory introduced by Baker and
Norine in [3]. Section 3.3 briefly describes how the halting problem is represented in graph divisor theory.
2 Preliminaries
2.1 Multigraphs
A multigraph is an undirected graph G = (V,E) with an edge multiplicity function m : E → N. As G is
undirected, vw ∈ E iff wv ∈ E and mvw = mwv.
We use the notations d(v) =
∑
w:vw∈Emvw and M =
∑
e∈Em(e). Note that |E| = O(|V |2), but M
is not necessarily polynomial in |V |.
When we give a multigraph as an input to an algorithm, we always encode it by its adjacency matrix.
As the adjacency matrix can be encoded in O(|V |2 logM) bits. Hence the size of the input is not increased
by the values of the edge multiplicities, just the logarithms of it.
Remark 3 We are only considering undirected graphs. Note that some of the following results remains
true or have an equivalent version for directed graphs, but the main results of the paper only concern
undirected graphs.
The Laplacian matrix of a multigraph G is the following matrix L ∈ ZV×V :
L(v, w) =
 −d(v) if v = w;mvw if v 6= w and vw ∈ E;
0 if v 6= w and vw 6∈ E.
We define orientations of multigraphs the following way: if we have an edge vw with multiplicity mvw,
then we consider it as mvw pieces of single edges, and one may orient each single edge independently from
the others. An orientation of G is described by a number 0 ≤ −→mvw ≤ mvw for each vw ∈ E, meaning that−→mvw pieces of edges are oriented from v to w and −→mwv = mvw −−→mvw pieces are oriented from w to v.
We call an edge vw consistently oriented if −→mwv ∈ {0,mvw}, and call an orientation consistent, if




−→mwv. Node v is called a sink if d−O(v) = d(v) and a source if d−O(v) = 0.
We introduce notations for some vectors of ZV . 1 stands for the vector with all 1s; 1v stands for the
vector with 1 on a single node v and 0 elsewhere. d denotes the vector of d(v)s (degrees) in G and d−O
denotes the vector of d−O(v)s (indegrees) of the orientation O of G.
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2.2 Chip-firing games on multigraphs
Chip-firing games of Bjo¨rner, Lova´sz and Shor [5] have a straightforward generalization for multigraphs.
We consider a multigraph G with a pile of chips on each of its nodes. A position of the game, called a
chip-distribution (or just distribution) is described by a vector x ∈ ZV , where x(v) is interpreted as the
number of chips on node v ∈ V . We denote the set of all chip-distributions on G by Chip(G).
The basic move of the game is firing a node. Firing node v means that for every vw ∈ E, node v
passes mvw chips to w. In other words, firing a node v means taking the new chip-distribution x+ L1v
instead of x.
A node v ∈ V is active with respect to a chip-distribution x if x(v) ≥ d(v). The firing of a node
v ∈ V is legal, if v was active before the firing (i.e. v has a nonnegative amount of chips after the firing).
A legal game is a sequence of distributions in which every distribution is obtained from the previous one
by a legal firing. A legal game terminates if it arrives at stable distribution, which is a chip-distribution
without any active nodes. For a legal game, let us call the vector f ∈ ZV , where f(v) equals the number
of times v has been fired, the firing vector of the game.
We use the notation deg(x) =
∑
v∈V x(v) for any x ∈ Chip(G). It is easy to check that deg(x) is
invariant during a chip-firing game.
The following theorem of Bjo¨rner, Lova´sz and Shor describes a very important “Abelian” property of
the chip-firing game.
Theorem 4 [5, Remark 2.4] From a given initial chip-distribution, either every legal game can be con-
tinued indefinitely, or every legal game terminates after finitely many steps. The firing vector of every
maximal legal game is the same.
Based on this fact, we call a distribution x terminating if a legal game (hence, all legal games) started
from x terminates, and we call x non-terminating otherwise.
2.3 Sink-reversal games
Variants of sink-reversal games have appeared in many forms in literature: [5, 9, 12] etc. Here we give a
short summary of some basic results needed in this paper.
Let G be a multigraph with an orientation O. The sink-reversal game on G is defined as follows. The
basic move of the game is reversing a sink, which means that if a node v is a sink then we may reverse
the orientation of all edges incident to v (this way v becomes a source in the newly obtained orientation).
A game terminates if there are no sink nodes in the actual orientation.
Let O be any orientation of G and consider the in-degree vector d−O as a chip-distribution. Notice
that we can fire node v if and only if v is a sink in O. After firing v, the resulting chip-distribution is the
in-degree vector d−O′ of orientation O′ obtained by sink-reversing v in O. These observations imply the
following claim.
Claim 5 The chip-firing game started from d−O has the same dynamics as the sink-reversal game started
from O: both are terminating or both are non-terminating. For any node v, the number of sink-reversals
at v equals the number of firings at v.
By Theorem 4, we get that from a given initial orientation, either every sink-reversal game can be
continued indefinitely, or every legal game terminates after finitely many steps. The advantage of sink-
reversal games is that we have a nice characterization of terminating games.
Proposition 6 A sink-reversal game started from orientation O of G is terminating if and only if O
contains a directed cycle.
The proof of this Proposition can be an exercise for the reader. We included a detailed proof in the
Appendix. Using the characterization it is also easy to decide algorithmically whether a sink-reversal
game is terminating or not:
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Proposition 7 There is an algorithm running in O(|E|) time for the following problem: given an ori-
entation O of multigraph G, decide whether the sink-reversal game O is terminating or non-terminating.
Proof: By Proposition 6, we only need to check whether O contains a directed cycle or not, which can be
done by a depth first search. If there is any edge which is not consistently oriented (i.e. 0 < −→mvw < mvw),
then it gives rise to a directed cycle. If G is consistently oriented, it is enough to consider one copy of
the consistently oriented parallel edges. Hence the running time is O(|E|). 
2.4 Convex cost flows
A detailed description of convex cost flow problems and solution techniques can be found in Section 14
of [17]. Here we only give a short summary. We expect that the reader is familiar with the standard
notations, theorems and techniques of minimum cost flow problems with linear cost functions (see for
example [17, Chapters 9-11.], [18, Chapter 3.6.] or [19, Chapter 12.]).
In the general convex cost flow problem a directed network N is given with:
• node set V and arc set A;
• an excess b(v) ∈ R for any v ∈ V such that ∑v∈V b(v) = 0;
• a capacity uvw ∈ R+ and a convex cost function cvw : [0, uvw]→ R+ for all −→vw ∈ A (c is convex in
the common sense of convexity).





fwv = b(v) for all v ∈ V (1)
0 ≤ fvw ≤ uvw for all −→vw ∈ A. (2)
Our goal is to find an optimal flow in the following sense:∑
−→vw∈A
cvw(fvw)→ min . (3)
An important special case of the general convex cost flow problem is when cvw is a piecewise linear
integral convex cost function.
Definition 8 Let u ∈ N. Then c : [0, u]→ R+ is a piecewise linear integral convex cost function iff c is
convex, c(k) ∈ Z for all k ∈ Z and c(x) is linear between any pair of consecutive integers.
In the case of piecewise linear integral convex cost functions, the convex cost flow problem can be
transformed to a linear cost flow problem in the following way: we replace each arc −→vw by uvw pieces of
arcs, each with capacity 1 and the kth one with cost cvw(k)− cvw(k− 1) for all k ∈ {1, . . . , uvw}, we call
this new network N ′. Since a minimal cost flow in N ′ does not use an arc vw unless all arcs from v to w
with a lower cost are saturated, there is a natural correspondence between min cost flows in N and N ′.
As network N ′ has linear cost functions, optimal flows in N ′ can be described by optimality criteria
using potential functions (see [17, Theorem 9.3]).
Proposition 9 Suppose that in network N , all excesses b(v) and capacities uvw are integers and cost
functions cvw are piecewise linear integral convex cost functions. Then there exists an integral potential
function pi : V → Z such that a flow f is optimal if and only if it satisfies the following set of inequalities
(so called optimality conditions):
cvw(fvw + 1)− cvw(fvw) ≥ pi(w)− pi(v) ≥ cvw(fvw)− cvw(fvw − 1) for all vw ∈ A.
Here cvw(−1) counts as −∞ and cvw(uvw + 1) counts as ∞, representing empty and saturated arcs.
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The major drawback of the transformation is that it expands the network substantially. Note that
the number of arcs in N ′ is typically not polynomial in |V |. Still, by a tricky scaling algorithm of [17,
Section 14.5], one can determine the optimal integral flow and potential in (weakly) polynomial time.
Let U denote the largest arc capacity, C denote the largest cost function value and S(|V |, |A|, C)
denote the time needed for computing a shortest path in a network with |V | nodes, |A| arcs and cost
functions bounded by C.
Theorem 10 ([17], Theorem 14.1) There is a capacity scaling algorithm which obtains an integer
optimal flow and an integer potential pi for a convex cost flow problem in O ((|A| · logU) · S(|V |, |A|, C))
time.
Remark 11 S(|V |, |A|, C) is polynomial if log(C) is polynomial, see for example [19, Chapter 7].
3 The halting problem on undirected multigraphs
Problem 12 (Chip-firing halting problem) Given a graph G and x ∈ Chip(G), determine whether
x is terminating or non-terminating.
In [16] Tardos proved that any terminating chip-firing game terminates within O(|V |2M) moves. As
a consequence, the trivial algorithm of playing a chip-firing game for at most O(|V |2M) decides the
halting problem. This bound is polynomial in the case of simple graphs but only pseudo-polynomial for
multigraphs. We show an example of a chip-firing game which terminates, but not in polynomial time.
Example 13 Let the multigraph G be described by the following adjacency matrix AG. Consider the
chip-firing game started from chip-distribution x.
AG =

0 2n 0 0
2n 0 1 0
0 1 0 4n








It is easy to check that the only possible firing sequence is obtained by the first and second node firing
alternatingly. The game terminates after 2n such turns.
v1 v2 v3 v42n 1 4n
Figure 1: Example of a multigraph with a chip distribution which terminates, but not in polynomial
time.
3.1 The halting problem is in NP∩co-NP
The following definition originates in the graph divisor theory of Baker and Norine [3].
Definition 14 For x, y ∈ Chip(G), we say that x and y are linearly equivalent (and denote it by x ∼ y)
if there exists z ∈ ZV such that x = y + Lz.
Remark 15 It is easy to check that ∼ is an equivalence relation on Chip(G). Note that x and y are
linearly equivalent iff y is reachable from x in the unconstrained variant of chip-firing game, in which a
node does not need to be active before it fires.
The next lemma appeared in [6, Lemma 4.3.] and [10, Lemma 2.1].
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Lemma 16 Let G be a multigraph and x, y ∈ Chip(G). If x ∼ y, then x is terminating if and only if y
is terminating.
To be self-contained, we include the proof from [14].
Proof: By symmetry, it is enough to prove that if x is terminating, then y is also terminating.
Let x be a terminating chip-distribution. We play the chip-firing game starting from x until it
terminates. Let the final configuration be x∗. Clearly, x∗ ∼ x ∼ y. Let z be an integer vector with
x∗ = y + Lz. We can suppose that z is non-negative (otherwise we can add 1 to each of its coordinates,
maintaining x∗ = y+Lz). Now we start a bounded chip-firing game from y defined by the following rule:
if there is a node v with at least d(v) chips that has been fired less than z(v) times, then one such node
is fired. If there is no such node, the game ends. Clearly, after at most
∑
v∈V z(v) firings, the bounded
game terminates. We claim that the final distribution y′ = y + Lz′ (where z′ ≤ z) is stable. Indeed, as
the game stopped, for any node v with y′(v) ≥ d(v), z′(v) = z(v). As x∗ is stable, x∗(v) < d(v), hence
from x∗ = y′ + L(z − z′) and z(v) = z′(v), we get d(v) > x∗(v) ≥ y′(v), which is a contradiction. 
Remark 17 Linear equivalence is decidable in polynomial time, see [13] for details.
Definition 18 We call a chip-distribution x ∈ Chip(G) recurrent if there exists a non-empty sequence
of legal firings that transforms x to itself.
The proof of [5, Theorem 3.3] implies the following proposition:
Proposition 19 A chip-distribution x ∈ Chip(G) is recurrent if and only if there is an acyclic orientation
O of G such that d−O ≤ x.
The following proposition was first formulated and proved in [13].
Proposition 20 The chip-firing halting problem for undirected multigraphs is in NP∩co-NP.
Proof: NP: An efficiently verifiable proof for x ∈ Chip(G) being terminating is a stable chip-distribution
y and an integer vector z such that y = x+ Lz.
co-NP: An efficiently verifiable proof for x ∈ Chip(G) being non-terminating is a recurrent chip-
distribution y′ and an integer vector z′ such that y′ = x + Lz′ such that y′ = x + Lz′. One can
prove that y′ is recurrent by giving an acyclic orientation O with in-degree vector d−O ≤ y′. 
Remark 21 In [13], a different argument is provided for showing that y′ is recurrent (that one also
works in the more general case of Eulerian directed multigraphs).
3.2 A polynomial algorithm for the special case of M chips
In this section we present the main theorem of our paper, which is the following.
Theorem 22 There is a polynomial algorithm deciding the halting problem for an undirected multigraph
G and a distribution x ∈ Chip(G) with deg(x) = M .
The algorithm is based on Theorem 4.10. of [1], which is the following.
Theorem 23 (An–Baker–Kuperberg–Shokrieh) Given any x ∈ Chip(G) with deg(x) = M , there
is an orientation O such that x ∼ d−O.
(The in-degree vector d−O is considered as a chip-firing distribution here.)
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Figure 2: The cost function of the forward edge and the backward edge (dotted) obtained from an edge
of G with multiplicity mvw = 3.
Note that in [1], the theorem is stated for divisors of degree g − 1 = M − n, but they subtract 1 from
the indegrees. Although multigraphs are not mentioned there, the original proof works for multigraphs
without any difficulty. It is already noted in [1, Remark 4.14.] that while their proof is not algorithmic,
Backman’s Unfurling algorithm [2, Section 4] gives an algorithm which finds such an orientation. Notice
that Backman’s algorithm is polynomial for simple graphs but only pseudo-polynomial for multigraphs.
Therefore we need a new algorithm to prove the following theorem:
Theorem 24 Let G be a multigraph G and x ∈ Chip(G) with deg(x) = M . Then there is a polynomial
algorithm that computes an orientation O of G with d−O ∼ x.
Proof: Let O1 be an arbitrarily chosen consistent orientation of G. O1 being consistent, it defines a
simple directed graph G1 = (V,A1); a single arc
−→vw ∈ A1 represents the multiedge vw if it is oriented
from v to w in O1.
Let d−1 (v) = d
−
O1(v) denote the indegree of node v in the orientation O1. Γ(v),Γ+1 (v) and Γ−1 (v)
denote the set of neighbors of v in undirected and directed sense:
Γ(v) = {w : vw ∈ E}; Γ+1 (v) = {w : −→vw ∈ A1}; Γ−1 (v) = {w : −→wv ∈ A1}.
Let U = n ·maxv∈V {|x(v)|}. Now we are ready to define the auxiliary network N .
1. The node set of N is V .
2. In N there is a forward arc −→vw (directed as in O1) and backward arc −→wv (directed oppositely as in
O1) corresponding to every arc −→vw ∈ A1, both with capacity U .
3. The excess of node v is b(v) = x(v)− d−1 (v), for all v ∈ V .
4. We define a piecewise linear integral convex cost function on each arc −→vw of N . On forward edges,
















, which is the piecewise linear
function with slope k between k ·mvw and (k + 1) ·mvw for any k ∈ N ∪ {0}.



















which is the piecewise linear function with slope k between (k− 1) ·mvw and k ·mvw for any k ∈ N.
241
As C→vw and C
←
vw are both piecewise linear integral convex cost functions, N satisfies the conditions
of Proposition 9.
Hence we can use the algorithm of Theorem 10 to calculate a min cost flow f and potential pi : V → Z.
Note that the sum of all positive excesses is less than U , hence no arcs are saturated by a min cost flow.






. As U ≤ n ·M , the bound given in Theorem 10 is polynomial in the input size. On the other
hand, the log(U) factor means that we can only prove a weakly polynomial running time.
For any arc −→vw ∈ A1, let f→(vw) and f←(vw) denote the value of f on the forward arc and backward
arc assigned to −→vw, respectively. Note that, as f is an optimal cost flow, at least one of f→(vw) and
f←(vw) is 0.
Let f(vw) = f→(vw)−f←(vw) and fpi(vw) = f(vw)−[pi(w)−pi(v)]mvw. By the optimality conditions
of Proposition 9,
[pi(v)− pi(u)]mvw ≤ f(vw) ≤ ([pi(w)− pi(v)] + 1)mvw
hence 0 ≤ fpi(vw) ≤ mvw.
Now we are ready to define the desired orientation O: for any arc −→vw ∈ A1, we reverse fpi(vw) pieces
of −→vw, i.e. in O the edge vw has −→mvw = mvw − fpi(vw) pieces oriented from v to w and ←−mvw = fpi(vw)
pieces oriented from w to v. The following Claim 26 implies that d−O ∼ x, i.e. O fulfills the requirements
of Theorem 24. 
Claim 26 The indegree vector of O is d−O(v) = x− Lpi.
Proof: Consider any node v ∈ V . As f is a flow,





















































[pi(v)− pi(w)]mvw = x(v)− Lpi(v)
for any v, which is exactly the statement of our claim. 
Remark 27 The running time of the algorithm is dominated by the integral convex cost flow algorithm,
which is polynomial by Remark 25.
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Remark 28 Note that the idea of using flow algorithms has already appeared in Backman’s paper [2,
Algorithm 7.7]. The main difference in comparison to his work is that while he uses alternating phases
of MFMC subroutines and cut reversing, we can compress these into only one flow cost minimizing
subroutine. In Backman’s algorithm, the number of phases is only pseudo-polynomial, so this improvement
is essential in the case of large edge multiplicities.
Another interesting feature of our algorithm is that the dual variable pi has a meaning as a firing
vector of an unconstrained chip-firing game.
Proof of Theorem 22: The algorithm consists of two main parts:
(P1) Compute an orientation O with d−O ∼ x. This can be done in polynomial time by Theorem 24.
(P2) Decide whether the sink-reversal game started from O is terminating or non-terminating. This can
be easily done using in O(|E|) by Proposition 7.
By Lemma 16 and Claim 5, x is terminating if and only if the sink-reversal game started from O is
terminating. 
3.2.1 Distributions with more than M chips
By [5, Theorem 3.3], the chip-firing halting problem is trivial if the number of chips is less than M .
The special case solved in this paper is the minimal nontrivial case. Backman [2, Theorem 4.10] gave a
generalization of Theorem 23. By reformulating it to the theory of chip-firing games, we get the following
theorem.
Theorem 29 (Reformulation of Theorem 4.10. of [2]) (1) If a chip-distribution x with deg(x) ≥
M is terminating, then it is linearly equivalent to the in-degree vector of a sink-free partial orientation.
(2) If a chip-distibution x with deg(x) ≥ M is non-terminating, then it is linearly equivalent to a chip-
distribution y such that y ≥ d−O, where O is an acyclic partial orientation.
Backman also gives an algorithm for computing these orientations. His algorithm is polynomial for simple
graphs but only pseudo-polynomial for multigraphs. It can be the subject of some future work to upgrade
this algorithm to run in polynomial time.
3.3 Connection to graph divisor theory
In [3], Baker and Norine established graph divisor theory (or Riemann–Roch-theory of graphs) as a
discrete analogue of the classical Riemann–Roch-theory of algebraic curves. Graph divisors are integer-
valued functions on the node set of a graph. Non-negative valued divisors are called effective. The
basic question about a divisor is whether it is linearly equivalent to an effective divisor. This question is
equivalent to the chip-firing halting problem, see [3, Section 5.5].
The standard way of deciding whether a divisor is equivalent to an effective divisor is by v0-reducing
it (for the definition of v0-reduced divisors, see [3, 7]). In [7, Section 5.1], an algorithm is given for
v0-reducing a divisor of a multigraph. The algorithm is polynomial for simple graphs but only pseudo-
polynomial for multigraphs.
Problem 30 [11] Is there a polynomial algorithm for v0-reducing divisors in multigraphs?
An affirmative answer to Problem 30 would prove Conjecture 1.
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4 Appendix: The proof of the characterization of terminating
sink-reversal games
The main goal of this appendix is to give a proof for Proposition 6:
Proposition 6 A sink-reversal game started from orientation O of G is terminating if and only if O
contains a directed cycle.
The proof is a consequence of the forthcoming Claim 31 and Proposition 33. The proof is based on
ideas from [9, Corollary 3.3.].
Claim 31 A sink-reversal game started from an acyclic orientation O of G is non-terminating.
Proof: When we reverse a sink node v in an acyclic orientation, we cannot get a new directed circle as
all reversed edges are incident to v but v becomes a source in the new orientation. Hence the resulting
orientation remains acyclic and therefore contains a sink. 
Next we turn our attention to orientations containing directed cycles.
Lemma 32 If there is a directed path from v to a node w contained in a directed cycle then v can never
be sink-reversed.
Proof: As w is contained in a directed cycle, there is a directed walk:
v0 = v → v1 → . . .→ vk−1 → vk = w → vk+1 → v`−1 → v` = w
None of the nodes of the sequence is originally a sink. vi+1 must be sink-reversed before the first sink-
reversal of vi, unless vi cannot become a sink. But as vk = v`, it means that none of the nodes of the set
{v0, v1, . . . , v`} can be the first to be sink-reversed. 
Now let O be an orientation of the multigraph G = (V,E). We define the weighted digraph G∗O(V,A∗)
the following way: if there is at least one edge oriented from v to w in O then we add an arc −→vw to A∗
with weight 0 (forward arc). If there is at least one edge oriented from v to w in O then we add an arc−→wv to A∗ with weight 1 (backward arc). Let S = {v ∈ V : v is contained in a directed cycle of O}.
Let us define the integer-valued potential function piO : V → Z the following way: let piO(v) be the
weight of the minimal weight dipath from S to v in G∗O(V,A
∗). In particular, piO(v) = 0 if and only if
v ∈ S.
Proposition 33 Let O be an orientation of G containing at least one directed cycle. The sink-reversal
game started from orientation O is terminating and each node v is sink-reversed exactly piO(v) times.
Proof: If v is a sink node in O, then piO(v) > 0 as no directed circle can be reached from v in O. It can
be easily checked that when the sink node v is reversed, piO(v) decreases by 1 and for any other w ∈ V ,
piO(w) remains unchanged.
The sink-reversal game cannot halt while there is a node with a positive piO value. Indeed, if there is
no sink node in O, then from any node v, we can greedily find a dipath leading to a directed circle; so
by Lemma 32; if there is any node v with piO(v) > 0, then there is a sink. 
Corollary 34 Any terminating sink-reversal game terminates in less than |V |2 sink-reversals.
Proof: piO(v) ≤ |V | − 1 for any v ∈ V . 
Remark 35 Proposition 7 gives a way to decide whether a sink-reversal game is terminating or not.
Another way is the following. Start a sink-reversal game from O. By Corollary 34, if the game does not
terminate in |V |2 steps then it is non-terminating.
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The Quadratic M-Convexity Testing Problem
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Abstract: A function f on {0, 1}n is said to be M-convex if for x, y ∈ {0, 1}n and i ∈ [n] with
xi > yi, there exists j ∈ [n] with yj > xj satisfying f(x)+f(y) ≥ f(x−χi+χj)+f(y+χi−χj),
where χi is the ith unit vector. M-convex functions play a central role in discrete convex
analysis.
In this paper, we consider the quadratic M-convexity testing problem (QMCTP). This is the






i∈[n] xi = r is
M-convex, where ai ∈ R and aij ∈ R∪{+∞}. It is known that if every aij takes a finite value,
then (QMCTP) can be solved in polynomial time. We show that (QMCTP) is co-NP complete
in general, and but is polynomial-time solvable under a mild assumption. Furthermore, we
propose an O(n2)-time algorithm for solving (QMCTP) under the assumption.
Keywords: discrete convex analysis, M-convex, testing problem
1 Introduction
A function f on {0, 1}n is said to be M-convex [6] if it satisfies the following exchange axiom:
Exchange Axiom: For x, y ∈ {0, 1}n and i ∈ supp(x) \ supp(y), there exists j ∈ supp(y) \ supp(x) such
that
f(x) + f(y) ≥ f(x− χi + χj) + f(y + χi − χj),
where supp(x) := {i | xi = 1} for x = (x1, x2, . . . , xn) ∈ {0, 1}n and χi is the ith unit vector. In general,
M-convex functions are defined on the integer lattice Zn. In this paper, we restrict ourselves to consider
M-convex functions defined on {0, 1}n, which are equivalent to negative of valuated matroids introduced
by Dress–Wenzel [2, 3]. M-convex functions play a central role in discrete convex analysis [7]. Indeed,
M-convex functions appear in many areas such as operations research, economics, and game theory (see
e.g., [7, 8, 9]). Quadratic M-convex functions also appear in many areas, and constitute a basic and
important class of discrete functions. Quadratic M-convex functions have a close relationship with tree
metrics [4], which is an important concept for mathematical analysis in phylogenetics (see e.g., [11]).
Recently, Iwamasa–Murota–Zˇivny´ [5] have revealed hidden quadratic M-convexity in valued constraint
satisfaction problems with joint winner property, and presented a perspective to their polynomial-time
solvability from discrete convex analysis.
In this paper, we consider the quadratic M-convexity testing problem (QMCTP) defined as follows.
Let R := R ∪ {+∞} and [n] := {1, 2, . . . , n} for a positive integer n with n ≥ 4.
∗This research was supported by JSPS Research Fellowship for Young Scientists.
247
Given: ai ∈ R for i ∈ [n], aij ∈ R for 1 ≤ i < j ≤ n, and a positive integer r with 2 ≤ r ≤ n− 2.
Question: Is the quadratic function f : {0, 1}n → R defined by














Here we assume that aij = aji for distinct i, j ∈ [n] and the eﬀective domain dom f := {x ∈ {0, 1}n |
f(x) takes a finite value} is nonempty. In this paper, functions can take the infinite value +∞, where
a < +∞, a +∞ = +∞ for a ∈ R, and 0 · (+∞) = 0. In the case where aij takes a finite value for all
distinct i, j ∈ [n], the following theorem is immediate from [7, Theorem 6.4] (see also [7, Proposition 6.8]).
Theorem 1 ([7]; see also [10, Theorem 5.2]) Suppose that aij takes a finite value for all distinct
i, j ∈ [n]. Then a function of the form (1) is M-convex if and only if
aij + akl ≥ min{aik + ajl, ail + ajk} (2)
holds for every distinct i, j, k, l ∈ [n].
By Theorem 1, if aij is a finite value for all distinct i, j ∈ [n], then (QMCTP) is solvable in polynomial
time. However, if aij can take the infinite value +∞ for some distinct i, j ∈ [n], there exists an example
such that the condition (2) does not characterize M-convexity. Indeed, define f : {0, 1}5 → R by
f(x1, x2, x3, x4, x5) :=
{
x1x3 + 2x1x4 + (+∞) · x1x5 + x3x5 + 2x4x5 if
∑
i xi = 3,
+∞ otherwise. (3)
Then f is M-convex; this can be verified by the definition of M-convexity. However, the condition (2) is
violated since a12 + a34 < min{a13 + a24, a14 + a23} with a12 + a34 = 0, a13 + a24 = 1, and a14 + a23 = 2.
Thus, in the general case, the complexity of (QMCTP) is not settled yet.
In this paper, we settle this problem by showing the following negative result.
Theorem 2 (QMCTP) is co-NP complete.
We also prove a positive result under the following seemingly natural condition.
Condition A: For any i ∈ [n], there exists x ∈ dom f with xi = 1.
Theorem 3 If Condition A holds, (QMCTP) is solvable in O(n2) time.
The rest of this paper is organized as follows. In Section 2, we prove Theorem 2. By the necessity
of M-convexity under Condition A, we can classify functions into three types. In Section 3, we present
a characterization of M-convexity under Condition A for three types. This characterization implies
Theorem 1. In Section 4, we propose O(n2)-time algorithms for (QMCTP) for each type. The proofs of
the validity of these algorithms will be provided in the full version of this paper.
2 Co-NP Completeness of (QMCTP)
In this section, we show the co-NP completeness of (QMCTP) in the general case. In order to show
Theorem 2, we prepare some lemmas.
In the terminology of discrete convex analysis, X ⊆ {0, 1}n is said to be M-convex if for x, y ∈ X and
i ∈ supp(x) \ supp(y), there exists j ∈ supp(y) \ supp(x) such that x − χi + χj , y + χi − χj ∈ X. That
is, an M-convex set X is nothing but the base family of some matroid. Note that if f is M-convex, then
dom f is M-convex.
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Lemma 4 Suppose that f is a function of the form (1) such that dom f is M-convex. For some distinct
i, j ∈ [n], assume that there exist x, y ∈ dom f with xi = 1 and yj = 1. Then, if aij < +∞, there exists
z ∈ dom f with zi = zj = 1.
Proof: Take x, y ∈ dom f with |supp(x) \ supp(y)| minimum satisfying xi = yj = 1. It suﬃces to
show |supp(x) \ supp(y)| = 0. Suppose, to the contrary, that |supp(x) \ supp(y)| > 0. First we assume
|supp(x) \ supp(y)| ≥ 2. Then there exists i′ ̸= i such that i′ ∈ supp(x) \ supp(y). By the M-convexity
of dom f for x, y, and i′, there exists j′ ∈ supp(y) \ supp(x) such that x− χi′ + χj′ ∈ dom f . If j′ = j,
then x′ := x− χi′ + χj satisfies x′i = x′j = 1, a contradiction. If j′ ̸= j, then x′ := x− χi′ + χj′ satisfies
x′i = yj = 1 and |supp(x′) \ supp(y)| < |supp(x) \ supp(y)|. This is also a contradiction to the minimality
of x and y. Hence we have |supp(x) \ supp(y)| = 1 = |supp(y) \ supp(x)|.
Since x, y ∈ dom f , it holds that akl, aik, ajk < +∞ for any k, l ∈ supp(x − χi)(= supp(y − χj)).
Moreover, we have aij < +∞ by the assumption. Hence we obtain z := x − χk + χj ∈ dom f for
k ∈ supp(x− χi). Hence z satisfies zi = zj = 1, a contradiction. Thus, we have |supp(x) \ supp(y)| = 0.
□
For a function f of the form (1), we define an undirected graph Gf = ([n], Ef ) by Ef := {{i, j} |
i, j ∈ [n], i ̸= j, aij = +∞}.
Lemma 5 Suppose that Condition A holds. Then dom f is an M-convex set if and only if each connected
component of Gf is a complete graph.
Proof: (if part). Let A1, A2, . . . , Am be the connected components of Gf . Then dom f is represented
by dom f = {x ∈ {0, 1}n | ∑i xi = r, |x ∩ Ap| ≤ 1 for all p ∈ [m]}. Hence dom f can be considered as
the base family of a partition matroid. This implies that dom f is M-convex.
(only-if part). We prove the contrapositive. Suppose that some connected component of Gf is not
complete. That is, there exist distinct i, j, k ∈ [n] such that {i, j}, {j, k} ∈ Ef and {i, k} ̸∈ Ef . By
Condition A, aik < +∞, and Lemma 4, there exists x ∈ dom f with xi = xk = 1.
Take any x, y ∈ dom f with xi = xk = 1 and yj = 1. Since aij = ajk = +∞, we have supp(x) \
supp(y) ⊇ {i, k}. Then for all j′ ∈ supp(y) \ supp(x), it holds that x−χi+χj′ ̸∈ dom f or y+χi−χj′ ̸∈
dom f . Indeed, if j′ = j, then x − χi + χj ̸∈ dom f holds from akj = +∞, and if j′ ̸= j, then
y + χi − χj′ ̸∈ dom f holds from aij = +∞. This implies that dom f is not M-convex. □
Here we consider the following problem (P):
Given: A graph G = (V,E) having an independent set with cardinality r.
Question: Let T :=
∪{S ⊆ V | S is an independent set of G with |S| = r}. Is each connected compo-
nent of the subgraph of G induced by T a complete graph?
Lemma 6 The problem (P) is co-NP complete.
Proof: It is clear that the problem (P) is in co-NP. We show the co-NP hardness of (P) by reduction
from the independent set problem, which is an NP-complete problem: Given G = (V,E) and a positive
integer k ≤ |V |, we determine whether G contains an independent set of size at least k. For a given graph
G = (V,E) and a positive integer m, define Gm := (V ∪ Vm, E ∪ Em) by |Vm| = m, Vm ∩ V = ∅, and
Em := {{i, j} | i ∈ V, j ∈ Vm}. Let Tm :=
∪{S ⊆ V | S is an independent set of Gm with |S| = m}.
Since Tm ⊇ Vm, each connected component of the subgraph of Gm induced by Tm is complete if and only
if G does not have an independent set with cardinality at least m. Therefore we have the cardinality of
a maximum independent set of G by solving (P) for Gk (k = |V |, |V | − 1, . . . , 1). Indeed, the first k such
that we output “no” by solving (P) for Gk is equal to the cardinality of a maximum independent set.
Since the maximum independent set problem has a polynomial-time reduction to (P), (P) is co-NP hard.
□
We are now ready to prove Theorem 2.
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Proof:[Proof of Theorem 2] It is clear that (QMCTP) is in co-NP. We show the co-NP hardness of
(QMCTP) by reduction from the problem (P). Let G = ([n], E) be a graph having an independent set
with cardinality r. We define fG by









where aij := +∞ for {i, j} ∈ E and aij := 0 for {i, j} ̸∈ E. Note that x ∈ dom f if and only if supp(x)
is an independent set of G. We have dom fG ̸= ∅ by the assumption that G has an independent set with
cardinality r. We define X by X :=
∪{x ∈ {0, 1}n | supp(x) is an independent set of G with |supp(x)| =
r}. Then there exists x ∈ dom fG with xi = 1 if and only if i ∈ X. For x ∈ {0, 1}X , define x˜ ∈ {0, 1}n
by x˜i := xi if i ∈ X and x˜i := 0 if i ∈ [n] \X. Moreover define fG|X(x) := fG(x˜) for x ∈ {0, 1}X . By the
definition of X, fG is M-convex (i.e., dom fG is M-convex) if and only if fG|X is M-convex (i.e., dom fG
is M-convex). Furthermore, by Lemma 5, fG|X is M-convex if and only if each connected component of
the subgraph of G induced by X is complete. This means that we can solve (P) by solving (QMCTP)
for fG. □
3 Characterization of Quadratic M-Convexity
In this section, we present a characterization of M-convexity under Condition A, which implies Theorem 1.
By Lemma 5, we see that the following Condition B is necessary for the M-convexity.
Condition B: Each connected component of Gf is a complete graph.
Therefore, in this section, we can assume that a function f of the form (1) satisfies Conditions A and
B. Let A1, A2, . . . , Am be the vertex sets of the connected components of Gf with at least one edge, and
define A0 := [n] \
∪m
p=1Ap, which denotes the set of isolated vertices. Then we classify the types of f as
follows.
Type I: |A0|+m ≥ r + 2.
Type II: |A0|+m = r + 1.
Type III: |A0|+m = r.
If |A0|+m < r, then we have dom f = ∅. Hence we exclude this case.
Theorem 7 (I): A function f of Type I is M-convex if and only if it holds that
aij + akl ≥ min{aik + ajl, ail + ajk},
for every distinct i, j, k, l ∈ [n].
(II): A function f of Type II is M-convex if and only if it holds that
aij + akl = ail + ajk,
for every p ∈ [m], distinct i, k ∈ Ap, and distinct j, l ∈ [n] \Ap.
(III): A function f of Type III is M-convex if and only if it holds that
aij + akl = ail + ajk,
for every distinct p, q ∈ [m], distinct i, k ∈ Ap, and distinct j, l ∈ Aq.
Moreover, if f is an M-convex function of Type II or III, then f is a linear function on dom f .
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We note that the function defined in (3) is of Type II. If aij is finite value for all distinct i, j ∈ [n], the
function f is of Type I. Hence Theorem 7 implies Theorem 1 as the finite case. By Theorem 7, we see
that (QMCTP) is solvable in polynomial time under Condition A.
In the proof of Theorem 7, we use the following facts about the local exchange axiom characterizing
M-convexity, which are immediate corollaries of [7, Theorem 6.4] (see also [7, Proposition 6.8]).
Theorem 8 ([7]) A function f : {0, 1}n → R with dom f ⊆ {x ∈ {0, 1}n | ∑i xi = r} is M-convex if
and only if
f(z + χi + χj) + f(z + χk + χl)
≥ min{f(z + χi + χk) + f(z + χj + χl), f(z + χi + χl) + f(z + χj + χk)}
holds for all z ∈ {0, 1}n and all distinct i, j, k, l ∈ [n] such that z + χi + χj , z + χk + χl ∈ dom f .
Lemma 9 A function f of the form (1) is M-convex if and only if for every distinct i, j, k, l ∈ [n] such
that there exists z ∈ {0, 1}n with z + χi + χj , z + χk + χl ∈ dom f , it holds that
aij + akl ≥ min{aik + ajl, ail + ajk}.
Note that, by Lemma 9, the condition (2) in Theorem 1 is suﬃcient for M-convexity. However, this is
not necessary in general.
Proof:[Proof of Lemma 9] Take any z ∈ {0, 1}n and distinct i, j, k, l ∈ [n] such that z+χi+χj , z+χk+
χl ∈ dom f . By Theorem 8, it suﬃces to show that for such i, j, k, l,
f(z + χi + χj) + f(z + χk + χl)
≥ min{f(z + χi + χk) + f(z + χj + χl), f(z + χi + χl) + f(z + χj + χk)}
holds if and only if aij + akl ≥ min{aik + ajl, ail + ajk} holds (note that the inequality aij + akl ≥
min{aik + ajl, ail + ajk} is independent of the choice of z).








for x = (x1, x2, . . . , xn) ∈ {0, 1}n. Then we have






ajp + aij , (4)






alp + akl. (5)
Since f(z + χi + χj) and f(z + χk + χl) take finite values, each term of (4) and (5), i.e., g(z), aij , akl,
and aip, ajp, akp, alp for p ∈ supp(z), also takes a finite value. Hence we obtain
f(z + χi + χj) + f(z + χk + χl)
≥ min{f(z + χi + χk) + f(z + χj + χl), f(z + χi + χl) + f(z + χj + χk)}
⇔ aij + akl ≥ min{aik + ajl, ail + ajk}.
□
A function f is said to be M-concave if −f is M-convex. The following theorem (M-separation
theorem) holds.
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Theorem 10 ([7, Theorem 8.15]) Suppose that f is M-convex and g is M-concave satisfying dom f ∩
dom g ̸= ∅ and g(x) ≤ f(x) for any x ∈ dom f ∩ dom g. Then there exist α∗ ∈ R and p∗ ∈ Rn such that
g(x) ≤ α∗ +
∑
i∈[n]
p∗i xi ≤ f(x) (x ∈ dom f ∩ dom g).
We are now ready to prove Theorem 7.
Proof:[Proof of Theorem 7] First we show the characterization of M-convexity. For i ∈ [n] denote by
Bi the connected component of Gf containing i. That is, Bi = {i} for i ∈ A0, and Bi = Ap for i ∈ Ap.
Note that x ∈ dom f if and only if ∑i xi = r and |supp(x) ∩ Ap| ≤ 1 for p ∈ [m], and that if aij = +∞
or akl = +∞, it holds that f(z + χi + χj) = +∞ or f(z + χk + χl) = +∞ for all z ∈ {0, 1}n. In the
following, we consider each type in turn.
Type I. We see that for all distinct i, j, k, l ∈ [n] with aij < +∞ and akl < +∞, there exists z ∈ {0, 1}n
such that z+χi+χj , z+χk+χl ∈ dom f . |A0\(Bi∪Bj∪Bk∪Bl)|+|{A1, A2, . . . , Am}\{Bi, Bj , Bk, Bl}| ≥
r − 2 holds since |A0| +m ≥ r + 2. Therefore we can take z ∈ {0, 1}n satisfying supp(z) ⊆ [n] \ (Bi ∪
Bj ∪Bk ∪Bl), |supp(z)∩Ap| ≤ 1 for p ∈ [m], and
∑
i zi = r− 2. Then z + χi + χj , z + χk + χl ∈ dom f
holds for such z.
By Lemma 9, f is M-convex if and only if for every distinct i, j, k, l ∈ [n] with aij , akl < +∞, it
holds that aij + akl ≥ min{aik + ajl, ail + ajk}. Moreover, if aij = +∞ or akl = +∞, then aij + akl ≥
min{aik + ajl, ail + ajk} automatically holds. Hence f is M-convex if and only if for every distinct
i, j, k, l ∈ [n], it holds that aij + akl ≥ min{aik + ajl, ail + ajk}.
Type II. We see that for distinct i, j, k, l ∈ [n] with aij , akl < +∞, there exists z ∈ {0, 1}n such that
z + χi + χj , z + χk + χl ∈ dom f if and only if (Bi ∪ Bj) ∩ (Bk ∪ Bl) ̸= ∅ holds (note that we have
Bi ∩Bj = Bk ∩Bl = ∅ since aij , akl < +∞).
Suppose (Bi∪Bj)∩(Bk∪Bl) = ∅ (i.e., Bi, Bj , Bk, and Bl are all disjoint). Then |A0|+m ≥ 4. Hence
r ≥ 3 since |A0| +m = r + 1. Furthermore we obtain |A0 \ (Bi ∪ Bj ∪ Bk ∪ Bl)| + |{A1, A2, . . . , Am} \
{Bi, Bj , Bk, Bl}| = r − 3. Hence for all z ∈ {0, 1}n such that
∑
i zi = r − 2 and |supp(z) ∩ Ap| ≤ 1
for p ∈ [m] with Ap ̸= Bi, Bj , Bk, Bl, it holds that |supp(z) ∩ (Bi ∪ Bj ∪ Bk ∪ Bl)| ≠ ∅. This means
z + χi + χj ̸∈ dom f or z + χk + χl ̸∈ dom f . Thus, for i, j, k, l ∈ [n] with (Bi ∪ Bj) ∩ (Bk ∪ Bl) = ∅,
there is no z satisfying z + χi + χj , z + χk + χl ∈ dom f .
Suppose (Bi ∪ Bj) ∩ (Bk ∪ Bl) ̸= ∅. Without loss of generality, we also suppose Bi ∩ Bk ̸= ∅. Then
there exists p ∈ [m] such that Bi = Bk = Ap. Since |A0| +m = r + 1, we have |A0 \ (Bi ∪ Bj ∪ Bk ∪
Bl)|+ |{A1, A2, . . . , Am}\{Bi, Bj , Bk, Bl}| = |A0 \ (Bj ∪Bl)|+ |{A1, A2, . . . , Am}\{Ap, Bj , Bl}| ≥ r−2.
Therefore we can take z ∈ {0, 1}n satisfying supp(z) ⊆ [n] \ (Bi ∪ Bj ∪ Bk ∪ Bl), |supp(z) ∩ Ap| ≤ 1 for
p ∈ [m], and ∑i zi = r − 2. Then z + χi + χj , z + χk + χl ∈ dom f holds for such z.
By Lemma 9, f is M-convex if and only if for every p ∈ [m], distinct i, k ∈ Ap, and distinct j, l ∈ [n]\Ap,
it holds that aij+akl ≥ min{aik+ajl, ail+ajk}. Since aik = +∞, the above inequality can be represented
as aij + akl ≥ ail + ajk. Moreover, by replacing j with l, we have aij + akl ≤ ail + ajk. Hence f is M-
convex if and only if for every p ∈ [m], distinct i, k ∈ Ap, and distinct j, l ∈ [n] \ Ap, it holds that
aij + akl = ail + ajk.
Type III. We see that for distinct i, j, k, l ∈ [n] with aij , akl < +∞, there exists z ∈ {0, 1}n such that
z + χi + χj , z + χk + χl ∈ dom f if and only if Bi ∪Bj = Bk ∪Bl holds.
Suppose Bi ∪ Bj ̸= Bk ∪ Bl. Without loss of generality, we also suppose Bi ̸= Bk and Bi ̸= Bl.
Then |A0| + m ≥ 3. Hence r ≥ 3 since |A0| + m = r. Furthermore we obtain |A0 \ (Bi ∪ Bj ∪ Bk ∪
Bl)|+ |{A1, A2, . . . , Am} \ {Bi, Bj , Bk, Bl}| ≤ |A0 \ (Bi ∪Bk ∪Bl)|+ |{A1, A2, . . . , Am} \ {Bi, Bk, Bl}| =
r − 3. Hence for all z ∈ {0, 1}n such that ∑i zi = r − 2 and |supp(z) ∩ Ap| ≤ 1 for p ∈ [m] with
Ap ̸= Bi, Bj , Bk, Bl, it holds that |supp(z) ∩ (Bi ∪Bj ∪Bk ∪Bl)| ̸= ∅. This means z + χi + χj ̸∈ dom f
or z + χk + χl ̸∈ dom f . Thus, for i, j, k, l ∈ [n] with (Bi ∪ Bj) ∩ (Bk ∪ Bl) = ∅, there is no z satisfying
z + χi + χj , z + χk + χl ∈ dom f .
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Suppose Bi ∪Bj = Bk ∪Bl. Without loss of generality, we also suppose Bi = Bk and Bj = Bl. Then
there exist distinct p, q ∈ [m] such that Bi = Bk = Ap and Bj = Bl = Aq. Since |A0|+m = r, we have
|A0 \ (Bi∪Bj ∪Bk ∪Bl)|+ |{A1, A2, . . . , Am}\{Bi, Bj , Bk, Bl}| = |A0|+ |{A1, A2, . . . , Am}\{Ap, Aq}| =
r− 2. Therefore we can take z ∈ {0, 1}n satisfying supp(z) ⊆ [n] \ (Bi ∪Bj ∪Bk ∪Bl), |supp(z)∩Ap| ≤ 1
for p ∈ [m], and ∑i zi = r − 2. Then z + χi + χj , z + χk + χl ∈ dom f holds for such z.
By Lemma 9, f is M-convex if and only if for every distinct p, q ∈ [m], distinct i, k ∈ Ap, and distinct
j, l ∈ Aq, it holds that aij + akl ≥ min{aik + ajl, ail + ajk}. Since aik = ajl = +∞, the above inequality
can be represented as aij +akl ≥ ail+ajk. Moreover, by replacing j with l, we have aij +akl ≤ ail+ajk.
Hence f is M-convex if and only if for every distinct p, q ∈ [m], distinct i, k ∈ Ap, and distinct j, l ∈ Aq,
it holds that aij + akl = ail + ajk.
Linearity. Then we show linearity of an M-convex function f of Type II or III. By the characterization
of Type II or III, the function g defined by
g(x) :=
{
f(x) if f(x) < +∞,
−∞ if f(x) = +∞
is M-concave for an M-convex function f of Type II or III. By Theorem 10, there exist α∗ ∈ R and
p∗ ∈ Rn such that
f(x) = g(x) ≤ α∗ +
∑
i∈[n]
p∗i xi ≤ f(x) (x ∈ dom f).
This means that f is a linear function on dom f . □
4 Testing Quadratic M-Convexity in Quadratic Time
In this section, we present an O(n2)-time algorithm for (QMCTP) under the assumption that a function
f of the form (1) satisfies Condition A (and Condition B). As seen in Section 3, f is classified into
Types I, II, or III. For Types I, II, and III, we give Algorithms I, II, and III, respectively.
By Theorem 7, we see that the M-convexity of a function of the form (1) depends only on quadratic
coeﬃcients (aij)i,j∈[n]. We say that a function f of the form (1) is defined by (aij)i,j∈[n] if the quadratic
coeﬃcients of f is equal to (aij)i,j∈[n]. We also say that (aij)i,j∈[n] satisfies the anti-tree metric property
if aij + akl ≥ min{aik + ajl, ail + ajk} holds for all distinct i, j, k, l ∈ [n], and that (aij)i,j∈[n] satisfies the
anti-ultrametric property if aij ≥ min{aik, ajk} holds for all distinct i, j, k ∈ [n]. Note that the anti-tree
metric property characterizes the M-convexity of functions of Type I (cf. Theorem 7).
Algorithm I (for Type I).
Step 1: Define α := min{aij | i, j ∈ [n]}, bi := min{aij | j ∈ [n] \ {i}} − α for i ∈ [n], and aˆij := aij for
distinct i, j ∈ [n].
Step 2: Update aˆij ← aˆij − bi − bj for distinct i, j ∈ [n].
Step 3: If (aˆij)i,j∈[n] satisfies the anti-ultrametric property, output that “f is M-convex.” Otherwise,
output that “f is not M-convex.” □
Algorithm II (for Type II).
Step 1: Define α := min{aij | i, j ∈ [n]} and aˆij := aij for distinct i, j ∈ [n].
Step 2: For each i ∈ [n] \A0, do the following:
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Step 2-1: Define bi := min{aˆij | j ∈ [n] \ {i}} − α.
Step 2-2: Update aˆij ← aˆij − bi for j ∈ [n] \ {i}.
Step 3: If (aˆij)i,j∈[n] satisfies
aˆij =
{
αpq if i ∈ Ap and j ∈ Aq,
α(i,p) if i ∈ A0 and j ∈ Ap
for some αpq (distinct p, q ∈ [m]) and some α(i,p) (p ∈ [m]), output that “f is M-convex.” Otherwise,
output that “f is not M-convex.” □
Algorithm III (for Type III).
Step 1: Define αpq := min{aij | i ∈ Ap, j ∈ Aq} for distinct p, q ∈ [m], b(i,q) := min{aij | j ∈ Aq} − αpq
for p ∈ [m] \ {q} and i ∈ Ap, and aˆij := aij for distinct i, j ∈ [n].
Step 2: Update aˆij ← aˆij − b(i,q) − b(j,p) for distinct p, q ∈ [m], i ∈ Ap, and j ∈ Aq.
Step 3: If (aˆij)i,j∈[n] satisfies aˆij = αpq for all distinct p, q ∈ [m], i ∈ Ap, and j ∈ Aq, output that “f is
M-convex.” Otherwise, output that “f is not M-convex.” □
Theorem 11 Algorithms I, II, and III work correctly and run in O(n2) time.
By Theorem 11, we obtain Theorem 3. The proofs of the validity of Algorithms I, II, III had to be
omitted due to space constraints. They will be included in the full version of this paper.
It is clear that the running time of Algorithms II and III are O(n2). In the rest of this paper, we
see that the running time of Algorithm I is O(n2). In particular, we can determine whether (aˆij)i,j∈[n]
satisfies the anti-ultrametric property in O(n2) time. First we present a key lemma for designing an
O(n2)-time algorithm.
Lemma 12 ([5, Lemma 8]) (aˆij)i,j∈[n] satisfies the anti-ultrametric property if and only if there exist
some laminar family L on [n] and some cU ∈ R for U ∈ L such that
• [n] ∈ L,
• if U ⊊ U ′, then cU > cU ′ holds,
• aˆij = cU(i,j) holds for any distinct i, j ∈ [n], where U(i, j) is the minimal element in L including
{i, j}.
By Lemma 12, we obtain the following natural procedure Decompose, which updates a laminar family
L and defines cU ∈ R for U ∈ L. Suppose that we are given U ⊆ [n] and w ∈ R.
Procedure: Decompose(U,w).
Step 1: If |U | ≤ 1 or w = +∞, then stop.
Step 2: Take any i ∈ U . Define e := min{aˆij | j ∈ U \ {i}} and X := argmin{aˆij | j ∈ U \ {i}}.
Step 3: If e > w, then L ← L ∪ {U}, cU := e, and w ← e.
Step 4: Execute Decompose(X,w) and Decompose(U \X,w). □
For initialization, let L := {[n]} and c[n] := α. Observe that if (aˆij)i,j∈[n] satisfies the anti-ultrametric
property, Decompose([n], α) constructs the appropriate laminar family L and cU for U ∈ L corresponding
to (aˆij)i,j∈[n]. Moreover Decompose([n], α) runs in O(n2) time.
We are ready to describe an algorithm for checking the anti-ultrametric property as follows.
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Algorithm I′ (for checking the anti-ultrametric property).
Step 1: Define L := {[n]} and c[n] := α.
Step 2: Execute Decompose([n], α).
Step 3: Make a copy of L and denote it by L′, that is, L′ := {U ′ | U ∈ L} (the base set of L′ is also [n]).
Step 4: While L′ ̸= ∅, do the following:
Step 4-1: Take any minimal element U ′ ∈ L′. Define a′ij := cU for {i, j} ⊆ U and {i, j} ∩ U ′ ̸= ∅.
Step 4-2: Let U+ ∈ L be the minimal element in L with U ⊊ U+. Update U ′+ ← U ′+ \ U .
Step 4-3: Update L′ ← L′ \ U ′.
Step 5: If (aˆij)i,j∈[n] = (a′ij)i,j∈[n], then output “(aˆij)i,j∈[n] satisfies the anti-ultrametric property.”
Otherwise, output “(aˆij)i,j∈[n] does not satisfy the anti-ultrametric property.” □
In Step 4 of Algorithm I′, note that we define the value of a′ij exactly once for every distinct i, j ∈ [n].
Hence the time complexity of Step 4 is O(n2) time. Thus, we see that Algorithm I′ runs in O(n2) time.
By Lemma 12, the validity of Algorithm I′ is clear. Therefore we obtain the following theorem.
Theorem 13 Algorithm I′ works correctly and runs in O(n2) time.
By Theorem 13, we can determine whether (aˆij)i,j∈[n] satisfies the anti-ultrametric property in O(n2)
time.
Remark 14 The procedure Decompose has already been proposed in the preprint version of [4] in the
context of M-convexity, and [1, 12] in the context of ultrametrics. However, these papers considered the
restricted case where aij takes a finite value for all distinct i, j ∈ [n].
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Index Reduction via Unimodular Transformations1
Satoru Iwata









Abstract: This paper presents an algorithm for transforming a matrix pencil A(s) into
another matrix pencil U(s)A(s) with a unimodular matrix U(s) so that the resulting Kronecker
index is at most one. The algorithm is based on the framework of combinatorial relaxation,
which combines graph-algorithmic techniques and matrix computation. Our algorithm works
for index reduction of linear diﬀerential-algebraic equations, including those for which the
existing index reduction methods based on Pantelides’ algorithm are known to fail.
Keywords: matrix pencil, index reduction, bipartite matching, combinatorial re-
laxation, diﬀerential-algebraic equations
1 Introduction
A matrix pencil is a polynomial matrix in which the degree of each entry is at most one. By a strict
equivalence transformation, each matrix pencil can be brought into its Kronecker canonical form (KCF).
Numerically stable computation of KCF is a challenging problem, which has required enormous eﬀorts
[2, 4, 5, 10, 21].
Let A(s) be an n×n matrix pencil. The Kronecker index ν(A) of A(s) is defined in terms of the KCF
of A(s). Previous work given in [7, 8, 14, 20] aims at finding ν(A) without obtaining the KCF. They
utilize the following combinatorial characterization:
ν(A) = δn−1(A)− δn(A) + 1. (1)
Here, δk(A) denotes the maximum degree of minors of order k in A(s), i.e.,
δk(A) = max{deg detA(s)[I, J ] | |I| = |J | = k}, (2)
where deg a(s) designates the degree of a polynomial a(s) and A(s)[I, J ] denotes the submatrix with row
set I and column set J .
While the previous work [7, 8, 14, 20] deals with the index computation, this paper focuses on the index
reduction of a matrix pencil. Our aim is to transform A(s) into another matrix pencil with the Kronecker
index at most one. More precisely, we present an algorithm for finding a unimodular polynomial matrix
U(s) such that U(s)A(s) is a matrix pencil with ν(UA) ≤ 1.
Once the KCF of A(s) is obtained together with the transformation matrices, it is straightforward
to construct such a unimodular matrix U(s). Since numerical diﬃculty is inherent in the computation
of KCF, we aim at finding U(s) more directly without relying on the KCF. Instead of computing the
KCF, our algorithm makes use of (1). It is known that the value of δn(A) is invariant under unimodular
equivalence transformations, which indicates δn(UA) = δn(A). On the other hand, δn−1(UA) = δn−1(A)
does not hold in general. In order to achieve ν(UA) ≤ 1, we find U(s) satisfying δn−1(UA) ≤ δn(UA) =
δn(A).
1This work was supported by JST CREST, Grant Number JPMJCR14D2, Japan.
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Our motivation comes from the study of diﬀerential-algebraic equations (DAEs) [1, 3, 6, 11, 19].




+Hz(t) = g(t) (3)
with an initial condition z(0) = z0, where F andH are constant matrices. By the Laplace transformation,
we obtain
A(s)z˜(s) = g˜(s) + Fz0
with the matrix pencil A(s) = sF + H. The numerical diﬃculty of the DAE (3) is measured by the
Kronecker index ν(A).
A common approach for solving a high index DAE is to transform it into an equivalent DAE with
index at most one, which can be solved easily by numerical methods including the backward diﬀerenti-
ation formulas (BDF). This motivates a variety of index reduction algorithms, in which we are allowed
to diﬀerentiate a certain equation and add it to another equation. Such an operation corresponds to
equivalence row transformations with unimodular polynomial matrix U(s). The Laplace transform of the
resulting DAE is in the form of
U(s)A(s)z˜(s) = U(s)(g˜(s) + Fz0).
If U(s)A(s) is a matrix pencil and ν(UA) ≤ 1 holds, the index of the DAE is now reduced to at most
one.
The modeling and simulation software for dynamical systems, such as Dymola, OpenModelica, and
MapleSim, is equipped with the index reduction methods based on Pantelides’ algorithm [17], the dummy
derivative approach [12], or the signature method [18]. These algorithms adopt a structural approach,
which extracts zero/nonzero pattern of coeﬃcients in equations, ignoring the numerical values. Such
algorithms are eﬃcient, because they exploit graph-algorithmic techniques. However, the discard of
numerical information can cause a failure even for linear DAEs. In contrast, our algorithm always works
for any instances of linear DAEs.
The algorithms for computing δk(A) given in [7, 8, 14, 20] are based on the framework of “combinatorial
relaxation,” which combines graph-algorithmic techniques and matrix computation. The combinatorial
relaxation approach is invented by Murota [13] for computing the Newton diagram of Puiseux-series
solutions to determinantal equations and then applied to the computation of the degree of determinants
of polynomial matrices [15]. In combinatorial relaxation algorithms for computing δk(A), we find an
estimate δˆk(A) of δk(A) by solving a matching problem and check if δˆk(A) = δk(A) by constant matrix
computation. If δˆk(A) ̸= δk(A), then we modify A(s) to improve δˆk(A) without changing δk(A). After
a finite number of iterations, the algorithms terminate with δˆk(A) = δk(A). They mainly rely on fast
combinatorial algorithms and perform numerical computation only when necessary.
Our index reduction algorithm, which consists of two phases, inherits the idea of combinatorial re-
laxation. In the first phase, we transform A(s) into another matrix pencil A˜(s) such that an estimate
of ν(A˜) is at most one. In the second phase, we determine if the estimate is correct. If not, we further
transform A˜(s) into another matrix pencil Aˆ(s) with ν(Aˆ) ≤ 1. In both phases, we exploit a feasible dual
solution of the matching problem, which was also used by Pryce [18] in the interpretation of Pantelides’
algorithm [17].
The rest of this paper is organized as follows. In Section 2, we explain the bipartite matching problems
associated with matrix pencils. We present an index reduction algorithm in Section 3. Section 4 gives
numerical examples, and Section 5 concludes this paper. Due to the space limitation, we omit proofs in
this note. The readers are referred to [9] for more technical details.
2 Matrix Pencils and Matching Problems
For a polynomial a(s), we denote the degree of a(s) by deg a, where deg 0 = −∞ by convention. A
polynomial matrix A(s) = (aij(s)) with deg aij ≤ 1 for all (i, j) is called a matrix pencil . A matrix pencil
A(s) is said to be regular if A(s) is square and detA(s) is a nonvanishing polynomial.
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Let us denote by block-diag(D1, . . . , Db) the block-diagonal matrix pencil with diagonal blocksD1, . . . ,
Db. By a strict equivalence transformation, a regular matrix pencil A(s) can be brought into its Kronecker
canonical form block-diag(sIµ0+Jµ0 , Nµ1 , . . . , Nµd), where Iµ0 is a µ0×µ0 identity matrix, Jµ0 is a µ0×µ0
constant matrix, and Nµ is a µ× µ matrix pencil defined by
Nµ =








. . . 0
...
. . . 1 s
0 · · · · · · 0 1

.
The matrices Nµ1 , . . . , Nµd are called the nilpotent blocks.
For a matrix pencil A(s), the Kronecker index ν(A) is defined to be the maximum size of the nilpotent
blocks in the Kronecker canonical form of A(s), i.e., max1≤i≤d µi. It is known [16, Theorem 5.1.8] that
ν(A) is expressed by (1).
A polynomial matrix is called unimodular if it is square and its determinant is a nonvanishing constant.
This implies that a square polynomial matrix is unimodular if and only if its inverse is a polynomial
matrix.
Let A(s) be an n×n regular matrix pencil with row set R and column set C. We construct a bipartite
graph G(A) = (R,C;E(A)) with E(A) = {(i, j) | i ∈ R, j ∈ C,Aij(s) ̸= 0}. The weight ce of an edge
e = (i, j) is given by ce = cij = degAij(s). We remark that ce is 0 or 1 for each e ∈ E(A) because A(s)
is a matrix pencil. A subset M of E(A) is called a matching if every pair of edges in M is disjoint. A
matching M is called a perfect matching if M covers all the vertices.





subject to M is a perfect matching.
Since A(s) is regular, G(A) has a perfect matching. The maximum weight of a perfect matching in G(A),
denoted by δˆn(A), is an upper bound on δn(A).








subject to pi − qj ≥ ce (e = (i, j) ∈ E(A)),
pi ∈ Z (i ∈ R),
qj ∈ Z (j ∈ C).
We denote the objective function of D(A) by ∆n(p, q).
We construct an optimal solution (p, q) of D(A) as follows. Let M be a maximum-weight perfect
matching in G(A) = (R,C;E(A)). The reorientation of a ∈ E(A) is denoted by a¯. Consider an auxiliary
graph GˇM = (Vˇ , Eˇ) with Vˇ = R ∪ C ∪ {r} and Eˇ = E¯ ∪M ∪W , where r is a new vertex, E¯ = {a¯ | a ∈
E(A)}, and W = {(r, i) | i ∈ R}. We define the arc length γ : Eˇ → Z by
γ(a) =

−ca¯ (a ∈ E¯)
ca (a ∈M)
0 (a ∈W )
.
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Let d(i, j) be the shortest distance from i ∈ Vˇ to j ∈ Vˇ with respect to the arc length γ in GˇM . We
define
pi = −d(r, i) + max
ℓ∈C
d(r, ℓ) (i ∈ R), (4)
qj = −d(r, j) + max
ℓ∈C
d(r, ℓ) (j ∈ C). (5)




pi ≥ 0, min
j∈C
qj = 0, max
j∈C
qj ≤ n. (6)





subject to M is a matching,
|M | = n− 1.
The optimal value is denoted by δˆn−1(A), which is an upper bound on δn−1(A).
For a feasible solution (p, q) of D(A), we define





The following lemma gives upper bounds on δˆn(A) and δˆn−1(A).
Lemma 2 For a feasible solution (p, q) of D(A), we have
δˆn(A) ≤ ∆n(p, q), δˆn−1(A) ≤ ∆n−1(p, q).
3 Index Reduction Algorithm
3.1 Outline of Algorithm
Let A(s) be an n × n regular matrix pencil, and (p, q) be a feasible solution of D(A) satisfying (6). By
Lemma 2, we have
δn(A) ≤ δˆn(A) ≤ ∆n(p, q), (7)
δn−1(A) ≤ δˆn−1(A) ≤ ∆n−1(p, q). (8)
Our aim is to find a unimodular matrix U(s) such that A¯(s) = U(s)A(s) is a matrix pencil with index
ν(A¯) ≤ 1. The following algorithm updates a matrix pencil A(s) and a feasible solution (p, q). The upper
bounds ∆n(p, q) and ∆n−1(p, q) are non-increasing. The resulting matrix pencil A¯(s) and its feasible
solution (p¯, q¯) satisfy
δn(A¯) = δˆn(A¯) = ∆n(p¯, q¯), δn−1(A¯) = δˆn−1(A¯) = ∆n−1(p¯, q¯), (9)
p¯i ∈ {0, 1} (i ∈ R), q¯j = 0 (j ∈ C). (10)
We describe the outline of the index reduction algorithm. The algorithm consists of two phases. In
the first phase, we make use of
νˆ(p, q) := ∆n−1(p, q)−∆n(p, q) + 1
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as an estimate of ν(A) = δn−1(A)−δn(A)+1. At the end of the first phase, we obtain an updated matrix
pencil A(s) and a feasible solution (p, q) with νˆ(p, q) ≤ 1. It should be remarked that this does not imply
ν(A) ≤ 1, because νˆ(p, q) is not an upper bound on ν(A).
In the second phase, we check if both δn(A) = δˆn(A) = ∆n(p, q) and δn−1(A) = δˆn−1(A) = ∆n−1(p, q)
hold without computing δn(A) and δn−1(A) directly. If these equations hold, we obtain
ν(A) = δn−1(A)− δn(A) + 1 = ∆n−1(p, q)−∆n(p, q) + 1 = νˆ(p, q) ≤ 1.
If not, we further update A(s) to another matrix pencil. A formal description is as follows.
Outline of Index Reduction Algorithm
Step 1: Construct an optimal solution (p, q) of D(A) satisfying (6).
Step 2: If qj = 0 for every j ∈ C, then go to Step 4.
Step 3: Bring A(s) into another matrix pencil A˜(s) by a unimodular transformation, and construct a
feasible solution (p˜, q˜) of D(A˜) from (p, q). Set A(s)← A˜(s) and (p, q)← (p˜, q˜). Go back to Step 2.
Step 4: If both δn(A) = δˆn(A) = ∆n(p, q) and δn−1(A) = δˆn−1(A) = ∆n−1(p, q) hold, then terminate.
Step 5: Bring A(s) into another matrix pencil Aˆ(s) by a unimodular transformation, and construct a
feasible solution (pˆ, qˆ) of D(Aˆ) from (p, q). Set A(s)← Aˆ(s) and (p, q)← (pˆ, qˆ). Go back to Step 4.
Phase 1 corresponds to Steps 1–3, while Phase 2 corresponds to Steps 4–5. In Steps 1–3, we aim
at constructing a feasible solution (p, q) satisfying (10), which implies νˆ(p, q) ≤ 1. Then we further
update p to obtain a feasible solution satisfying (9) in Steps 4–5. The details of Steps 3–5 are given in
Sections 3.2–3.4, respectively.
3.2 Unimodular Transformations in Step 3
We describe how to construct (p˜, q˜) from a feasible solution (p, q) of D(A) satisfying (6) in Step 3. For
nonnegative integer h, we define
Rh = {i ∈ R | pi = h}, Ch = {j ∈ C | qj = h}.
Then A(s) is expressed as
A(s) =

Cη Cη−1 Cη−2 · · · C1 C0
Rη ∗ ∗∗ ∗∗ · · · · · · ∗∗













. . . ∗∗
R1 O · · · · · · O ∗ ∗∗
R0 O · · · · · · O O ∗

for some η, where ∗ and ∗∗ denote a constant matrix and a matrix pencil, respectively. Since A(s) is
regular, the submatrix A[R0, C0] is of full-row rank, and hence we can express it as
(∗ H0) with a
nonsingular constant matrix H0.
Next, consider the submatrix ( C0










we obtain ( C0
R1 sF2 +H2 H1
R0 ∗ H0
)
with constant matrices F2 and H2. Since A[R0, C1] = O, this transformation does not change A[R1, C1].




, which can be transformed into(
sF3 +H3 ∗∗ ∗
∗ ∗ ∗
)
by row transformations, so that the lower part does not contain s with nonsingular constant matrix F3
and constant matrix H3.
As a result, we obtain another matrix pencil A˜(s) satisfying the following conditions.
• It holds that
A˜(s)[R1 ∪R0, C1 ∪ C0] =
 ∗ sF3 +H3 ∗∗ ∗∗ ∗ ∗ ∗
O ∗ ∗ H0
 , (11)
where the first two row sets correspond to R1, the last row set corresponds to R0, the first column
set corresponds to C1, and the last three column sets correspond to C0.
• The other entries coincide with the corresponding entries of A(s).
Let us denote the first row set of (11) by S. We construct (p˜, q˜) from (p, q) by
p˜i = pi − 1 (i ∈ R \ (R0 ∪ S)), p˜i = pi (i ∈ R0 ∪ S),
q˜j = qj − 1 (j ∈ C \ C0), q˜j = qj = 0 (j ∈ C0).
The following lemma ensures that (p˜, q˜) is a feasible solution of D(A˜).
Lemma 3 Let (p, q) be a feasible solution of D(A) satisfying (6). Then (p˜, q˜) is a feasible solution of
D(A˜) satisfying (6).
The following lemma shows that the values of the right-hand sides in (7) and (8) decrease or remain
the same when we update (p, q) to (p˜, q˜).
Lemma 4 Let (p, q) be a feasible solution of D(A) satisfying (6). The dual solution (p˜, q˜) obtained by
the above procedure satisfies
∆n(p, q) ≥ ∆n(p˜, q˜), ∆n−1(p, q) ≥ ∆n−1(p˜, q˜).
By executing Steps 1–3, we obtain a matrix pencil A(s) and its feasible solution (p, q) with the
following property.
Lemma 5 At the end of Phase 1, we obtain (p, q) such that pi ∈ {0, 1} for every i ∈ R and qj = 0 for
every j ∈ C. Moreover, the number of iterations in Phase 1 is at most n.
Lemma 5 leads to the following corollary.
Corollary 6 At the end of Phase 1, we have νˆ(p, q) ≤ 1.
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3.3 Test for Tightness in Step 4
In this section, we present how to check if both δn(A) = δˆn(A) = ∆n(p, q) and δn−1(A) = δˆn−1(A) =
∆n−1(p, q) hold in Step 4.
Suppose that we have a feasible solution (p, q) of D(A) such that pi ∈ {0, 1} for every i ∈ R and
qj = 0 for every j ∈ C. The tight coeﬃcient matrix of A(s) is defined to be the constant matrix
A# = (A#ij) with A
#
ij being the coeﬃcient of s
pi−qj in Aij(s). The following lemma enables us to check
δn(A) = δˆn(A) = ∆n(p, q) and δn−1(A) = δˆn−1(A) = ∆n−1(p, q) eﬃciently.
Lemma 7 The tight coeﬃcient matrix A# is nonsingular if and only if both δn(A) = δˆn(A) = ∆n(p, q)
and δn−1(A) = δˆn−1(A) = ∆n−1(p, q) hold.
By Lemma 7, we can perform Step 4 by checking the nonsingularity of A#.
3.4 Unimodular Transformations in Step 5
Let A(s) be a matrix pencil in Step 5. The algorithm has detected that the condition in Step 4 is
not fulfilled, i.e., the tight coeﬃcient matrix A# is singular. Hence there exists a nonzero row vector
u = (ui | i ∈ R) such that
uA# = 0.
By executing the Gaussian elimination on A# with column transformations, we can find u such that
suppu := {i ∈ R | ui ̸= 0} is minimal with respect to set inclusion.
By the definition of A#, we have A#[R0, C] = A(s)[R0, C]. Since A(s) is regular, A
#[R0, C] is of
full-row rank. This implies that there exists l ∈ suppu with pl = 1.
We now define U by
Uik =
{
uk/ul (i = l),
δik (i ̸= l),
where δik denotes Kronecker’s delta. We remark that the row set and the column set of U correspond to
R1 ∪ R0 and U [R0, R1] = O. We denote by diag(s; p) the square diagonal matrix with each (i, i) entry
being spi . Then the polynomial matrix U(s) = diag(s; p) · U · diag(s;−p) is unimodular.
Since A(s) can be expressed as










































where ∗ denotes a constant matrix. Hence U(s)A(s) remains to be a matrix pencil. Since the lth row
vector of UA# is zero, U(s)A(s) does not contain s in the lth row. Hence we can decrease pl = 1 by one.
By setting
Aˆ(s) := U(s)A(s), pˆi :=
{
0 (i = l),
pi (i ̸= l),
qˆ := q,
we obtain another matrix pencil Aˆ(s) and its feasible solution (pˆ, qˆ).
Lemma 8 The number of iterations in Phase 2 is at most n.
At the end of the index reduction algorithm, we obtain a matrix pencil with index at most one.
Theorem 9 The algorithm finds a matrix pencil with the Kronecker index at most one in O(n4) time.
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4 Examples
We give two examples below.
Example 10 The following is a famous example for which Pantelides’ algorithm does not work:
z1 − z˙1 + 2z2 + 3z3 = 0,
z1 + z2 + z3 + 1 = 0,
2z1 + z2 + z3 = 0.
The corresponding matrix pencil A(s) is expressed as A(s) =
−s+ 1 2 31 1 1
2 1 1
. By δ2(A) = 1 and
δ3(A) = 0, the index ν(A) is equal to 2. However, when we apply Pantelides’ algorithm [17] to A(s), the
algorithm terminates without detecting equations to be diﬀerentiated. Pantelides’ algorithm is adopted
in the MATLAB function called reduceDAEIndex. In fact, this function does not work for the DAE.


















changing A(s). Then we go to Step 4 by q = 0. The tight coeﬃcient matrix A# =
−1 0 01 1 1
2 1 1
 is
singular. In Step 5, we have u =
(
1 −1 1) and U(s) =
1 −s s0 1 0
0 0 1
. The matrix pencil A(s) is
transformed into U(s)A(s) =
1 2 31 1 1
2 1 1
 with p = (0 0 0) and q = (0 0 0). Then we obtain
ν(UA) = 1.
Example 11 Consider another matrix pencil
A(s) =

0 1 s 0
0 0 1 s
1 1 0 1
1 1 1 s
 .
It follows from δ3(A) = 2 and δ4(A) = 0 that ν(A) = 3. We apply the algorithm described in Section 3
to A(s).
In Step 1, we find an optimal solution p =
(




1 1 0 0
)
of D(A). Then we go
to Step 3 by q ̸= 0. In Step 3, we delete s in the last row by row transformations and obtain a feasible
dual solution p′ =
(











0 1 s 0
0 0 1 s
1 1 0 1
1 1 1 s




0 1 s 0
0 0 1 s
R0
1 1 0 1




1 0 0 0
0 1 0 0
0 0 1 0
0 −1 0 1
. We return to Step 2 and then go to Step 4 by q′ ̸= 0. The tight
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coeﬃcient matrix A# =

0 0 1 0
0 0 0 1
1 1 0 1
1 1 0 0
 is singular in Step 4, and we have u′ = (0 1 −1 1) and
U ′(s) =

1 0 0 0
0 1 −s s
0 0 1 0
0 0 0 1
 in Step 5. The matrix pencil A′(s) is transformed into
A′′(s) = U ′(s)A′(s) =

C0
R1 0 1 s 0
R0
0 0 1 0
1 1 0 1








0 0 0 0
)
.
Returning to Step 4, the tight coeﬃcient matrix A# =

0 0 1 0
0 0 1 0
1 1 0 1
1 1 0 0
 is also singular. In Step 5, we
have u′′ =
(
1 −1 0 0) and U ′′(s) =

1 −s 0 0
0 1 0 0
0 0 1 0
0 0 0 1
. The matrix pencil A′′(s) is transformed into
A¯(s) = U ′′(s)A′′(s) =

0 1 0 0
0 0 1 0
1 1 0 1








0 0 0 0
)
. Returning to Step 4, the tight coeﬃcient matrix A# =
A¯(s) is nonsingular and hence we terminate the algorithm.
As a result, we obtain a unimodular matrix U(s) and a matrix pencil A¯(s) with ν(A¯) = 1 expressed
as
U(s) = U ′′(s)U ′(s)U◦(s) =

1 s2 − s s2 −s2
0 −s+ 1 −s s
0 0 1 0
0 −1 0 1
 , A¯(s) =

0 1 0 0
0 0 1 0
1 1 0 1
1 1 0 0
 .
5 Conclusion
We have presented a new index reduction algorithm of matrix pencils which makes use of unimodular
transformations. The algorithm is based on the framework of combinatorial relaxation, which combines
graph-algorithmic techniques and matrix computation. Our algorithm can be used as an index reduction
method for linear DAEs. It works correctly for any linear DAEs including those for which Pantelides’
algorithm is known to fail. An extension of our algorithm to index reduction of nonlinear DAEs is left
for future investigation.
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Abstract: In 1995, Galvin provided an elegant proof for the list edge coloring conjecture for
bipartite graphs, utilizing the stable matching theorem of Gale and Shapley. In this paper,
we generalize Galvin’s result to the setting of supermodular coloring, introduced by Schrijver,
with the aid of the monochromatic path theorem of Sands, Sauer and Woodrow.
Keywords: List coloring, Intersecting supermodular functions.
1 Introduction
A list coloring is a type of coloring in which each of the elements to be colored has its own list of permissible
colors. One of the most celebrated results in the study of list coloring is the following theorem of Galvin
on edge colorings of bipartite graphs. An edge coloring of an undirected graph is a function which assigns
a color to each edge so that no two adjacent edges have the same color.
Theorem 1 (Galvin [8]) For a bipartite graph that admits an edge coloring with k ∈ Z>0 colors, if each
edge e has a list L(e) of k colors, then there exists an edge coloring such that every edge e is assigned a
color in L(e).
The existence of an edge coloring in a bipartite graph is characterized by Ko˝nig’s theorem.
Theorem 2 (Ko˝nig [9]) A bipartite graph admits an edge coloring with k or less colors if and only if
each vertex is incident to at most k edges.
In other words, the minimum number of colors required for a bipartite edge coloring is equal to the
maximum degree. Combining Theorems 1 and 2 we see that, if the size of L(e) for each edge e is at least
the maximum degree, there is an edge coloring which assigns a color in L(e) for each edge e.
In this paper, we generalize the above result of Galvin to the setting of supermodular coloring intro-
duced by Schrijver [11]. Let U be a finite set. We say that X,Y ⊆ U are intersecting if none of X ∩ Y ,
X \ Y and Y \X are empty. A family F ⊆ 2U is called an intersecting family if every intersecting pair
of X,Y ∈ F satisfies X ∪ Y,X ∩ Y ∈ F . A function g : F → R is called intersecting-supermodular if F
is an intersecting family and g satisfies the supermodular inequality g(X) + g(Y ) ≤ g(X ∪ Y ) + g(X ∩ Y )
for every intersecting pair of X,Y ∈ F .
For any k ∈ Z>0, we write [k] := {1, 2, . . . , k}. A function pi : U → [k] is called a k-coloring.
We say that pi dominates a function g : F → Z if |pi(X)| ≥ g(X) holds for every X ∈ F , where
pi(X) := {pi(u) | u ∈ X }. For two intersecting-supermodular functions g1 : F1 → Z and g2 : F2 → Z, a
k-coloring pi is called a supermodular k-coloring if pi dominates both g1 and g2. Schrijver characterized
the existence of a supermodular k-coloring in the following theorem, which generalizes Theorem 2.
1This work is supported by CREST, Japan Science and Technology Agency.
2Supported by MEXT Grant-in-Aid for Scientific Research on Innovative Areas (No. 24106005).
3Supported by JSPS Fellowship for Young Scientists.
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Theorem 3 (Schrijver [11]) Let g1 : F1 → Z and g2 : F2 → Z be intersecting-supermodular functions
such that each gi satisfies |X| ≥ gi(X) for every X ∈ Fi. Then, for any k ∈ Z>0, there exists a supermod-
ular k-coloring for (g1, g2) if and only if both k ≥ max { g1(X) | X ∈ F1 } and k ≥ max { g2(X) | X ∈ F2 }
hold.
Tardos [12] provided an alternative proof for this theorem using the generalized matroid intersection
theorem. Theorem 3 has been extended to skew-supermodular coloring [5] and to a further general
framework [6].
Let us consider the list coloring version of supermodular colorings. Let Σ be a finite set of colors
and let each u ∈ U have a color list L(u) ⊆ Σ, that is, L is a mapping from U to 2Σ. For intersecting-
supermodular functions g1 : F1 → Z, g2 : F2 → Z and color lists {L(u)}u∈U , a list supermodular coloring
is a function φ : U → Σ such that every u ∈ U satisfies φ(u) ∈ L(u) and φ dominates both g1 and g2.
The main result of this paper is as follows.
Theorem 4 For intersecting-supermodular functions g1 : F1 → Z and g2 : F2 → Z and k ∈ Z>0, assume
that there exists a supermodular k-coloring for (g1, g2). If L satisfies |L(u)| = k for each u ∈ U , then
there exists a list supermodular coloring φ : U → Σ for (g1, g2, L).
The pair (g1, g2) of intersecting-supermodular functions is called k-choosable if, for every L : U → 2Σ
with |L(u)| = k (∀u ∈ U), there exists a list supermodular coloring for (g1, g2, L). Combining Theorems 3
and 4 implies the following corollary.
Corollary 5 Let g1 : F1 → Z and g2 : F2 → Z be intersecting-supermodular functions such that each gi
satisfies |X| ≥ gi(X) for every X ∈ Fi. Then, for any k ∈ Z>0, the pair (g1, g2) is k-choosable if and
only if both k ≥ max { g1(X) | X ∈ F1 } and k ≥ max { g2(X) | X ∈ F2 } hold.
A surprising aspect of Galvin’s proof is that it utilizes a famous result of Gale and Shapley [7] on
the existence of stable matchings in bipartite graphs. See also [1] for a beautiful exposition. To show
Theorem 4, we utilize the monochromatic path theorem of Sands, Sauer and Woodrow [10]. This theorem
states the existence of a kernel for a pair of posets, and was shown by Fleiner [3] to be a generalization
of the result of Gale and Shapley.
The rest of this paper is organized as follows. In Section 2, we introduce the monochromatic path
theorem of Sands et al. [10]. In Section 3, we introduce skeleton posets for colorings that dominate
intersecting-supermodular functions. The existence proof of skeleton posets is postponed to Section 5.
In Section 4, we give a proof of Theorem 4 using induction on the ground set. Each step of the induction
applies the monochromatic path theorem to skeleton posets. Section 6 shows the skew-supermodular
extension of Theorem 4, whose statement has been conjectured in [2].
2 Monochromatic Path Theorem
As mentioned in Introduction, a key ingredient of our proof of Theorem 4 is to use the monochromatic
path theorem of Sands, Sauer and Woodrow [10]. Here we introduce the theorem with the terminology
of Fleiner and Janko´ [4].
In a partially ordered set (poset) P = (U,⪯), two elements u, v ∈ U are comparable if u ⪯ v or
v ⪯ u holds, and otherwise they are incomparable. A chain is a subset in which each pair of elements
is comparable. An antichain is a subset in which each pair of distinct elements is incomparable. Let
P1 = (U,⪯1) and P2 = (U,⪯2) be two posets on the same ground set U . A subset K ⊆ U is called a
kernel if K is a common antichain and every element u ∈ U \ K admits an element v ∈ K such that
v ≺1 u or v ≺2 u. Moreover, for any subset S ⊆ U , we call its subset K ⊆ S a kernel of S if K is a
common antichain and every element u ∈ S \K admits an element v ∈ K such that v ≺1 u or v ≺2 u.
We are now ready to describe the theorem of Sands et al.
Theorem 6 (Sands et al. [10]) Let P1 = (U,⪯1) and P2 = (U,⪯2) be posets on the same ground set
U . For any subset S ⊆ U , there exists a kernel of S.
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The original statement of Sands et al. was described in terms of directed graphs whose edges are colored
with two colors, and the binary relation v ≺ u in Theorem 6 corresponds to the existence of a monochro-
matic path from a node u to another node v. Their statement can be applied to more general binary
relations but only to the case of S = U . It is easy to see the equivalence between their original statement
and Theorem 6.
3 Skeleton Posets
Let g : F → Z be an intersecting-supermodular function on F ⊆ 2U . For a subset K ⊆ U , the reduction
of g by K is the function gK : FK → Z defined by FK = {Z \K | Z ∈ F } and
gK(X) = max { gˆK(Z) | Z ∈ F , Z \K = X } (X ∈ FK),
where gˆK : F → Z is defined by
gˆK(Z) =
{
g(Z)− 1 (Z ∈ F , Z ∩K ̸= ∅),
g(Z) (Z ∈ F , Z ∩K = ∅).
Claim 7 The reduction gK : FK → Z is an intersecting-supermodular function.
Proof: For every X,Y ∈ FK and ZX , ZY ∈ F such that ZX \ K = X and ZY \ K = Y , we have
X ∪Y = (ZX \K)∪ (ZX \K) = (ZX ∪ZY )\K, and the same holds for the intersection. These imply that
FK is an intersecting family. We now show the supermodular inequality of gK for intersecting X,Y ∈ FK .
Take ZX , ZY ∈ F which attain gK(X) = gˆK(ZX ) and gK(Y ) = gˆK(ZY ). As easily confirmed, gˆK : F → Z
is intersecting supermodular, and hence gˆK(ZX )+ gˆK(ZY ) ≤ gˆK(ZX ∪ZY )+ gˆK(ZX ∩ZY ). Also, we have
gˆK(ZX ∪ZY ) ≤ gK(X ∪Y ) because ZX ∪ZY ∈ F and (ZX ∪ZY )\K = X ∪Y . Similarly, gˆK(ZX ∩ZY ) ≤
gK(X ∩ Y ) holds. Combining these inequalities, we obtain gK(X) + gK(Y ) ≤ gK(X ∪ Y ) + gK(X ∩ Y ).
□
Let pi : U → [k] be a k-coloring. We say that a poset P = (U,⪯) is consistent with pi if u ≺ v implies
pi(u) < pi(v) for every u, v ∈ U . For a consistent poset P and a subset K ⊆ U , the reduction of pi by K
in P is the k-coloring piK : U \K → [k] defined by
piK(u) =
{
pi(u)− 1 (∃v ∈ K : v ≺ u),
pi(u) (otherwise).
Note that every u ∈ U \K indeed satisfies piK(u) ≥ 1 because of the consistency of P .
Definition 8 A skeleton poset of (pi, g) is a poset P = (U,⪯) which is consistent with pi and satisfies the
following condition: For every antichain K in P , the reduction of pi by K in P dominates the reduction
of g by K.
Here, we provide a suﬃcient condition for the existence of a skeleton poset. We call pi a g-dominating
k-coloring if it dominates g. A g-dominating k-coloring pi is called minimal if there is no g-dominating
k-coloring p˜i : U → [k] such that p˜i(u) < pi(u) for some u ∈ U and p˜i(v) = pi(v) for every other v ∈ U \{u}.
Proposition 9 For every intersecting-supermodular function g : F → Z and every minimal g-dominating
k-coloring pi : U → [k], there exists a skeleton poset P of (pi, g).
The proof of Proposition 9 is postponed to Section 5. Instead, we demonstrate some examples of skeleton
posets below.
269
Figure 1: (a) The family F in Example 10. The value pi(u) of each u ∈ U is written in the circle corresponding
to u. (b) The Hasse diagram which defines a skeleton poset of (pi, g) in Example 10.
Figure 2: (a) The family F in Example 11. The value pi(u) of each u ∈ U is written in the circle corresponding
to u. (b) The Hasse diagram which defines a skeleton poset of (pi, g) in Example 11.
Example 10 Let U = {u1, u2, u3, u4, u5} and F = {F1, F2, U}, where F1 = {u1, u2, u3}, F2 = {u4, u5}.
Define g : F → Z by g(F1) = 3, g(F2) = 2, g(U) = 4 and pi : U → [k] by (pi(u1), pi(u2), . . . , pi(u5)) =
(1, 2, 4, 1, 3), where k ≥ 4 (see Figure 1 (a)). Then, pi is a minimal g-dominating k-coloring. Let
P = (U,⪯) be a poset whose Hasse diagram is depicted in Figure 1 (b). We can check that P is a
skeleton poset of (pi, g).
Example 11 Let U = {u1, u2, . . . , u8 }. Let F1 = {u1, u2, u3}, F2 = {u3, u4, u5, u6}, F3 = {u6, u7, u8}
and F = {F1, F2, F3, F1 ∩ F2, F2 ∩ F3, F1 ∪ F2, F2 ∪ F3, U}. Define g : F → Z by g(F1) = 3, g(F2) = 2,
g(F3) = 3, g(F1 ∩ F2) = g(F2 ∩ F3) = 1, g(F1 ∪ F2) = g(F2 ∪ F3) = 4, and g(U) = 6. Define pi : U → [k]
by (pi(u1), pi(u2), . . . , pi(u8)) = (1, 2, 3, 5, 6, 4, 1, 2), where k ≥ 6 (see Figure 2 (a)). Then, pi is a minimal
g-dominating k-coloring. Let P = (U,⪯) be a poset whose Hasse diagram is depicted in Figure 2 (b). We
see that P is a skeleton poset of (pi, g).
4 Proof
In this section, we give a proof to Theorem 4 relying on Theorem 6 and Proposition 9. Let g1 : F1 → Z
and g2 : F2 → Z be intersecting-supermodular functions on F1,F2 ⊆ 2U and let k ∈ Z>0.
Lemma 12 If pi1, pi2 : U → [k] dominate g1 and g2, respectively, then for any nonempty subset S ⊆ U ,
there exist nonempty K ⊆ S and k-colorings pi′1, pi′2 : U \K → [k] that satisfy the following conditions.
(a) For every u ∈ U \K, we have pi′1(u) + pi′2(u) ≤ pi1(u) + pi2(u).
Moreover, u ∈ S \K implies pi′1(u) + pi′2(u) < pi1(u) + pi2(u).
(b) For each i ∈ {1, 2}, pi′i dominates the reduction of gi by K.
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Proof: For each i ∈ {1, 2}, since pii dominates gi, there is a minimal gi-dominating k-coloring pˆii : U →
[k] with pˆii ≤ pii. By Proposition 9, there is a skeleton poset Pi = (U,⪯i) of (pˆii, gi) for each i. Take any
nonempty S ⊆ U and apply Theorem 6 to P1, P2, and S. Then, we obtain a kernel K of S. That is,
K ⊆ S is a common antichain and every u ∈ S \ K admits some v ∈ K such that v ≺1 u or v ≺2 u.
Let pi′i : U \K → [k] be the reduction of pˆii by K in Pi. Then pi′1(u) + pi′2(u) ≤ pˆi1(u) + pˆi2(u) for every
u ∈ U \K and strict inequality holds for every u ∈ S \K by the definition of a kernel. As pˆi1(u) ≤ pi1(u),
pˆi2(u) ≤ pi2(u) for every u ∈ U , condition (a) follows. Since Pi is a skeleton poset and K is an antichain
in Pi for each i ∈ {1, 2}, pi′i dominates the reduction of gi by K. □
Recall that Σ is a set of colors and L : U → 2Σ is an assignment of color lists to elements.
Proposition 13 For L : U → 2Σ, assume that there exist k-colorings pi1, pi2 : U → [k] satisfying the
following conditions.
(i) For every u ∈ U , we have pi1(u) + pi2(u)− 1 ≤ |L(u)|.
(ii) For each i ∈ {1, 2}, pii dominates gi.
Then there exists a list supermodular coloring φ : U → Σ for (g1, g2, L).
Proof: We show this by induction on |U |. If |U | = 1, the statement is obvious.
If |U | > 1, take some l ∈ ∪ {L(u) | u ∈ U } and let S := {u ∈ U | l ∈ L(u) }. By Lemma 12, there
exist nonempty K ⊆ S and pi′1, pi′2 : U \ K → [k] satisfying (a) and (b). For each i ∈ {1, 2}, let g′i
denote the reduction of gi by K. Then, g
′
i is intersecting supermodular by Claim 7, and pi
′
i dominates
g′i by (b). Define L
′ : U \ K → 2Σ by L′(u) = L(u) \ {l} for each u ∈ U \ K. It then follows
from (a) that pi′1(u) + pi
′
2(u) − 1 ≤ |L′(u)| for every u ∈ U \ K. Thus, pi′1, pi′2 satisfy (i) and (ii) with
(U \K, g′1, g′2, L′) in place of (U, g1, g2, L). By the inductive assumption, there exists a list supermodular
coloring φ′ : U \K → Σ for (g′1, g′2, L′). Define φ : U → Σ by
φ(u) =
{
φ′(u) (u ∈ U \K),
l (u ∈ K).
Then, clearly φ(u) ∈ L(u) for every u ∈ U . For each i ∈ {1, 2}, every X ∈ Fi with X ∩K ̸= ∅ satisfies
|φ(X)| = |φ′(X \ K)| + 1 ≥ g′i(X \ K) + 1 ≥ gi(X), and every X ∈ Fi with X ∩ K = ∅ satisfies
|φ(X)| = |φ′(X \K)| ≥ g′i(X \K) ≥ gi(X). Thus φ is a list supermodular coloring for (g1, g2, L). □
Proof of Theorem 4: Recall that L satisfies |L(u)| = k for every u ∈ U . Also, we are provided
a supermodular k-coloring pi : U → [k] which dominates both g1 and g2. Let pi1(u) := pi(u) and
pi2(u) := k+1−pi(u) for every u ∈ U . They satisfy the condition (i) of Proposition 13 as pi1(u)+pi2(u)−1 =
k = |L(u)| for every u. Also (ii) holds as gi(X) ≤ |pi(X)| = |pi1(X)| = |pi2(X)| for every i ∈ {1, 2} and
X ∈ Fi. Proposition 13 then implies the statement of Theorem 4. □
5 Existence of Skeleton Posets
Let g : F → Z be an intersecting-supermodular function and pi : U → [k] be a minimal g-dominating
k-coloring. In this section, we prove Proposition 9 by constructing a skeleton poset P = (U,⪯) of (pi, g).
We first define the poset and then show that it is indeed a skeleton poset of (pi, g).
5.1 Poset Construction
We call a subsetX ∈ F tight if |pi(X)| = g(X) holds. Note that the function |pi(·)| : 2U → Z is submodular,
that is, |pi(X)|+ |pi(Y )| ≥ |pi(X ∪ Y )|+ |pi(X ∩ Y )| for any X,Y ⊆ U . This implies the following fact.
Claim 14 If X,Y ∈ F are tight and intersecting, then X ∪ Y , X ∩ Y ∈ F are also tight.
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Proof: Since |pi(·)| is submodular and pi dominates g, we have
g(X) + g(Y ) = |pi(X)|+ |pi(Y )| ≥ |pi(X ∪ Y )|+ |pi(X ∩ Y )| ≥ g(X ∪ Y ) + g(X ∩ Y ).
As g is intersecting-supermodular, g(X ∪ Y ) + g(X ∩ Y ) ≥ g(X) + g(Y ) also holds. Then, all the above
inequalities are in fact equalities and we obtain |pi(X ∪Y )| = g(X ∪Y ) and |pi(X ∩Y )| = g(X ∩Y ). □
Claim 15 If X,Y ∈ F are tight and intersecting, then pi(X) ∩ pi(Y ) = pi(X ∩ Y ).
Proof: Clearly, pi(X ∩ Y ) ⊆ pi(X) ∩ pi(Y ). We then show |pi(X ∩ Y )| = |pi(X) ∩ pi(Y )| to complete the
proof. As shown in the proof of Claim 14, |pi(X)| + |pi(Y )| = |pi(X ∪ Y )| + |pi(X ∩ Y )|. Also, we see
pi(X) ∪ pi(Y ) = pi(X ∪ Y ). These imply |pi(X ∩ Y )| = |pi(X)|+ |pi(Y )| − |pi(X ∪ Y )| = |pi(X)|+ |pi(Y )| −
|pi(X) ∪ pi(Y )| = |pi(X) ∩ pi(Y )|. □
Claim 16 For any u ∈ U with pi(u) > 1 and j ∈ {1, . . . , pi(u) − 1}, there exists Fj ∈ F which satisfies
u ∈ Fj, |pi(Fj)| = g(Fj), pi(Fj − u) ̸∋ pi(u), and pi(Fj) ∋ j.
Proof: Let pi′ : U → [k] be a k-coloring such that pi′(u) = j and pi′(v) = pi(v) for every v ∈ U \ {u}.
Since pi is a minimal g-dominating k-coloring, pi′ does not dominate g. Hence there exists Fj such that
|pi′(Fj)| < g(Fj). As |pi(Fj)| ≥ g(Fj) holds, we have |pi′(Fj)| < |pi(Fj)|, which implies the four conditions
in the statement. □
Claim 17 For any u ∈ U with pi(u) > 1, there exist one or more F ∈ F such that
u ∈ F, (1)
|pi(F )| = g(F ), (2)
pi(F − u) ̸∋ pi(u), (3)
pi(F ) ⊇ {1, 2, . . . , pi(u)}. (4)
Furthermore, among all such F ∈ F , there exists a unique minimal one.
Proof: For each j ∈ {1, 2, . . . , pi(u) − 1}, let Fj ∈ F be a subset which satisfies the four conditions
in Claim 16. Then F :=
∪ {Fj | j = 1, 2, . . . , pi(u)− 1 } satisfies (1)–(4). Condition (2) follows from
Claim 14 since all Fj contain u. The other three are clear by definition. To show the existence of the
minimum, we show that, if both F and F ′ satisfy (1)–(4), then so does F ∩ F ′. By definition, (1) and
(3) are clear. Claims 14 and 15 imply (2) and (4), respectively. □
For any u ∈ U with pi(u) > 1, denote by D(u) the unique minimal F ∈ F satisfying (1)–(4). For
u ∈ U with pi(u) = 1, let D(u) be {u}. Define ≺ by
u ≺ v ⇐⇒ [D(u) ⊆ D(v), pi(u) < pi(v)]
and let u ⪯ v mean u ≺ v or u = v. Let P = (U,⪯). Then, P is a poset consistent with pi.
Claim 18 If D(u) ∩D(v) ̸= ∅, then u and v are comparable.
Proof: Let u ̸= v since otherwise the claim is obvious. We assume pi(u) ≤ pi(v) without loss of generality.
In the case pi(u) = 1, we have D(u) = {u} ⊆ D(v) since D(u)∩D(v) ̸= ∅. As u ̸= v, then D(v) ̸= {v},
which implies pi(v) > 1 = pi(u), and hence u ≺ v.
In the case pi(u) > 1, we have D(u), D(v) ∈ F . Since D(u) and D(v) are tight and intersecting,
Claims 14 and 15 imply that D(u) ∩D(v) is tight and satisfies pi(D(u) ∩D(v)) ⊇ {1, 2, . . . , pi(u)}. The
latter implies D(u) ∩ D(v) ∋ u since D(u) satisfies pi(D(u) − u) ̸∋ pi(u). Thus, conditions (1)–(4) hold
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for u and F = D(u) ∩ D(v). By the minimality of D(u), this implies D(u) ∩ D(v) = D(u), and hence
D(u) ⊆ D(v). Also, as D(v) satisfies pi(D(v) − v) ̸∋ pi(v), the condition u ∈ D(u) ⊆ D(v) implies
pi(u) ̸= pi(v), and hence pi(u) < pi(v). Thus, u ≺ v holds. □
By Claim 18, D(u) ∩D(v) ̸= ∅ implies D(u) ⊆ D(v) or D(u) ⊇ D(v), i.e., {D(u) | u ∈ U } forms a
laminar family.
Claim 19 For any u ∈ U with pi(u) > 1, there exists v ∈ U with pi(v) = pi(u)− 1 and v ≺ u.
Proof: Since (4) holds with F = D(u), there is v ∈ D(u) with pi(v) = pi(u)−1. As v ∈ D(v)∩D(u) ̸= ∅
and pi(v) < pi(u), Claim 18 implies v ≺ u. □
Claim 20 If v ⪯ u, then v ∈ D(u). Conversely, if v ∈ D(u), then v ⪯ u or u ≺ v.
Proof: The condition v ⪯ u implies v ∈ D(v) ⊆ D(u), and the first claim holds. Also, v ∈ D(u) implies
v ∈ D(v) ∩D(u) ̸= ∅, and hence v is comparable with u by Claim 18. □
Claim 21 If u ⪯ v and u ⪯ w, then v and w are comparable.
Proof: Since D(u) ⊆ D(v) ∩D(w) ̸= ∅, Claim 18 implies the statement. □
Claim 21 implies that the Hasse diagram of P = (U,⪯) forms a branching, i.e., a collection of rooted
directed trees.
Claim 22 For each u ∈ U with pi(u) > 1, let C(u) be a longest chain included in D(u). Then, the
following statements hold:
• pi(C(u)) ⊇ {1, 2, . . . , pi(u)},
• pi(D(u) \ C(u)) ⊆ {1, 2, . . . , pi(u)− 1},
• pi(C(u)) = pi(D(u)) and g(D(u)) = |C(u)|.
Proof: By Claims 20 and 21, Dup(u) := { v ∈ D(u) | pi(v) ≥ pi(u) } forms a chain whose minimum is u.
Also, every element v in Ddown(u) := { v ∈ D(u) | pi(v) ≤ pi(u) } satisfies v ⪯ u by Claim 20, and hence
any longest chain in Ddown(u) contains u as the maximum. As C(u) is a longest chain in D(u), it satisfies
C(u) = Dup(u) ∪ Cdown for some longest chain Cdown in Ddown(u).
By Claim 19, there is a chain vpi(u) ≻ vpi(u)−1 ≻ · · · ≻ v1 such that vpi(u) = u and pi(vj) = j for
each j = 1, 2, . . . , pi(u). Each vj belongs to Ddown(u) by Claim 20, and this chain is longest in Ddown(u)
because its elements have all possible values of pi in Ddown(u). Since Cdown is also a longest chain in
Ddown(u), it has the same length pi(u), and hence pi(Cdown) = {1, 2, . . . , pi(u)}.
The first statement follows from C(u) = Dup(u) ∪ Cdown ⊇ Cdown. The second one follows from
D(u)\C(u) = D(u)\(Dup(u)∪Cdown) ⊆ Ddown(u)−u and pi(D(u)−u) ̸∋ pi(u). From the first and second
statements, pi(C(u)) = pi(D(u)) follows. As C(u) is a chain, we have |C(u)| = |pi(C(u))| = |pi(D(u))|,
which equals g(D(u)) by the tightness of D(u). □
The following fact will be useful later.
Claim 23 Assume that u, v ∈ U satisfies pi(v) = pi(u)− 1. If X ∈ F is tight and {u, v} ⊆ X holds, then
we have D(u) \D(v) ⊆ X.
Proof: Note that D(v) is a singleton or a member of F . Also, we have v ∈ D(v) ∩ X ̸= ∅. Then
D(v) ∪ X is a member of F and tight. As pi(u) > 1, the set D(u) is also in F and tight. Then, the
nonempty set F := (D(v) ∪X) ∩D(u) ∋ u is also a member of F and tight. Note that then conditions
(1)–(4) hold for u and F , where (4) follows from Claim 15 and the condition pi(v) = pi(u)− 1. Therefore,
the minimality of D(u) implies D(u) ⊆ F , which yields D(u) \D(v) ⊆ X. □
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5.2 Reduction by an Antichain
We now show that P = (U,⪯) is indeed a skeleton poset of (pi, g). Clearly P is consistent with pi, i.e.,
u ≺ v implies pi(u) < pi(v). We now show that, for any antichain K in P , the reduction of pi by K
dominates the reduction gK of g by K.
Take an antichain K ⊆ U . Let piK : U \K → [k] be the reduction of pi by K in P , i.e.,
piK(u) =
{
pi(u)− 1 (∃v ∈ K : v ≺ u),
pi(u) (otherwise).
To prove that piK dominates gK , it suﬃces to show that |piK(X \K)| ≥ gˆK(X) holds for every X ∈ F ,
where gˆK : F → Z is defined by gˆK(X) = g(X) − 1 for X ∈ F with X ∩K ̸= ∅ and gˆK(X) = g(X) for
X ∈ F with X ∩K = ∅.
Claim 24 For any chain C ⊆ U , exactly one of the following holds.
1. |C ∩K| = 1 and piK(u) ̸= piK(v) for every distinct u, v ∈ C \K. Hence |piK(C \K)| = |C| − 1.
2. |C ∩K| = 0 and piK(u) ̸= piK(v) for every distinct u, v ∈ C \K. Hence |piK(C \K)| = |C|.
3. |C ∩K| = 0 and just one pair of u, v ∈ C satisfies piK(u) = piK(v). Hence |piK(C \K)| = |C| − 1.
If pi(v) ≤ pi(u) for such u, v ∈ C, then pi(v) = pi(u)− 1 and (D(u) \D(v)) ∩K ̸= ∅.
Proof: The only point to concern is the last statement in the third case. Since C is a chain, the condition
piK(u) = piK(v) and the definition of piK imply pi(v) = piK(v) = piK(u) = pi(u)− 1. By piK(u) = pi(u)− 1,
there exists w ∈ K with w ≺ u, which implies w ∈ D(u) by Claim 20. We now prove w ̸∈ D(v) which
completes the proof. Note that w ≺ u implies pi(w) < pi(u), and hence pi(w) ≤ pi(u)−1 = pi(v). Suppose,
to the contrary, w ∈ D(v). If pi(w) = pi(v), then pi(D(v) − v) ̸∋ pi(v) implies w = v, which contradicts
w ∈ K, v ∈ C, and C ∩ K = ∅. If pi(w) < pi(v), then Claim 20 implies w ≺ v, which contradicts
piK(v) = pi(v) by the definition of piK . Thus, we obtain w ̸∈ D(v). □
Lemma 25 For X ∈ F , if there is a chain C ⊆ X with pi(C) = pi(X), then |piK(X \K)| ≥ gˆK(X).
Proof: Since C is a chain and pi(C) = pi(X), we have |C| = |pi(C)| = |pi(X)| ≥ g(X). Let us consider
the three cases described in Claim 24.
In the first case, we have C ∩K ̸= ∅ and |piK(C \K)| = |C| − 1. Since X ∩K ⊇ C ∩K ̸= ∅ implies
gˆK(X) = g(X)− 1, we have |piK(X \K)| ≥ |piK(C \K)| = |C| − 1 ≥ g(X)− 1 = gˆK(X).
In the second case, we have C ∩K = ∅ and |piK(C \K)| = |C|, which together with g(X) ≥ gˆK(X)
imply |piK(X \K)| ≥ |piK(C \K)| = |C| ≥ g(X) ≥ gˆK(X).
In the third case, we have |piK(C \ K)| = |C| − 1, pi(v) = pi(u) − 1, and (D(u) \ D(v)) ∩ K ̸= ∅.
If X is not tight, then |C| = |pi(X)| > g(X), and hence |piK(X \ K)| ≥ |piK(C \ K)| = |C| − 1 ≥
g(X) ≥ gˆK(X). If X is tight, then Claim 23 and pi(v) = pi(u) − 1 imply D(u) \ D(v) ⊆ X. Combined
with (D(u) \ D(v)) ∩K ̸= ∅, this implies X ∩K ̸= ∅, and hence gˆK(X) = g(X) − 1. Thus, we obtain
|piK(X \K)| ≥ |piK(C \K)| = |C| − 1 ≥ g(X)− 1 = gˆK(X). □
Lemma 26 For u ∈ U with pi(u) > 1, the set D(u) ∈ F satisfies |piK(D(u) \K)| = gˆK(D(u)).
Proof: By Claim 22, a longest chain C(u) in D(u) satisfies pi(C(u)) = pi(D(u)) and |C(u)| = g(D(u)).
Then Lemma 25 implies |piK(D(u)\K)| ≥ gˆK(D(u)). We then intend to show |piK(D(u)\K)| ≤ gˆK(D(u)).
Claim 22 says pi(D(u) \ C(u)) ⊆ {1, 2, . . . , pi(u) − 1} and pi(C(u)) ⊇ {1, 2, . . . , pi(u)}, which imply
piK((D(u) \ C(u)) \K) ⊆ {1, 2, . . . , pi(u) − 1} ⊆ piK(C(u) \K) by the definition of piK . Then, we have
piK(D(u) \K) = piK(C(u) \K), which yields |piK(D(u) \K)| = |piK(C(u) \K)| ≤ |C(u)| = g(D(u)). In
particular, if D(u) ∩K = ∅, then |piK(D(u) \K)| ≤ g(D(u)) = gˆK(D(u)).
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We now consider the case ofD(u)∩K ̸= ∅. As we have |piK(D(u)\K)| = |piK(C(u)\K)| and g(D(u)) =
|C(u)|, it suﬃces to show |piK(C(u) \K)| < |C(u)|. If C(u)∩K ̸= ∅, this is clear. Assume C(u)∩K = ∅,
and then D(u) ∩K ̸= ∅ implies (D(u) \ C(u)) ∩K ̸= ∅. As we have D(u) \ C(u) ⊆ { v ∈ U | v ≺ u } by
Claims 20 and 22, we obtain { v ∈ U | v ≺ u }∩K ̸= ∅, and hence piK(u) = pi(u)− 1. Since v ⪯ u implies
piK(v) ≤ piK(u) for any v, the subset C ′ := { v ∈ C(u) | v ⪯ u } satisfies piK(C ′) ⊆ {1, 2, . . . , pi(u) − 1}.
This implies |piK(C ′)| < pi(u) = |C ′|, where the last equality follows from Claim 22. Therefore, some pair
of distinct v, w ∈ C ′ ⊆ C(u) satisfies piK(v) = piK(w), and hence |piK(C(u) \K)| = |piK(C(u))| < |C(u)|,
which is the desired conclusion. □
Proposition 27 Every X ∈ F satisfies |piK(X \K)| ≥ gˆK(X).
Proof: The proof is by induction with respect to set inclusion.
First, consider the case in which X ∈ F is minimal, i.e., there is no Y ∈ F with Y ⊊ X. Then, every
u ∈ X with pi(u) > 1 satisfies X ⊆ D(u) since otherwise we have u ∈ X ∩D(u) ⊊ X and X ∩D(u) ∈ F ,
which contradict the minimality of X. Also u ∈ X with pi(u) = 1 satisfies D(u) = {u} ⊆ X. Then, every
pair of u, v ∈ X with pi(u) < pi(v) satisfies either X ⊆ D(u) ∩ D(v) ̸= ∅ or {u} ⊆ X ⊆ D(v). In each
case, we have u ≺ v by Claim 18. That is, every pair of elements is comparable if their values of pi are
diﬀerent. Hence, there is a chain C ⊆ X such that pi(C) = pi(X), which implies |piK(X \K)| ≥ gˆK(X)
by Lemma 25.
We now intend to show |piK(X \K)| ≥ gˆK(X), assuming inductively that |piK(Y \K)| ≥ gˆK(Y ) holds
for every Y ∈ F with Y ⊊ X.
We start with the case in which every u ∈ X satisfies X ⊆ D(u). For u, v ∈ X with pi(u) < pi(v), we
have X ⊆ D(u) ∩D(v) ̸= ∅, which implies u ≺ v by Claim 18. Then, there is a chain C ⊆ X such that
pi(C) = pi(X), and hence |piK(X \K)| ≥ gˆK(X) by Lemma 25.
We now consider the case in which some u ∈ X satisfies X ̸⊆ D(u). Among all such elements,
let u ∈ X maximize pi(u). Then, every v ∈ X with pi(v) > pi(u) satisfies u ∈ X ⊆ D(v), and hence
v ≻ u by Claim 20. Recall that every v ∈ D(u) with pi(v) > pi(u) also satisfies v ≻ u. Then, by
Claim 21, C := { v ∈ X ∪D(u) | pi(v) > pi(u) } ∪ {u} forms a chain whose minimum is u. Let Cˆ be a
longest chain subject to C ⊆ Cˆ ⊆ X ∪D(u). As Cˆ is longest, Claim 22 implies pi(Cˆ) ⊇ {1, 2, . . . , pi(u)}.
Therefore, we have pi(Cˆ) ⊇ pi(C) ∪ {1, 2, . . . , pi(u)} ⊇ pi(X ∪ D(u)). Since Cˆ ⊆ X ∪ D(u), this means
pi(Cˆ) = pi(X ∪ D(u)). Lemma 25 then implies |piK((X ∪ D(u)) \ K)| ≥ gˆK(X ∪ D(u)). We also have
|piK(D(u) \K)| = gˆK(D(u)) by Lemma 26 and |piK((X ∩D(u)) \K)| ≥ gˆK(X ∩D(u)) by the inductive
assumption. Since |piK( · \K)| : 2U → Z is submodular and gˆK is intersecting supermodular, we obtain
|piK(X \K)| ≥ |piK((X ∪D(u)) \K)|+ |piK((X ∩D(u)) \K)| − |piK(D(u) \K)|
≥ gˆK(X ∪D(u)) + gˆK(X ∩D(u))− gˆK(D(u))
≥ gˆK(X),
which completes the proof. □
6 Extension to Skew-supermodular Coloring
This section extends Theorem 4 to the setting of skew-supermodular coloring. A function g : 2U →
Z ∪ {−∞} is called skew-supermodular if every pair of X,Y ⊆ U satisfies either the supermodular
inequality or the negamodular inequality g(X) + g(Y ) ≤ g(X \ Y ) + g(Y \ X). By definition, skew-
supermodularity is a generalization of intersecting supermodularity. It is known that Theorem 3 remains
true for a pair of skew-supermodular functions [5].
For a skew-supermodular function, define its reduction by a subset K ⊆ U as in Section 3. Then, we
can confirm that it is again skew-supermodular, i.e., Claim 7 can extend to skew-supermodular functions.
Also, proofs in Section 4 do not depend on intersecting supermodularity except that they use Claim 7
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and the existence of skeleton posets. Therefore, to extend Theorem 4, it suﬃces to show the existence
of skeleton posets for skew-supermodular functions. Let g : 2U → Z ∪ {−∞} be a skew-supermodular
function and pi : U → [k] be a minimal g-dominating k-coloring. Then, we can check that the following
claims hold.
Claim 28 If the conditions (1)–(3) hold with F = X and F = Y , then X and Y satisfy the supermodular
inequality of g.
By Claim 28, we can extend Claim 17 for skew-supermodular functions. Therefore, we can define D(u)
for each u ∈ U similarly to the case of intersecting-supermodular functions.
Claim 29 For any u ∈ U and any tight set X ⊆ U with D(u) ∩ X ̸= ∅, D(u) and X satisfy the
supermodular inequality of g.
Claim 29 says that, for D(u) and tight set X with D(u) ∩ X ̸= ∅, the skew-supermodularity implies
the supermodular inequality. Observe that, in the proofs after Claim 17, we apply the supermodular
inequality only for such pairs of subsets. Thus, the same arguments work for skew-supermodular functions,
and we obtain the following extension of Theorem 4.
Theorem 30 For skew-supermodular functions g1, g2 : 2
U → Z∪{−∞} and k ∈ Z>0, assume that there
exists a k-coloring which dominates both g1 and g2. If L satisfies |L(u)| = k for each u ∈ U , then there
exists a coloring φ : U → Σ such that every u ∈ U satisfies φ(u) ∈ L(u) and φ dominates both g1 and g2.
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Abstract: We show that a generic framework (G, p) in R3 whose vertices are constrained
to lie on the cylinder is globally rigid if and only if G is a complete graph on at most four
vertices or G is both redundantly rigid and 2-connected. To prove the theorem we derive a
new recursive construction of circuits in the simple (2, 2)-sparse matroid.
Keywords: rigidity, global rigidity, circuit, stress matrix, framework on a surface
1 Introduction
A (bar-joint) framework (G, p) in Rd is the combination of a finite, simple graph G = (V,E) and a
realisation p : V → Rd. The framework (G, p) is rigid if every edge-length preserving continuous motion
of the vertices arises as a congruence of Rd. Moreover (G, p) is globally rigid if every framework (G, q)
with the same edge lengths as (G, p) arises from a congruence of Rd.
In general it is NP-hard to determine the rigidity or global rigidity of a given framework [1, 14]. These
problems become more tractable, however, for generic frameworks. It is known that both the rigidity and
global rigidity of a generic framework (G, p) in Rd depend only on the underlying graph G, see [2, 4]. We
say that G is rigid or globally rigid in Rd if some/every generic realisation of G in Rd has the corresponding
property. Combinatorial characterisations of generic rigidity and global rigidity in Rd have been obtained
when d ≤ 2, see [10, 5], and these characterisations give rise to efficient combinatorial algorithms to decide
if these properties hold. In higher dimensions, however, no combinatorial characterisations or algorithms
are yet known.
We consider the situation where (G, p) is a framework in R3 whose vertices are constrained to lie on
a fixed surface. Combinatorial characterisations for generic rigidity in this context were established for
surfaces consisting of spheres [15, 12], cylinders [12], and cones [13]. In particular it was shown that a
generic realisation of a graph G on a family of concentric spheres is rigid if and only G is rigid in the
plane.
Connelly and Whiteley [3] showed that a graph G is generically globally rigid on the sphere if and only
if it is generically globally rigid in the plane (which holds if and only if G is 3-connected and redundantly
rigid in the plane by [5]). In [7], necessary combinatorial conditions were established for a framework on
a surface to be generically globally rigid. The conditions, redundant rigidity and k-connectivity (where
the integer k depends on the chosen surface), are analogous to those which characterise generic global
rigidity on the plane and the sphere. These conditions were conjectured to also be sufficient for cylinders
and cones. We verify this conjecture for the cylinder.
2 Rigidity and Stress Matrices
Let G = (V,E) be a graph with V = {v1, . . . , vn}. We will consider realisations of G on the unit cylinder
Y = {(x, y, z) ∈ R3 : x2 + y2 = 1}. (For the purposes of global rigidity there is no loss in generality
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in assuming our cylinder has unit radius and is centred on the z-axis.) A framework (G, p) on Y is an
ordered pair consisting of a graph G and a realisation p such that p(vi) ∈ Y for all vi ∈ V .
Two frameworks (G, p) and (G, q) on Y are equivalent if ‖p(vi)−p(vj)‖ = ‖q(vi)− q(vj)‖ for all edges
vivj ∈ E. Moreover (G, p) and (G, q) are congruent if ‖p(vi) − p(vj)‖ = ‖q(vi) − q(vj)‖ for all pairs of
vertices vi, vj ∈ V . The framework (G, p) is globally rigid on Y if every equivalent framework (G, q) on
Y is congruent to (G, p). It is rigid on Y if there exists an  > 0 such that every framework (G, q) on Y
which is equivalent to (G, p), and has ‖p(vi) − q(vi)‖ <  for all 1 ≤ i ≤ n, is congruent to (G, p). It is
redundantly rigid on Y if (G− e, p) is rigid on Y for all e ∈ E. It is generic on Y if td [Q(p) : Q] = 2n.
An infinitesimal flex s of (G, p) on Y is a map s : V → R3 such that s(vi) is tangential to Y at
p(vi) for all vi ∈ V and (p(vj) − p(vi)) · (s(vj) − s(vi)) = 0 for all vjvi ∈ E. The framework (G, p) is
infinitesimally rigid on Y if every infinitesimal flex is an infinitesimal isometry of R3. It was shown in
[12] that a generic framework (G, p) on Y is rigid if and only if it is a complete graph on at most three
vertices or is infinitesimally rigid.






where: R(G, p) has rows indexed by E and 3-tuples of columns indexed by V in which, for e = vivj ∈ E,
the submatrices in row e and columns vi and vj are p(vi)− p(vj) and p(vj)− p(vi), respectively, and all
other entries are zero; S(G, p) has rows indexed by V and 3-tuples of columns indexed by V in which,
for vi ∈ V , the submatrix in row vi and column vi is p¯(vi) = (xi, yi, 0) when p(vi) = (xi, yi, zi).
An equilibrium stress for a framework (G, p) on Y is a pair (ω, λ), where ω : E → R and λ : V → R




ωij(p(vi)− p(vj)) + λip¯(vi) = 0 for all 1 ≤ i ≤ n, (1)
where ωij is taken to be equal to ωe if e = vivj ∈ E and to be equal to 0 if vivj 6∈ E.
Given a stress (ω, λ) for a framework (G, p) on Y we define Ω = Ω(ω) to be the n×n symmetric matrix
with off-diagonal entries −ωij and diagonal entries
∑
j ωij , and Λ = Λ(λ) to be the n×n diagonal matrix
with diagonal entries λ1, λ2, . . . , λn. The stress matrix associated to (ω, λ) is the 3n × 3n symmetric
matrix
Ωcyl(ω, λ) =
Ω + Λ 0 00 Ω + Λ 0
0 0 Ω
 .
It follows from the definitions of Ω,Λ and (1) that (x1, x2, . . . , xn), (y1, y2, . . . , yn) are in the cokernel of
Ω+Λ and (z1, z2, . . . , zn), (1, 1, . . . , 1) are in the cokernel of Ω. This implies that rank Ωcyl(ω, λ) ≤ 3n−6.
We say that (ω, λ) has maximum rank when rank Ωcyl(ω, λ) = 3n− 6.
3 Main result
Our main result is the following theorem giving a combinatorial characterisation of global rigidity. Note
also that the combinatorial conditions can be checked efficiently.
Theorem 1 Let (G, p) be a generic framework on Y. Then (G, p) is globally rigid on Y if and only if
G is either a complete graph on at most four vertices or G is 2-connected and redundantly rigid on the
cylinder.
The necessary conditions were proved in [7]. The key part in proving sufficiency in Theorem 1 is
to deal with the special case when G is 2-connected and redundantly rigid with the minimum possible
number of edges. It follows from [12] that such graphs can be defined purely combinatorially as follows.
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The simple (2, 2)-sparse matroid for a graph G is the matroid M∗2,2(G) on E(G) in which a set of
edges F is independent if and only if |F ′| ≤ 2|V (F ′)| − 2 for all ∅ 6= F ′ ⊆ F , with strict inequality when
|F ′| = 2. We will abuse terminology and refer to the graphs induced by circuits inM∗2,2 asM∗2,2-circuits.
To show every M∗2,2-circuit is globally rigid we use the constructive characterisation given in the
following section. We then show that each of the operations in our constructions preserve the property
of having a maximum rank equilibrium stress using ‘special position’ arguments and a delete-contract
characterisation of infinitesimal rigidity for frameworks on the cylinder with two coincident points from
[6]. We can then use a result from [8] to show that any two equivalent generic frameworks (G, p) and (G, p′)
on the cylinder have closely related maximum rank equilibrium stresses. This tells us that (z′1, z
′
2, . . . , z
′
n)
is a scalar multiple of (z1, z2, . . . , zn). We complete the proof that these two frameworks are congruent by
using a characterisation of global rigidity for generic frameworks on the cylinder with the added constraint
that the projection of a motion onto the axis of the cylinder is a dilation. Full details can be found in [9].
4 Recursive construction of M∗2,2-circuits
Given anM∗2,2-circuit G = (V,E), the first operation in our construction, K−4 -extension, deletes an edge
v1v2 and adds two new vertices u1, u2 along with 5 new edges u1u2, u1v1, u1v2, u2v1, u2v2. The second
operation, generalised vertex split, is defined as follows: choose v ∈ V and a partition N1, N2 of the
neighbours of v; then delete v from G and add two new vertices v1, v2 joined to N1, N2, respectively;
finally add two new edges v1v2, v1x for some x ∈ V \ N2. These operations are illustrated in Figures 1







Figure 1: K−4 -extension.
v v1 v2
x x
Figure 2: Generalised vertex split.
Theorem 2 Suppose G is an M∗2,2-circuit. Then G can be obtained from either K5 − e or H1 by
recursively applying the operations of K−4 -extension and generalised vertex split, in such a way that each
of the intermediate graphs is an M∗2,2-circuit.
To prove Theorem 2 we use two results from [11]. The first is a decomposition result forM∗2,2-circuits























Figure 3: The graphs K5 − e,H1 and H2.
Theorem 3 [11, Lemmas 3.1, 3.2, 3.3] Suppose G0, G1, G2 are graphs with |E(Gi)| = 2|V (Gi)| − 2 for
all 0 ≤ i ≤ 2 and that G0 is an j-join of G1 and G2 for some 1 ≤ j ≤ 3. Then G0 is a M∗2,2-circuit if






























Figure 4: The 1-, 2- and 3-join operations. The 1- and 2-join operations form the graphs in the centre
by merging a1 and a2 into a, and b1 and b2 into b.
The second result we use is a recursive construction forM∗2,2-circuits which uses the i-join operations
as well as the 1-extension operation which deletes an edge xy from a graph G and then adds a new
vertex v and three new edges vx, vy, vz for some vertex z 6= x, y. The recursion begins with the three
M∗2,2-circuits defined in Figure 3.
Theorem 4 [11, Theorem 1.1] Suppose G is anM∗2,2-circuit. Then G can be obtained from either K5−e,
H1 or H2 by recursively applying the operations of 1-extension, and 1-, 2- and 3-join.
Now consider generalised vertex splitting. The usual vertex splitting operation, see [16], is the special
case when x is chosen to be a neighbour of v2. Note also that the special case when v1 has degree 3 (and
v2 = v) is the 1-extension operation. This observation allows us to use Theorem 4 to reduce the proof of
Theorem 2 to considering small cutsets. To do this we use Theorem 3 and a case by case analysis.
The following construction shows the K−4 -extension operation is required in Theorem 2. Take any
M∗2,2-circuit H, and apply the K−4 -extension to every single edge of H. The resulting graph G has two
types of edges. Those edges with no end-vertices in H are contained in two triangles so any K−4 -reduction
which contracts such an edge results in a non-simple graph. The remaining edges, those with exactly one
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end-vertex in H, are not admissible either since any K−4 -reduction which contracts such an edge results
in a graph containing either a multiple edge or a vertex of degree two.
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Abstract: Given a rigid framework (G, p) in R2, we consider the problem of determining the
maximum number of pairwise non-congruent rigid frameworks (G, q) which have the same
edge lengths as (G, p). This problem can be restated as finding the number of solutions of a
related system of quadratic equations and in this context it is natural to consider the complex
solutions to obtain a better understanding of the real solutions. We show that the number
of complex solutions, comp(G), is the same for all generic realisations (G, p), characterise the
graphs G for which comp(G) = 1, and show that the problem of determining comp(G) can
be reduced to the case when G is 3-connected and has no non-trivial 3-edge-cuts. We also
consider the effect of the Henneberg moves and the vertex-splitting operation on comp(G).
Keywords: rigid frameworks, globally rigid frameworks, equivalent realisations
1 Introduction
Graphs with geometrical constraints provide natural models for a variety of applications, including
Computer-Aided Design, sensor networks and flexibility in molecules. Given a straight line realisa-
tion of a graph in Euclidean d-dimensional space Rd, a fundamental problem is to determine whether
this realisation is unique or, more generally, determine how many distinct realisations exist with the
same edge lengths. Saxe [15] showed that the uniqueness problems is NP-hard, but this hardness relies
on algebraic relations between coordinates of vertices and for practical purposes it is natural to study
generic realisations. Gortler, Healy and Thurston [8] showed that the uniqueness of a generic realisation
in Rd depends only on the structure of the underlying graph, and graphs with the property that all their
generic realisations in Rd are unique have been characterised when d = 1, 2, see [11].
In contrast, the number of realisations which are equivalent to, i.e. have the same edge lengths as,
a given generic realisation of a graph in Rd may depend on both the graph and the realisation when
d ≥ 2, see Figures 1 and 2. Bounds on the maximum number of equivalent realisations in R2, where the
maximum is taken over all possible realisations of a given graph, were obtained by Borcea and Streinu
in [2], and this number is determined exactly for generic realisations of graphs with a connected rigidity
matroid by Jackson, Jorda´n, and Szabadka in [12].
The set of all realisations which are equivalent to a given realisation can be represented as the set
of solutions to a system of quadratic equations. In this setting it is natural to consider the number of
complex solutions. This number gives an upper bound on the number of real solutions which often plays
a crucial role in calculating the exact number of real solutions, see for example [5, 4, 16]. In addition,
the number of complex solutions is much better behaved than the number of real solutions. It is known,
for example, that the number of complex solutions is the same for all generic realisation of given graph,
see [13]. The realisations of the graph G shown in Figures 1 and 2 both have four equivalent complex
realisations. Only two of these are real in Figure 1, but all four are real in Figure 2.
283
Definitions and a preliminary result
A d-dimensional complex, respectively real, framework (G, p) is a graph G = (V,E) together with a map
p from V to Cd, respectively Rd. We will also refer to the ordered pair (G, p) as a realisation of G in Cd
or Rd. A framework (G, p) is generic if the set of all coordinates of the points p(v), v ∈ V , is algebraically
independent over Q. We will restrict our attention to 2-dimensional frameworks unless explicitly stated
otherwise.
For P = (x, y) ∈ C2 let d(P ) = x2 + y2. and ‖P‖ = |x|2 + |y|2, where |.| denotes the modulus of a
complex number. Two frameworks (G, p) and (G, q) are equivalent if d(p(u)− p(v)) = d(q(u)− q(v)) for
all uv ∈ E, and are congruent if d(p(u)− p(v)) = d(q(u)− q(v)) for all u, v ∈ V .
A framework (G, p) is complex, respectively real, globally rigid if every complex, respectively real,
framework (G, q) which is equivalent to (G, p), is congruent to (G, p). It is complex, respectively real,
rigid if there exists an  > 0 such that every complex, respectively real, framework (G, q) which is
equivalent to (G, p) and satisfies ‖(p(v) − q(v)‖ <  for all v ∈ V , is congruent to (G, p). It is known
that real/complex rigidity and real/complex global rigidity are generic properties of frameworks and that
a graph is generically real (globally) rigid if and only if it is generically complex (globally) rigid, see
[13, 9]. Hence we may describe a graph as being rigid or globally rigid if every generic realisation in R2
(or equivalently C2) has these properties. Graphs which are generically rigid or globally rigid (in R2 or
C2) are characterised in [14] and [11], respectively.
Given a rigid complex, respectively real, framework (G, p), we let comp(G, p), respectively real(G, p),
denote the number of congruence classes in the set of all complex, respectively real, rigid frameworks
which are equivalent to (G, p). We show in [13] that both these numbers are finite, and that comp(G, p) is
the same for all generic realisations of G in C2. We put comp(G) = comp(G, p) for any generic realisation
(G, p). The following result shows that comp(G, p) gives a lower bound on comp(G) when (G, p) is a
rigid (but not necessarily generic) realisation of a minimally rigid graph, i.e. G is rigid but G− e is not
rigid for all edges e of G.
Theorem 1 [13] Let (G, p) be a rigid realisation of a minimally rigid graph G. Then comp(G) ≥
comp(G, p) + ĉomp(G, p), where ĉomp(G) is the number of congruence classes in the set of realisations
which are equivalent to (G, p) and are rigid, but not infinitesimally rigid.
The intuition behind Theorem 1 is as follows. Suppose we choose a sequence of generic frameworks
(G, pk) with pk → p. This gives rise to comp(G) sequences of frameworks (G, pki ) with (G, pki ) equivalent
to (G, pk). Each rigid framework (G, pj) which is equivalent to (G, p) is a limit point of at least one
of the sequences (G, pki ), with equality only if (G, pj) is infinitesimally rigid. This gives comp(G) ≥
comp(G, p) + ĉomp(G, p).
Theorem 1 tells us that we can calculate comp(G) when G is minimally rigid by first determining
an upper bound, say comp(G) ≤ k, and then exhibiting a particular realisation (G, p) with the property
that comp(G, p) + ĉomp(G, p) ≥ k. A worked example is given in Section 4.
2 Main results
We first consider the effect on comp(G) of three operations which are commonly used to give recursive
constructions for families of rigid graphs. Given a graph H = (V,E) with u ∈ V and e ∈ E, the 0-
extension operation adds a new vertex v and two new edges from v to H. The 1-extension operation
deletes e and then adds a new vertex v and three new edges from v to H − e, two of which go to the
end-vertices of e. The vertex split operation deletes u and then adds two new vertices u1, u2 and edges
u1u2, u1x1, u1x2, . . . , u1xk and u2x1, u2xk+1, . . . , u2xt where {x1, x2, . . . , xt} is the neighbour set of u in
H. It is known that each of these operations preserve the properties of being rigid or minimally rigid.
Theorem 2 Suppose that H is a rigid graph.
(a) If G is obtained from H by a 0-extension operation then comp(G) = 2 comp(H). Furthermore, if







Figure 1: A framework in R2. The only equivalent but non-congruent framework can be obtained by











Figure 2: Two equivalent but non-congruent realisations of the graph G of Figure 1 in R2. Two other
equivalent but non-congruent realisation can be obtained from these by reflecting the vertex w in the line
through {u, v}, giving a total of four equivalent but non-congruent realisations in R2.
real(G, q) = 2 real(H, p).
(b) If G is obtained from H by a 1-extension operation which deletes the edge e and H − e is rigid
then comp(G) = comp(H). Furthermore, if (G, p) is a generic real realisation of G, then real(G, p) =
real(H, p|H).
(c) If H is minimally rigid and G is obtained from H by a vertex splitting operation then comp(G) ≥
2 comp(H). Furthermore, if (H, p) is a generic real realisation of H, then there exists a generic real
realisation (G, q) of G such that real(G, q) ≥ 2 real(H, p).
The proof of (a) is straightforward, see for example [2]. The proofs of (b) and (c) are given in [13]. For
(b) we use similar ideas to those developed in [12] to show that the 1-extension operation preserves the
global rigidity of redundantly rigid graphs. More precisely, if v is the vertex added to H by the 1-extension
operation, we use the rigidity of H − e = G − v and the algebraic independence of the coordinates of a
generic realisation (G, p) to show that the neighbours of v are globally linked in (G, p) i.e. the distance
between them is the same in every equivalent realisation. For (c), we choose a generic framework (H, p)
and then consider the special realisation (G, q) which we obtain from (H, p) by putting both of the new
vertices in the same position as the deleted vertex. Then use Theorem 1 and the fact that all equivalent
realisations to (G, q) are rigid but not infinitesimally rigid.
Theorem 2(b) is used in [13] to determine comp(G) when G has a connected rigidity matroid. In
particular, we show that a graph G has comp(G) = 1 if and only if it is a complete graph on at most
three vertices or is 2-connected and redundantly rigid. This is the same characterization as that given
for graphs which are generically globally rigid in R2 in [11] and allows us to deduce that generic global
rigidity in R2 and C2 are equivalent. Gortler and Thurston [9] use stress matrices to show that this
equivalence extends to Rd and Cd.
We next consider graphs which have small separating sets.
Theorem 3 [13] Suppose that G1, G2 are subgraphs of a rigid graph G and that G = G1 ∪G2.
(a) If G1 ∩G2 is a globally rigid graph on at least three vertices then G1, G2 are both rigid and
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comp(G) = comp(G1) comp(G2). Furthermore, if (G, p) is a generic real realisation of G, then
real(G, p) = real(G, p|G1)real(G, p|G2).
(b) If V (G1)∩V (G2) = {u, v} and G1, G2 are both rigid then comp(G) = 2 comp(G1+uv) comp(G2+uv).
Furthermore, if (G, p) is a generic real realisation of G, then real(G, p) = 2 real(G, p|G1)real(G, p|G2).
(c) If V (G1) ∩ V (G2) = {u, v} and G2 is not rigid then G1, G2 + uv are both rigid and
comp(G) = 2 comp(G1) comp(G2 + uv).
The proof of (a) is straightforward. The proofs of (b) and (c) are given in [13]. For (b) we again
use ideas from [12] to show that the vertices u, v are globally linked in (G, p). For (c), we use the fact
that C is algebraically closed to show that every equivalent framework to (G1, p|G1) can be extended to
comp(G2 + uv) frameworks which are equivalent to (G, p).
Theorem 4 [13] Suppose that G1, G2 are disjoint subgraphs of a rigid graph G and that
G = G1 ∪ G2 ∪ {e1, e2, e3} for three independent edges e1, e2, e3 of G. Then G1, G2 are both rigid and
comp(G) = 12 comp(G1) comp(G2).





2 is obtained from G by replacing G1 by a triangle. We may deduce
similarly that comp(G∗2) = comp(G2) comp(P ) where P is the triangular prism. We complete the proof
by using the fact that comp(P ) = 12.
Theorems 3 and 4 can be used to reduce the problem of determining comp(G) to the case when G is
3-connected and has no nontrivial 3-edge-cuts.
3 Examples and Open Problems
The obvious open problem is:
Problem 5 Can comp(G) be determined efficiently for an arbitrary rigid graph G?
The minimally rigid graphs G1, G2, G3 and G4 of Figure 3 indicate that it may be difficult to obtain an
affirmative answer to Problem 5 for all graphs. Emeris and Moroz [4] give a real framework (G1, p) with
real(G, p) = 28 and use mixed volume techniques to prove that comp(G1, q) ≤ 28 for all complex rigid
frameworks (G1, q), (an error in their proof was subsequently corrected in [6]). We may now use Theorem
1 to deduce that comp(G1) = 28. A similar proof technique will be used show that comp(G3) = 68 in
Section 4. Computer calculations, i.e. calculating comp(G, p) for ‘randomly chosen’ realisations (G, p),
indicate that comp(G2) = 22 and comp(G4) = 45. These values have recently been confirmed by Josef
Schicho (personal communication) using the algorithm described by Capco et al in [3]. It is difficult to
imagine how these numbers could be deduced from the structures of G1, G2, G3 and G4.
Until recently, the fastest algorithms for determining comp(G) solved the associated system of poly-
nomial equations using Gro¨bner basis calculations. Such algorithms are exponential and struggle to cope
with some graphs on only seven vertices such as G2. An exciting new algorithm based on a recurrence for-
mula for comp(G) is described in [3]. Although still exponential, it has been used to determine comp(G)
for all minimally rigid graphs on at most twelve vertices, see [3].
If we cannot determine comp(G) precisely then we could ask for tight asymptotic upper bounds on
comp(G).
Problem 6 Determine the smallest k ∈ R such that comp(G) = O(kn) for all rigid graphs G with n
vertices.
Clearly comp(G) will be maximised when G is minimally rigid, and hence it follows from [2, Theorem




) ≈ 4n for all rigid graphs G with n vertices. Borcea and Streinu [2,
Proposition 5.6] also construct an infinite family of minimally rigid graphs G with comp(G) = 12(n−3)/3 ≈



































































































Figure 3: The graphs G1, G2, G3 and G4.
comp(G) = 12(n−3)/3 for this family can be deduced from Theorem 3(a) and the fact that comp(P ) = 12.
Emiris and Moroz [4] use a similar construction with P replaced by G1 to obtain an infinite family of
minimally rigid graphs G with comp(G) = 28(n−3)/4 ≈ 2.3n. A similar construction based on G3 gives
an infinite family of minimally rigid graphs G with comp(G) = 68(n−3)/5 ≈ 2.33n.
The calculations in [3] determine the minimally rigid graphs on n vertices which maximise comp(G)
for all n ≤ 12. The graphs for n = 6, 7, 8 are the triangular prism P , G1 and G3. All three are planar
graphs with exactly two triangles. The graphs from [3] for n = 9, 10, 11 are also planar with exactly
two triangles and the corresponding values for comp(G) are 172, 440 and 1144, respectively. We may
glue copies of their graph on 11 vertices together along a common triangle to obtain an infinite family
of graphs with comp(G) = 1144(n−3)/8 ≈ 2.41n. It follows that the answer to Problem 6 will satisfy
11441/8 ≤ k ≤ 4. (Curiously, their minimally rigid graph on n = 12 vertices which maximises comp(G)
has no triangles so does not allow us to use this construction.)
It would also be of interest to determine a tight lower bound on comp(G) when G is minimally rigid.
Conjecture 7 For all minimally rigid graphs G with n vertices, comp(G) ≥ 2n−3.
The family of graphs which can be constructed from K3 by 0-extension operations and Theorem 2(a)
show that Conjecture 7 would be tight. We can show that this conjecture holds for planar graphs by using
Theorem 2(c) and the recursive construction for minimally rigid planar graphs given in [7]. (Indeed we can
obtain the stronger result that such a graph has at least 2n−3 pairwise equivalent generic real realisations.)
The results of [3] confirm that the conjecture is also true when n ≤ 12. Rather embarrassingly, the only
lower bound we have for an arbitrary minimally rigid graph G is the trivial bound comp(G) ≥ 2.
Since every minimally rigid graph can be obtained from a triangle by 0- and 1-extensions, and since
every 0-extension doubles comp(G) by Theorem 2(a), it is tempting to try to prove Conjecture 7 by
showing that if we perform the 1-extension operation on a minimally rigid graph G then we will increase
comp(G) by at least a factor of two. Unfortunately this is not the case: the graph G2 of Figure 3 can be
obtained from the triangular prism P by a 1-extension operation; we have comp(P ) = 12 and we have
comp(G2) = 22 < 2 comp(P ) = 24.
Dylan Thurston asked at a workshop on global rigidity held at Cornell University in February 2011
whether every rigid graph G has a generic real realisation (G, p) such that real(G, p) = comp(G). The
graph G4 in Figure 3 shows that the answer to this question is negative: the proof technique used by
Hendrickson [10] to obtain necessary conditions for global rigidity can be adapted to show that real(G, p)
is even for all generic real realisations (G, p) of a graph G which is rigid but not globally rigid; on the
other hand, we have comp(G4) = 45 which is odd. By glueing several copies of G4 along a common
edge and applying Theorem 3(b), we may construct an infinite family of graphs G on n vertices such
that real(G)/comp(G) ≤ (44/45)n−26 . It follows that we can make the ratio real(G)/comp(G) arbitrarily















































Figure 4: The graph G3.
4 A worked example
We will sketch a proof that comp(G3) = 68 where the graph G3 is as shown in Figure 3.
We first show that comp(G3) ≤ 68 using a similar technique to that described in [6]. Consider a
generic realisation (G4, p) of G in C2. The Cayley-Menger matrix CM for an arbitrary framework (G3, q)
which is equivalent to (G, p) is given by
CM =

0 1 1 1 1 1 1 1 1
1 0 x12 c13 x14 x15 c16 c17 c18
1 x12 0 c23 x24 c25 x26 x27 c28
1 c13 c23 0 c34 x35 x36 c37 x38
1 x14 x24 c34 0 c45 c46 x47 x48
1 x15 c25 x35 c45 0 x56 c57 c58
1 c16 x26 x36 c46 x56 0 c67 x68
1 c17 x27 c37 x47 c57 c67 0 x78
1 c18 c28 x38 x48 c58 x68 x78 0

where the first row and column are indexed as 0, the other rows and columns are indexed by the vertex
labels as shown in Figure 4, cij = d(p(i), p(j)) for all edges ij of G3, and the xij are indeterminates
representing the values of d(q(i), q(j)) when ij 6∈ E(G3). The Cayley-Menger Theorem tells us that,
since (G, q) is a framework in C2, every 5 × 5 principal minor of CM which contains the first row and
column is equal to zero. In particular this gives us the following system of five polynomial equations
involving the indeterminates x12, x14, x15, x35, x56 shown by dashed lines in Figure 4:
CM(0, 1, 2, 3, 5) = CM(0, 1, 3, 4, 5) = CM(0, 1, 4, 5, 6) = CM(0, 1, 5, 6, 7) = CM(0, 1, 2, 5, 8) = 0. (1)
Bernstein’s Theorem [1] tells us that the number of solutions to this system of equations in (C \ {0})5
is bounded above by the mixed volume of the five Newton polytopes corresponding to the five polynomials
in (1). This mixed volume is 68. Since G is rigid and (G, p) is generic, no equivalent framework (G, q)
can have d(q(i) − q(j)) = 0 for any distinct i, j. Hence no solution to (1) can have a 0-component.
Since the graph G+3 obtained by adding the dashed edges to G3 is globally rigid, the realisation (G, q) is
completely determined by the ‘lengths’ of the dashed edges i.e the values of x12, x14, x15, x35, x56. Hence
comp(G3) ≤ 68.
We next show that comp(G3) ≥ 68. It will suffice to exhibit a particular rigid realisation (G3, p) with
comp(G3, p) ≥ 68. Since G3 is minimally rigid, we can construct a (non-generic) framework (G, p) with
c13 = 12, c16 = 23, c17 = 43, c18 = 47, c23 = 37, c25 = 13, c28 = 29, c34 = 17, c45 = 1, c46 = 11,
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c57 = 31, c58 = 19, c67 = 5. Substituting these values into (1), we may use a computer algebra package
to eliminate x12, x14, x35, x56 to obtain a single polynomial equation for x15 of degree 68. This tells us
that if we repeat the same procedure for a generic choice of (G3, p), the polynomial equation we obtain
for x15 will have degree at least 68 and will have distinct roots. Hence comp(G3) ≥ 68.
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Abstract: In this paper we present a common generalization of the maximal arborescence
packing theorem of Cs. Kira´ly [10] (which itself is a common generalization of the reachability
based branching packing theorem [9] and a matroid based branching packing result [3]) and
two of our earlier works about packing branchings in infinite digraphs, namely [6] and [7].
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Infinite graph theory has a great tradition in Hungary. It was one of the favourite topics of Paul
Erdo˝s, the most unique personality and mind in the history of Hungarian mathematics. Looking for
infinite generalization of theorems in finite graph theory was a usual starting point of his works in this
field (we refer to the survey [11]). We present here branching packing results for infinite digraphs.
A digraph D is called an arborescence rooted at r if it is a directed tree where each vertex is
reachable from r by a directed path. Vertex-disjoint arborescences form a branching. The root set of a
branching is the set of the roots of the constitutive arborescences. A spanning branching of a digraph
is spanning subgraph of it which is a branching.
Theorem 1 (Edmonds’ branching theorem, [4]) Let D = (V,A) be a finite digraph and let Ri ⊆
V be nonempty for i = 1, . . . , k. There exists a system {Bi}1≤i≤k of pairwise edge-disjoint spanning
branchings in D where the root set of Bi is Ri if and only if for every nonempty X ⊆ V has at least as
many ingoing edges as many Ri are disjoint from it.
The theorem above fails for infinite digraphs. Indeed, R. Aharoni and C. Thomassen proved in [1]
that there is no k ∈ N such that the k-edge-connectedness of an infinite graph implies the existence of
even two edge-disjoint spanning trees. The first positive result that we know is the following.
Theorem 2 (C. Thomassen) In Theorem 1 it is enough to assume, instead of the finiteness of D, that
D does not contain backward-infinite paths.
With entirely different methods we proved the following similar result.
Theorem 3 (A. Joo´, [6]) In Theorem 1 it is enough to assume, instead of the finiteness of D, that any
forward-infinite path of D meets all the sets Ri.
One of the new difficulties in the infinite case that the “reduce to a smaller problem or problems and
use induction” approach fails because the resulting subproblems are no longer smaller in any suitable
sense.
We investigated later the possibility of packing infinitely many branchings with prescribed nonempty
root sets {Ri}i∈N. The literal generalization of the condition of Edmonds (with cardinals) does not even
imply that any vertex v is simultaneously reachable by edge-disjoint directed paths from the root sets Ri
(which would be obviously necessary). We proved the following theorem.
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Theorem 4 (A. Joo´, [7]) Let D = (V,A) be a digraph and let Ri ⊆ V for i ∈ N. Assume that any
backward-infinite path in D meets all the sets Ri. Then there exists a system {Bi}i∈N of pairwise edge-
disjoint spanning branchings in D where the root set of Bi is Ri if and only if for each v ∈ V there exists
a system of pairwise edge-disjoint directed paths {P vi }i∈N in D such that P vi goes from Ri to v.
We present an example which shows that one cannot replace “backward-infinite” by “forward-infinite”
in the theorem above. Let V = {t} ∪ {(m,n) ∈ N × N : m ≤ n} and let A be the set of the following
edges (see Figure 1)
1. infinitely many parallel edges from (m,n+ 1) to (m,n),
2. edge from (m,n) to (m+ 1, n),
3. edge from (2m+ 2, n) to (2m,n),
4. edge from (m,m) to t,
5. edge from t to (2m+ 1, n) (not in the figure!).
t







Figure 1: The outgoing edges of t (a single edge to each vertex in an odd row) are not on the figure
because of transparency reasons. The thick horizontal edges stand for infinitely many parallel edges.
Finally Rn = {(0, n)}.
Observe that after the deletion of t just finitely many vertices are reachable from any vertex which
shows that there is no forward-infinite path in D := (V,A). Let Rn = {(0, n)}. It is easy to check (using
Figure 1) that path condition holds. Suppose to the contrary that there is a B = {Bn}n∈N spanning
branching packing. For B0 the only possibility to reach t is to use the single edge from (0, 0) to t. Sup-
pose that we already know for some 0 < N that Bn contains the path Pn := (0, n), (1, n), . . . , (n, n), t
whenever n < N . By using just the remaining edges, t is no more reachable from columns 0, . . . , N − 1.
Hence for BN the path (0, N), (1, N), . . . , (N,N), t is the only possible option to reach t (see Figure 1).
On the other hand after the deletion of the edges of paths Pn for all n the vertices {(0, n) : 1 ≤ n ∈ N}
are no longer reachable from {(0, 0), t}. This prevents B0 to be a spanning branching rooted at (0, 0)
which is a contradiction.
In the proof of Theorem 1 a vertex set X is usually called tight if it has exactly as many ingoing edges
as many Ri are disjoint from it. The right generalization of this notion turned out to be the following.
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For a vertex set X let O(X) = {i ∈ N : Ri ∩X = ∅}. Then X is called tight if any system {Pi}i∈O(X)
of edge-disjoint paths where Pi is a Ri → X path uses all the ingoing edges of X. In a proof of Theorem
1 we delete an appropriate outgoing edge e of R1 and extend R1 with end(e). Then we show that the
resulting system still satisfies the condition an hence we are done by induction. Let us call a set X
dangerous if it is tight and intersects R1. In the finite case, it is routine to check that the outgoing edge
e of R1 is appropriate if and only if it does not enter any dangerous set X. This characterization of the
suitable edges remains true in the infinite case but it is no longer trivial, in fact the proof is longer than
the whole proof of Theorem 1. One cannot guarantee the existence of such an e without any restriction




u0 u2 u3 u4 u5 u6 u7 . . .
v2 v3 v4 v5 v6 v7 . . .
Figure 2: Elements of R1 are circled and elements of R2 are in rectangle.
The branching packing theorem of Edmonds has been generalized in several different directions in the
finite case. Let us mention some of them.
Theorem 5 (N. Kamiyama, N. Katoh, A. Takizawa, [9]) Let D = (V,A) be a finite digraph and
let Ri ⊆ V for i = 1, . . . , k. Then there exists a system {Bi}1≤i≤k of pairwise edge-disjoint branchings in
D where the root set of Bi is Ri and V (Bi) consists of all the vertices which are reachable from Ri in D
if and only if each nonempty X ⊆ V has at least as many ingoing edges as many Ri are disjoint from X
but can reach it by a directed path.
Call a triple R = (D,M, pi) a matroid-rooted digraph if D = (V,A) is a digraph, M = (S, I) is a
matroid and pi : S → P(V ) \ {∅}. For X ⊆ V let S(X) = {i ∈ S : pi(i) ∩X 6= ∅}. The matroid-rooted
digraph is called independent if S(v) ∈ I for all v ∈ V . A branching packing B with respect to R
is a system of edge-disjoint branchings B = {Bi}i∈S in D where the root set of Bi is pi(i). A branching
packing is called total if for each v the set {i ∈ S : v ∈ V (Bi)} is a base of M.
Theorem 6 (O. Durand de Gevigney, V.-H. Nguyen, and Z. Szigeti, [3]) Let (D,M, pi) be a fi-
nite matroid-rooted digraph. Then there exists a total branching packing if and only if (D,M, pi) is
independent and each nonempty X ⊆ V (D) has at least r(M)− r(S(X)) many ingoing edges in D.
To formulate a common generalization of Theorems 5 and 6, let us denote by N (X) (the need of
X) the set spanned by the matroid elements i for which there is a pi(i)→ X path in D. The branching
packing B is maximal if for all v ∈ V the set {i ∈ S : v ∈ V (Bi)} is a base of N (v).
Theorem 7 (Cs. Kira´ly, [10]) Let (D,M, pi) be a finite matroid-rooted digraph. Then there exists a
maximal branching packing if and only if (D,M, pi) is independent and each X ⊆ V (D) has at least
r(N (X))− r(S(X)) many ingoing edges in D.
We investigated the possibility of the infinite generalization of the theorem above. To do so, we need
to introduce the notion of infinite matroid. In the first half of the 20th century infinite matroids are
most often defined like finite ones, with the additional axiom: an infinite set is independent if all of its
finite subsets are independent. Let us mention vector spaces with linear independence and the graphic
and transversal matroids for example. This approach was not a satisfactory infinite generalisation of
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matroids since it spoils duality, one of the key features of finite matroid theory. Rado asked in 1966 for
the development of a theory of infinite matroids with duality. This goal has been achieved in 2013 (see
[2]). The “right” infinite generalization is the following. The pair M = (S, I) is a matroid if I ⊆ P(S)
and it satisfies the following axioms.
1. ∅ ∈ I,
2. I ⊆ I ′ ∈ I implies I ∈ I,
3. if B is a ⊆-maximal element of I and I ∈ I is not maximal, then there is an i ∈ B \ I such that
(I ∪ {i}) ∈ I,
4. if I ∈ I and I ⊆ X ⊆ S, then the set {I ′ ∈ I : I ⊆ I ′ ⊆ X} has a ⊆-maximal element.
Now we turn to the generalization of Theorem 7. For an I ∈ I and v ∈ V , an (I, v)-linkage is a
system of edge-disjoint directed paths {Pi}i∈I such that Pi goes from pi(i) to v. The maximality criteria
leads to the following necessary condition beyond independence.
Condition 1 (linkage condition) For all v ∈ V there exists a base Bv of N (v) such that there is a
(Bv, v)-linkage in D where Bv is a base of N (v).
Indeed, a maximal branching packing contains such a linkage for any v. By applying the ideas of the
proofs of theorems 3 and 4, we obtained the following.
Theorem 8 (A. Joo´, [8]) Let (D,M, pi) be matroid-rooted digraph that satisfies one of the two condi-
tions below. Then there exists a maximal branching packing if and only if (D,M, pi) is independent and
the linkage condition holds.
• M has finite rank and for any forward-infinite path P of D we have N (V (P )) ⊆ spanM(S(V (P )))
• M is a direct sum of countably many finite rank matroids and for any backward-infinite path P of
D we have N (V (P )) ⊆ spanM(S(V (P ))).
Q. Fortier, Cs. Kira´ly, M. Le´onard, Z. Szigeti, and A. Talon introduced in [5], among other results,
a further generalization of branching packing problems. Their idea is to use hyperdigraphs in which a
directed edge has exactly one head and at least one tail. A hyperdigraph is called a branching if from the
set of the vertices with zero indegree (the root of the branching) one can reach any vertex by a unique
sequence of hyperedges. One can formulate all the theorems above in this generalized form and then
reduce it to the original in the proof.
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1 Introduction
A d-dimensional (bar-and-joint) framework is a pair (G, p), where G = (V,E) is a graph and p is a
map from V to Rd. We consider the framework to be a straight line realization of G in Rd. Two
realizations (G, p) and (G, q) of G are equivalent if ||p(u)− p(v)|| = ||q(u)− q(v)|| holds for all pairs u, v
with uv ∈ E, where ||.|| denotes the Euclidean norm in Rd. Frameworks (G, p), (G, q) are congruent if
||p(u)− p(v)|| = ||q(u)− q(v)|| holds for all pairs u, v with u, v ∈ V .
We say that (G, p) is globally rigid in Rd if every d-dimensional realization of G which is equivalent
to (G, p) is congruent to (G, p). The framework (G, p) is rigid if there exists an  > 0 such that, if (G, q)
is equivalent to (G, p) and ||p(v)− q(v)|| <  for all v ∈ V , then (G, q) is congruent to (G, p). Intuitively,
this means that if we think of a d-dimensional framework (G, p) as a collection of bars and joints where
points correspond to joints and each edge to a rigid (i.e. fixed length) bar joining its end-points, then
the framework is globally rigid if its bar lengths determine the realization up to congruence. It is rigid if
every continuous motion of the joints that preserves all bar lengths must preserve all pairwise distances
between the joints.
It is a hard problem to decide if a given framework is rigid or globally rigid. We obtain more tractable
problems if we consider generic frameworks i.e. frameworks in which there are no algebraic dependencies
between the coordinates of the vertices.
It is known that the rigidity of frameworks in Rd is a generic property, that is, the rigidity of (G, p)
depends only on the graph G and not the particular realization p, if (G, p) is generic, see [22]. We say
that the graph G is rigid in Rd if every (or equivalently, if some) generic realization of G in Rd is rigid.
The problem of characterizing when a graph is rigid in Rd has been solved for d = 1, 2, and is a major
open problem for d ≥ 3.
A similar situation holds for global rigidity. Gortler, Healy and Thurston [6] proved that the global
rigidity of d-dimensional frameworks is a generic property for all d ≥ 1. We say that a graph G is globally
rigid in Rd if every (or equivalently, if some) generic realization of G in Rd is globally rigid. Hendrickson
1This work was supported by the National Research, Development and Innovation Office, grant no. NKFIH K115483
and K 109240.
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[7] proved two key necessary conditions for the global rigidity of a graph. We say that G is redundantly
rigid in Rd if removing any edge of G results in a rigid graph.
Theorem 1 [7] Let G be a globally rigid graph in Rd. Then either G is a complete graph on at most
d+ 1 vertices, or G is
(i) (d+ 1)-connected, and
(ii) redundantly rigid in Rd.
He conjectured that the necessary conditions of Theorem 1 together are also sufficient to imply the
global rigidity of the graph in Rd. It is indeed so for d = 1, 2. It is not hard to verifiy that a 1-dimensional
generic framework (G, p) is globally rigid if and only if either G is the complete graph on at most two
vertices or G is 2-connected. The characterization for d = 2 is as follows.
Theorem 2 [10] Let G be a graph. Then G is globally rigid in R2 if and only if either G is a complete
graph on at most three vertices, or G is 3-connected and redundantly rigid in R2.
However, there exist counterexamples to his conjecture for d ≥ 3, see [2, 15], and characterizing the
globally rigid graphs in three-space and in higher dimensions remains another major open problem in
rigidity theory. For the definitions not given here and for a detailed survey of rigid and globally rigid
d-dimensional frameworks and graphs, and their applications, we refer the reader to [11, 14, 22].
2 A sufficient condition for global rigidity
In this section we prove that rigidity in Rd+1 implies global rigidity in Rd. We shall rely on the following
results, due to Whiteley and Tanigawa, respectively.
Let G = (V,E) be a graph. The cone graph of G, denoted by G ∗ u, is obtained from G by adding a
new vertex u and new edges (u, v) for all vertices v ∈ V .
Theorem 3 [21] A graph G is rigid in Rd if and only if the cone graph of G is rigid in Rd+1.
We say that graph G = (V,E) is vertex-redundantly rigid in Rd if G− v is rigid in Rd for all v ∈ V .
Theorem 4 [20] If G is vertex-redundantly rigid in Rd then it is globally rigid in Rd.
Theorem 5 If G is rigid in Rd+1 then it is vertex-redundantly rigid in Rd.
Proof: For a contradiction suppose that G − v is not rigid in Rd for some vertex v ∈ V . It follows
from Theorem 3 that the cone graph (G− v) ∗ u is not rigid in Rd+1. Since G is a spanning subgraph of
(G− v) ∗ u, we obtain that G is not rigid in Rd+1, a contradiction. 
For several extensions of Theorem 5 see [17]. Theorem 5 and Theorem 4 imply the desired sufficient
condition.
Theorem 6 If G is rigid in Rd+1 then it is globally rigid in Rd.
The sufficient condition in Theorem 6 is not necessary: consider for example the cycles of length at
least four in R1 and their iterated cone graphs.
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3 Making rigid graphs globally rigid
We can use Theorem 6 to solve an extremal question about the size of a smallest augmenting set of edges
that makes a rigid graph globally rigid.
Theorem 7 Let G = (V,E) be a rigid graph in Rd with |V | ≥ d+ 1. Then G can be made globally rigid
in Rd by adding at most |V | − d− 1 edges.
Proof: We may suppose that G is minimally rigid in Rd. Thus E is independent in the d-dimensional
rigidity matroid, which implies that E is independent in the (d + 1)-dimensional rigidity matroid, too.
Extend G to a minimally rigid graph G′ = (V,E + F ) in Rd+1. The size of the set F of the added edges
can be obtained as follows:




















) = |V | − d− 1. (1)
Since G′ is globally rigid in Rd by Theorem 6 the theorem follows. 
The upper bound in Theorem 7 is tight for all d ≥ 1 and all |V | ≥ d + 1: consider the graph G
obtained from the complete graph Kd by adding |V | − d vertices of degree d so that each vertex is fully
connected to the complete subgraph Kd. It is easy to see that at least |V | − d − 1 new edges must be
added in order to make G globally rigid.
3.1 Augmenting braced triangulations
By the following recent result of Jorda´n and Tanigawa we can improve on the upper bound of Theorem 7
for braced triangulations. We say that a graph is a braced triangulation if it contains a planar triangulation
(i.e. a maximal planar graph) as a spanning subgraph.
Theorem 8 [16] A braced triangulation is globally rigid in R3 if and only if it is 4-connected.
Thus the augmentation problem boils down to finding a smallest set of new edges whose addition
makes a braced triangulation 4-connected. It turns out that a simple characterization of the optimum
(and a polynomial time algorithm for finding an optimal solution) follows from a result of Jackson and
Jorda´n [10].
Let H = (V,E) be a braced triangulation. We say that D ⊂ V (H) is a fragment of H if there is a
three-separator S for which D is the vertex set of a connected component of H−S. Since H is 3-connected
and 4-independence free1 the min-max result from [10, Theorem 3.12] applies and gives that the size of
a smallest set of new edges which makes H 4-connected is equal to
max{b(H)− 1, dt(H)/2d}, (2)
where b(H) denotes the maximum number of connected components of H −S over all three-separators S
of H and t(H) is the maximum number of pairwise disjoint fragments in H. Since H−S has exactly two
connected components for every three-separator S of a braced triangulation (see [16]), we have b(H) ≤ 2.
Thus (2) reduces to dt(H)/2e. It is not hard to show that in a (braced) triangulation the fragments
form a laminar family and hence the minimal fragments are pairwise disjoint. Therefore t(H) equals the
number of minimal fragments of H.
By using this fact one can show that a triangulation on n vertices has at most (roughly) 2n3 minimal
fragments2. Thus there is always an augmenting set of size at most n3 .
1A 3-connected graph H is called 4-independence free if there is no three-separator S in H which contains a fragment.
Since the three-separators in a (braced) triangulation induce complete subgraphs, see e.g [16], every braced triangulation is
4-independence free.
2The worst case occurs in the family of triangulations which are obtained from another tringulation by inserting a vertex
of degree three into each face.
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4 Minimally globally rigid graphs
A graph G is minimally globally rigid in Rd if it is globally rigid but removing any edge from G leaves a
graph which is not globally rigid in Rd. We conjecture that the number of edges of a minimally globally
rigid graph is linear in the number of vertices for every fixed d, and hence the minimum degree can be
bounded by a (linear) function of d. It is well known that the minimally rigid graphs in Rd satisfy both
of these properties.
Conjecture 9 Let G = (V,E) be minimally globally rigid in Rd with |V | ≥ d+ 1. Then
(a) |E| ≤ (d+ 1)|V | − (d+22 ) and
(b) the minimum degree of G is at most 2d+ 1.
Note that (a) implies (b). The upper bounds on the edge number and the minimum degree would be






This graph can be obtained from Kd+2 by a sequence of 1-extensions, and hence it is globally rigid in
Rd. Since every edge is incident with a vertex of degree d + 1, it is a minimally globally rigid graph
with (d+ 1)|V | − (d+ 1)2 edges. It may be interesting to construct minimally globally rigid graphs with
minimum degree 2d+ 1.
In the rest of this subsection we show that Conjecture 9 is true for d = 1, 2. The one-dimensional
case is easy to deduce from the fact that a graph is globally rigid in R1 if and only if it is 2-connected.
By a result of Mader [19] a minimally 2-connected graph G = (V,E) satisfies |E| ≤ 2|V | − 4, unless G is
a triangle.
We next verify the conjecture in the two-dimensional case. We need the following inductive construc-
tion of globally rigid graphs in R2. The 1-extension operation removes some edge uw from the graph and
adds a new vertex v as well as new edges vu, vw, vz for some vertex z different from u,w.
Theorem 10 [10] Let G = (V,E) be a graph with |V | ≥ 4. Then G is globally rigid in R2 if and only if
G can be obtained from K4 by a sequence of edge additions and 1-extensions.
Theorem 11 Suppose that G = (V,E) is minimally globally rigid in R2 with |V | ≥ 4. Then |E| ≤ 3|V |−6
and the minimum degree of G is equal to 3.
Proof: Consider a sequence of graphs G1, G2, ..., Gt for which G1 = K4, Gt = G, and Gi is obtained
from Gi−1 by an edge addition or 1-extension for all 2 ≤ i ≤ t. Such a sequence exists by Theorem 10.
Note that K4 satisfies |E| = 3|V | − 6. Since G is minimally globally rigid, every edge addition operation
used in this sequence adds an edge which will be split into two edges later by a 1-extension operation.
This leads to a pairing, that is, a bijection between the added edges and a subset of the 1-extension
operations. Each pair increases the number of vertices by one and the number of edges by three. A
1-extension operation alone increases the number of vertices by one and the number of edges by two.
Thus, since K4 satisfies |E| = 3|V | − 6, and the total number of edges added by the operations is not
more than three times the number of added vertices, Gt = G satisfies |E| ≤ 3|V | − 6, as required.
The second part of the claim follows from the fact that, by the minimality of G, the graph Gt is
obtained from Gt−1 by a 1-extension operation. 
Consider a minimally globally rigid graph G in R2 which is vertex-redundantly rigid. Then G is
minimally vertex-redundantly rigid by Theorem 4 and hence we can use the following result of Kira´ly
and Kaszanitzky to prove that G satisfies the bounds of Conjecture 9.
Theorem 12 [17] Let G = (V,E) be a minimally vertex-redundantly rigid graph in Rd. Then |E| ≤
(d+ 1)|V | − (d+22 ).
Theorem 12 is an immediate corollary of the following stronger result: if G is minimally vertex-
redundantly rigid in Rd then every edge of G is a bridge in Rd+1(G), see [17, Lemma 6].
There exist globally rigid graphs which are not vertex-redundantly rigid in Rd for all d ≥ 2. Still we
beleive that a similar approach can be used to handle these graphs. The truth of the next conjecture
would imply Conjecture 9.
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Conjecture 13 Let G be globally rigid in Rd and suppose that G − e is not. Then e is a bridge in
Rd+1(G).
We have the following partial results (c.f. Theorem 1).
Theorem 14 Let G = (V,E) be (d + 1)-connected and redundantly rigid in Rd. Suppose that for some
edge e = uv ∈ E we have that either
(i) G− e is not (d+ 1)-connected, or
(ii) G− e is not redundantly rigid in Rd.
Then e is a bridge in Rd+1(G).
Proof: (i) Suppose that e belongs to an M -circuit H of Rd+1(G). By [9, Lemma 2.5] this implies that
G− e contains (d+ 1) pairwise openly-disjoint uv-paths. It is easy to see that in this case G− e must be
(d+ 1)-connected, a contradiction.
(ii) If G − e is not redundantly rigid in Rd then there is an edge f ∈ E for which G − e − f is not
rigid in Rd. Then e is a bridge in Rd(G− f). Let w be an end-vertex of f which is disjoint from e. If e
is not a bridge in Rd(G− v) then it belongs to some M -circuit H. But H is an M -circuit in G− f , too,
contradicting the fact that e is a bridge in Rd(G− f). Hence e is a bridge in Rd(G− v) . Therefore, by
Theorem 3, e is a bridge in Rd+1((G− v) ∗ v) and also in Rd+1(G). 
In this context one may go up one dimension and focus on rigidity rather than global rigidity. This
motivates the search for upper bounds on the edge number of graphs satisfying special rigidity properties.
Lemma 15 Let G be minimally globally rigid in Rd. Then
(i) every rigid subgraph of G in Rd+1 is minimally rigid in Rd+1, and
(ii) every M -circuit of G in Rd+1 is non-rigid in Rd+1.
Proof: The proof follows from Theorem 6. It is based on the fact that replacing a rigid (resp. globally
rigid) subgraph of a graph by another rigid (resp globally rigid) subgraph, on the same vertex set,
preserves rigidity (resp. global rigidity). 
This leads to the following problem, which is interesting only if d ≥ 3 (for otherwise the solution is
straightforward, since every M -circuit is rigid in R1 and R2).
Problem 16 Let G = (V,E) be a graph and let d ≥ 3 be a fixed dimension. Give a (tight) upper bound
on |E|, in terms of d and |V |, if G satisfies that
(i) every rigid subgraph of G is minimally rigid,
(ii) every M -circuit of G is non-rigid.
Clearly, (i) implies (ii). To see that the other implication does not always hold consider a rigid graph
G in R3 obtained from the well-known double banana graph by adding an edge. This graph satisfies (ii),
but does not satisfy (i). More generally, consider a chain of K5’s, obtained by taking 2-sums, and add
some more edges (bridges) to make it rigid in R3. This graph satisfies (ii) and has roughly 103 |V | − 6
edges.
5 Squares of graphs and connectivity
The square G2 of a graph G is obtained from G by adding a new edge uv for all non-adjacent vertex
pairs u, v of G with a common neighbour. Squares of graphs (sometimes called molecular graphs) can
be used as a model in the study of rigidity properties of molecules in three-space. The characterization
of globally rigid squares in R3 is not known. We recall the following conjecture due to Connelly, Jorda´n,
and Whiteley.
Let H = (V,E) be a multigraph. We say that H is highly m-tree-connected if H − e contains m
edge-disjoint spanning trees for all e ∈ E.
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Conjecture 17 [4] Suppose that G has no cycles of length at most four. Then G2 is globally rigid in R3
if and only if G2 is 4-connected and the multi-graph 5G is highly 6-tree-connected.
Note that the original conjecture in [4] was slightly different and incomplete: it did not include the
4-connectivity condition and the “only if” implication. The following example from [12] shows that it is
necessary to exclude short cycles: consider two four-cycles with a common vertex. For this graph G we
have that 5G is highly 6-tree-connected but G2 is not even redundantly rigid in R3. If we replace the four-
cycles by five-cycles, we obtain a graph for which 5G is highly 6-tree-connected and G2 is redundantly
rigid. However, G2 is not 4-connected and hence it is not globally rigid in R3.
Lova´sz and Yemini [18], resp. Connelly, Jorda´n, and Whiteley [4] conjectured that every sufficiently
highly connected (in terms of d) graph is rigid (resp. globally rigid) in Rd. These conjectures (which are
closely related by Theorem 4) are open for all d ≥ 3.
The former conjecture was verified for squares of graphs.
Theorem 18 [13] Suppose that G2 is 7-connected for some graph G. Then G2 is rigid in R3.
The next target might be a similar result for globally rigid squares in three-space. Currently we can
only verify the following rather special case.
Theorem 19 Let G be a graph and let k ≥ 8 be an integer. Suppose that G2 is k-connected and the
maximum degree of G is at most k − 7. Then G2 is globally rigid in R3.
Proof: By Theorems 4 and 18 it suffices to show that H = (G − v)2 is 7-connected for all v ∈ V . For
a contradiction suppose that there is vertex separator S of size six in H. Note that for every component
D of H −S there is at least one edge from v to D in G, for otherwise S+ v is a separator in G2 of size at
most 7. Moreover, since H has at least k vertices and v has degree at most k − 7, there is a component
D′ of H − S which contains a vertex w with vw /∈ E(G). Now S ∪ (NG(v) ∩ V (D′)) ∪ {v} is a separator
in G of size at most 6 + k − 7− 1 + 1 ≤ k − 1, a contradiction. 
In particular, if G has maximum degree 4 and G2 is 11-connected then G2 is globally rigid.
The investigation of globally rigid powers of graphs was initiated by Cheung and Whiteley [1]. Among
other results they proved that Gd+1 is globally rigid in Rd if and only if G is connected. For Gd we have
the following conjecture. We say that a path P from vertex u1 to vertex u2 is separating in a connected
graph G if G can be obtained from two disjoint non-trivial connected graphs G1, G2, with ui ∈ V (Gi),
i = 1, 2, by adding the internal vertices and edges of P . For example, a separating path on two vertices
corresponds to a bridge e of G for which each component of G− e has at least two vertices.
Conjecture 20 Let G be a connected graph and d ≥ 2. Then Gd is globally rigid in Rd if and only if G
does not contain a separating path on d vertices.
A proof of Conjecture 20 up to d = 3 was announced in [1].
6 Minimum cost globally rigid spanning subgraphs
The Minimum cost globally rigid spanning subgraph problem is as follows: given a graph G = (V,E),
a cost function c : E → R, and a positive integer d, find a spanning subgraph H = (V,E′) which is
globally rigid in Rd and for which c(E′) =
∑
e∈E′ c(e) is as small as possible. If c is uniform, we look for
a minimum size globally rigid spanning subgraph. In the metric version of the problem G is a complete
graph and c satisfies the triangle inequality. Another interesting special case is when c(e) ∈ {0, 1} for
all e ∈ E. This version is called the minimum size globally rigid augmentation problem. We may obtain
similar problems by changing global rigidity to redundant rigidity (or any other rigidity property) above.
Most of the existing results concerning this problem deal with the 1-dimensional case and are formu-
lated in terms of 2-connected or 2-edge-connected spanning subgraphs. Garcia and Tejel [5] solve the
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redundantly rigid augmentation problem for d = 2 for minimally rigid input graphs and show that this
version is NP-hard for general graphs.
Since global rigidity is equivalent to 2-connectivity in R1, the (uniform cost version of the) 1-
dimensional case of this problem contains the Hamilton cycle problem as a special case. By iterated
coning we can add d − 1 additional vertices and 0-cost edges and reduce the 1-dimensional case to the
d-dimensional case for any given d. This shows that the problem is NP-hard for all d ≥ 1, even for
0-1-valued cost functions. A similar argument works for redundant rigidity, too.
This leads to a large family of optimization problems for which one should look for approximation
algorithms.
Problem 21 Design efficient approximation algorithms for the Minimum cost globally rigid spanning
subgraph problem.
The low dimensional cases are also quite interesting. Note that testing feasibility is a difficult open
problem for d ≥ 3.
Since a redundantly rigid graph in R2 on vertex set V has at least 2|V | − 2 edges, Theorem 1 and
Theorem 11 imply the following:
Theorem 22 There is a 1.5-approximation algorithm for the minimum size globally rigid spanning sub-
graph problem in R2.
A similar result [14, Theorem 3.6.4] can be used to obtain a 1.5-approximation algorithm for the
redundantly rigid version.
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A Primal-Dual Approach for Large Scale Integer
Problems
Alpa´r Ju¨ttner









Abstract: This paper presents a refined approach to using column generation to solve specific
type of large integer problems. A primal-dual approach is presented to solve the Restricted
Master problem belonging to the original optimization task. Firstly, this approach allows a
faster convergence to the optimum of the LP relaxation of the problem. Secondly, the existence
of both an upper and lower bound of the LP optimum at each iteration allows a faster searching
of the Branch-and-Bound tree. To achieve this an early termination approach is presented.
The technique is demonstrated on the Generalized Assignment problem and Parallel Machine
Scheduling problem as two reference applications.
Keywords: large scale optimization, column generation, primal-dual methods,
integer programming, scheduling
1 Introduction
One of the most successful approaches to solve large scale practical combinatorial optimization problems is
the combination of special linear programming techniques such as Dantzig-Wolfe Decomposition, Column
Generation or Lagrangian relaxation with Cutting Planes, Branch-and-Bound (B&B) or certain iterative
rounding techniques. Methods of this type are collectively known as Branch-and-Cut-and-Price (B-C-P).
These approaches assume that the problem to be solved is formulated as a huge but well structured
linear (or integer) program (often referred to as a master problem (MP)), which is then decomposed
into a higher and a lower level subproblem, referred to as restricted master problem (RMP) and column
generator (CG) or pricing problem. In case of Lagrangian relaxation, they are called Lagrangian dual
problem and Lagrangian subproblem, respectively [13].
Beginning with the early results of Ford and Fulkerson [12], Appelgren[2], and others, especially after
high performance linear programming solvers became widely available, Column Generation and Branch-
and-Price are now standard tools for tackling various industrial math optimization problems. [3, 22, 20,
19]. It has successfully been applied to versions of traveling salesman, vehicle routing and crew scheduling
problems [6], airline crew pairing [5], scheduling and fleet assignments, in telecommunication (network
dimensioning, resource management and routing) and to staff scheduling problems [8], as well as to generic
combinatorial optimization problems such as (integer) multicommodity flows [12], maximum stable-set
[4] and graph coloring problems [16]. These works made extensive efforts on improving convergence of
Column Generation and on developing efficient problem specific branching strategies (see Sections 2 and
3). On the other hand, several problem classes are still practically intractable, even though they seem to
fit well into this framework.
The aim of this work is to discover ways to further widen the applicability of this approach by
presenting a novel primal-dual solution technique that in one hand provides a faster convergence of the
LP relaxation of the problem and in the other hand, allows a more effective execution of the usual
Branch-and-Bound scheme to find the integer optimum solution.
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The rest of the paper is organized as follows. Section 2 presents a refined approach that improves on
the convergence rate solving the RMS problem in practice and, in addition, is able to provide both a lower
and an upper bound of optimum at each iteration. Then, utilizing this property, Section 3 presents the
early termination technique for B&B in order to speed up finding the integer optimum. Finally Section 4
presents the applicability of the proposed approach to two specific well-know optimization problems.
2 Primal-dual method for solving the RMS
When implementing a column generation based solution, one must often face the poor convergence of the
simplex-based RMP, especially towards the end of the computation. A close to optimal solution may be
found relatively fast, but then a long time is needed to find the real optimum (called the tail-off effect).
Another related phenomenon is the heavy oscillation of the dual variables instead of a smooth convergence
to the optimal values. This is widely considered as the main reason for the poor performance [14]. One of
the first proposals for handling this issue is the BOXSTEP method proposed by Marsten at al. [15] and
the Stabilized Column Generation proposed by du Merle et al. [9], which is considered the most promising
stabilization technique.
Although these techniques are based on the dual considerations of the RMP, they are still primal
approaches from the perspective of the Master Problem, with the property that they maintain a (non-
optimal) feasible solution during the execution.
On the other hand, Lagrangian relaxation [10, 13, 11, 23, 19] represents a completely different
approach. The Lagrangian subproblem computes a lower bound to the optimum of the Master Problem,
while the Lagrangian dual problem aims at finding the parameters maximizing the lower bound, which
maximum is in fact equal to the optimum of the (linear relaxation of) the Master Problem. The Lagrange
relaxation[13] of the same problem combined with the standard subgradient method often provides a
rapidly converging lower bound, while requires solving the same pricing subproblem. Unfortunately,
Lagrange relaxation alone cannot produce a primal feasible solution, and the subgradient method, while
it is very simple to implement still in many cases converges extremely fast, also suffers from frequent
instability, tends to ”stuck” and fails to eventually find the optimum.
Therefore, we propose a combination of the subgradient method with a primal approach. For the latter
one we chose a linear-programming based stabilization [17]. This technique do not use the dual solution
of the master problem as the price vector for column generation, but combines it with the preceding dual
solutions. The smoothing rule proposed in [21], and reconsidered in [17] suggests p˜it = αpˆi + (1 − α)pit
using as pricing vector, where pit denotes the current dual vector, pˆi is the incumbent dual vector and
α ∈ [0, 1). In [17] proposes an efficient self-adjusting scheme adapting α to the phases of the algorithm.
Although the subgradient method convergences highly effectively, its instability and occasional diver-
gence makes it impractical in case of large problems.
We improve this method be periodically inserting subgradient-based improving phases into the above
primal algorithms. The initial step size of subgradient phase is calculated from the average oscillation of
(||pˆi − pit||) of the last primal steps and it stops when no improvents is found within a constant number
of streps. In this way a steady convergence of both the lower and upper bound can be ensu
3 Branching Strategies
It is well known that the branching scheme used in the conventional Branch-and-Bound method does
not applicable for column generation since it would require excluding certain solutions from the pricing
subproblem. Instead, various alternative branching schemes have been proposed. They are rather problem
specific and partition the integer solutions of the problem in a way that is compatible with the pricing
subproblem. See e.g. [7, 1, 18] for some illustrative examples. Section 4 presents such branching rules for
two specific problems.
Even though the primal-dual approach above realize a considerable speedup, we still cannot afford
running the column generation up to finding LP optimum at each node of the branch tree. Exploiting
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the fact that the primal-dual approach maintains both a lower and an upper bound converging to the
optimal value, two ideas are proposed for early termination of the solutions of the RMS subproblem.
Early cut. Normally, a node of the B&B tree is pruned when either the LP subproblem belonging to
the node is infeasible or its LP optimum is worse than the best integer solution found so far. However,
the existence of a lower bound to the LP optimum at each iterations allows us to terminate the solution
as soon as the lower bound reaches the cost of the best integer.
Early branching. When solving the RMP, we iteratively generate an increasing subset of columns
of the full problem and calculate the best LP solution obtainable using only those columns. In vast
majority of the cases these solutions are fractional. Therefore as soon as the LP solution of the RMP
goes below the best integer solution so far, we can conclude that branching will be inevitable. Thus we
stop generating further columns and branch immediately.
These techniques significantly reduce the time required to process one node of the B&B tree, while
— if properly implemented — it increases the size of the B&B tree only marginally.
4 Reference Applications
4.1 Generalized Assignment
In the generalized assignment problem we are given n jobs to be assigned to m agents. Each agent i has
capacity ui, and when job j is assigned to agent i, it requires capacity dij and costs cij . The solution
consists of matching each job to exactly one agent, so that the capacities of the agents are respected and
the total assignment cost is minimized.
Let Ki = {xi1, xi2, . . . , xiki} be the set of all feasible assignment of jobs to agent i, that is xik =
(xik1, x
i






kj ≤ ui (1)
xikj ∈ {0, 1} (j = 1, . . . , n). (2)
Let zik ∈ {0, 1} (i = 1, . . . ,m, k ∈ Ki) indicate whether assignment xik is selected for agent i. Using

















kj = 1 (j = 1, . . . , n) (4)∑
1≤k≤ki
zik ≤ 1 (i = 1, . . . ,m) (5)
zik ∈ {0, 1} (i = 1, . . . ,m, k ∈ Ki), (6)
where the first set of constraints provides that each job is assigned to exactly one agent, while the second
one enforces that at most one feasible assignment is chosen for all the agents.
The corresponding pricing problem consists of finding a feasible assignment to one of the agents with
minimum reduced cost, which can be reformulated as a binary knapsack problem.
For this problem, the following two branching rules are used. In each node, we fix an agent i and job
j, and create two subproblems (a) job j must be assigned to agent i (b) job j is not allowed to be assigned
to agent i. Thus in each node we are given a subproblem, where some agent-job pairs are bounded and
other ones are forbidden. All these restrictions can easily be incorporated to the knapsack problem, and
the columns representing forbidden assignments can be avoided.
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4.2 Parallel Machine Scheduling
In this problem, jobs J := {1, . . . , n} are given with processing times pj , due times dj and weights wj .
These jobs are to be processed by m identical machines while minimizing
∑n
j=1 wj max(0, Cj−dj), where
Cj is the completion time of job j.
A schedule of a single machine is an s = (j1, j2, . . . , jk) sequence of jobs which induces completion
times Cji =
∑i
l=0 pjl and costs c(s) =
∑k
i=1 wji max(0, Cji − dji) The column generation formulation of
this problem consists of the set of variables xsk for each machine k = 1, . . . ,m and for each possible sk











χs(i)xs = 1 ∀i = 1, . . . , j (8)∑
s∈Sk
xs = 1 ∀k = 1, . . . ,m (9)
xs ∈ {0, 1} ∀k = 1, . . . ,m, s ∈ Sk (10)
Where χs is the characteristic vector of s, i.e. χs(i) := |{j ∈ s : j = i}|.
The corresponding pricing subproblem consists of finding a schedule for a single machine with an
additional constant ”price” yj of processing job j. In order to make it solvable by a standard dynamic
programming approach[17], we also allow multiple processing of a job by a single machine, but limit the
maximum number of jobs processed by a single machine to be at most n.
To obtain an integer solution we apply a branch and bound method with the following branching rule.
In every node of the branching tree, for each machine k, we specify a series of subsets J ik of allowed
jobs as the ith job to be processed. This problem can also be solved using standard dynamic programming
technique in time O(n2T ), by calculating the values
c(t, l) :=

+∞ if t < 0,
0 if k = 0, t = 0,
min
j∈Jlk
(wj max(0, t− dj)− yj + c(t− pj , l − 1)) otherwise
(11)
for each values of k = 0, . . . , n and t = 0, . . . , T . The computed value c(t, l) is the cost of the optimal
sequence consisting of j jobs with the last job finished in time t.
In the root node of the branching tree we set J ik := J for all k and i. Then we apply two different
kind of branchings.
1. If a job j appears in the (fractional) schedule of more than one machines, then we choose a machine
k and create two subproblems by (a) assigning job j solely to machine k and (b) the disallowing
processing job j by machine k. These constraints can be enforced by removing the job j from the
corresponding constraint sets J ik′ .
2. If more than one job appears in the (fractional) schedule of a certain machine k at a position i, we
chose one and create two subproblem by either (a) allowing this job only to be processed at positon
k and (b) disallowing it to be processed at position k.
It is easy to see that if neither of the above branching rules are applicable for an optimal solution
of the linear problem obtained by the column generation, then it is an optimal integer solution of the
current subproblem.
In order to apply the early branching approach, we generate columns until the objective function
value becomes lower than the best integer found so far. Then we continue generating, until either an
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optimal solution is found or one of the branching rules becomes applicable. Then we choose the biggest
non integer variable and branch according to that.
5 Conclusion
This paper presented an improved primal-dual method for solving the RMS problem of typical large
scale combinatorial optimization problems which in turn allows implementing the B&B scheme with
only partially solved subproblems. Our initial practical evaluation shows promising improvements on the
reference applications compared to the existing solutions.
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Abstract: It is a famous result of Lova´sz and Yemini that 6-connected graphs are rigid in the
plane [5]. This was recently improved by Jackson and Jorda´n [3] who showed that 6-mixed
connectivity is also sufficient for rigidity. Here we give sufficient connectivity conditions for
both ‘forced symmetric’ and ‘incidentally symmetric’ infinitesimal rigidity in the plane.
Keywords: rigidity, symmetric frameworks, highly connected graphs
1 Introduction
A d-dimensional (bar-joint) framework is a pair (G˜, p), where G˜ = (V˜ , E˜) is a finite simple graph and
p : V˜ → Rd is a map. An infinitesimal motion of (G˜, p) is a function u : V˜ → Rd such that
〈pi − pj , ui − uj〉 = 0 for all {i, j} ∈ E˜, (1)
where ui = u(i), pi = p(i) for each i. An infinitesimal motion u of (G˜, p) is a trivial infinitesimal motion
if there exists a skew-symmetric matrix S and a vector t such that u(i) = Sp(i) + t for all i ∈ V˜ . (G˜, p) is
infinitesimally rigid if every infinitesimal motion of (G˜, p) is trivial, and infinitesimally flexible otherwise.
A framework (G˜, p) is called generic if the coordinates of the image of p are algebraically independent
over Q. Laman’s landmark result from 1970 gives a combinatorial characterisation of generic infinites-
imally rigid frameworks in R2 [10]. In [5] Lova´sz and Yemini established sufficient graph connectivity
conditions for the infinitesimal rigidity of generic frameworks in R2. Their result was recently improved
by Jackson and Jorda´n in [3]. Analogous results for higher dimensions have not yet been found.
Since many structures in areas of application of rigidity theory exhibit non-trivial symmetries, the
study of how symmetry impacts the rigidity and flexibility of frameworks has become a highly active
research area in recent years [9]. There are two basic approaches to this problem. First, one may
ask whether a framework is ‘forced-symmetric rigid’, i.e., whether it can only be deformed by breaking
the original symmetry of the structure. Combinatorial characterisations of the graphs whose generic
realisations (modulo the given symmetry constraints) are forced-symmetric rigid have been established
for all symmetry groups in the plane, except for dihedral groups of order 2n, where n is even [4, 6]. More
generally, one may ask if a symmetric framework is infinitesimally rigid, i.e., wether it does not have any
non-trivial deformations. This problem is more complex. However, combinatorial characterisations for
symmetry-generic infinitesimal rigidity have recently been established for a number of cyclic groups in
the plane [1, 7].
1Research is supported by EPSRC First Grant EP/M013642/1 and by the Hungarian Scientific Research Fund (OTKA,
grant number K109240).
2Research is supported by EPSRC First Grant EP/M013642/1.
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In this paper we extend the results in [3, 5] and establish sufficient connectivity conditions for sym-
metric frameworks to be symmetry-forced rigid, as well as infinitesimally rigid in the plane.
2 Rigidity of symmetric frameworks
2.1 Symmetric graphs
Let G˜ = (V˜ , E˜) be a finite simple graph. An action of a group Γ on G˜ is a group homomorphism
θ : Γ → Aut(G˜), where Aut(G˜) denotes the automorphism group of G˜. An action θ is called free on V˜
(resp., E˜) if θ(γ)(i) 6= i for every i ∈ V˜ (resp., θ(γ)(e) 6= e for every e ∈ E˜) and every non-identity γ ∈ Γ.
We say that a graph G˜ is Γ-symmetric (with respect to θ) if Γ acts on G˜ by θ. In the following we will
frequently omit to specify the action θ if it is clear from the context. We then denote θ(γ)(i) by γi. For
simplicity, we will assume throughout this paper that θ acts freely on V˜ .
For a Γ-symmetric graph G˜ = (V˜ , E˜), the quotient Γ-gain graph of G˜ is the pair (G,ψ), where
G = (V,E) is the quotient graph of G˜, together with an orientation on the edges, and ψ : E → Γ is an
edge labelling defined as follows. Each edge orbit Γe connecting Γi and Γj in G˜/Γ can be written as
{{γi, γ ◦ αj} | γ ∈ Γ} for a unique α ∈ Γ. For each Γe, orient Γe from Γi to Γj in G˜/Γ and assign to it
the gain α. Then E is the resulting set of oriented edges, and ψ is the corresponding gain assignment.
See Figure 1(b) for an example of a quotient Γ-gain graph.
Note that (G,ψ) is unique up to choices of representative vertices. Moreover, the orientation is only
used as a reference orientation and may be changed, provided that we also modify ψ so that if e is an
edge in one direction, and e−1 is the same edge in the opposite direction, then ψ(e−1) = ψ(e)−1.
Let G˜ be a finite simple Γ-symmetric graph and let (G,ψ) be its quotient Γ-gain graph. Then G˜
is called the covering graph of (G,ψ). Furthermore, the map c : G˜ → G which maps every element
of a vertex orbit of G˜ to its representative vertex in G and every element of an edge orbit of G˜ to its
representative edge in G is called a covering map.
2.2 Symmetric frameworks
Let G˜ be a Γ-symmetric graph (with respect to θ : Γ→ Aut(G˜)), and let Γ act on Rd via the homomor-
phism τ : Γ→ O(Rd). A framework (G˜, p) is called Γ-symmetric (with respect to θ and τ) if
τ(γ)(p(i)) = p(θ(γ)i) for all γ ∈ Γ and all i ∈ V˜ . (2)
Let G = (V,E) be the quotient Γ-gain graph of G˜ with the covering map c : G˜→ G. It is convenient
to fix a representative vertex i of each vertex orbit Γi = {γi : γ ∈ Γ}, and define the quotient of p to be
p′ : V → Rd, so that there is a one-to-one correspondence between p and p′ given by p(i) = p′(c(i)) for











Figure 1: A framework with dihedral symmetry τ(Γ) = C3v = 〈s, C3〉 (a) and its corresponding quotient
Γ-gain graph (b).
For the group τ(Γ), let QΓ be the field generated by Q and the entries of the matrices in τ(Γ). We say
that p is Γ-generic if the set of coordinates of the image of p′ is algebraically independent over QΓ. Note
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that this definition does not depend on the choice of representative vertices. A Γ-symmetric framework
(G˜, p) is called Γ-generic if p is Γ-generic.
Throughout this paper, we will use the Schoenflies notation to describe the symmetries of frameworks.
Note that in dimension 2, τ(Γ) can only be a reflection group of order 2 (denoted by Cs), a rotational
group of order n generated by a rotation Cn about the origin by 2pi/n, n ∈ N (denoted by Cn), or a
dihedral group of order 2n generated by a reflection and a rotation Cn (denoted by Cnv).
2.3 Forced-symmetric rigidity
An infinitesimal motion u of a Γ-symmetric framework (G˜, p) is called Γ-symmetric (with respect to θ
and τ) if the velocity vectors exhibit the same symmetry as (G˜, p), that is, if τ(γ)ui = uγi for all γ ∈ Γ
and all i ∈ V˜ . Moreover, we say that (G˜, p) is Γ-symmetric infinitesimally rigid if every Γ-symmetric
infinitesimal motion is trivial.
A key motivation for studying Γ-symmetric infinitesimal rigidity is that for Γ-generic frameworks, there
exists a non-trivial Γ-symmetric infinitesimal motion if and only if there exists a non-trivial symmetry-
preserving continuous motion [8, 9].
For a d-dimensional Γ-symmetric framework (G˜, p), a symmetric analog of the rigidity matrix R(G˜, p)
[10], known as the orbit rigidity matrix was introduced in [8]. This matrix is of size |E| × d|V | and
completely describes the Γ-symmetric infinitesimal rigidity properties of (G˜, p). In particular, its kernel
is isomorphic to the space of Γ-symmetric infinitesimal motions of (G˜, p). We define the rigidity matroid
of (G,ψ), Rτ (G,ψ), to be the row matroid of the orbit rigidity matrix of a Γ-generic realisation of G
(with respect to θ and τ). The bases of this matroid have been characterised for Cs, Cn, n ∈ N, and
C(2n+1)v, n ∈ N, in [4, 6]. (For the groups C(2n)v, however, this problem is still open [4].) To state these
results, we need the following definitions.
Let (G,ψ) be a quotient Γ-gain graph. The gain ψ(W ) of a closed walk W in (G,ψ) of the form
v1, e1, v2, e2, v3, . . . , vk, ek, v1 is defined as Π
k
i=1ψ(ei)
sign(ei), where sign(ei) = 1 if ei is directed from vi to
vi+1, and sign(ei) = −1 otherwise. For E′ ⊆ E and i ∈ V (E′), we define the subgroup of Γ induced by
E′ as 〈E′〉ψ,i = {ψ(W ) : W ∈ W(E′, i)}, where W(E′, i) is the set of closed walks starting at i using
only edges of E′. A connected subset E′ ⊆ E is called balanced if 〈E′〉ψ,i = {id} for some i ∈ V (E′)
(or equivalently for all i ∈ V (E′)). Further, a connected subset E′ ⊆ E is called cyclic if 〈E′〉ψ,i is a
cyclic subgroup of Γ for some i ∈ V (E′) (or equivalently for all i ∈ V (E′)). A (possibly disconnected)
subset E′ ⊆ E is called balanced (cyclic, resp.) if each of its connected components is balanced (cyclic).
A subset E′ ⊆ E which is not balanced is called unbalanced.
Given a quotient Γ-gain graph (G,ψ), let ρ be the function on E defined by ρ(X) = 2|V (X)|−3+β(X)
for X ⊆ E where
β(X) =

0 if X is balanced;
2 if X is unbalanced and cyclic;
3 otherwise.
Theorem 1 [4] Let (G˜, p) be a Γ-generic framework (with respect to θ and τ) such that τ(Γ) is Cs, Cn or
C(2n+1)v. Further, let (G,ψ) be the quotient Γ-gain graph of G˜ with G = (V,E), and let E′ ⊆ E. Then E′
is independent in Rτ (G,ψ) if and only if ρ(F ) ≥ |F | for all ∅ 6= F ⊆ E′. Further, (G˜, p) is Γ-symmetric
infinitesimally rigid if and only if (G,ψ) contains a spanning independent set of 2|V | − 1 or 2|V | edges,
depending on wether Γ is a non-trivial cyclic or dihedral group.
The rank function of Rτ (G,ψ) is given by the following formula.
Theorem 2 [4] Let (G˜, p) be a Γ-symmetric framework (with respect to θ and τ) such that τ(Γ) is Cs,
Cn or C(2n+1)v. Further let (G,ψ) be the quotient Γ-gain graph of G˜ with G = (V,E). The rank of a set









2.4 Infinitesimal rigidity of symmetric frameworks
Combinatorial characterisations of Γ-generic infinitesimally rigid frameworks have been established for a
selection of cyclic groups in [7]. We need the following definitions.
Let Γ be the group Zk = {0, 1, . . . , k − 1} and for t = 0, 1, . . . , k − 1, let ιt : Γ → C \ {0} be the
irreducible representation of Γ defined by ιt(j) = ω
tj , where ω denotes the root of unity e
2pii
k . For a
Γ-symmetric framework (G˜, p), an infinitesimal motion u : V˜ → Rd of (G˜, p) is called ιt-symmetric if it
satisfies
τ(γ)ui = ω
tγuγi for all γ ∈ Γ and all i ∈ V˜ .
A Γ-symmetric framework (G˜, p) is called ιt-symmetric infinitesimally rigid if every ιt-symmetric in-
finitesimal motion of (G˜, p) is trivial.
Theorem 3 [7] A Γ-generic framework (G˜, p) (with respect to θ and τ) is infinitesimally rigid if and
only if it is ιt-symmetric infinitesimally rigid for every irreducible representation ιt of Γ.
Note that ι0 is the trivial irreducible representation of Γ which assigns 1 to each γ ∈ Γ. Therefore, a
framework is ι0-symmetric infinitesimally rigid if and only if it is Γ-symmetric infinitesimally rigid.
For a Γ-symmetric framework (G˜, p), an orbit rigidity matrix Ot(G˜, p) was introduced in [7] for each
irreducible representation ιt of Γ. (For t = 0, the matrix O0(G˜, p) is the orbit rigidity matrix discussed
in Section 2.3). Analogous to the case t = 0, the matrix Ot(G˜, p) completely describes the ιt-symmetric
infinitesimal rigidity properties of (G˜, p) for each t. We define the ιt-symmetric rigidity matroid of (G,ψ),
Rtτ (G,ψ), to be the row matroid of Ot(G˜, p) for a Γ-generic realisation of G (with respect to θ and τ).
Given a quotient Γ-gain graph (G,ψ), where Γ = Z2, let µ be the function on E defined by µ(X) =
2|V (X)| − 3 + β1(X) for X ⊆ E where
β1(X) =
{
0 if X is balanced;
1 otherwise.
Theorem 4 [7] Let (G˜, p) be a Γ-generic framework (with respect to θ and τ) such that τ(Γ) is Cs or
C2. Further, let (G,ψ) be the quotient Γ-gain graph of G˜ with G = (V,E), and let E′ ⊆ E. Then E′ is
independent in R1τ (G,ψ) if and only if µ(F ) ≥ |F | for all ∅ 6= F ⊆ E′. Further, (G˜, p) is ι1-symmetric
infinitesimally rigid if and only if (G,ψ) contains a spanning independent set of 2|V | − 2 edges.
By Theorem 3, Theorems 1 and 4 provide a combinatorial characterisation of Γ-generic infinitesimally
rigid frameworks for Γ = Z2.
Note that the matroid R1τ (G,ψ) is the Dilworth truncation of the union of the graphic matroid and
the frame matroid (or bias matroid) of (G,ψ). We have the following formula for the rank function of
R1τ (G,ψ).
Theorem 5 Let (G˜, p) be a Γ-symmetric framework (with respect to θ and τ) such that τ(Γ) is Cs or
C2. Further let (G,ψ) be the quotient Γ-gain graph of G˜ with G = (V,E). The rank of a set E′ ⊆ E in





µ(Ei) : {E1, . . . , Es} is a partition of E′
}
.
It was shown in [7] that for the three-fold rotational group τ(Γ) = C3, a Γ-generic framework is
Γ-symmetric infinitesimally rigid if and only if it is infinitesimally rigid.
The only other groups for which combinatorial characterisations of Γ-generic infinitesimally rigid
frameworks have been found are the cyclic groups of order n, where n < 1000 is odd [1].
A split of vertex v of a quotient Γ-gain graph (G,ψ) is defined as follows. We can assume that every
edge incident with v is directed from v. Take a 2-partition E1, E2 of non-loop edges incident with v.
Replace v with a pair of vertices v1, v2. Replace every edge vu ∈ Ei with edge viu of the same label for
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i = 1, 2. Then replace every (necessarily unbalanced) loop incident with v with an arc v1v2 of the same
label. We say that a connected set F is near-balanced if it is not balanced and there is a split of (G,ψ)
in which F results in a balanced set.
Given a quotient Γ-gain graph (G,ψ) and an irreducible representation ιt of Γ, let νt be the function
on E defined by νt(X) = 2|V (X)| − 3 + αt(X) for X ⊆ E where
αt(X) =

0 if X is balanced;
2 if X is near-balanced or satisfies 〈X〉ψ,i ' Zl for some
l ∈ {k′ ∈ N| 2 ≤ k′ ≤ k; t ≡ 0 or 1 or − 1 (mod k′)};
3 otherwise.
Theorem 6 [2] Let (G˜, p) be a Γ-generic framework (with respect to θ and τ) such that τ(Γ) is Cn, n ≥ 5
odd. Further, let (G,ψ) be the quotient Γ-gain graph of G˜ with G = (V,E), and let E′ ⊆ E.
(i) Then E′ is independent in Rtτ (G,ψ) if and only if νt(F ) ≥ |F | for all ∅ 6= F ⊆ E′.
(ii) Further, (G˜, p) is ιt-symmetric infinitesimally rigid if and only if (G,ψ) contains a spanning in-
dependent set of 2|V | − 1 edges if t = 0, 1, k − 1, and a spanning independent set of 2|V | edges
otherwise.






νt(Ei) | E0 ⊆ E,E1, . . . , Es are the edge sets of the connected components of G− E0
}
.
3 Sufficient conditions for forced-symmetric rigidity
Following [3], we say that a graph G˜ = (V˜ , E˜) is k-mixed-connected if G˜ − U − D is connected for all
sets U ⊆ V˜ and D ⊆ E˜ which satisfy 2|U | + |D| ≤ k − 1. Note that for k = 6, for example, G˜ is
6-mixed-connected if and only if G˜ is 6-edge-connected, G˜ − v is 4-edge-connected and G˜ − v − u is
2-edge-connected for every v, u ∈ V˜ . In this section we show the following main theorem:
Theorem 7 Let (G˜, p) be a Γ-generic framework (with respect to θ and τ) such that τ(Γ) is Cs, Cn or
C(2n+1)v, and let (G,ψ) be the quotient Γ-gain graph of G˜. Suppose G˜ is 6-mixed-connected. If |Γ| ≥ 6
then suppose further that (G,ψ) is 2-edge-connected. Then (G˜, p) is Γ-symmetric infinitesimally rigid.
To prove this result, we first need the following definitions. For a graph G˜ = (V˜ , E˜) and disjoint
sets X,Y ⊆ V˜ , we let dG˜(X,Y ) denote the number of edges between X and Y , and we let dG˜(X) :=
dG˜(X, V˜ \X). In particular, dG˜(v) = dG˜({v}) for v ∈ V˜ .
A set X ⊆ 2V˜ is called a cover of G˜ if E˜ = ∪X∈X E˜(X). For a partition P = {E1, . . . , Es} of the edge
set E we define a cover X of G˜ as follows. Consider Ei ∈ P and let Γi be the subgroup induced by Ei.
There exists a labelling ψi equivalent to ψ such that the label of every edge in Ei is an element of Γi [4].
Choose a representing element of every vertex orbit of G˜ such that the chosen elements define ψi. Let
V˜i ⊆ V˜ contain those of the representing elements which correspond to the vertex orbits of V (Ei). Then
the vertex set corresponding to Ei is Xi = ΓiV˜i. Every vertex set γXi with γ ∈ Γ belongs to X . (Note
that these sets are not necessarily pairwise distinct.) Thus every Ei ∈ P defines |Γ|/|Γi| vertex sets in X
and X = {X ⊆ V : X = γXi for some γ ∈ Γ, Ei ∈ P}. We will call a cover of E˜ that can be obtained
from a partition of E by applying the above process a symmetric cover.
We will use the following notation. For X ∈ X let EX = Ei for which there is a γ ∈ Γ with γXi = X.
Further, we let Xu = {X ∈ X : |ΓX | ≥ 4} and X3 = {X ∈ X : |X| ≥ 3}.
The following is the key lemma to prove Theorem 7.
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Lemma 8 Suppose that G˜ is Γ-symmetric and 6-mixed-connected. If |Γ| ≥ 6 then suppose further that
(G,ψ) is 2-edge-connected. Then for every symmetric cover X , we have∑
X∈X
(2|X| − 3) ≥ 2|V˜ |+
∑
X∈X3∩Xu
(|ΓX | − 3).
Proof: Let F =
⋃
X∈X3 E˜(X). With this notation, we have
∑
X∈X (2|X| − 3) =
∑
X∈X3(2|X| − 3) +
|E˜ − F |.
Let YX = X
⋂⋃
X′∈X3,X′ 6=X X
′ and X ′ = {X ∈ X3 : X 6= YX}. Then









By the 6-mixed-connectivity of G˜ we have dG˜−YX (X − YX) ≥ max{6 − 2|YX |, 0} for all X ∈ X ′.
Suppose first that for X ∈ X we have YX 6= ∅. Observe that if v ∈ YX for some v ∈ V˜ , then γv ∈ YX for
every γ ∈ ΓX . Thus |YX | ≥ |ΓX |, and if |ΓX | ≥ 4, then dG˜−YX (X−YX) ≥ 0 ≥ 6−2|YX |+ (2|ΓX |−6). If
YX = ∅, then the same inequality holds, since dG˜(X) ≥ 2|ΓX | by the 2-edge-connectivity of (G,ψ). Thus






(|ΓX | − 3) + 3(|V˜ | − |V˜ (X3)|).
Using this we have ∑
X∈X3










(|ΓX | − 3) + 3(|V˜ | − |V˜ (X3)|).
For every X ∈ X3 −X ′ we have |YX | = |X| ≥ max{3, |ΓX |}. Thus






(|ΓX | − 3).
Using that |V˜ | − |V˜ (X3)| ≥ 0 this implies∑
X∈X3























(|ΓX | − 3)− 2|V˜ (X3)|.
2
∑
X∈X3(|X| − |YX |) is twice the number of vertices in V˜ (X3) contained by exactly one X. In∑





X∈X3 |YX | ≥ 2|V˜ (X3)|. Hence∑
X∈X
(2|X| − 3) =
∑
X∈X3
(2|X| − 3) + |E˜ − F | ≥ 2|V˜ |+
∑
X∈X3∩Xu
(|ΓX | − 3)
as we claimed. 























Figure 2: (a) An example of a Z2-gain graph (with Z2 = 〈s〉) whose covering graph is 5-mixed connected,
but not Z2-symmetric infinitesimally rigid. (b) An example of a connected Z6-gain graph (with Z6 = 〈C6〉)
whose covering graph is 6-mixed connected, but not Z6-symmetric infinitesimally rigid. In both (a) and
(b), the orientation and edge label is omitted for every edge with gain id.
Proof: Suppose for a contradiction that G˜ is 6-mixed-connected and the quotient Γ-gain graph (G.ψ)
is 2-edge-connected, but (G˜, p) is not Γ-symmetric infinitesimally rigid. Equivalently, the edge set E of
(G,ψ) has a partition P = {E1, . . . , Es} with
∑s
i=1 ρ(EX) ≤ 2|V | − 2 if G˜ has rotational or reflectional
symmetry or
∑s
i=1 ρ(EX) ≤ 2|V | − 1 if G˜ has dihedral symmetry.
Construct the symmetric cover X of G˜ from P. By the construction of X
|X| = |ΓX ||V (EX)| for every X ∈ X , (3)
from which we obtain
2|V (EX)| − 1 ≥ 2|X| − 3|ΓX | if 2 ≤ |ΓX | ≤ 3, (4)
2|V (EX)| − 1 = (2|X| − 3)− (|ΓX | − 3)|ΓX | if |ΓX | ≥ 4 and ΓX is cyclic, (5)
2|V (EX)| ≥ 2|X| − 3|ΓX | if ΓX is dihedral. (6)
Let Pb = {Ei : Γi is balanced}, Pc = {Ei : Γi is cyclic but not balanced}, and Pd = {Ei : Γi is dihedral}.







(2|V (EX)| − 3) +
∑
EX∈Pc












|ΓX | (2|X| − 3)− |Γ|
∑
EX∈Pc,|ΓX |≥4









(2|X| − 3)− |Γ|
∑
EX∈Pc,|ΓX |≥4





(|ΓX | − 3)− |Γ|
∑
EX∈Pc,|ΓX |≥4
|ΓX | − 3
|ΓX | ≥ 2|V˜ | = 2|Γ||V |,
where the last inequality follows from Lemma 8. This is a contradiction which completes the proof. 
The examples in Figure 2 show that Theorem 7 is best possible. Similar examples are easily con-
structed for the other groups mentioned in Theorem 7.
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4 Sufficient conditions for infinitesimal rigidity
4.1 Reflection and two-fold rotational symmetry
For every n ∈ N, it is easy to construct Γ-generic frameworks with reflection symmetry τ(Γ) = Cs or
half-turn symmetry τ(Γ) = C2 whose underlying graphs are n-connected but that are not ι1-symmetric
infinitesimally rigid. Take, for example, a realisation of the complete graph Kn and its symmetric
copy, and a matching between them, with all matching edges fixed by the non-trivial element γ ∈ Γ.
Such a framework is not ι1-symmetric infinitesimally rigid because a fixed edge in the covering graph G˜
corresponds to a loop in the quotient Γ-gain graph (G,ψ), and such a loop is dependent by Theorem 4.
In the following, we therefore only consider the edges of G˜ that are not fixed. Let E˜` denote the set
of fixed edges in G˜ and let G˜` be G˜− E˜`. Also, let X2 = {X ∈ X , EX is unbalanced}.
We will show the following main theorem:
Theorem 9 Let (G˜, p) be a Γ-generic framework (with respect to θ and τ) such that τ(Γ) is Cs or C2. If
G˜` is 7-mixed-connected, then (G˜, p) is ι1-symmetric infinitesimally rigid.
We need the following key lemma.
Lemma 10 Suppose that G˜` is 7-mixed-connected. Then for every symmetric cover X , we have∑
X∈X
(2|X| − 3) ≥ 2|V˜ |+ |X2|.
Proof: Let F =
⋃
X∈X3 E˜(X). With this notation, we have∑
X∈X
(2|X| − 3) =
∑
X∈X3
(2|X| − 3) + |E˜ − F |.
Let YX = X
⋂⋃
X′∈X3,X′ 6=X X
′ and X ′ = {X ∈ X3 : X 6= YX}. Then









By the 7-mixed-connectivity of G˜` we have dG˜`−YX (X − YX) ≥ max{7 − 2|YX |, 0} for all X ∈ X ′.
Observe that if X ∈ X2 then |YX | has to be even. Suppose first that for X ∈ X ′ ∩ X2 we have |YX | ≥ 4.
Then dG˜`−YX (X − YX) ≥ 6 − 2|YX | + 2. If |YX | = 2 then dG˜`−YX (X − YX) ≥ 3 = 7 − 2|YX | but as
dG˜`−YX (X − YX) must be even, we can also deduce dG˜`−YX (X − YX) ≥ 6 − 2|YX | + 2. If YX = ∅ then
dG˜`−YX (X − YX) ≥ 7 = 7− 2|YX | and again by the parity argument dG˜`−YX (X − YX) ≥ 6− 2|YX |+ 2.
Thus
|E˜ − F | ≥ 3|X ′| −
∑
X∈X ′
|YX |+ |X ′ ∩ X2|+ 3(|V˜ | − |V˜ (X3)|).
Using this we have ∑
X∈X3




|X| − 3|X3|+ 3|X ′| −
∑
X∈X ′
|YX |+ |X ′ ∩ X2|+ 3(|V˜ | − |V˜ (X3)|).
For every X ∈ X2 − X ′ we have |YX | = |X| ≥ 4 and for every X ∈ X3 − X ′ we have |YX | = |X| ≥ 3.
Thus
3|X3| − 3|X ′| = 3|X3 −X ′| ≤
∑
X∈X3−X ′
|YX | − |X2 −X ′|.
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Using |V˜ | − |V˜ (X3)| ≥ 0 this implies∑
X∈X3














(|X| − |YX |) +
∑
X∈X3
|YX |+ |X2| − 2|V˜ (X3)|.
2
∑
X∈X3(|X| − |YX |) is twice the number of vertices in V˜ (X3) contained by exactly one X. In∑





X∈X3 |YX | ≥ 2|V˜ (X3)|. Hence∑
X∈X
(2|X| − 3) =
∑
X∈X3
(2|X| − 3) + |E˜ − F | ≥ 2|V˜ |+ |X2|,
as we claimed. 
We are now ready to prove Theorem 9.
Proof: Suppose for a contradiction that G˜` is 7-mixed-connected but (G˜, p) is not ι1-symmetric in-
finitesimally rigid. Equivalently, the edge set E of the quotient Γ-gain graph (G,ψ) has a partition
P = {E1, . . . , Es} with
∑s







(2|V (EX)| − 3) +
∑
EX∈Pc





(2|X| − 3) +
∑
EX∈Pc
(2|X| − 4) =
∑
X∈X
(2|X| − 3)− |X2| ≥ 2|V˜ | = 4|V |,
where the last inequality follows from Lemma 10. This is a contradiction which completes the proof. 












Figure 3: A Z2-gain graph (with Z2 = 〈s〉) whose covering graph is 6-mixed connected, but not ι1-
symmetric infinitesimally rigid. The orientation and edge label is omitted for every edge with gain id.
By Theorem 3, we may combine Theorem 7 and Theorem 9 to obtain the following.
Corollary 11 Let (G˜, p) be a Γ-generic framework (with respect to θ and τ) such that τ(Γ) is Cs or C2.
If G˜` is 7-mixed-connected, then (G˜, p) is infinitesimally rigid.
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4.2 Rotational symmetry of order n ≥ 3
It was shown in [7] that a generic C3-symmetric framework is C3-symmetric infinitesimally rigid if and only
if it is infinitesimally rigid. If we combine this with Theorem 7 we get the following sufficient condition:
Corollary 12 Let (G˜, p) be a C3-generic framework (with respect to θ and τ). If G˜ is 6-mixed-connected,
then (G˜, p) is infinitesimally rigid.
For rotational groups Cn for odd n and n ≥ 5 we can prove the following similar result:
Theorem 13 Let (G˜, p) be a Cn-generic framework (with respect to θ and τ) where n ≥ 5 and is odd,
and let (G,ψ) be the quotient Γ-gain graph of G˜. Suppose G˜` is 6-mixed-connected. If n ≥ 7 suppose
further that G is 2-edge-connected. Then (G˜, p) is infinitesimally rigid.
Proof: Take an arbitrary cover of E(G`) in the form E0, E1, . . . , Es where E0 ⊆ E and E1, . . . , Es are
the edge sets of the connected components of G − E0. By Theorem 6, G is infinitesimally rigid if and
only if |E0| +
∑s
i=1 νt(Ei) ≥ 2|V | − 1 for t = 0, 1, n − 1 and otherwise |E0| +
∑s
i=1 νt(Ei) ≥ 2|V | holds
for every 0 ≤ t ≤ n− 1.
We will give a lower bound for |E0|+
∑s
i=1 νt(Ei). As every edge in E(G`) forms a balanced set, we

















As {e : e ∈ E0}, E1, . . . , Es is a cover of E(G`), by (the end of the proof of) Theorem 7 we get that
|E0|+
∑s
i=1 νt(Ei) ≥ 2|V | which completes the proof. 
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A general 2-part Erdo˝s-Ko-Rado theorem
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Abstract: A two-part extension of the famous Erdo˝s-Ko-Rado Theorem is proved. The
underlying set is partitioned into X1 and X2. Some positive integers ki, `i(1 ≤ i ≤ m)
are given. We prove that if F is an intersecting family containing members F such that
|F ∩X1| = ki, |F ∩X2| = `i holds for one of the values i(1 ≤ i ≤ m), |X1| and |X2| are large
enough, then |F| cannot exceed the size of the largest subfamily containing one element.
Keywords: extremal set theory, two-part families, cyclic permutation
1 Introduction
Let X be a finite set of n elements. A family F ⊂ 2X is called intersecting if F,G ∈ F implies F ∩G 6= ∅.





. The celebrated theorem of Erdo˝s, Ko and
Rado is the following.












The family of all k-element subsets containing a fixed element x ∈ X shows that the estimate is sharp.
The goal of our paper is to consider the problem when the underlying set is partitioned into two parts
X1, X2 and the sets F ∈ F have fixed sizes in both parts. More precisely let X1 and X2 be disjoint sets
of n1, respectively n2 elements. [2] considered such subsets of X = X1 ∪X2 which had k elements in X1





. The construction above, taking
all possible sets containing a fixed element also works here. If the fixed element is in X1 then the number
















The following theorem of Frankl [2] claims that the larger one of these is the best.
Theorem 2 Let X1, X2 be two disjoint sets of n1 and n2 elements, respectively. The positive integers



























The goal of the present paper is to generalize Theorem 2 for the case when other sizes are also allowed
that is the family consists of sets satisfying |F ∩ X1| = ki, |F ∩ X2| = `i for certain pairs of integers.








The generalization is however a little weaker at one point. In Theorem 2 the thresholds 2k ≤ n1, 2` ≤
n2 for validity are natural. If either n1 or n2 is smaller then the problem becomes trivial, all such sets can
be selected in F . In the generalization below there is no such natural threshold. There will be another
difference in the formulation. We give the construction of the extremal family rather than the maximum
number of sets. A family is called trivially intersecting if there is an element contained in every member.
Theorem 3 Let X1, X2 be two disjoint sets of n1 and n2 elements, respectively. Some positive integers








then |F| cannot exceed the size of the largest trivially intersecting family satisfying the conditions.
Sketch of the proof. (The full proof can be found in [4]
We will use the method of cyclic permutations [3] giving a simple proof of the EKR theorem. There
the analogous problem is solved for intervals along a cyclic permutation and then a double counting easily
finishes the proof. Here we need a pair of cyclic permutations: one for X1 and one for X2. A cycle of
size ni will be represented by the integers mod ni. The usual notation is Zni . Hence the pair of cycles
will be Zn1 × Zn2 . The direct product of the intervals of length k and `, in Zn1 and Zn2 , respectively,
will be a k × ` rectangle in Zn1 × Zn2 . Problems analogous to our Theorem 3 will be considered for such
rectangles.
Let Ri be a family of ki × `i rectangles in Zn1 × Zn2(1 ≤ i ≤ m). We say that R =
⋃m
i=1Ri is a
proj-intersecting family if, for any two members either the projections on Zn1 or on Zn2 are intersecting.
One can prove the statement analogous to Theorem 3 for the rectangles, that is, the largest R is trivially













holds. However this is not sufficient for the proof of the theorem. A weighted version is needed.
Lemma 4 Suppose that the positive integers ki, `i, b, n1, n2 satisfy the inequalities ki, `i ≤ b(1 ≤ i ≤
m), 9b2 < n1, n2. Let Ri be a family of ki × `i rectangles in Zn1 × Zn2(1 ≤ i ≤ m). Suppose that















Fi = {F ∈ F : |F ∩X1| = ki, |F ∩X2| = `i}.
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We use double counting for the sum ∑
F,C1,C2
s(F )
where Cj is a cyclic permutation of Znj (j = 1, 2), F ∈ F and it forms a rectangle for the product of these
two cyclic permutations and the weight s(F ) is defined in the following way:












if F ∈ Fi.
Some tedious calculations and the usage of Lemma 1 leads to the proof of Theorem 3.
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Abstract: Let t be a positive real number. A graph is called t-tough, if the removal of any
cutset S leaves at most |S|/t components. The toughness of a graph is the largest t for which
the graph is t-tough. A graph is minimally t-tough, if the toughness of the graph is t and
the deletion of any edge from the graph decreases the toughness. The complexity class DP
is the set of all languages that can be expressed as the intersection of a language in NP and
a language in coNP. We prove that recognizing minimally t-tough graphs is DP-complete for
any positive integer t and for any positive rational number t ≤ 1/2.
Keywords: 3–6 keywords toughness, complexity, DP-complete
1 Introduction
All graphs considered in this paper are finite, simple and undirected. Let ω(G) denote the number of
components and α(G) denote the independence number. For a graph G and a vertex set V ⊆ V (G), let
G[V ] denote the subgraph of G induced by V .
The complexity class DP was introduced by C. H. Papadimitriou and M. Yannakakis [4].
Definition 1 A language L is in the class DP if there exist two languages L1 ∈ NP and L2 ∈ coNP such
that L = L1 ∩ L2.
We mention that DP 6= NP∩ coNP, if NP 6= coNP. Moreover, NP∪ coNP ⊆ DP. A language is called
DP-hard if all problems in DP can be reduced to it in polynomial time. A language is DP-complete if it
is in DP and it is DP-hard.
1Research is supported by by the National Research, Development and Innovation Office NKFIH (grant number K108947)
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A critical-type DP-complete problem is CriticalClique [5], in our proofs we use an equivalent form
of it, α-Critical.
CriticalClique
Instance: a graph G and a positive integer k.
Question: is it true that G has no clique of size k, but adding any missing edge e to G, the resulting
graph G+ e has a clique of size k?
By taking the complement of the graph, we can obtain α-Critical from CriticalClique.
Definition 2 A graph G is called α-critical, if α(G− e) > α(G) for all e ∈ E(G).
α-Critical
Instance: a graph G and a positive integer k.
Question: is it true that α(G) < k, but α(G− e) ≥ k for any edge e ∈ E(G)?
Since a graph is clique-critical if and only if its complement is α-critical, α-Critical is also DP-
complete.
Corollary 3 α-Critical is DP-complete.
The notion of toughness was introduced by Chva´tal [2].
Definition 4 Let t be a positive real number. A graph G is called t-tough, if
ω(G− S) ≤ |S|
t
for any cutset S of G (i.e. for any S with ω(G− S) > 1). The toughness of G, denoted by τ(G), is the
largest t for which G is t-tough, taking τ(Kn) =∞ for all n ≥ 1.
We say that a cutset S ⊆ V (G) is a tough set if ω(G− S) = |S|/τ(G).
For all positive rational number t we can define a separate problem:
t-Tough
Instance: a graph G,
Question: is it true that τ(G) ≥ t?
Bauer et al. proved the following.
Theorem 5 ([1]) For any positive rational number t, t-Tough is coNP-complete.
The critical form of this problem is minimally toughness.
Definition 6 A graph G is minimally t-tough, if τ(G) = t and τ(G− e) < t for all e ∈ E(G).
Given t we define:
Min-t-Tough
Instance: a graph G,
Question: is it true that G is minimally t-tough?
Our main result is the following.
Theorem 7 Min-t-Tough is DP-complete for any positive integer t and for any positive rational number
t ≤ 1/2.
First we prove this theorem for t = 1, then we generalize that proof for positive integers, and finally
we prove it for any positive rational number t ≤ 1/2.
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2 Preliminaries
In this section we prove some useful lemmas.
Proposition 8 Let G be a connected noncomplete graph on n vertices. Then τ(G) ∈ Q+, and if τ(G) =







for a noncomplete graph G. Since G is connected and noncomplete, 1 ≤ |S| ≤ n − 2 and since S is a
cutset, 2 ≤ ω(G− S) ≤ n− 1. 
Corollary 9 Let G and H be two connected noncomplete graphs on n vertices. If τ(G) 6= τ(H), then
|τ(G)− τ(H)| > 1
n2
.
Claim 10 For every positive rational number t, Min-t-Tough ∈ DP.
Proof: For any positive rational number t,
Min-t-Tough = {G graph | τ(G) = t and τ(G− e) < t for all e ∈ E(G)} =
= {G graph | τ(G) ≥ t} ∩ {G graph | τ(G) ≤ t}∩
∩{G graph | τ(G− e) < t for all e ∈ E(G)}.
Let
L1,1 = {G graph | τ(G− e) < t for all e ∈ E(G)},
L1,2 = {G graph | τ(G) ≤ t}
and
L2 = {G graph | τ(G) ≥ t}.
L2 ∈ coNP, a witness is a cutset S ⊆ V (G) whose removal leaves more than |S|/t components. L1,1 ∈ NP,
the witness is a set of cutsets: Se ⊆ V (G) for each edge e whose removal leaves more than |Se|/t
components.
Now we show that L1,2 ∈ NP, i.e. we can express L1,2 in a form of
L1,2 = {G graph | τ(G) < t+ ε},
which belongs to NP. Let a, b be positive integers such that t = a/b and (a, b) = 1, and let G be an
arbitrary graph on n vertices. If G is disconnected, then τ(G) = 0, and if G is complete, then τ(G) =∞,
so in both cases G is not minimally t-tough. By Proposition 8, if 1 ≤ a, b ≤ n− 1 does not hold, then G
is also not minimally t-tough. So we can assume that t = a/b, where a, b are positive integers, (a, b) = 1
and 1 ≤ a, b ≤ n− 1. With this assumption
L1,2 = {G graph | τ(G) ≤ t} =
{
G graph
∣∣∣∣ τ(G) < t+ 1|V (G)|2
}
,
so L1,2 ∈ NP.
Since L1,1 ∩ L1,2 ∈ NP, L2 ∈ coNP and Min-t-Tough = (L1,1 ∩ L1,2) ∩ L2, we can conclude that
Min-t-Tough ∈ DP. 
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Claim 11 Let t be a positive rational number and G a minimally t-tough graph. For every edge e of G,
1. the edge e is a bridge in G, or
2. there exists a vertex set S = S(e) ⊆ V (G) with




(G− e)− S) > |S|
t
,
and the edge e is a bridge in G− S.
In the first case, we define S = S(e) = ∅.
Proof: Let e be an arbitrary edge of G, which is not a bridge. Since G is minimally t-tough, τ(G− e) < t.
So there exists a cutset S = S(e) ⊆ V (G − e) = V (G) in G − e satisfying ω((G − e) − S) > |S|/t. On
the other hand, τ(G) = t, so ω(G − S) ≤ |S|/t. This is only possible if e connects two components of
(G− e)− S. 
Finally we cite a Lemma that our proof relies on.
Lemma 12 (Problem 14 of 8 in [3]) If we replace a vertex of an α-critical graph with a clique, and
connect every neighbor of the original vertex with every vertex in the clique, then the resulting graph is
still α-critical.
3 Recognizing minimally 1-tough graphs
To show that Min-1-Tough is DP-hard, we reduce α-Critical to it.
Theorem 13 Min-1-Tough is DP-complete.
Proof: In Claim 10 we have already proved that Min-1-Tough ∈ DP.
Let G be an arbitrary connected graph on the vertices v1, . . . , vn. Let Gα be defined as follows. It
will be easy to see that it can be constructed from G in polynomial time. For all i ∈ [n], let
Vi = {vi,1, vi,2, . . . , vi,α}
and place a clique on the vertices of Vi. For all i, j ∈ [n], if vivj ∈ E(G), then place a complete bipartite







U = {ui,j | i ∈ [n], j ∈ [α]}.
Add the vertex set
W = {w1, . . . , wα}















Figure 1: The graph Gα.
We need to prove that G is α-critical with α(G) = α if and only if Gα is minimally 1-tough. First we
prove the following lemma.
Lemma 14 Let G be a graph with α(G) ≤ α. Then Gα is 1-tough.
Proof: Let S ⊆ V (Gα) be a cutset. We show that ω(Gα − S) ≤ |S|.
Case 1: W ⊆ S. If a vertex of U has only one neighbor in V (Gα) \ S, then we can assume that this
vertex is not in S. Then there are two types of components in Gα − S: isolated vertices from U and
components containing at least one vertex from V . There are at most α(G) components of the second
type and (exactly) |V ∩S| = |S|−α components of the first type. Thus ω(Gα−S) ≤ |S|−α+α(G) ≤ |S|.
Case 2: W 6⊆ S. First, we make two convenient assumptions for S.
(1) U ∩ S = ∅.
It is easy to see that if ui,j ∈ S, then we can assume that vi,j 6∈ S. Now there are two cases.
Case 2.1: vi,j is not isolated in Gα − S. Then we can consider S′ = (S \ {ui,j})∪ {vi,j} instead of S.
Case 2.2: vi,j is isolated in Gα−S. Since there are no isolated vertices in G, there exists k ∈ [n] such
that vivk ∈ E(G). Then vk,j ∈ S, so uk,j 6∈ S, which means that wj is not isolated in Gα − S, so we can
consider S′ = (S \ {ui,j}) ∪ {wj} instead of S.
(2) For all i ∈ [n], either Vi ⊆ S or Vi ∩ S = ∅.
After the assumption (1), assume that only a proper subset of Vi is contained in S. Let v be an element
of this subset. We can consider the cutset S \ {v} instead of S, since this decreases the number of
components by at most one. So we can repeat this procedure until Vi ∩ S = ∅.
So in Gα − S there are isolated vertices from U and one more component containing the remaining
vertices of W and V . So there are less than |V ∩ S| isolated vertices, thus
ω(Gα − S) ≤ |V ∩ S| ≤ |S|.
So Gα is 1-tough. 
We show that G is α-critical with α(G) = α if and only if Gα is minimally 1-tough.
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Let us assume that G is α-critical with α(G) = α. So by Lemma 14 Gα is 1-tough. Let e ∈ E(Gα)
be an arbitrary edge. If e has an endpoint in U , then this endpoint has degree 2, so τ(Gα − e) < 1. If e
does not have an endpoint in U , then it connects two vertices of V . By Lemma 12 Gα[V ] is α-critical,
so in Gα[V ] − e there exists an independent vertex set I of size α(G) + 1. Let S = (V \ I) ∪W . Then
|S| = (|V | − α(G)− 1)+ α = |V | − 1 and ω((Gα − e)− S) = |V |, so τ(Gα − e) < 1.
Let us assume that G is not α-critical with α(G) = α.
Case 1: α(G) > α. Let I be an independent vertex set of size α(G) in Gα[V ] and let S = (V \ I)∪W .
Then |S| = (|V | − α(G)) + α < |V | and ω(Gα − S) = |V |, so τ(Gα) < 1, which means that Gα is not
minimally 1-tough.
Case 2: α(G) ≤ α. Since G is not α-critical there exists an edge e ∈ E(G) such that α(G − e) ≤ α.
By Lemma 14 (G− e)α is 1-tough, but we can obtain (G− e)α from Gα by edge-deletion, which means
that Gα is not minimally 1-tough. 
4 Further results
Theorem 15 For every positive integer t, Min-t-Tough is DP-complete.
To prove this more general theorem, first we generalize the construction on Figure 1. We follow a
similar argument to show that this construction has the required properties. However, due to the more
complicated construction, the proof is harder.
The case when t ≤ 1/2 is also covered in the paper.
Theorem 16 For every positive rational number t = a/b ≤ 1/2, Min-t-Tough is DP-complete.
It is shown that Min-1-Tough can be reduced to this problem. The construction and the proof uses
different ideas than the previous proofs.
We were not able to prove the DP-completeness for the remaining t values, but we make the following
conjecture.
Conjecture 17 Min-t-Tough is DP-complete for any positive rational number t.
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Abstract: This paper studies a weighted version of the matroid partitioning problem. In
the problem, we are given a weighted matroid (E, I, w) and an integer k, and the goal is to
minimize
∑k
i=1 maxe∈Ii w(e) among partitions (I1, . . . , Ik) of E such that Ii ∈ I for all i. We
first prove that the problem is strongly NP-hard even if the given matroid is graphic. Then
we provide a polynomial-time approximation scheme for the problem.
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1 Introduction
The matroid partitioning problem is one of the most fundamental problems in combinatorial optimization.
In this problem, we are given a matroid (E, I) and our task is to find a partition (I1, . . . , Ik) of E such
that Ii ∈ I for all i. We say that such a partition (I1, . . . , Ik) of E is feasible. The matroid partitioning
problem has been eagerly studied in a flow of investigating structures of matroids. See, e.g., [5, 6, 7, 11, 15]
for details. In this paper, we study a weighted version of the matroid partitioning problem, which we call
the minimum (
∑
,max)-value matroid partitioning problem.
In the problem, we are given a weighted matroid (E, I, w) and an integer k. For any partition
P = (I1, . . . , Ik) of E, we call
∑
i=1,...,k maxe∈Ii w(e) the (
∑
,max)-value of P . The minimum (
∑
,max)-




We give an application of the problem that arises in scheduling on identical machines. Suppose that
we are given a set E of n jobs and k identical machines, and that each job needs to be allocated on
exactly one machine. In addition, we are given size s(e) of job e ∈ E. The set of feasible allocation
for each machine is represented by a family I of independent sets of a matroid. For example, if we can
allocate at most 3 jobs on each machine, then I = {X ⊆ E : |X| ≤ 3}. When a job set Ii is allocated
to machine i, then the machine needs maxe∈Ii s(e) units of memory to process all jobs in Ii. The goal of
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Our results
Our main result is to analyze the computational complexity of the minimum (
∑
,max)-value matroid
partitioning problem. We first show that the problem is strongly NP-hard. At the same time, we also
propose a polynomial-time approximation scheme (PTAS), i.e., a polynomial-time algorithm that outputs
a (1 + ε)-approximate solution for any fixed ε > 0. Our PTAS computes an approximate solution by two
steps: guess the maximum weight in each I∗i for an optimal solution (I
∗
1 , . . . , I
∗
k), and check whether or
not there exists such a feasible partition. We remark that the number of possible combinations of the
maximum weights is |E|k and it may be too large. To reduce the possibilities, we use rounding techniques
in the design of the PTAS. First, we guess the maximum weight in I∗i for only s indices (s is set later).
Furthermore, we round the weight of each element to reduce the number of different weights to a small
number r, which is set later. Then, we now have rs possibilities. To guarantee the approximation ratio
(1 + ε), we need to set r and s to be Ω(log k) respectively, and hence the number of possibilities rs is too
large. Our idea to overcome this is to enumerate sequences of the maximum weights in the nonincreasing





(≤ 2r+s−1), which leads to that
our algorithm is a PTAS.
Related work
Burkard and Yao [2] introduced a subclass of matroids including partition matroids, and showed that this
class of the minimum (
∑
,max)-value matroid partitioning problem can be solved by a greedy algorithm.
The matroid partitioning problems with other objective functions have been studied. One is the




e∈Ii wi(e) when we are given k
weights w1, . . . , wk. It is known that this problem can be reduced to the weighted matroid intersection
problem, and vice versa [6]. Here, the weighted matroid intersection problem is to find a maximum weight
subset that is simultaneously independent in two given matroids. Many papers have worked on algorithmic
aspects of this problem, and in particular, this problem is polynomially solvable (see [11, 15] and refer-
ences therein). Another such problem is to find a feasible partition minimizing maxi=1,...,k
∑
e∈Ii w(e).
This problem have been extensively addressed in the scheduling literature under the name of the mini-
mum makespan scheduling. Since this problem is NP-hard, many papers have proposed polynomial-time
approximation algorithms. We remark that most researches focused on subclasses of matroids as inputs:
for example, free matroids [12, 16], partition matroids [18, 17, 13], uniform matroid [10, 1, 4], and general
matroids [17]. Approximation algorithms for the problem of maximizing mini=1,...,k
∑
e∈Ii w(e) are also
well-studied [3, 9, 18, 13].
2 Preliminaries
A matroid is a set system (E, I) with the following properties: (I1) ∅ ∈ I, (I2) X ⊆ Y ∈ I implies X ∈ I,
and (I3) X,Y ∈ I, |X| < |Y | implies the existence of e ∈ Y \X such that X ∪{e} ∈ I. An inclusion-wise
maximal independent set is called a base. We denote the set of bases of (E, I) by B(I). All bases of a
matroid have the same cardinality, which is called the rank of the matroid and is denoted by rank(I).
For any B1, B2 ∈ B(I) and e1 ∈ B1 \ B2, there exists e2 ∈ B2 \ B1 such that B1 − e1 + e2 ∈ B(I) and
B2 − e2 + e1 ∈ B(I).
For a matroid (E, I), define
I|A = {X : A ⊇ X ∈ I}, I \A = {X \A : X ∈ I},
I/A = {X ⊆ E \A : rank(X ∪A)− rank(A) = |X|}, I(l) = {X ∈ I : |X| ≤ l}
for a subset A ⊆ E and a nonnegative integer l ∈ Z+. We call (A, I|A), (E \A, I \A), (E \A, I/A), and
(E, I(l)), respectively, the restriction, deletion, contraction, and truncation of (E, I). It is well known
that (A, I|A), (A, I \ A), (E \ A, I/A), and (E, I(l)) are all matroids. Given matroids M1 = (E1, I1)
and M2 = (E2, I2), we define the matroid union, denoted by M1 ∨M2, to be (E1 ∪ E2, I1 ∨ I2) where
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I1∨I2 = {I1∪I2 : I1 ∈ I1, I2 ∈ I2}. Any matroid union is also a matroid. For more details of matroids,
see, e.g., [14].
2.1 Model
Throughout the paper, we assume that every matroid is given by an independence oracle. Let k be
a positive integer. We denote [k] = {1, . . . , k}. Let (E, I) be a matroid and let w : E → R+ be a
nonnegative weight. We denote n = |E|. For any k sets I1, . . . , Ik ⊆ E, we call (I1, . . . , Ik) a feasible
partition of E if it satisfies that
⋃
i∈[k] Ii = E, Ii 6= ∅ (∀i ∈ [k]), Ii ∩ Ij = ∅ (∀i, j ∈ [k], i 6= j), and
Ii ∈ I (∀i ∈ [k]). We define the (
∑













We refer to the problem as the minimum (
∑
,max)-value matroid partitioning problem. We write a
problem instance as (E, I, w; k).
It is known that we can easily decide whether there exists a feasible partition (I1, . . . , Ik) or not via
the matroid intersection problem. We observe that checking the feasibility is still easy even for a general
setting where each Ii (i = 1, . . . , k) must belong to a different family Ii of matroid independent sets.
This fact is useful to show our results later.
Theorem 1 (Edmonds [6]) Let (E, Ii) be a matroid for i = 1 . . . , k. There exists a polynomial-time
algorithm that finds a partition (I1, . . . , Ik) of E such that Ii ∈ Ii for all i.
A partition (I1, . . . , Ik) is said to be a base partition if it is a feasible partition and Ii ∈ B(I) for all
i ∈ [k]. We observe that we only need to consider base partitions. LetM = (E, I) be a matroid. We add
dummy elements so that any feasible partition is a base partition. To describe this precisely, we denote
r = k·rank(I)−|E|. We remark that r ≥ 0 if E has a feasible partition, since |E| = ∑i∈[k] |Ii| ≤ k·rank(I)
holds for any feasible partition (I1, . . . , Ik). Then let D = {d1, . . . , dr} be a set of dummy elements. Note
that E ∩ D = ∅. We define two matroids M′ = (D, I ′) and M = (E ∪ D, I) for each i ∈ [k] by
I ′ = {D′ ⊆ D : |D′| ≤ rank(I) − 1} and I = {I ∪D′ : I ∈ I, D′ ∈ I ′, |I ∪D′| ≤ rank(I)}. Namely,
M′ is a uniform matroid of rank (rank(I) − 1), and M is the rank(I)-truncation of the matroid union
M∨M′. Then, we have the following proposition.
Proposition 2 For any (E, I, w; k), its minimum (∑,max)-value is the same as the minimum (∑,max)-
value for (E ∪D, I, w; k), where
w(e) =
{
w(e) (e ∈ E),
mine∈E w(e) (e ∈ D).
Proof: We observe that by the definition of w, we have maxe∈Ii w(e) = maxe∈Ii∪Di w(e) for any i ∈ [k],
Ii ⊆ E and Di ⊆ D such that |Ii| ≥ 1. Suppose that (I1, . . . , Ik) attains the minimum (
∑
,max)-
value for (E, I, w; k) and (I1, . . . , Ik) attains the minimum (
∑
,max)-value for (E ∪ D, I, w; k). Let
I ′i = Ii ∪ {dl :
∑i−1
j=1(rank(I) − |Ij |) < l ≤
∑i
j=1(rank(I) − |Ij |)} and I
′
i = Ii \ D. Then, since
(I
′
1, . . . , I
′
















On the other hand, since (I ′1, . . . , I
′


















i∈[k] maxe∈Ii w(e) =
∑
i∈[k] maxe∈Ii w(e) and the proposition holds. 
3 Strongly NP-hardness
We prove that the minimum (
∑
,max)-value matroid partitioning problem is strongly NP-hard.
To prove this, we use the densest l-subgraph problem, which is known to be NP-hard [8]. The densest
l-subgraph problem is, given a graph G and an integer l, to find a subgraph of G induced on l vertices
that contains the largest number of edges.
In our reduction, we use the following property on a partition matroid. Let (E, I) be a partition
matroid defined by I = {I : |I ∩Si| ≤ ηi (i ∈ [p])}, where (S1, . . . , Sp) is a partition of E, and η1, . . . , ηp
are positive integers. In addition, we assume that |Si| = ηi ·k for each i ∈ [p] so that E can be partitioned
into k bases of I. Then, for any weight w, we can construct greedily an optimal partition to the instance
(E, I, w; k) of the minimum (∑,max)-value matroid partitioning problem.
Lemma 3 (Burkard and Yao [2]) Let (E, I) be any partition matroid with |Si| = ηi ·k (∀i ∈ [p]), and





i∈[p] Ii,1, . . . ,
⋃
i∈[p] Ii,k) is an optimal solution to (E, I, w; k).
Proof: Let (I∗1 , . . . , I
∗
k) be an optimal partition. Without loss of generality, we may assume that
maxe∈I∗1 w(e) ≥ · · · ≥ maxe∈I∗k w(e). Let j be any index in [k]. In addition, let (i′, ej) be the pair of
an index and an element attaining maxi∈[p] maxe∈Ii,j w(e). We claim that maxe∈I∗j w(e) ≥ w(ej). To
show this, we suppose the contrary. We denote S =
⋃
h<j Ii′,h ∪ {ej}. Note that |S| = (j − 1)ηi′ + 1
and w(e) ≥ w(ej) for all e ∈ S. Since (E, I) is a partition matroid, at most (j − 1)ηi′ elements in S
are contained in I∗1 , . . . , I
∗
j−1. By assumption maxe∈I∗j w(e) < w(ej), there is an index ` > j such that
I∗` has some element e
′ ∈ I∗` ∩ S. Then we have maxe∈I∗` w(e) ≥ w(e′) ≥ w(ej) > maxe∈I∗j w(e), which












i∈[p] Ii,1, . . . ,
⋃
i∈[p] Ii,k) is also an optimal solution. 
Theorem 4 The minimum (
∑
,max)-value matroid partitioning problem is strongly NP-hard.
Proof: Let G = (V, F ) be an instance of the densest l-subgraph problem. We denote V = {1, . . . , n},
F = {f1, . . . , fm}, and fi = {ui, vi}. For any vertex set T ⊆ V , we denote F [T ] = {{u, v} ∈ F : {u, v} ⊆
T}.
To solve the densest l-subgraph problem, it suffices to find a set of n− l vertices such that the set of
the other l vertices attain maxT⊆V |F [T ]|. We construct a matroid so that every feasible partition of the
ground set corresponds to some set of n− l vertices in V , and the (∑,max)-value is the number of edges
in the induced subgraph by the other l vertices.
Let V ′ = {n+ 1, . . . , n+ 2m} be a set of dummy vertices. For each i ∈ V ∪ V ′, we define a set Ei of
n+ 2m− 1 elements as






Ei and I = {I ⊆ E : |I| ≤ n+ 2m− 1, |I ∩ Ei| ≤ 1 (∀i ∈ [n+ 2m])}.
The resulting matroid is denoted by (E, I), which is a (n + 2m − 1)-truncation of a partition matroid.
We remark that it is also a graphic matroid. We set k = n+ 2m. The weights of elements are defined as
follows:
• for each j = 1, . . . , l − 1, set w(eij) = 0 (∀i ∈ [n+ 2m]);
• for each j = l + 2m, . . . , n+ 2m− 1, set w(eij) = m if i ≤ n, and w(eij) = 2m2 if i ≥ n+ 1;
• set w(eij) (j = l, l + 1, . . . , l + 2m− 1) as follows: for each ft = {ut, vt} (t = 1, . . . ,m),
w(ei,l+2t−2) =
{
t− 1 (i ∈ {1, . . . , n}),




t (i ∈ {ut, vt}),
t− 1 (i ∈ {1, . . . , n} \ {ut, vt}),
0 (i ∈ {n+ 1, . . . , n+ 2m}).
The weight is illustrated in Table 1.
Table 1: The weight of each element eij , where each column corresponds to i and each row corresponds
to j.
j\i 1 · · · · · · ut · · · · · · · · · vt · · · · · · n n+ 1 · · · n+ 2m





l − 1 0 · · · · · · · · · · · · · · · · · · · · · · · · · · · 0 0 · · · 0
l 0 · · · · · · · · · · · · · · · · · · · · · · · · · · · 0 0 · · · 0
...
...
l + 2t− 2 t− 1 · · · t− 1 t− 1 t− 1 · · · t− 1 t− 1 t− 1 · · · t− 1 0 · · · 0
l + 2t− 1 t− 1 · · · t− 1 t t− 1 · · · t− 1 t t− 1 · · · t− 1 0 · · · 0
l + 2t t · · · t t t · · · t t t · · · t 0 · · · 0
...
...
l + 2m− 1 0 · · · 0





n+ 2m− 1 m · · · · · · · · · · · · · · · · · · · · · · · · · · · m 2m2 · · · 2m2
We remark that |E| = (n+ 2m)(n+ 2m− 1). By the definition of the matroid, for every i ∈ [n+ 2m],
all elements in Ei belong to different independent sets from each other. Thus, for any feasible partition
of E, each independent set has n + 2m − 1 elements which consist of one element from each Ei except
one set.
It remains to show that the resulting instance is equivalent to the densest l-subgraph problem instance
(G = (V, F ), l).
Claim 5 Let α ∈ {0, . . . ,m}. The graph G has a vertex set T ∗ with |T ∗| = l and |F [T ∗]| ≥ α if and only
if there exists a feasible partition (I1, . . . , Ik) of E with (
∑
,max)-value at most 2m2(n− l) +m2 +m−α.
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First, we assume that there exists T ∗ ⊆ V such that |T ∗| = l and |F [T ∗]| ≥ α. Without loss of generality,
we assume that T ∗ = {1, . . . , l} and V \ T ∗ = {l + 1, . . . , n}. We show that there exists a partition such
that its (
∑
,max)-value is at most 2m2(n− l) +m2 +m− α. We denote Ej [p, q] = {ep,j , . . . , eq,j}. Let
J1 = {1, . . . , l}, J2 = {l + 1, . . . , l + 2m}, and J3 = {l + 2m + 1, . . . , n + 2m}. We construct a partition
(I∗1 , . . . , I
∗
n+2m) of E as follows:
I∗j =

Ej−1[1, j − 1] ∪ Ej [j + 1, n+ 2m] (j ∈ J1),
Ej−1[1, l] ∪ Ej [l + 1, n+ 2m+ l − j] ∪ Ej−1[n+ 2m+ l − j + 2, n+ 2m] (j ∈ J2),
Ej−1[1, j − 2m− 1] ∪ Ej [j − 2m+ 1, n] ∪ Ej−1[n+ 1, n+ 2m] (j ∈ J3).





0 (j ∈ J1),
t− 1 (j = l + 2t− 1 ∈ J2, t = 1, . . . ,m, {ut, vt} ∈ F [T ∗]),
t (j = l + 2t− 1 ∈ J2, t = 1, . . . ,m, {ut, vt} 6∈ F [T ∗]),
t (j = l + 2t ∈ J2, t = 1, . . . ,m),
2m2 (j ∈ J3).
Thus, the (
∑
,max)-value is at most
0 · l +
m∑
t=1
(2t)− |F [T ∗]|+ 2m2 · (n− l) ≤ 2m2(n− l) +m2 +m− α.
Conversely, we assume that there exists a feasible partition (I1, . . . , Ik) of E such that maxe∈I1 w(e) ≤




w(e) ≤ 2m2(n− l) +m2 +m− α.
All elements in Ek must be contained in different Ij ’s from each other by definition of (E, I). Hence at
least n− l sets contain elements e with w(e) = 2m2. If maxe∈Ij w(e) ≥ 2m2 holds for some j ≤ l + 2m,
then the objective value is at least 2m2(n−l+1) > 2m2(n−l)+m2 +m−α. Thus, each of Il+2m+1, . . . , Ik
contains 2m elements with weight 2m2, and none of I1, . . . , Il+2m contains such elements. Let
U = {i : |Ei ∩ Ij | = 0 (∃j ∈ {l + 2m+ 1, . . . , k})}.
Note that |U | = n− l and U ⊆ {1, . . . , n}. Here, we have












In order to obtain a lower bound of
∑
j∈[l+2m] maxe∈Ij w(e), we define E
′ = {eij : i ∈ U, j = 1, . . . , l +
2m}. Let (E′, I ′) be a partition matroid where I ′ = {I ′ : |I ′ ∩ Ei| ≤ 1 (∀i ∈ U)}. We observe
that
∑
j∈[l+2m] maxe∈Ij w(e) ≥
∑
j∈[l+2m] maxe∈Ij∩E′ w(e), and (I1 ∩ E′, . . . , Il+2m ∩ E′) is a feasible
partition to the (
∑
,max) problem instance (E′, I ′, w; l + 2m). By Lemma 3, an optimal solution to
(E′, I ′, w; l + 2m) can be obtained by a greedy algorithm. Let (I ′1, . . . , I ′l+2m) be an output solution of












2(l − 1) + |{{u, v} : |{u, v} ∩ U | ≥ 1}|
≥ m2 +m− |F [V \ U ]|.
This implies |F [V \ U ]| ≥ α. Therefore, T = V \ U is a vertex set with |T | = l and |F [T ]| ≥ α.
This proves the theorem. 
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4 Polynomial-time approximation scheme
In this section, we provide a PTAS for the minimum (
∑
,max)-value matroid partitioning problem. This
is the best possible result (unless P=NP) because the problem is strongly NP-hard as we proved in the
previous section.
We start with the following observation.
Proposition 6 Let (E, I, w; k) be any instance of the minimum (∑,max)-value matroid partitioning
problem, and let (I∗1 , . . . , I
∗
k) be an optimal solution. When we know maxe∈I∗i w(e) for all i ∈ [k], we can
easily compute a feasible partition (I1, . . . , Ik) such that
∑
i∈[k] maxe∈Ii w(e) ≤
∑
i∈[k] maxe∈I∗i w(e).
Proof: The feasible partitions for matroids (E, I|{e : w(e) ≤ maxe∗∈I∗i w(e∗)})i∈[k] satisfy the condi-
tion. Thus, we can find one of them in polynomial-time by Theorem 1. 
Let (E, I, w; k) be a problem instance, and let ε < 1/2 be a positive number. We write wmax =
maxe∈E w(e). Let (I∗1 , . . . , I
∗
k) be an optimal solution.
The idea of the algorithm is to guess the maximum weights. In order to reduce the number of
possibilities, we guess maxe∈I∗i w(e) only for some i’s. Without loss of generality, we assume that
maxe∈I∗1 w(e) ≥ · · · ≥ maxe∈I∗k w(e). We define a set J = {i1, . . . , is} of indices by
ij =
{
j (j = 1, . . . , b1/ε2c),
b(1 + ε)t/ε2c (j = b1/ε2c+ t, t = 1, . . . , blog1+ε(kε2)c).
By definition, it holds that 1 = i1 < i2 < · · · < is ≤ k, and s = b1/ε2c+ blog1+ε(kε2)c. Note that for any
j = b1/ε2c+ t and t ≥ 1, we have
ij − ij−1 ≥ ((1 + ε)t/ε2 − 1)− ((1 + ε)t−1/ε2) = (1 + ε)t−1/ε− 1 ≥ 1/ε− 1 > 1
as ε < 1/2. For notational convenience, we denote i0 = 0 and is+1 = k + 1.







k ε ≤ w(e) < (1+ε)
t+1wmax










Our algorithm guesses maxe∈I∗ij w
′(e) for each ij ∈ J . We write u∗j for the value. Then, it finds a
feasible partition (I1, . . . , Ik) that satisfies maxe∈I1 w(e) ≥ · · · ≥ maxe∈Ik w(e) and maxe∈Iij w′(e) ≤ u∗j
for all ij ∈ J . The algorithm is summarized in Algorithm 1.
Algorithm 1: PTAS for the (
∑
,max) problem
1 foreach u1, . . . , us ∈ {0} ∪
{
(1+ε)twmax
k ε : t = 0, . . . , blog1+ε(k/ε)c
}
such that u1 ≥ · · · ≥ us do
2 find a partition (I1, . . . , Ik) such that Ii ∈ (I|{e : w′(e) ≤ uj}) for each
ij ≤ i < ij+1, j = 1, . . . , s if exists;
3 return the best solution (I1, . . . , Ik) among the obtained partitions;




Let (I∗1 , . . . , I
∗
k) be an optimal solution to the problem and (I1, . . . , Ik) be the output of Algorithm 1.
Without loss of generality, we assume that maxe∈I∗1 w(e) ≥ · · · ≥ maxe∈I∗k w(e). Let u∗j = maxe∈I∗ij w
′(e)
for each ij ∈ J .
We first analyze the running time of Algorithm 1.
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Claim 7 Algorithm 1 runs in polynomial-time with respect to k for fixed ε.
Proof: Let r = blog1+ε(k/ε)c + 2. We observe that any choice of a possible combination of values






. Furthermore, we have(







r + s− 1
l
)
= 2r+s−1 ≤ 2(log1+ε(k/ε)+2)+(1/ε2+log1+ε(kε2))
≤ 22 log1+ε k+2+1/ε2 = 22+1/ε2 · klog1+ε 4.
This is a polynomial with respect to k for fixed ε. Thus, the algorithm runs in polynomial-time. 
Note that, without the restriction u1 ≥ · · · ≥ us, the number of possible combinations of values u1, . . . , us
is rs = kΘ(log log k), which is not polynomial with respect to k.
In the remainder, we show the approximation ratio of the algorithm.
Claim 8 Let OPT denote the optimal value OPT and let ALG denote the (
∑
,max)-value of (I1, . . . , Ik).
Then it holds that ALG ≤ (1 + 15.5ε)OPT.














(ij − ij−1)u∗j .
Let (I ′1, . . . , I
′
k) be a feasible partition of E obtained at line 2 in Algorithm 1 using u
∗


































(ij+1 − ij)(1 + ε)u∗j + k ·
wmax
k
ε ≤ (1 + ε)
s∑
j=1
(ij+1 − ij)u∗j + ε ·OPT. (1)
Here, the third inequality holds by the definition of w′ and maxe∈I′ij w
′(e) ≤ u∗j .
We derive an upper bound on
∑s
j=1(ij+1 − ij)u∗j . To simplify notation, let q = b1/ε2c. First, since
ij+1 − ij = ij − ij−1 = 1 holds for any j = 1, . . . , q − 1, we have
q−1∑
j=1
(ij+1 − ij)u∗j =
q−1∑
j=1
(ij − ij−1)u∗j . (2)
Second, we evaluate (iq+1 − iq)u∗q . Note that iq = q = b1/ε2c and iq+1 = b(1 + ε)/ε2c. Thus









i∈[k] maxe∈I∗i w(e) ≥
∑
i∈[q] maxe∈I∗i w(e) ≥ q ·maxe∈I∗q w(e). We remark that 1/q =
1/b1/ε2c ≤ 1/(1/ε2 − 1) = ε2/(1− ε2) < 43ε2 < 2ε2 as ε < 1/2. Therefore, it follows that
(iq+1 − iq)u∗q ≤ 2ε(1 + ε)OPT. (3)
Lastly, let j ∈ {q+1, . . . , s}, and let t (≥ 1) be the integer such that ij = b(1+ε)t/ε2c (i.e., t = j−q).
We observe that ij − ij−1 ≥ (1 + ε)t−1/ε− 1. In addition, we have















≤ (1 + ε)/ε+ 1






≤ 1 + 2ε
1− ε (ij − ij−1) < (1 + 6ε)(ij − ij−1),
where the second inequality holds since (1+ε)
x/ε+1
(1+ε)x−1/ε−1 is monotone decreasing for x ≥ 1 and the last
inequality holds since ε < 1/2. Therefore, it follows that
s∑
j=q+1
(ij+1 − ij)u∗j =
s∑
j=q+1
(1 + 6ε)(ij − ij−1)u∗j . (4)
By combining (1)–(4) together with ε < 1/2, we have





(ij − ij−1)u∗j + 2ε(1 + ε)OPT
)
+ ε ·OPT
≤ (1 + ε) ((1 + 6ε) + 2ε(1 + ε)) ·OPT + ε ·OPT
= (1 + 10ε+ 10ε2 + 2ε3)OPT
< (1 + 10ε+ 5ε+ 0.5ε)OPT = (1 + 15.5ε)OPT.
This proves Claim 8. 
Claims 7 and 8 imply that Algorithm 1 is a PTAS.
Theorem 9 Algorithm 1 is a PTAS for the minimum (
∑
,max)-value matroid partitioning problem.
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Abstract: The fundamental result of Edmonds [5] started the area of packing arborescences
and the great number of recent results shows increasing interest of this subject. Two types of
matroid constraints were added to the problem in [2, 3, 9], here we show that both contraints
can be added simultaneously. This way we provide a solution to a common generalization
of the reachability-based packing of arborescences problem of the first author [14] and the
matroid intersection problem of Edmonds [4].
Keywords: connectivity, arborescence, packing, matroid
1 Introduction
This paper considers problems on arborescence packings in rooted digraphs where a rooted digraph is
a digraph D = (V +s, A) with a designated root vertex s. Throughout this paper a packing in a digraph
means arc-disjoint subgraphs. Different types of matroid constraints will be added simultaneously to the
arborescence packing problem in such a way that the problem obtained contains the matroid intersection
problem. The solution provided to this problem in this paper applies ideas from the proof of the matroid
intersection theorem of Edmonds [4].
Let D = (V + s, A) be a rooted digraph. For X ⊆ V, let X = V + s−X . For Z ⊆ X, ∂Z(X) denotes
the set of arcs from Z to X. If Z = X, then Z is omitted from the index. By consequence, |∂(X)| is the
in-degree of the set X.
An s-arborescence is a directed tree on a vertex-set containing the root vertex s in which each
vertex has in-degree 1 except s. An s-arborescence in a rooted digraph D = (V + s, A) is spanning if
its vertex set is V + s. For definitions from matroid theory, we refer to the next section.
Edmonds [5] solved the packing problem of k spanning s-arborescences in a rooted digraph. It is
well-known that this problem can be formulated as a matroid intersection problem. Indeed, if the first
matroid is the k-sum of the graphic matroid of the underlying undirected graph of D and the second
matroid is the direct sum of the uniform matroids U|∂(v)|,k on the set ∂(v) of arcs entering v for v ∈ V,
then the set of the arc sets of the union of k arc-disjoint spanning s-arborescences of D is the set of
common bases of these two matroids.
Frank [9] (and later Berna´th and T. Kira´ly [2]) observed that one can go further, namely in the
above construction the uniform matroids can be replaced by arbitrary matroids. It is mentioned in [9]
that this way one may get a solution to the problem of matroid-restricted packing of k spanning s-
arborescences where a packing of s-arborescences T1, . . . , Tk in a rooted digraph D = (V + s, A) is said
to be matroid-restricted if, given a matroid Mv on ∂(v) for every v ∈ V,
{A(Ti) ∩ ∂(v) : Ti contains v} is independent in Mv for every v ∈ V. (1)
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If M is the direct sum of the matroids Mv = (∂(v), rv) for v ∈ V, then a matroid-restricted packing is
called an M-restricted packing.
Another way of adding a matroid constraint to the problem of packing arborescences, was proposed by
Durand de Gevigney, Nguyen, Szigeti in [3]. A packing of s-arborescences T1, . . . , Tt in a rooted digraph
D = (V + s, A) is said to be matroid-based if, given a matroid M on the set ∂(V ) of arcs leaving s,
{∂(V ) ∩ A(Ti[s, v]) : Ti contains v} is a base of M for every v ∈ V, (2)
where T [s, v] denotes the unique path from s to v in an s-arborescence T. Durand de Gevigney, Nguyen,
Szigeti [3] solved the problem of matroid-based packing of s-arborescences. Be´rczi and Frank proposed
later a more natural problem of matroid-based packing of spanning s-arborescences (see in [1]). Recently,
a superset of the authors of this paper in [8] proved that this problem is NP-complete.
We propose in this paper to solve the problem of matroid-based matroid-restricted packing of s-
arborescences where both of the above matroid constraints are added. Note that the proposed problem
contains the problems of matroid-based packing of s-arborescences and matroid-restricted packing of
spanning s-arborescences. It is not surprising that it also contains the problem of matroid intersection.
Indeed, if M1 and M2 are two matroids on S, then the problem of matroid-based matroid-restricted
packing of s-arborescences for the instance of digraph, with two vertices s and v and parallel arcs sv
each corresponding to an element of S, and matroids M1 and M2, reduces to the matroid intersection
problem.
Observe that, by the above mentioned negative result of [8], the problem of matroid-based matroid-
restricted packing of spanning s-arborescences is NP-complete, however, we will solve this problem for
special cases where the first matroid is restricted to several fundamental classes. Observe that, by [2,
Corollary 3.2] and by the matroid intersection algorithm of Edmonds, the problem of matroid-based
matroid-restricted packing of spanning s-one-arborescences can be solved in polynomial time where an
s-one-arborescence is an s-arborescence with only one arc leaving its root s.
In fact, we will propose an even more general problem. To be able to do this, we mention an-
other direction in which the problem of packing spanning arborescences was generalized. Kamiyama,
Katoh, Takizawa [13] solved the packing problem of k reachability s-one-arborescences where an s-one-
arborescence with a root arc e in a rooted digraph D = (V + s, A) is said to be a reachability s-one
arborescence if its vertex set is the set of vertices reachable from s by a directed path of D with first arc
e.
The first author [14] provided a common generalization of the problems of matroid-based packing of
s-arborescences and packing of k reachability s-one-arborescences, namely the problem of reachability-
based packing of s-arborescences, where a packing of s-arborescences T1, . . . , Tt in a rooted digraph
D = (V + s, A) is said to be reachability-based if, given a matroid M on ∂(V ) with rank function r,
{∂(V ) ∩ A(Ti[s, v]) : Ti contains v} is independent in M of size r(∂s(P (v))) for all v ∈ V, (3)
where P (X) denotes the set of vertices in V from which X is reachable by a directed path in D. Note
that, by definition, P (X) contains X and does not contain the vertex s.
In this paper, we will solve the problem of reachability-basedmatroid-restricted packing of s-arborescences.
We will show that, by applying the proof method of the matroid intersection theorem, the problem
of reachability-based matroid-restricted packing of s-arborescences can be reduced to the problem of
reachability-based packing of s-arborescences.
2 Definitions
We need some basic terminologies from matroid theory, we refer to [10] for more details. A function
b : 2Ω → Z is called submodular if for all X,Y ⊆ Ω,
b(X) + b(Y ) ≥ b(X ∩ Y ) + b(X ∪ Y ).
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A function p : 2Ω → Z is called supermodular if −p is submodular. By the results of Iwata, Fleischer and
Fujishige [12] and independently by Schrijver [15], a submodular function can be minimized in polynomial
time.
For a set function r : 2S → Z+, M = (S, r) is called a matroid if r is 0 on the ∅, monotone non-
decreasing, subcardinal (r(Q) ≤ |Q|) and submodular. The members of I = {Q ⊆ S : r(Q) = |Q|} are
called independent sets of the matroid and r is called the rank function of the matroid. It is well
known that a matroid can also be defined by its independent sets. Let Q ⊆ S. The maximal independent
sets in Q are called bases of Q. Note that all bases of Q are of the same size, namely r(Q). The bases of
S are called the bases of M. We say that an element s of Q is a bridge of Q if r(Q− s) = r(Q) − 1. We
define SpanM(Q) = {s ∈ S : r(Q ∪ {s}) = r(Q)}. Note that SpanM is monotone.
As examples, let us mention the following matroids:
1. graphic matroid: I = edge sets of forests in a graph;
2. transversal matroid: I = subsets of S that can be covered by a matching in a bipartite graph
G = (S, T ;E);
3. uniform matroids Un,k: I = {Q ⊆ S : |Q| ≤ k} where |S| = n;
4. free matroid: Un,n.
Note that uniform matroids form a special class of transversal matroids where G is the complete
bipartite graph Kn,k.
We will need the following operations on matroids. LetM = (S, r) be a matroid. For Q ⊆ S,M|Q is
the matroid with rank function r|Q obtained fromM by restriction on Q. For s ∈ S,M−s is the matroid
obtained from M by deletion of s, that is, a matroid on S − s with rank function r|S−s, while M/s
is the matroid obtained from M by contraction of s, that is, a matroid on S − s with a rank function
rM/s(Q) = r(Q ∪ s)− 1. The k-sum of the matroid M is the matroid whose independent sets are those
sets that can be partitioned into k independent sets ofM. For matroidsM1 and M2 on disjoint sets S1
and S2 with rank functions r1 and r2, their direct sumM1 ⊕M2 is the matroid on S1 ∪ S2 with rank
function r⊕(Q) = r1(Q ∩ S1) + r2(Q ∩ S2) for all Q ⊆ S1 ∪ S2. Note that s is a bridge in M if and only if
M≃ (M− s)⊕ U1,1.
3 Results
The first result on packing arborescences is due to Edmonds [5].
Theorem 1 ([5]) Let D = (V +s, A) be a rooted digraph and k a positive integer. There exists a packing
of k spanning s-arborescences in D if and only if
|∂(X)| ≥ k for all ∅ 6= X ⊆ V. (4)
Edmonds [4] proved a much more general result on the intersection of two arbitrary matroids.
Theorem 2 ([4]) Let M1 = (S, r1) and M2 = (S, r2) be two matroids and k a positive integer. There
exists a common independent set of M1 and M2 of size k if and only if
r1(X) + r2(S− X) ≥ k for all X ⊆ S. (5)
For matroidsM1 andM2 on the same set S, one can find in polynomial time a maximum cardinality
common independent set by the matroid intersection algorithm of Edmonds [4].
Theorem 1 was generalized in many directions. First, we mention the following result that can be
proved by Theorem 2.
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Theorem 3 ([2, 9]) Let D = (V + s, A) be a rooted digraph, k a positive integer and M2 = (A, r2) a
matroid which is the direct sum of the matroids Mv = (∂(v), rv) for v ∈ V. There exists an M2-restricted
packing of spanning s-arborescences in D if and only if
r2(∂(X)) ≥ k for all ∅ 6= X ⊆ V. (6)
Durand de Gevigney, Nguyen and Szigeti [3] proved the following extension of Theorem 1.
Theorem 4 ([3]) Let D = (V + s, A) be a rooted digraph and M1 = (∂(V ), r1) a matroid. There exists
an M1-based packing of s-arborescences in D if and only if
r1(∂s(X)) + |∂V−X(X)| ≥ r1(∂(V )) for all ∅ 6= X ⊆ V . (7)
In [14], the first author generalized Theorem 4 as follows.
Theorem 5 ([14]) Let D = (V +s, A) be a rooted digraph andM1 = (∂(V ), r1) a matroid. There exists
an M1-reachability-based packing of s-arborescences in D if and only if
r1(∂s(X)) + |∂V−X(X)| ≥ r1(∂s(P (X))) for all X ⊆ V . (8)
In this paper, we prove the following result that is a common generalization of all the results previously
mentioned in this paper.
Theorem 6 Let D = (V + s, A) be a rooted digraph, M1 = (∂(V ), r1) and M2 = (A, r2) two matroids
such that M2 is the direct sum of the matroids Mv = (∂(v), rv) for v ∈ V . There exists an M1-
reachability-based M2-restricted packing of s-arborescences in D if and only if
r1(F ) + r2(∂(X)− F ) ≥ r1(∂s(P (X))) for all X ⊆ V and F ⊆ ∂s(X). (9)
When we require M1-based packings, (9) can be simplified as follows.
Corollary 7 Let D = (V + s, A) be a rooted digraph, M1 = (∂(V ), r1) and M2 = (A, r2) two matroids
such that M2 is the direct sum of the matroids Mv = (∂(v), rv) for v ∈ V . There exists an M1-based
M2-restricted packing of s-arborescences in D if and only if
r1(F ) + r2(∂(X)− F ) ≥ r1(∂(V )) for all ∅ 6= X ⊆ V and F ⊆ ∂s(X). (10)
It is proved in [8] that the problem of matroid-based packing of spanning arborescences is NP-complete,
however, (7) is a necessary and sufficient condition for the case of several fundamental matroid classes,
as follows.
Theorem 8 ([8]) Let D = (V + s, A) be a rooted digraph and M1 = (∂(V ), r1) a matroid of rank 2 or a
graphic matroid or a transversal matroid. There exists an M1-based packing of spanning s-arborescences
in D if and only if (7) holds.
Observe that the arc set A′ of an M1-basedM2-restricted packing of s-arborescences is independent
in M2 hence restricting M2 to A′ we get the free matroid. Moreover, as an M1-based M2-restricted
packing of s-arborescences is obviously M1-based, (7) also holds for (V + s, A′). Hence we get the
following corollary from Corollary 7 and Theorem 8.
Corollary 9 Let D = (V + s, A) be a rooted digraph, M1 = (∂(V ), r1) a matroid of rank 2, a graphic
matroid, or a transversal matroid, and M2 = (A, r2) a matroid that is the direct sum of matroids
Mv = (∂(v), rv) for v ∈ V . There exists an M1-based M2-restricted packing of spanning s-arborescences
in D if and only if (10) holds.
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4 Preliminaries
Before proving Theorem 6, we provide some lemmas that will be useful later. Let D, M1 and M2 be as
in Theorem 6. For X ⊆ V and F ⊆ ∂s(X), let
b(X, F ) := r1(F ) + r2(∂(X)− F ),
p(X) := r1(∂s(P (X))).
The submodularity of b was proved in [2]. However, we need a bit more hence we give the full proof of
the following lemma.
Lemma 10 Let X,X ′ ⊆ V , F ⊆ ∂s(X) and F ′ ⊆ ∂s(X ′). Then
b(X,F ) + b(X ′, F ′) ≥ b(X ∩X ′, F ∩ F ′) + b(X ∪X ′, F ∪ F ′). (11)
Moreover, if e ∈ (∂(X)− F )− (∂(X ′)− F ′), then
r1(F )+ r1(F
′)+ r2(∂(X)− (F ∪ e))+ r2((∂(X ′)−F ′)∪ e) ≥ b(X ∩X ′, F ∩F ′)+ b(X ∪X ′, F ∪F ′). (12)
Proof: First note that
(∂X(x) − F ) ∩ (∂X′(x)− F ′) ⊇ ∂X∪X′(x)− (F ∪ F ′) for every x ∈ X ∪X ′, and (13)
(∂X(x) − F ) ∪ (∂X′(x)− F ′) ⊇ ∂X∩X′(x)− (F ∩ F ′) for every x ∈ X ∩X ′. (14)
By M2 =
⊕
v∈V Mv, the monotonicity and the submodularity of r2, (13) and (14), we get




rx(∂X(x) − F ) +
∑
x∈X′
















rx(∂X∪X′(x) − (F ∪ F ′)) +
∑
x∈X∩X′
rx(∂X∩X′(x)− (F ∩ F ′))
= r2(∂(X ∪X ′)− (F ∪ F ′)) + r2(∂(X ∩X ′)− (F ∩ F ′)).
We get (11) by the above inequality and by the submodularity of r1.
Note that, by e = uv ∈ (∂(X)− F )− (∂(X ′)− F ′),
(∂X(v)− (F ∪ e)) ∩ ((∂X ′(v)− F ′) ∪ e) = (∂X(v)− F ) ∩ (∂X ′(v)− F ′), (15)
(∂X(v)− (F ∪ e)) ∪ ((∂X ′(v)− F ′) ∪ e) = (∂X(v)− F ) ∪ (∂X ′(v)− F ′). (16)
By (15), (16) and the previous proof, (12) follows. 
Although p(X) is not supermodular in general, we will prove the supermodular inequality for specific
pairs in the next lemma, following an idea from [14].
Lemma 11 Let X and X ′ be two subsets of V and v ∈ X ∩X ′ such that X ′ ⊆ P (v). Then
p(X) + p(X ′) ≤ p(X ∩X ′) + p(X ∪X ′). (17)
Proof: Since the reachability is transitive and v ∈ X ∩ X ′, we get P (X ′) ⊆ P (X ∩ X ′) and hence
∂s(P (X
′)) ⊆ ∂s(P (X ∩X ′)). Furthermore, P (X) ⊆ P (X ∪X ′) is obvious hence ∂s(P (X)) ⊆ ∂s(P (X ∪
X ′)). Thus, by the monotonicity of the rank function r1, we get (17). 
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5 Proof of Theorem 6
Observe that the existence of anM1-reachability-basedM2-restricted packing of s-arborescences and that
of s-one-arborescences are equivalent as an s-arborescence can be split into multiple s-one-arborescences.
Hence, in the following proof, we will use s-one-arborescences.
Necessity: Let {T1, . . . , Tt} be an M1-reachability-basedM2-restricted packing of s-one-arborescences
in D. As each Ti is an s-one-arborescence, ∂(V ) ∩ A(Ti) = ∂(V ) ∩ A(Ti[s, v]) for every v ∈ V (Ti).
For every vertex v ∈ V , let Bv = {ei = ∂(V ) ∩ A(Ti), v ∈ V (Ti)}. Let now X ⊆ V, F ⊆ ∂s(X)
and B =
⋃
v∈X Bv. Since SpanM1 is monotone, by (3) and definition of P (X), we have SpanM1(B) ⊇⋃
v∈X SpanM1(Bv) ⊇
⋃
v∈X ∂s(P (v)) = ∂s(P (X)). Then, since r1 is monotone, we have the following
inequality (∗) r1(B) ≥ r1(∂s(P (X))). For each ei ∈ B− F, there exists a vertex v ∈ X such that ei ∈ Bv
and then since Ti is an s-arborescence and v ∈ V (Ti) ∩ X , there exists ai ∈ A(Ti) ∩ (∂(X) − F ). Since
r2 is monotone, {ai : ei ∈ B − F} is independent in M2, these arborescences are edge-disjoint, r1 is
subcardinal, submodular and monotone and by (∗), we have r2(∂(X) − F ) ≥ r2({ai : ei ∈ B − F}) =
|{ai : ei ∈ B− F}| = |B− F | ≥ r1(B− F ) ≥ r1(B ∪ F )− r1(F ) ≥ r1(B)− r1(F ) ≥ r1(∂s(P (X)))− r1(F )
that is, (9) is satisfied.
Sufficiency: We suppose that the theorem is not true. Let us take a counterexample (D,M1,M2) ((9)
is satisfied but the desired packing of s-one-arborescences does not exist) that first minimizes the number
of arcs in D and then the number of non-bridge edges in M2.
We say that a pair consisting of X ⊆ V and F ⊆ ∂s(X) is tight if b(X,F ) = p(X) and is critical
for an edge e if (X,F ) is tight and e is a bridge in M2|∂(X)−F .
Case 1. First suppose that there exists an edge e for which no critical pair exists. Then the following
hold.
r1(F ) + r2(∂
D−e(X)− F ) ≥ r1(∂D−es (PD−e(X))) for all X ⊆ V and F ⊆ ∂D−es (X), (18)
r1(∂
D−e
s (PD−e(w))) = r1(∂s(P (w))) for every w ∈ V. (19)
Proof: First, suppose to the contrary that there exist X ⊆ V and F ⊆ ∂D−er (X) that violates
(18). Then, by (9), the subcardinality of r2, (X,F ) violates (18) and the monotonicity of r1, we have
r1(∂s(P (X))) ≤ r1(F ) + r2(∂(X) − F ) ≤ r1(F ) + r2(∂D−e(X) − F ) + 1 ≤ r1(∂D−es (PD−e(X))) ≤
r1(∂s(P (X))), so equality holds everywhere. Hence (X,F ) is tight in D and e is a bridge in M2|∂(X)−F .
Therefore, (X,F ) is critical for e, a contradiction.
Now, suppose to the contrary that there exists w ∈ V that violates (19). Let F ′ = ∂D−es (PD−e(w)), F =
∂s(P (w)) and X
′ = PD−e(w). By the definition of X ′ and F ′, ∂(X ′) − F ′ ⊆ {e}. Then, by w vio-
lates (19), F ′ ⊆ F, P (w) ⊆ P (X ′), the monotonicity of r1, (9) and the subcardinality of r2, we have
r1(F
′) + 1 ≤ r1(F ) = r1(∂s(P (w))) ≤ r1(∂s(P (X ′))) ≤ r1(F ′) + r2(∂(X ′) − F ′) ≤ r1(F ′) + 1. Thus
equality holds everywhere. Hence (X ′, F ′) is tight, and r2(∂(X ′)− F ′) = r2(e) = 1, that is, e is a bridge
in M2|∂(X′)−F ′ . Therefore, (X ′, F ′) is critical for e, a contradiction. 
By (18), (D − e,M1 − e,M2 − e) satisfies the condition of the theorem. By |A(D − e)| < |A(D)|,
it is not a counterexample, so there exists an (M1 − e)-reachability-based (M2 − e)-restricted packing
T1, . . . , Tt of s-one-arborescences in D − e, that is, for every v ∈ V, {A(Ti) ∩ ∂D−e(v) : v ∈ V (Ti)} is
independent in Mv − e (and hence inMv) and {A(Ti)∩ ∂D−e(V ) : v ∈ V (Ti)} is independent in M1− e
(and hence in M1) of size r1(∂D−er (PD−e(v))) that is, by (19), of size r1(∂s(P (v))). Then T1, . . . , Tt is
an M1-reachability-basedM2-restricted packing of s-one-arborescences in D, and the proof is complete
in this case.
Case 2. Suppose now that there exists a non-bridge edge e = uv in M2. Since we are not in Case 1,
there exists a critical pair (X,F ) for e such that X is minimal.
Claim 12 X ⊆ P (v).
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Proof: Let (X ′, F ′) = (P (v), ∂s(P (v))). By ∂(X ′)−F ′ = ∅ and ∂s(P (X ′)) = F ′, we get r2(∂(X ′)−F ′) =
r2(∅) = 0 = r1(∂s(P (X ′))) − r1(F ′), that is (X ′, F ′) is tight. By the tightness of (X,F ) and (X ′, F ′),
Lemma 11, (9) and (11), we have b(X,F ) + b(X ′, F ′) = p(X) + p(X ′) ≤ p(X ∩ X ′) + p(X ∪ X ′) ≤
b(X∩X ′, F ∩F ′)+b(X∪X ′, F ∪F ′) ≤ b(X,F )+b(X ′, F ′). Hence equality holds everywhere, in particular,
(X ∩X ′, F ∩ F ′) is tight. Note that, by X ′ = P (v) and uv ∈ ∂(X)− F, e ∈ Y := ∂(X ∩X ′)− (F ∩ F ′).
Suppose that e is not a bridge inM2|Y . Then there exists anM2-base B′ of Y not containing e. Since no
edge exists from X−X ′ to X ∩X ′, B′ ⊆ ∂(X)−F so there exists anM2-base B of ∂(X)−F containing
B′. Since B′ was anM2-base of Y, e /∈ B. Thus e is not a bridge inM2|∂(X)−F , which is a contradiction.
So e is a bridge in M2|∂(X∩X′)−(F∩F ′), thus (X ∩X ′, F ∩ F ′) is a critical pair for e. It follows, by the
minimality of X, that X ⊆ X ′ = P (v). 
Let M′2 = (M2/e) ⊕ e (with rank function r′2), that is, M′2 is obtained from M2 by contracting e
and adding back e as a bridge. Note that M′2 will still be a direct sum of its submatroids on ∂(w) for
w ∈ V as M′2 =
⊕
w∈V−vMw ⊕M′v where M′v = (Mv/e)⊕ e. We show now that (9) with respect to
M′2 holds, that is,
b′(X ′, F ′) := r1(F ′) + r′2(∂(X
′)− F ′) ≥ r1(∂s(P (X ′))) for all X ′ ⊆ V and F ′ ⊆ ∂s(X ′). (20)
Proof: Assume for a contradiction that there exists (X ′, F ′) that violates (20), that is, b′(X ′, F ′) ≤
p(X ′)− 1. By the definition of contraction, r′2(Y ) = r2(Y ) if e ∈ Y and r2(Y ∪ e)− 1 if e /∈ Y. It follows,
by (9) for (X ′, F ′) and the monotinicity of r2, that p(X ′) ≤ b(X ′, F ′) ≤ r1(F ′) + r2((∂(X ′)− F ′) ∪ e) ≤
b′(X ′, F ′)+1. By adding the above two inequalities, we get that all these inequalities hold with equalities,
so v ∈ X ′, e /∈ ∂(X ′)−F ′ and r1(F ′) + r2((∂(X ′)− F ′)∪ e) = p(X ′). Since (X,F ) is a critical pair for e,
e ∈ ∂(X)− F , r1(F ) + r2(∂(X)− (F ∪ e)) + 1 = b(X,F ) = p(X) and, by Claim 12, we have X ⊆ P (v)
hence the condition of Lemma 11 is satisfied. By the two equalities above, Lemma 11, (9) for the pairs
(X ∩X ′, F ∩ F ′) and (X ∪X ′, F ∪ F ′) and (12), we get a contradiction. 
By (20), (D,M1,M′2) satisfies the condition of the theorem. Note that if f is a bridge in M2, then
it will be a bridge in M′2 also. Then the number of non-bridge edges in M′2 is one less than in M2,
hence (D,M1,M′2) is not a counterexample, so there exists an M1-reachability-based M′2-restricted
packing T1, . . . , Tt of s-one-arborescences in D, that is, for every v ∈ V, Y = {A(Ti)∩∂(v) : v ∈ V (Ti)} is
independent inM′v (and hence, by rv(Y ) ≤ |Y | = r′v(Y ) ≤ rv(Y ), independent inMv) and {A(Ti)∩∂(V ) :
v ∈ V (Ti)} is independent in M1 of size r1(∂s(P (v))). Then, as the independent sets of M′2 are also
independent inM2, T1, . . . , Tt is anM1-reachability-basedM2-restricted packing of s-one-arborescences
in D, and the proof is complete in this case.
Case 3. We may suppose finally that each edge is a bridge in M2, that is,M2 is the free matroid. Note
that in this case (9) implies (8) and hence we can conclude by Theorem 5. 
6 Algorithmic aspects
We show in this section how to derive from our proof a polynomial algorithm to find either a reachability-
based matroid-restricted packing of s-one-arborescences or a pair (X,F ) that violates (9).
First we show how to check in polynomial time whether (9) holds. We start with the following
observation.
Lemma 13 If there exists a pair that violates (9), then there also exists a pair (X∗, F ∗) violating (9)
and a vertex v such that v ∈ X∗ ⊆ P (v).
The proof will be similar to the proof of Claim 12.
Proof: Let (X,F ) be a pair that violates (9) such that X is maximal and F is also maximal with
respect to X . Let v ∈ X . If X ⊆ P (v), then (X∗, F ∗) := (X,F ) is as required. Otherwise, let
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(X ′, F ′) = (P (v), ∂s(P (v))). By ∂(X ′) − F ′ = ∅ and ∂s(P (X ′)) = F ′, we get r2(∂(X ′) − F ′) = r2(∅) =
0 = r1(∂s(P (X
′)))− r1(F ′), that is (X ′, F ′) is tight. By (11), as (X,F ) violates (9) and by the tightness
(X ′, F ′), and by Lemma 11, we have b(X ∩ X ′, F ∩ F ′) + b(X ∪ X ′, F ∪ F ′) ≤ b(X,F ) + b(X ′, F ′) <
p(X)+p(X ′) ≤ p(X∩X ′)+p(X∪X ′). Hence (X∩X ′, F ∩F ′) or (X∪X ′, F ∪F ′) is violating (9). By the
maximality of (X,F ), if P (v) 6⊆ X or ∂s(P (v)) 6⊆ F , then (X ∪X ′, F ∪F ′) does not violate (9). Thus, in
this case, (X∗, F ∗) = (X ∩X ′, F ∩F ′) is violating (9), moreover, by the definition of X ′, v ∈ X∗ ⊆ P (v)
as required. Therefore, we find a violating pair as required except when P (v) ⊆ X and ∂s(P (v)) ⊆ F .
However, this cannot hold for all v ∈ X as then X = ⋃v∈X P (v) = P (X) and F = ∂s(X) = ∂(X) hence
(9) holds with equality, a contradiction. 
By Lemma 13, (9) holds if and only if for every v ∈ V, it holds for all pairs (X,F ) with the addition
property that v ∈ X ⊆ P (v). Note that for a fixed vertex v, for all v ∈ X ⊆ P (v), P (X) = P (v), so the
right hand side of (9) is constant.
On the one hand, for a fixed set X ⊆ V, r1(F ) + r2(∂(X) − F ) for all F ⊆ ∂s(X) is a submodular
function, so by submodular function minimization one can determine in polynomial time, for all X ⊆ V,
q(X) = min{r1(F )+ r2(∂(X)−F ) : F ⊆ ∂s(X)}. On the other hand, by Lemma 10, q(X) is submodular.
Then, using again submodular function minimization, one can check in polynomial time whether for a
fixed v ∈ V, for all v ∈ X ⊆ P (v), q(X) ≥ r1(∂s(P (v))). We may hence conclude that we can check in
polynomial time whether (9) holds.
It follows that (8) can also be checked in polynomial time. Then the proof of Theorem 5 in [14]
provides a polynomial algorithm to find either a Reachability-based packing of s-one-arborescences or a
set that violates (8).
Now we can explain our algorithm. We check first whether (9) holds. As mentioned above, in
polynomial time, either we find a set that violates (9) and we stop or we know that (9) holds and we
continue. If every edge is a bridge in M2 then the problem reduces to the problem of reachability-based
packing of s-one-arborescences and hence we are done by the above remark on the algorithm of [14]. If
there exists a non-bridge edge inM2, then let us choose one, say e. Let us check if (D−e,M1−e,M2−e)
satisfies (18) and (19). (18) is just (9) for the smaller graph, so we can do it. The second one is trivially
polynomial to check. If both hold, then recursively we use our algorithm for (D − e,M1 − e,M2 − e)
and the packing obtained will be a required packing for (D,M1,M2). Otherwise, (D,M1,M′2), where
M′2 is defined in Case 2 in the proof of Theorem 6, satisfies (20) and recursively we use our algorithm
for (D,M1,M′2) and the packing obtained will be a required packing for (D,M1,M2). Note that during
the recursive execution of our algorithm either the number of edges decreases by one or the number of
non-bridge edges in M2 decreases by one, hence our algorithm stops in polynomial time.
The above argument shows that the following theorem holds.
Theorem 14 Let D = (V + s, A) be a rooted digraph, M1 = (∂(V ), r1) and M2 = (A, r2) two matroids
such that M2 is the direct sum of the matroids Mv = (∂(v), rv) for v ∈ V . There exists a polynomial
algorithm to find either anM1-reachability-based M2-restricted packing of s-arborescences in D or a pair
(X,F ) that violates (9). 
7 Concluding remarks
7.1 An extension for dypergraphs
A dypergraph is a directed hypergraph where each oriented hyperedge, called a dyperedge, has one
head and multiple tails. An s-hyperarborescence is a dypergraph which can be trimmed to an s-
arborescence, that is, each of its dyperedges can be substituted by one arc from one of its tails to its head
such that the resulting digraph is an s-arborescence. [7] showed that all arborescence packing results can
be simply generalized to dypergraphs. The idea is to substitute each dyperedge of the input dypergraph
by a new vertex such that it is entered by multiple arcs from each of the tails of the dyperedge and it
has only one outgoing arc, called a head arc, that has the same head as the dyperedge. By the same
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construction one can get a generalization of the result presented here, one only needs to add the free
matroid on ∂(v) for each new vertex v and keep the original matroid M2 on the head arcs.
7.2 Open problems
We conclude this paper with some remarks on the weighted versions of the problems. Suppose that we
are given a weight function on the set of arcs of a digraph. The weight of a packing of arborescences is the
sum of the weights of the arcs of the arborescences in the packing. It is clear that one can find a packing
of k spanning s-arborescences of minimum weight (if one exists) with the weighted matroid intersection
algorithm [6]. Similarly, a matroid-restricted packing of spanning s-arborescences of minimum weight
(if one exists) can be found with the weighted matroid intersection algorithm. The weighted version of
the problem of matroid-based packing of s-arborescences was solved in [3] by the ellipsoid method [11]
and submodular function minimization [12, 15]. It is an open problem whether there exists a polynomial
algorithm to solve the common generalization of these problems, that is to find a matroid-based matroid-
restricted packing of s-arborescences of minimum weight.
Finally, we note that the weighted version of the problem of reachability-based packing of s-arborescences
was solved in [1] by an abstract reformulation of the problem. Obviously, the problem of reachability-
based matroid-restricted packing of s-arborescences of minimum weight also remains open.
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Finding strongly popular matchings in certain
bipartite preference systems
Tama´s Kira´ly1









Abstract: The computational complexity of the bipartite popular matching problem depends
on whether ties are allowed in the preference lists. If one side has strict preferences while nodes
on the other side are indifferent (but prefer to be matched), then a popular matching can be
found in polynomial time [Cseh, Huang, Kavitha, 2015]. However, as the same paper points
out, the problem becomes NP-complete if one side has strict preferences while the other side
can have both indifferent nodes and nodes with strict preferences. We show that the problem
of finding a strongly popular matching is polynomial-time solvable even in the latter case.
Keywords: graph algorithms, stable marriage, popular matching
1 Introduction
A bipartite preference system with ties consists of a bipartite multigraph G = (S, T ;E) and partial orders
v on the edges incident to v, for every node v ∈ S ∪ T . Given a bipartite preference system with ties, a
node prefers a matching M1 to a matching M2 if it is either matched in M1 but not in M2, or matched
by a better edge in M1 than in M2. Matching M1 is more popular than matching M2 if the number of
nodes preferring M1 to M2 is strictly larger than the number of nodes preferring M2 to M1. This relation
is not transitive; it is possible that M1 is more popular than M2, M2 is more popular than M3, and M3
is more popular than M1 [2]. A matching M is popular if no matching is more popular than M , and it is
strongly popular if M is more popular than any other matching. These notions were first introduced by
Ga¨rdenfors [8], who showed that a) every strongly popular matching is stable and b) in case of no ties,
all stable matchings are popular.
Obviously, an instance cannot have two strongly popular matchings, because both of them would be
more popular than the other, which is impossible. Furthermore, a strongly popular matching must be a
unique popular matching. However, there are instances where the popular matching is unique but it is
not strongly popular; see the full version of [2] for an example.
Algorithmic questions about popular matchings have generated a lot of interest lately, see Section
1.1 for a short summary of recent results. Here we just mention that for any preference system with
ties (even non-bipartite), it can be decided in polynomial time if a given matching is popular or strongly
popular [2]. This means that the decision problem for popular matchings is in the complexity class NP,
while the decision problem for strongly popular matchings is in the lesser-known complexity class UP
(Unambiguous Polynomial-time). The latter class, introduced by Valiant [15], consists of the decision
problems solvable by an NP machine such that all witnesses are rejected in a “no” instance, while exactly
one witness is accepted in a “yes” instance. The strongly popular matching problem belongs to this class
because each “yes” instance has a single strongly popular matching and it can be verified in polynomial
time.
1Research is supported by the Hungarian National Research, Development and Innovation Office – NKFIH, grant number
K120254. The authors are members of the MTA-ELTE Egerva´ry Research Group.
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In this paper, we consider bipartite preference systems with two types of nodes: nodes with strict
preferences, where the preference order v is a total order on δG(v), and indifferent nodes, where every
incident edge is equally good (but who still prefer to be matched). If all nodes have strict preferences,
then every stable matching is popular [8]. On one hand, this implies that there always exists a popular
matching and one can be found using the well-known Gale-Shapley algorithm [7]. On the other hand,
we can decide if a strongly popular matching exists by finding an arbitrary stable matching and checking
whether it is strongly popular (this also works in non-bipartite preference systems without ties [2]).
The problems become more complex when indifferent nodes are also allowed on one of the sides.
If nodes on one side have strict preferences while those on the other side are all indifferent, then the
existence of a popular matching can still be decided in polynomial time, as shown by Cseh, Huang, and
Kavitha [4]. However, they also showed that the problem becomes NP-complete if one side has strict
preferences while the other side may feature both indifferent nodes and nodes with strict preferences; see
the full version of [4] and [5] for proofs.
The main result of the present paper is that the existence of a strongly popular matching can be
decided in polynomial time even in the latter case.
Theorem 1 Given a bipartite preference system (G = (S, T ;E),) where nodes in S have strict prefer-
ences and each node in T is either indifferent or has strict preferences, it can be decided in polynomial
time if there is a strongly popular matching.
The algorithm successively finds edges that cannot be in a strongly popular matching or must be in
any strongly popular matching, and also maintains a directed graph related to the possible structure of
the strongly popular matching. The set of possible candidates keeps shrinking until, at the end, we can
either conclude that there is no strongly popular matching, or exactly one candidate matching remains.
In the latter case, we can check in polynomial time whether this matching is strongly popular or not.
1.1 Other related work
There is a lot of ongoing research about the computational complexity of the popular matching problem.
For bipartite preference systems with no ties, Huang and Kavitha [9] showed that a maximum size
popular matching can be found in polynomial time, and Cseh and Kavitha [6] gave an algorithm for
deciding if a given edge belongs to a popular matching. The former result can also be extended to the
Hospitals-Residents problem, where more than one residents can be matched to a hospital [3, 14]. On the
other hand, the complexity of deciding the existence of a popular matching in a non-bipartite preference
system without ties is still open. Huang and Kavitha [10] introduced the notion of unpopularity factor,
and showed that, for any positive ε, it is NP-hard to compute a matching with unpopularity factor within
4
3 − ε of optimal.
Several recent results concern a slightly different, one-sided model (also called the House Allocation
model), where one side has preference lists, while nodes on the other side do not vote at all and do
not prefer to be matched. Abraham et al. [1] gave a polynomial-time algorithm for finding a popular
matching in this model. If the preferences are strict, then optimal popular matchings can also be found
for various notions of optimality [12, 13].
2 Proof of the main theorem
In this section we prove Theorem 1. We are given a bipartite multigraph G = (S, T ;E), and the node
set T is partitioned into two parts, TP and TI . The nodes in S ∪ TP have strict preference orders v
over their incident edges, while the nodes in TI are indifferent but prefer to be matched. We give a




Before going into the details, we give an overview of the main ideas of the proof. During the algorithm,
we modify the instance using the following two operations.
1. We remove edges that cannot appear in an SPM of the current instance,
2. We fix edges that must belong to the SPM of the current instance (if it exists). Fixed edges are
removed together with their two endnodes. The set of fixed edges is denoted by F .
Let Gk = (Sk, T k;Ek) be the current instance after performing k of the above operations, and let F be
the set of edges fixed so far.
Lemma 2 If the original instance has an SPM M , then F ⊆M , and M \ F is an SPM of Gk.
Proof: We prove by induction on k; let Gk−1 be the instance before the last operation. If the last
operation was the removal of an edge st, then, by induction, M contains F , M \ F is an SPM of Gk−1,
and st /∈M . Thus M \ F is an SPM of Gk.
If we fixed an edge st in the last operation, then M \ (F − st) is an SPM of Gk−1 by induction, and
st ∈M \ (F − st) because we only fix edges with this property. This implies that st ∈M , and therefore
M \ F is an SPM of Gk. 
Note that it is possible that Gk has an SPM even if G does not have one. However, this is not
a problem: if we eventually obtain an empty graph by repeating the operations, then F is the only
candidate for an SPM, and we can check in polynomial time if it is an SPM of G or not. On the other
hand, if we obtain a graph Gk that has no SPM, then G also has none.
An edge st ∈ E is called a blocking edge with respect to a matching M if both s and t prefer the edge
st to their partner in the matching (this includes the case when t ∈ TI and it is unmatched). If M is an
SPM, then there is no blocking edge with respect to M ; indeed, if M ′ is the matching obtained from M
by adding a blocking edge st and removing the original edges incident to s and t, then M is not more
popular than M ′. We will use the term “blocking edge” in another sense for parallel edges: if e and e′
are parallel edges and one endpoint prefers e to e′, then e blocks any matching M containing e′, since
M − e′ + e is at least as popular as M .
In addition to blocking edges, we will use alternating paths and cycles to show that certain matchings
cannot be strongly popular. Given a matching M and an alternating path or cycle w.r.t. M , let M ′ be
the matching obtained from M by exchanging along the path or cycle (if we exchange along a path whose
first or last edge is not in M , then we also remove the edge of M covering the corresponding endpoint of
the path). If we can show that M ′ is at least as popular as M , then M is not an SPM.
2.2 First phase of the algorithm
The algorithm starts with a first phase that is reminiscent of the first phase of Irving’s algorithm for the
stable roommates problem [11]. We repeat the following steps.
• From every node in S ∪ TP we draw a directed edge to its first choice.
• If there is a directed edge to a node v ∈ S ∪ TP , then we delete the edges incident to v which are
worse according to v than the incoming directed edge. We also delete the edges parallel to the
directed edge. If we deleted a node’s first choice, then we draw a directed edge to its first choice
among its remaining neighbors.
Claim 3 The deleted edges cannot belong to an SPM.
Proof: Suppose that uv belongs to an SPM and it was deleted because of a directed edge wv. Then wv
is a blocking edge with respect to the SPM, a contradiction. 
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Claim 4 If at some point there is only one directed edge st entering a node in TI , then st belongs to the
SPM if there is one.
Proof: Suppose that the SPM M does not contain st; then t has to be matched to a node u 6= s,
otherwise st would be blocking. Consider the path that starts with s and alternates between directed
edges and edges of M . (The first edge is st, the second is tu.) If we reach a node t′ ∈ TI , then by
exchanging along the path we get a matching which is as popular as M : the nodes of S on the path all
get a better partner, while the only nodes that may prefer M are the nodes of T in the path except for t
and t′, and the partners of t′ and s in M . This contradicts the assumption that M is an SPM.
If we return to s, then exchanging along the cycle yields a matching at least as popular as M . See
Figure 1 for an illustration of both cases. 
Figure 1: The solid edges belong to the SPM.
Claim 4 means that we can fix the edge st to be in F , and delete s and t from the graph.
Claim 5 If at some point there is a node t ∈ TI which is not an endpoint of a directed edge but there is
an edge st which has not been deleted, then an edge su cannot belong to the SPM if s prefers st over su.
Proof: Suppose that su is in the SPM. The node t has to be matched to some node v, since otherwise st
would be blocking. Consider the path which starts with us, st, tv and then alternates between directed
edges and edges of the SPM. Similarly to the proof of Claim 4, if we reach a node in TI , then exchanging
the edges along the path yields a matching preferred by the same number of nodes as the original SPM,
while if the path returns to u, then by exchanging along the cycle we get a new matching that is as
popular as the SPM, a contradiction. 
It follows from the claim that we can delete such edges su, and continue phase 1. We can also delete
the nodes in S ∪ TP which become isolated. If the graph becomes empty at the end of phase 1, then we
can check whether the set F of fixed edges is an SPM in the original graph G, so we are done by Lemma
2. Otherwise we proceed to phase 2, which is described below.
2.3 Second phase of the algorithm
Let D′ denote the directed graph obtained at the end of phase 1, and let G′ be the bipartite graph
consisting of all nodes and edges that have not been deleted in the first phase. D′ can have three types
of components:
• directed cycles;
• in-arborescences with a root-node (sink) in TI having in-degree at least 2. The other nodes of the
arborescence are in S ∪ TP and they have out-degree 1 and in-degree at most 1. Therefore, each
arborescence consists of disjoint directed paths leading to the root-node; the first nodes of these
paths are called leaves.
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• isolated nodes that are in TI (note that these nodes are not isolated in G′).
Let T1 denote the nodes in TI which are root-nodes of one of the arborescences, and let T2 denote the
isolated nodes in D′.
Lemma 6 If uv is an edge in G′[S ∪ TP ∪ T1] and it is not a directed edge in any direction, then uv
cannot belong to the SPM.
Proof: Suppose uv is in the SPM M . If u ∈ T1, then there is a directed edge su in D′, for some s 6= v.
Consider the path starting with su, uv and then alternating between directed edges and edges of M .
Similarly to the proof of Claim 4, we either reach a node in TI or return to s, and exchanging along the
obtained path or cycle yields a matching that is preferred by at least as many nodes as the number of
nodes that prefer M .
Now consider the case where u ∈ TP . Consider the path starting with vu and then alternating between
directed edges and edges of M . If we return to v without reaching a node in T1, then exchanging along
the cycle yields a matching that is at least as popular as M . If we reach a node in T1, then there is
another directed edge pointing to this node, which we add to the path. Let this path be denoted by P .
We continue P from v with edges alternating between directed edges and edges of M . If we reach a node
in TI , then exchanging along the path yields a matching that is at least as popular as M ; see Figure 2
for an illustration of this case. If we return to a node in P , then, again, exchanging along the obtained
cycle yields a matching at least as popular as M . (One of the endpoints of each edge in M is better off
with the new matching except for maybe one edge, but u and v are both better off.) 
Figure 2: The solid edges belong to the SPM.
The lemma implies that only the edges of D′ and edges of G′ with one endpoint in T2 can belong to
the SPM. Therefore we can delete the other edges. From Claim 5, it follows that for every node s ∈ S
there can be only one edge between s and T2.
Lemma 7 If there is a cycle of length more than 2 in D′ then there is no SPM.
Proof: Suppose that there is an SPM M . If one of the nodes v of the cycle is matched to a node
t ∈ T2 in M , then node v prefers its predecessor u in the cycle (because of Claim 5), and therefore uv is
a blocking edge with respect to M .
If every node of the cycle is matched along the cycle, then we can exchange along the cycle to get a
matching at least as popular as M . 
A cycle of length 2 in D′ corresponds to a single edge that must belong to the SPM, so we can fix
these edges and delete their endpoints.
Claim 8 In the SPM, only the leaves (i.e. the nodes of in-degree 0 and out-degree 1 in D′) can be matched
to nodes in T2.
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Proof: Suppose u is matched to t ∈ T2 in the SPM and u is not a leaf; therefore, there is a node v such
that vu is in the arborescence. Because of Claim 5, vu is a blocking edge. 
By the claim, we can delete the edges between T2 and any node which is not a leaf.
Claim 9 Every leaf is matched in the SPM.
Proof: Let M be the SPM, and suppose there is a leaf s ∈ S that is not matched in M . The other
nodes of the branch containing s, except for the root, must be matched along the branch. By exchanging
the edges along the branch such that the edge incident to s and the edge incident to the root belong to
the new matching, we obtain a matching that is as popular as M .
Now suppose there is an unmatched leaf t ∈ T . Again, the other nodes of the branch must be matched
along the branch, and now the root also has to be matched in this branch, otherwise there is a blocking
edge. We exchange the edges along the branch and add to the matching another edge pointing to the
root (here we use the property that the in-degree of the root is at least 2). If the tail of this edge is
covered by M , then we remove the edge covering it from the matching. It is easy to check that the new
matching is at least as popular as M . 
If there is an arborescence with all leaves in T , then all of its nodes have to be matched along the
arborescence, and from the above claim all of its nodes have to be matched. But the arborescence has
an odd number of nodes, therefore there cannot be an SPM.
If an arborescence has only one leaf in S, then its nodes have to be matched along the arborescence,
and there is a unique way to match them (see Figure 3). Therefore we can fix these edges and delete the
arborescence.
Figure 3: The dashed edges give the only possible SPM.
Claim 10 If a node t ∈ T2 has degree 1 in G′, then it has to be matched in the SPM.
Proof: Suppose that t is not matched in the SPM. Let ts be the only edge incident to t in G′, and
let r be the root of the arborescence that s belongs to. By Claim 8, s is a leaf of this arborescence. If
r is not matched along the branch of s, then s cannot be matched, and therefore st is blocking. If r is
matched along the branch of s, then we exchange the edges along the branch and add ts and vr to the
new matching, where vr is an edge of the arborescence from another branch; we also remove the original
matching edge covering v. The new matching is at least as popular as the SPM, a contradiction. 
By the claim, if a node t ∈ T2 has a single neighbor s in G′, then we can fix ts and every second
edge of the branch of s, and delete this branch and t. Suppose that this creates an arborescence with
a single branch; then the original arborescence had two leaves, both in S (as we have already removed
arborescences with only one leaf in S), and since the root cannot be matched on the branch of s, there is
a unique way to match the whole arborescence. So in this case we can fix the matching on both branches
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and remove the whole arborescence, maintaining the property that every arborescence has at least two
branches.
After performing all of the above operations, the following hold.
• there are no parallel edges in G′;
• every arborescence has at least two leaves in S;
• every leaf in S has at most one neighbor in T2;
• every node in T2 has degree at least 2;
• every node of each arborescence is matched in the SPM.
These properties can be satisfied only if every arborescence has exactly 2 leaves in S, every leaf in S
has exactly one neighbor in T2, and every node in T2 has degree 2. This means that the graph contains
a cycle if it is nonempty, and, in addition, every second edge in this cycle must be in the SPM. However,
we can exchange along the cycle to get a new matching at least as popular as the SPM, which is a
contradiction. We can conclude that the remaining graph is empty, which means that the only possible
candidate for an SPM is F , i.e. the set of edges that we fixed. We can check in polynomial time if this is
an SPM or not. 
Remark 11 It is easy to see that we can apply the above algorithm with slight modifications to solve the
following, slightly more general problem: nodes in S have strict preferences, and the preference lists of
nodes in T can contain one tie, of arbitrary length, at the end. During the algorithm, we treat a node
t ∈ T as a node in TP as long as the directed edge leaving t is not in the last tie. When the directed edge
leaving t belongs to the last tie, we treat t as a node in TI . In all other aspects, the algorithm remains
the same.
3 Conclusion
We proved that in case of strict preferences on one side and both strict preferences and indifference on the
other side, the existence of a strongly popular matching can be decided in polynomial time. This is a clear
indication that the strongly popular matching problem is significantly easier than the popular matching
problem. It is difficult to complement this with hardness results; as mentioned in the introduction,
the strongly popular matching problem is in the complexity class UP, for which no complete problems
are known. Therefore, the more promising research direction is to consider polynomial-time solvability
for slightly more general preference systems. In particular, the decision problem for strongly popular
matchings is open in the following two cases:
• bipartite preference systems with strict preference and indifference allowed on both sides,
• bipartite preference systems with strict preferences on one side, and arbitrary preferences on the
other side.
Our techniques do not seem to extend easily to these problems.
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1 Introduction
The matroid parity problem was introduced by Lawler [19] as a unification of two fundamental gen-
eralizations of the bipartite matching problem: the non-bipartite matching problem and the matroid
intersection problem. This problem cannot be solved in polynomial time in general [16,20], but is known
to be tractable as well as to admit a good characterization when the matroid in question is linearly
represented due to Lova´sz [20,21]; the problem is called the linear matroid parity problem.
While non-bipartite matching and matroid intersection can be solved in polynomial time also in
reasonable weighted situations, the tractability of a weighted version of linear matroid parity had been
open for a long while. Camerini, Galbiati, and Maﬃoli [4] first developed a randomized pseudopolynomial-
time algorithm, which was later improved by Cheung, Lau, and Leung [5], but the running time bound
is still pseudopolynomial. Recently, Iwata [14] and Pap [24] announced polynomial-time algorithms for
weighted linear matroid parity, and the former work has been published as a full paper [15].
The linear matroid parity problem has a variety of applications in the sense that various combinatorial
optimization problems can be solved eﬃciently through reductions to linear matroid parity: finding,
e.g., a maximum number of disjoint S-paths [21, 25], a minimum-cardinality feedback vertex set in a
subcubic graph [26], a maximum-genus embedding of a graph [9], and a rooted-connected edge-orientation
maximizing the number of vertices with even in-degree [8]. Such a reduction can be extended to weighted
situations in a straightforward way in some cases (when there is a one-to-one correspondence between the
feasible solutions before and after the reduction), but it sometimes fails. Such a trouble occurs when, for
instance, a nontrivial transformation of solutions is required in addition to finding an optimal solution of a
linear matroid parity instance. In this paper, we present how to overcome such diﬃculties by showing two
interesting applications: the weighted versions of Mader’s disjoint S-paths problem and of the feedback
vertex set problem in subcubic graphs.
The rest of this paper is organized as follows. Section 2 is devoted to formulating the linear matroid
parity problem and its weighted versions. In Sections 3 and 4, we present how weighted linear matroid
parity can solve the weighted versions of Mader’s problem and of the feedback vertex set problem in
subcubic graphs, respectively. Finally, we conclude this paper with further possible research directions
in Section 5.
1Supported by JST, ERATO, Kawarabayashi Project, and by JSPS KAKENHI Grant Numbers 16K16010, 15H02966,
and 16H03118.
2Supported by JSPS KAKENHI Grant Number 16H06931 and JST ACT-I Grant Number JPMJPR16UR.
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2 Preliminaries
2.1 Linear matroid parity
Let F be a field, and Z a matrix over F whose row and column sets are U and V , respectively. We assume
that the number |V | of columns is even, and the column set V is partitioned into pairs of two distinct
columns, called lines. Let L denote the set of lines. A column subset X ⊆ V is called a parity set if X
consists of lines, i.e., |X ∩ ℓ| = 0 or 2 for every line ℓ ∈ L.
The linear independence of the column vectors of Z naturally defines a matroid on V (see, e.g.,
[23, 25] for the basic notions on matroids). We denote the linearly represented matroid by M(Z), whose
independent set family, base family, and rank function are denoted by I(Z), B(Z), and rZ , respectively.
A base B ∈ B(Z) is called a parity base if B is a parity set. A set X ⊆ V is said to be spanning if
rZ(X) = rZ(V ).
The linear matroid parity problem is formulated as follows.
Linear Matroid Parity Problem
Input: A matrix Z ∈ FU×V over a field F with a line set L.
Goal: Find a maximum-cardinality independent parity set I ∈ I(Z).
Originated by Lova´sz [20], a variety of eﬃcient algorithms for this problem have been developed;
e.g., a deterministic augmenting-path algorithm by Gabow and Stallmann [10] and a randomized one by
Cheung et al. [5].
2.2 Equivalent formulations of weighted linear matroid parity





We first describe the following formulation of weighted linear matroid parity, which is adopted in [15].
Minimum-Weight Parity Base Problem
Input: A matrix Z ∈ FU×V over a field F with a line set L and a weight w ∈ RL.
Goal: Find a minimum-weight parity base B ∈ B(Z).
Theorem 1 (Iwata–Kobayashi [15, Theorem 11.1]) The minimum-weight parity base problem can
be solved with O(n3r) arithmetic operations over F, where n := |V | and r := |U |.
Another reasonable formulation is as follows, which is adopted in [24].
Maximum-Weight Independent Parity Set Problem
Input: A matrix Z ∈ FU×V over a field F with a line set L and a weight w ∈ RL.
Goal: Find a maximum-weight independent parity set I ∈ I(Z).
The next one is apparently diﬀerent from the above two problems, but it turns out to be equivalent
by considering the dual matroid M∗ of M(Z), since a set X ⊆ V is spanning in M(Z) if and only if
V \X is independent in M∗.
Minimum-Weight Spanning Parity Set Problem
Input: A matrix Z ∈ FU×V over a field F with a line set L and a weight w ∈ RL.
Goal: Find a minimum-weight spanning parity set X ⊆ V .
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Remark 2 As shown in [20, Proposition 1.7], a minimum-cardinality spanning parity set can be con-
structed by adding an unspanned line repeatedly starting with any maximum-cardinality independent
parity set. Hence, in the unweighted situation (i.e., when wℓ = 1 for every line ℓ ∈ L), a minimum span-
ning parity set is easily obtained by solving the same linear matroid parity instance (e.g., a minimum
number of pinning-down points to make a planar structure rigid can be found in this way [21, Section 4]).
This strategy, however, fails in the general weighted situation, and we have to consider the dual matroid
explicitly, which may change the instance size (the number of rows) essentially.
3 Mader’s Disjoint S-paths
3.1 Background
Let G = (V,E) be an undirected graph. For a prescribed vertex set A ⊆ V with its partition S (i.e., S
is a family of disjoint nonempty subsets of A whose union is A), an A-path is a path between distinct
vertices in A that does not intersect A in between, and an S-path is an A-path whose end vertices belong
to distinct elements of S. Each vertex in A is called a terminal.
Mader’s disjoint S-paths problem is to find a maximum number of vertex-disjoint S-paths in a given
undirected graph with a terminal set partitioned as S. This problem also unifies two fundamental
generalizations of bipartite matching: the non-bipartite matching problem and the disjoint s–t paths
problem in undirected graphs.
Mader’s problem was first mentioned by Gallai [11], and Mader [22] gave a good characterization by
a min-max duality theorem. Lova´sz [20,21] proposed the first polynomial-time algorithm via a reduction
to the matroid parity problem. In [21], instead of giving a linear representation, he showed how to handle
the nontrivial double circuits that appear in this special case, and later Schrijver [25, Section 73.1a]
provided an explicit linear representation, which leads to a direct reduction of Mader’s problem to linear
matroid parity.
Our goal in this section is to show the tractability of the weighted version of Mader’s problem, which
has been open for a long while similarly to weighted linear matroid parity. It does not immediately follow
from the tractability of weighted linear matroid parity, but can be derived by a suitable transformation
of the reduction for the unweighted case.
It should be remarked that Karzanov [18] presented a polynomial-time algorithm for a similar weighted
problem in the edge-disjoint A-paths setting (which is a special case of Mader’s setting), whose full proof
was left to an unpublished paper [17]. Karzanov’s problem can be solved by finding shortest k disjoint
S-paths (see Section 3.2) for all possible k, where the number of iterations is at most |A|/2 and can be
reduced to O(log |A|) by binary search.
3.2 Overview
In this section, we focus on the following weighted version of Mader’s problem. For a family P of disjoint
paths, we denote by E(P) the set of edges traversed by some path in P.
Shortest Disjoint S-paths Problem
Input: An undirected graph G = (V,E), a terminal set A ⊆ V with its partition S, a nonnegative edge
length c ∈ RE≥0, and a positive integer k ∈ Z>0.
Goal: Find a family P of k vertex-disjoint S-paths in G with c(P) :=∑e∈E(P) ce minimum.
We shall reduce this problem to the minimum-weight parity base problem shown in Section 2.2.
Our reduction results in an O(n) × O(n2) matrix over the finite field Fp for some prime p = O(n) (see
Remark 7), where n := |V |. Hence we can derive the following running time bound from Theorem 1
(we assume that each arithmetic operations over Fp can be performed in constant time by preparing the
addition, multiplication, and inversion tables in advance).
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Theorem 3 The shortest disjoint S-paths problem can be solved in O(n7) time, where n := |V |.
Our reduction procedure is summarized as follows. We first construct an auxiliary graph G′ from a
given undirected graph G (see Section 3.4), which is the key point in this section. This step requires
O(n2) time. Next, following Schrijver’s linear representation, we make a matrix Z associated with the
auxiliary graph G′, and define a weight w from the edge length c in a natural way (see Section 3.5).
This step takes O(n3) time. Finally, we show that the following two facts (see Claim 8), which complete
the reduction within O(n3) time in total (and hence the computational time for weighted linear matroid
parity is dominant):
• for any family P of k vertex-disjoint S-paths in G, there exists a parity base B with w(B) = c(P);
• for any parity base B, there exists a family P of k vertex-disjoint S-paths in G with c(P) ≤ w(B),
which can be found easily, in O(n) time.
In what follows, we sketch the detailed outline. For the complete proofs, we refer the readers to [27].
3.3 Associated matrix for Mader’s S-paths
In this section, we review Schrijver’s reduction [25, Section 73.1a] of Mader’s problem to linear ma-
troid parity. For a given undirected graph G = (V,E) with a terminal set A ⊆ V partitioned as
S = {A1, A2, . . . , At}, we construct an associated matrix Z ∈ Q2V×2E , where a 2 × 2 submatrix corre-
sponds to each vertex v ∈ V and each edge e ∈ E. Note that we use the field Q of rationals in this
section for sake of simplicity, and it can be replaced by some finite field Fp (see Remark 7). We assume
that every connected component of G has at least one S-path.
Associate each edge e = {u,w} ∈ E with a 2-dimensional linear subspace of (Q2)V ,
Le := {x ∈ (Q2)V | x(u) + x(w) = 0, x(v) = 0 (v ∈ V \ {u,w}) }. (1)
For each terminal a ∈ Ai (i = 1, 2, . . . , t), define a 1-dimensional linear subspace





, x(v) = 0 (v ∈ V \ {a}) }, (2)
where ⟨y⟩ := { py | p ∈ F } for a vector y ∈ Fr over a field F.
Let Q :=
∑
a∈AQa and E := {Le/Q | e ∈ E }. Let us construct a matrix Z ∈ Q2V×2E associated
with E so that rankZ(F ) = dim(LF /Q) for every F ⊆ E, where Z(F ) ∈ Q2V×2F denotes the submatrix
of Z corresponding to F and LF :=
∑
e∈F Le. This can be done by arranging an appropriate basis of
Le/Q ∈ E (which is regarded as taken from the original space (Q2)V ) for each edge e ∈ E (see also
Remark 6). Then, the independent parity sets for this Z are characterized as follows, from which we can
derive a useful characterization of the parity bases (Lemma 5). Here we identify each edge set F ⊆ E
with the corresponding parity set for Z, which should be formally defined by the union of the column
pairs corresponding to each edge in F .
Lemma 4 (Schrijver [25, (73.18)]) An edge set F ⊆ E is an independent parity set if and only if
F forms a forest such that every connected component has at most two terminals in A, which belong to
distinct elements of S if there are two.
Lemma 5 An edge set F ⊆ E is a parity base if and only if F forms a spanning forest of G such that
every connected component has exactly two terminals in A, which belong to distinct elements of S.
Remark 6 The above construction does not define a unique associated matrix Z ∈ Q2V×2E , and one is
obtained as follows. We first compute the Kronecker product BG ⊗ I2 ∈ Q2V×2E of the incidence matrix
BG ∈ {−1, 0, 1}V×E ⊆ QV×E of G (where each edge in G is assumed to be arbitrarily oriented) and the
2× 2 identity matrix I2 ∈ Q2×2. Note that BG ⊗ I2 is a matrix obtained by arranging a basis of Le for
each edge e ∈ E. We then obtain Z by adding to each column of BG⊗I2 a multiple of a vector x ∈ (Q2)V





and x(v) := 0 (v ∈ V \{a}) when
a ∈ Ai) so that all the entries in the first row of the corresponding submatrix Za ∈ Q2×2E are zero. This
procedure takes O(|V | · |E|) time in total.
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Figure 1: How to construct the auxiliary graph (the original edges are omitted).
Remark 7 The underlying field Q can be replaced by the finite field Fp for any prime p > t. This is











every pair of i, j with 1 ≤ i < j ≤ t. By the Bertrand–Chebyshev theorem, there exists a prime p such
that t < p < 2t, and such a prime p can be found in O(t log log t) time by the sieve of Eratosthenes.
3.4 Construction of auxiliary graph
As the first step of our reduction, we construct an auxiliary undirected graph G′ = (V ′, E′) with a
terminal set A′ ⊆ V ′ partitioned as S ′ from a given undirected graph G = (V,E) with a terminal set
A ⊆ V partitioned as S. We assume that there exists a feasible solution, i.e., G has k vertex-disjoint
S-paths, and then we have |A| ≥ 2k.
The construction is summarized as follows (see also Fig. 1). Add (|A| − 2k) extra terminals so that
each extra terminal is adjacent to all the original terminals in A, and let A0 be the set of those extra
terminals. Besides, add two other extra terminals b1, b2 so that b1 and b2 are adjacent and b1 is adjacent
to all the non-terminal vertices in V \A. Finally, define S ′ := S ∪ {A0, {b1}, {b2}}.
Formally, for the vertex set, let a′i (i = 1, 2, . . . , |A| − 2k) and bj (j = 1, 2) be distinct new vertices
not in V , and define
A0 := { a′i | i = 1, 2, . . . , |A| − 2k },
V ′ := V ∪A0 ∪ {b1, b2},
A′ := A ∪A0 ∪ {b1, b2},
S ′ := S ∪ {A0, {b1}, {b2}}.
For the edge set, define
E1 := { eia = a′ia | a′i ∈ A0, a ∈ A },
E2 := { ev = b1v | v ∈ V \A },
E′ := E ∪ E1 ∪ E2 ∪ {e′ = b1b2}.
Note that, since |A0| ≤ |A| = O(n) and we may assume that G has no parallel edges, we have |V ′| = O(n)
and |E′| = O(|E|+ n2) = O(n2).
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3.5 Completion of reduction
For the auxiliary graphG′ = (V ′, E′) with a terminal set A′ ⊆ V ′ partitioned as S ′ obtained in Section 3.4,
we construct an associated matrix Z ∈ Q2V ′×2E′ defined in Section 3.3. Note that the construction




ce (e ∈ E),
0 (e ∈ E′ \ E). (3)
Note that w(F ) = w(F ∩E) =∑e∈F∩E ce for every F ⊆ E′, and w(F1) ≤ w(F2) for every F1 ⊆ F2 ⊆ E′
(recall that c is nonnegative), where a line set F ⊆ E′ and the corresponding parity set formed by F are
identified.
Our reduction is completed by the following claim, which is shown based on Lemma 5. It implies
that one can eﬃciently transform any minimum-weight parity base for Z into an optimal solution to
the shortest disjoint S-paths problem, and hence we conclude that Theorem 3 follows from Theorem 1.
Recall that each edge set is identified with the corresponding parity set.
Claim 8 The following relations hold between feasible solutions of the two problems.
(i) For any family P of k vertex-disjoint S-paths in G, there exists a parity base BP ⊆ E′ with
BP ∩ E = E(P) (hence, w(BP) = c(P)).
(ii) For any parity base B ⊆ E′, there exists a family PB of k vertex-disjoint S-paths in G with
E(PB) ⊆ B ∩ E (hence, c(PB) ≤ w(B)), which can be found in O(n) time.
4 Feedback Vertex Sets in Subcubic Graphs
4.1 Overview
Let G = (V,E) be an undirected graph. A vertex set X ⊆ V is called a feedback vertex set if its removal
results in a forest, i.e., every cycle in G intersects at least one vertex in X. The problem of determining
the minimum cardinality of a feedback vertex set in a given graph is NP-complete, even if we are restricted
ourselves to the planar graphs of maximum degree four [12].
In contrast, Ueno, Kajitani, and Gotoh [26] showed that, if the input graph is of maximum degree
three (we say such a graph to be subcubic), a minimum-cardinality feedback vertex set can be found in
polynomial time via linear matroid parity. The reduction was given in a two-phased form as follows (see
Section 4.3 for the details): they first showed that a maximum-cardinality nonseparating independent set
in a subcubic graph can be found by solving the linear matroid parity problem, and then constructed a
minimum-cardinality feedback vertex set by adding some vertices to it in a suitable manner.
Our target in this section is the following weighted version of the feedback vertex set problem.
Minimum-Weight Feedback Vertex Set Problem
Input: An undirected graph G = (V,E) and a nonnegative vertex weight c ∈ RV≥0.
Goal: Find a minimum-weight feedback vertex set X ⊆ V .
For the general case, a polynomial-time 2-approximation algorithm [2] is best known. When the
treewidth of an input graph is bounded, the problem can be solved in polynomial time by a dynamic
programming strategy [3]. For more details, we refer the reader to [7].
We shall reduce this problem on subcubic graphs to the maximum-weight independent parity set
problem. Our reduction is via another problem that was formulated as linear matroid parity by Lova´sz [21,
Section 2], called the 3-forest problem (see Section 4.2). As a result, Theorem 1 leads to the following
running time bound.
Theorem 9 The minimum-weight feedback vertex set problem in subcubic graphs can be solved in O(n4)
time, where n := |V |.
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4.2 Reduction to 3-forest problem
Let H = (W,F ) be a 3-uniform hypergraph, i.e., F is a family of 3-element subsets of W . We denote
by B(H) = (W,F ;A) the bipartite graph representing H, i.e., A = { (w, f) | w ∈ f ∈ F }. A hyperedge
set F ′ ⊆ F is called a 3-forest if the subgraph of B(H) induced by F ′ ∪∪f∈F ′ f is a forest in the usual
sense. Lova´sz [21, Section 2] showed that a maximum 3-forest in a given 3-uniform hypergraph can be
found via linear matroid parity.
Theorem 10 (Lova´sz) Let H = (W,F ) be a 3-uniform hypergraph. There exists a linear matroid with
the line set F such that a subset F ′ ⊆ F forms an independent parity set if and only if F ′ is a 3-forest.
Remark 11 A linear representation of this matroid is obtained as follows. Associate each hyperedge
f = {u, v, w} ∈ F with a 2-dimensional linear subspace of FW2 ,
Lf := {x ∈ FW2 | x(u) + x(v) + x(w) = 0, x(t) = 0 (t ∈W \ {u, v, w}) }.
Let Z ∈ FW×2F2 be a matrix obtained by arranging a basis of Lf for each f ∈ F , which consists of vectors
in FW2 with exactly two nonzero entries at the three candidates corresponding to f .
In what follows, we show that the minimum-weight feedback vertex set problem in subcubic graphs
reduces to the following weighted version of the 3-forest problem, which is a special case of the maximum-
weight independent parity set problem shown in Section 2.2 (as an immediate consequence of Theorem 10).
Maximum-Weight 3-Forest Problem
Input: A 3-uniform hypergraph H = (W,F ) and a weight w ∈ RF .
Goal: Find a maximum-weight 3-forest F ′ ⊆ F .
Let G = (V,E) and c ∈ RV≥0 be the input of the minimum-weight feedback vertex set problem, and
suppose that G is subcubic. We first subdivide each edge e = {u, v} ∈ E, i.e., remove the edge e and add
a new vertex we and two new edges {we, u} and {we, v}. Let W be the set of new vertices. Then the
resulting graph is a bipartite graph with the color sets W and V , say B = (W,V ;A).
Since G is subcubic, each original vertex v ∈ V has at most three neighbors in W in B. We may
assume that v has exactly three neighbors by the following procedure: if the number of the neighbors of
v is k < 3, then we add 3 − k extra vertices to W so that they are adjacent only to v. Let H = (W,V )
be the 3-uniform hypergraph represented by B.
Our reduction is completed by the following claim, whose proof is just an exercise. With the aid of
the linear representation given in Remark 11 (and the equivalence of the three formulations described in
Section 2.2), we can conclude that Theorem 9 follows from Theorem 1. Note that |W | ≤ 3|V | = O(n).
Claim 12 A hyperedge set X ⊆ V is a 3-forest in H if and only if V \X is a feedback vertex set in G.
4.3 Relation to nonseparating independent set problem
The solution to the unweighted version given by Ueno et al. [26] was via the nonseparating independent
set problem. In a graph G = (V,E), a vertex set X ⊆ V is called an independent set if X induces no edge
in E (i.e., no edge in E connects two distinct vertices in X). In addition, X is said to be nonseparating
if the removal of any subset of X does not increase the number of connected components.
Ueno et al. [26] showed a reduction of finding a maximum-cardinality nonseparating independent set
in a subcubic graph to the linear matroid parity problem, and that a minimum-cardinality feedback
vertex set in a subcubic graph can be easily constructed from an optimal solution of the former problem.
Theorem 13 (Ueno–Kajitani–Gotoh [26, Theorems 1 and 2]) Let G = (V,E) be a subcubic graph.
There exists a linear matroid M with the line set V such that a subset X ⊆ V forms a independent parity
set in M if and only if X is a nonseparating independent set in G.
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Remark 14 Such a linear matroid is obtained as follows. Let MG be the cycle matroid on E, i.e., a
subset F ⊆ E is independent if and only if F forms a forest. Let M∗G be the dual matroid of MG, i.e., a
subset F ⊆ E is independent if and only if E \ F forms a maximal forest in G. For each vertex v ∈ V ,
the set δG(v) of edges incident to v is of rank at most two in M
∗
G, because the removal of those three
edges increases the number of connected components. Hence, regardless of its linear representation, the
dimension of the subspace Uv spanned by δG(v) is at most two. Take a basis of Uv and associate v with
the two vectors in it (if it consists of at most one vector, then add the zero vector). The resulting linear
matroid with the line set V is a desired one.
Theorem 15 (Ueno–Kajitani–Gotoh [26, Section 3.2]) Let G = (V,E) be a subcubic graph, and
X ⊆ V a maximum-cardinality nonseparating independent set in G. Then every 2-connected component
of G −X has at most one cycle, and one can construct a minimum-cardinality feedback vertex set in G
by adding one vertex in each of such remaining cycles to X.
This strategy itself cannot be extended to the weighted situation (cf. Remark 2), but they also observed
the following important fact.
Theorem 16 (Ueno–Kajitani–Gotoh [26, Theorem 3]) Let G = (V,E) be a subcubic graph. A
subset X ⊆ V forms a spanning parity set in the linear matroid in Remark 14 if and only if X is a
feedback vertex set in G.
This leads to a natural extension to the weighted situation with the aid of one of the equivalent
formulations of weighted linear matroid parity given in Section 2.2, the minimum-weight spanning parity
set problem. Moreover, it can be confirmed that the two linear matroids obtained in Sections 4.2 and 4.3
(i.e., via a reduction to the 3-forest problem and Remark 11, and via a reduction to the nonseparating
independent set problem and Remark 14) are indeed the dual one of each other.
5 Concluding Remarks
In this paper, we have presented successful applications of weighted linear matroid parity. As a main
result, we have given a positive answer to a longstanding open problem: whether the weighted version of
Mader’s disjoint S-paths problem is tractable or not. This result brings the following natural questions:
can we obtain (a) a min-max duality theorem (extending Mader’s theorem [22] in the unweighted case),
and (b) an integral polyhedral description of disjoint S-paths (like Edmonds’ matching polytope [6])? It
might be natural to conjecture that the answers are both YES, but our reduction itself cannot help to
prove those right away because neither min-max duality theorem nor integral polyhedral description is
known for weighted linear matroid parity.
We also suspect that there are other kinds of interesting applications that do not occur as weighted
versions of problems originally solved via unweighted linear matroid parity. A possible candidate is
the simplex matching problem [1]. An inattentive unweighted version of this problem includes the 3-
dimensional matching problem as well as non-bipartite matching, and hence is NP-hard [13]. With a
reasonable restriction on the weight, however, the problem becomes tractable. If one could handle such a
situation by graph and linear matroid tricks, we would interpret the tractability (which may be somewhat
surprising in appearance) from a diﬀerent point of view.
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Abstract: We say that a set system F ⊆ 2[n] shatters a given set S ⊆ [n] if
2S = {F ∩ S : F ∈ F}.
The Sauer-Shelah lemma states that in general, a set system F shatters at least |F| sets. Here
we concentrate on the case of equality. A set system is called shattering-extremal if it shatters
exactly |F| sets. In this note we investigate the problem of adding sets to shattering-extremal
families so that the resulting family is still shattering-extremal.
Keywords: shattering, Sauer-Shelah lemma, shattering-extremal set systems
1 Introduction
Let n ∈ N and set [n] = {1, ..., n}. If X ⊆ [n] and I ⊆ [n] \X, we write 2X to denote the power set of
X, I + 2X for the family {I ∪ A : A ⊆ X} and (Xk ) for the collection of subsets of X of size k. A set
system F ⊆ 2[n] is a down-set (up-set) if G ⊆ F and F ∈ F (G ∈ F) implies G ∈ F (F ∈ F). A set
system shatters a given set S ⊆ [n] if
2S = {F ∩ S : F ∈ F}.
The family of subsets of [n] shattered by F is denoted by Sh(F).
Proposition 1 |Sh(F)| ≥ |F| for every set system F ⊆ 2[n].
This statement was proved by several authors independently (e.g. [17],[18],[19]), and is often referred
to as the Sauer-Shelah lemma. For a proof see e.g. [3]. Here we are interested in the case of equality.
A set systems F ⊆ 2[n] is shattering-extremal, or s-extremal for short, if it shatters exactly |F| sets,
i.e. |F| = |Sh(F)|. For example, if F is a down-set then F is s-extremal, simply because in this case
Sh(F) = F . Many interesting results have been obtained in connection with these combinatorial objects,
among others by Bolloba´s, Leader and Radcliffe in [4], by Bolloba´s and Radcliffe in [5], by Frankl in [7]
and recently Kozma and Moran in [10] provided further interesting examples of s-extremal set systems.
Anstee, Ro´nyai and Sali in [3] related shattering to standard monomials of vanishing ideals, and based
on this, Me´sza´ros and Ro´nyai in [15] developed algebraic methods for the investigation of s-extremal
families, which we will briefly recall later.
1Research is supported by the Berlin Mathematical School Phase II program
2Research is supported by the DRS POINT Postdoc Fellow program
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To broaden the picture, we now mention some well known related results. The Vapnik-Chervonenkis
dimension of F , denoted by dimV C(F), is the size of the largest set shattered by F . An easy corol-
lary of the Sauer-Shelah lemma is the following result, known as the Sauer-inequality, which has found
applications in a variety of contexts.
Proposition 2 ([17],[18],[19]) Let 0 ≤ k ≤ n and F ⊆ 2[n]. If F shatters no set of size k, i.e.









Families satisfying (1) with equality are called maximum classes, and serve as important examples in
the theory of machine learning. They have several nice properties, among others they are s-extremal. In
the case of uniform families the above bound can be strengthened.
Proposition 3 ([8]) Let 0 ≤ k ≤ l ≤ n and F ⊆ ([n]l ). If F shatters no set of size k, i.e. dimV C(F) ≤







A set family S ⊆ 2[n] is called a Sperner family, or an antichain, if none of its sets is contained in
another. We define the up-set generated by S as
Up(S) = {F ⊆ [n] : ∃S ∈ S such that S ⊆ F}.
In connection with Proposition 3 it is an interesting open problem whether the above bound holds for
Sperner families in general not merely uniform ones.
Now let us return to the study of s-extremal families. The main goal here is to find good character-
izations of them. A positive answer to the following conjecture, formulated in [12], would be a possible
way for this.
Conjecture 4 For every s-extremal set system F ( 2[n] there exists F /∈ F such that F ∪ {F} is again
s-extremal.
As by Theorem 2 in [5] F is s-extremal if and only if 2[n] \ F is so, the above conjecture has an
equivalent form, namely that for every non-empty s-extremal set system F ⊆ 2[n] there exists F ∈ F
such that F \ {F} is again s-extremal. It will be always clear from the context which form of the
conjecture we consider. This latter form was formulated by Litman and Moran independently, and called
the corner peeling conjecture. For maximum classes essentially the same was conjectured by Kuzmin
an Warmuth in [11] and proven by Rubinstein and Rubinstein in [16]. There are several other cases
when the conjecture is known to be true. First of all it is trivially true for down-sets, as there you
can always add any minimal element not belonging to it. Me´sza´ros and Ro´nyai in [12] and [13], using
a graph theoretic approach, proved the conjecture for s-extremal families of VC-dimension at most 2.
According to personal communication, the same result was independently proven by Litman and Moran.
Some examples of Anstee in [2] and of Fu¨redi and Quinn in [9] also turned out to be s-extremal and they
also satisfy the conjecture. According to Moran and Warmuth, [14] the conjecture, if true, would imply
unlabeled compression schemes for s-extremal classes, which so far were known to exist for maximum
classes.
In this note we prove Conjecture 4 for a further class of s-extremal systems which we introduce in the




Let F be an arbitrary field and let F[x1, ..., xn] = F[x] be the polynomial ring over F with variables
x1, ..., xn. Given some set F ⊆ [n], let vF ∈ {0, 1}n be its characteristic vector, i.e. the i-th coordinate of
vF is 1 if i ∈ F and 0 otherwise. Therefore we can identify a set system F ⊆ 2[n] with the vector system
V(F) = {vF : F ∈ F} ⊆ {0, 1}n ⊆ Fn.
One can then associate to F a polynomial ideal I(V(F))E F[x], where
I(F) = I(V(F)) = {f ∈ F[x] : f(vF ) = 0 ∀ F ∈ F}.
In words, I(F) is the vanishing ideal of the set of characteristic vectors of the elements of F . Note that
we always have {x2i − xi : i ∈ [n]} ⊆ I(F). For more details about vanishing ideals of finite point sets
see e.g. [15].
If one works with polynomial ideals, it is useful to have a nice ideal basis. Such nice bases are given by
the so-called Gro¨bner bases, which we will now briefly define. For more details the interested reader may
consult e.g. [1]. A total order ≺ on the monomials in F[x] is a term order, if 1 is the minimal element of
≺, and ≺ is compatible with multiplication with monomials. One well-known and important term order
is the lexicographic (lex) order. Here one has xw11 ...x
wn
n ≺lex xu11 ...xunn if and only if for the smallest index
k with wk 6= uk one has wk < uk. One can build a lex order based on other orderings of the variables as
well, so altogether we have n! different lex orders. Given some term order ≺ and f ∈ F[x], the leading
monomial Lm(f) of f , is the largest monomial (with respect to ≺) appearing with non-zero coefficient
in the canonical form of f .
Now let I E F[x] be an ideal and ≺ a term order. A finite subset G ⊆ I is called a Gro¨bner basis of
I with respect to ≺ if for every f ∈ I there exists a g ∈ G such that Lm(g) divides Lm(f). If for every
g ∈ G we have that Lm(g) does not divide any monomial appearing with non-zero coefficient in any other
polynomial in G, then G is called a reduced Gro¨bner basis. Gro¨bner bases have a lot of nice properties,
among others we know that every non-zero ideal I E F[x] has a unique reduced Gro¨bner basis for every
term order, and if G is a Gro¨bner basis of I for some term order, then G generates I as an ideal as well,
i.e. I = 〈G〉.
For a subset H ⊆ [n], set xH =
∏
i∈H xi. Given a pair of sets H ⊆ S ⊆ [n] we then define the
polynomial




A nice property of these polynomials is that Lm(fS,H) = xS for every term order and for a set F ⊆ [n]
we have fS,H(vF ) 6= 0 if and only if F ∩ S = H.
Now we are in a position to state the connection between s-extremal families and the theory of Gro¨bner
bases.
Theorem 5 ([15]) F ⊆ 2[n] is s-extremal if and only if there are polynomials of the form fS,H , which
together with {x2i − xi : i ∈ [n]} form a (reduced) Gro¨bner basis of I(F) for all term orders.
From the proof of Theorem 5 from [15] one can deduce some additional properties, which we will sum-
marize in the following remark.
Remark 6
a) If there is a suitable Gro¨bner basis for one particular term order, then F is already s-extremal.
b) Suppose F is s-extremal, and let S be the collection of all sets S from the Gro¨bner basis. If we require
the Grbner basis to be reduced, we have that S is a Sperner system. More precisely S is the collection of
all minimal sets that are not shattered by F . In particular S is a Sperner family and Sh(F) = 2[n]\Up(S).
Moreover, given S ∈ S the corresponding H is its unique subset for which there does not exist an F ∈ F
with F ∩ S = H. In particular this means that the reduced Gro¨bner basis in Theorem 5 is unique.
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In accordance with these results we introduce some further notation. Suppose we are given a Sperner
family S ⊆ 2[n] and a function h : S → 2[n] such that h(S) ⊆ S for every S ∈ S. For H ⊆ S ⊆ [n] define
PS = S + 2[n]\S and QS,H = H + 2[n]\S .
Note that PS and QS,h(S) are hypercubes of the same dimension, in particular |PS | = |QS,h(S)|. Further
set








G(S, h) = {fS,h(S) : S ∈ S} ∪ {x2i − xi : i ∈ [n]}.
3 Main results
Now we are able to state our main results. Let S ⊆ 2[n] be a Sperner family and h a function as above.
Proposition 7 G = G(S, h) is a Gro¨bner basis (of 〈G〉) for some term order ≺ if and only if
|H(S)| = |F(S, h)|.
Proof: Suppose first that G is a Gro¨bner basis for some term order ≺. Then standard arguments
from algebra (for details see e.g. the proof of Theorem 9 in [12]) show that 〈G〉 is a radical ideal and
〈G〉 = I(F) where F (more precisely V(F)) is the set of common roots of the polynomials in G. By the




{F : vF is a root of fS,h(S)} =
⋂
S∈S
{F : F ∩ S 6= h(S)}
= {F : F ∩ S 6= h(S) ∀S ∈ S} = 2[n] \
⋃
S∈S
QS,h(S) = F(S, h).
Thus 〈G〉 = I(F(S, h)) and so, by Theorem 5, F(S, h) is s-extremal, i.e. |F(S, h)| = |Sh(F(S, h))|.
However by Remark 6 in this case we have that Sh(F(S, h)) = H(S), and so |F(S, h)| = |H(S)|.
Now suppose |H(S)| = |F(S, h)|. In terms of Theorem 5 it is enough to show that F(S, h) is
s-extremal. Note that by definition, for every S ∈ S there does not exist F ∈ F(S, h) such that
F ∩ S = h(S) and so S /∈ Sh(F(S, h)). In particular no superset of S is shattered by F(S, h). Therefore
Sh(F(S, h)) ⊆ 2[n] \Up(S) = H(S) and hence |Sh(F(S, h))| ≤ |H(S)| = |F(S, h)|. However the opposite
inequality holds by the Sauer-Shelah lemma for every set system and thus F(S, h) is necessary s-extremal.

Using Remark 6, the following is an immediate consequence.
Corollary 8 F = F(S, h) is s-extremal with Sh(F) = H(S) if and only if
|H(S)| = |F(S, h)|. (2)
Here one should note that by Remark 6 every s-extremal family F ⊆ 2[n] is of the form F(S, h) for
some well defined Sperner system S and function h, so this corollary really might be a good first step
towards a nice characterization of s-extremal families.
To try to justify this approach a bit further we remark that it has a connection to the following
generalization of the Sauer inequality which was implicitly proved in the proof of Proposition 7. To
emphasize it below we shortly repeat the argument. We remark that our attention to this way of
generalizing the Sauer inequality was raised by Chornomaz, [6].
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Proposition 9 Let S ⊆ 2[n] be a Sperner family and F ⊆ 2[n] a set system that shatters no element of
S. Then
|F| ≤ |H(S)|.
Proof: For the proof just note that if F shatters no element of S, then it shatters no set from Up(S)
either, and so Sh(F) ⊆ 2[n] \Up(S). Accordingly
|F| ≤ |Sh(F)| ≤ |2[n] \Up(S)| = |H(S)|
as wanted. 
For a Sperner family S ⊆ 2[n] let us define a family F ⊆ 2[n] shattering no element of S and satisfying
|F| = |H(S)| to be S-extremal. Note that the original Sauer inequality can be recovered by setting
S = ([n]k ), and ([n]k )-extremal families are just the maximum classes. An interesting property here is that
if we let S to vary, then we end up with s-extremality.
Proposition 10 F ⊆ 2[n] is s-extremal if and only if there exists a Sperner family S such that F is
S-extremal.
Proof: First suppose that F ⊆ 2[n] is s-extremal, i.e |F| = |Sh(F)|. By Remark 6 we know that if we
let S to be the collection of all minimal sets not shattered by F , then Sh(F) = 2[n] \Up(S) = H(S). This
implies |F| = |H(S)| which together with the fact that the elements of S are not shattered gives that F
is S-extremal.
Now suppose that F is S-extremal for some Sperner family S, i.e. F shatters no element of S and
|F| = |H(S)|. From the proof of Proposition 9 if follows that this is possible only if Sh(F) = H(S).
However this means that |Sh(F)| = |H(S)| = |F| and so F is s-extremal. 
Let us now get back to families of the form F(S, h). For S = {S1, . . . , SN}, to simplify notation, put
h(Si) = Hi. To analyse (2) in Corollary 8 first note that it holds if and only if Up(S) =
⋃N
i=1 PSi and
2[n]\F(S, h) = ⋃Ni=1QSi,Hi have the same size. To study this we will use the inclusion-exclusion formula.
For this note that PSi ∩ PSj = PSi∪Sj for every 1 ≤ i < j ≤ N and QSi,Hi ∩ QSj ,Hj = QSi∪Sj ,Hi∪Hj if











i∈I QSi,Hi is non-empty, which happens exactly if for every i 6= j ∈ I we have Si∩Hj = Sj∩Hi.
Let Ii,j be the indicator of the event Si∩Hj = Sj∩Hi, i.e. it is 1 if the equality is satisfied and 0 otherwise.
As Up(S) = ⋃Ni=1 PSi and 2[n] \ F(S, h) = ⋃Ni=1QSi,Hi , the inclusion-exclusion formula gives that we


































Proposition 11 Let S = {S1, ..., SN} ⊆ 2[n] be a Sperner family and A ⊆ [n] be a fixed set. Furthermore
let hA : S → 2[n] be defined as hA(S) = S ∩A, i.e. Hi = hA(Si) = Si ∩A for i ∈ [N ]. Then F(S, hA) is
s-extremal and Sh(F(S, hA)) = H(S).
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Proof: For the proof only note that in this case, for every 1 ≤ i < j ≤ N we have
Sj ∩Hi = Sj ∩ Si ∩A = Si ∩ Sj ∩A = Si ∩Hj ,
i.e. Ii,j = 1. In this case 1−
∏











Equivalently this means that |H(S)| = |F(S, h)|, and so by Corollary 8 F(S, hA) is s-extremal and
Sh(F(S, hA)) = H(S). 
Unfortunately, the converse is not true, i.e. if F(S, h) is s-extremal and Sh(F(S, h)) = H(S) then
there does not necessarily exist a set A ⊆ [n] such that h = hA, as shown by the following example.
Example 12 Let n = 3 and S = {S1, S2, S3}, where S1 = {1, 2}, S2 = {1, 3} and S3 = {2, 3}. Further-
more take h such that H1 = {1}, H2 = ∅ and H3 = ∅. Then
P1 = PS1 = {{1, 2}, {1, 2, 3}}, P2 = PS2 = {{1, 3}, {1, 2, 3}}, P3 = PS3 = {{2, 3}, {1, 2, 3}}
Q1 = QS1,H1 = {{1}, {1, 3}}, Q2 = QS2,H2 = {∅, {2}}, Q3 = QS3,H3 = {∅, {3}},
and so
F(S, h) = 2[3] \ (Q1 ∪Q2 ∪Q3) = {{3}, {1, 2}, {2, 3}, {1, 2, 3}}.
On the other hand
H(S) = 2[3] \ (P1 ∪ P2 ∪ P3) = {∅, {1}, {2}, {3}}
and so as both have size 4, by Corollary 8 F(S, h) is s-extremal and Sh(F(S, h)) = H(S). However it is
easily seen that there is no A ⊆ [3] such that h = hA would hold.
Even if one cannot obtain every s-extremal family as F(S, hA) for some suitable S and function hA,
families of the above form seem to provide interesting examples of s-extremal families. For example
setting A = [n] we get back exactly the down-sets. What follows, as a main result we will show that
Conjecture 4 holds for set systems of the form F(S, hA).
Theorem 13 Let A ⊆ [n] and let S ⊆ 2[n] be a non-empty Sperner family. Then Conjecture 4 holds
for F(S, hA), i.e. there is F /∈ F(S, hA) such that F ′ = F(S, hA) ∪ {F} is again s-extremal. Moreover
F ′ = F(S ′, hA) for some suitable Sperner family S ′.
Proof: To shorten notation put F = F(S, hA). Recall that by Proposition 11 F is s-extremal, i.e.
|F| = |Sh(F)| and Sh(F) = H(S). Pick an arbitrary S0 ∈ S with H0 = S0∩A. Then there exists a unique
(possibly empty) family {S′1, ..., S′k} ⊆ {S0 ∪ {v} : v ∈ [n] \ S0} such that S ′ = (S \ {S0}) ∪ {S′1, ..., S′k}
is again a Sperner familiy and




∪ {S0} = H(S) ∪ {S0}.
For i ∈ [k] let H ′i = S′i∩A and let F ′ be the shorthand notation for F(S ′, hA). Again, by Proposition 11,
F ′ is s-extremal and Sh(F ′) = H(S ′). In particular, since |Sh(F ′)| = |H(S ′)| = |H(S) ∪ {S0}| =
|H(S)|+ 1 = |Sh(F)|+ 1, we have |F ′| = |F|+ 1. Accordingly all that remains to be shown to prove the
theorem is that F ⊆ F ′, since in that case the unique set F in F ′ \ F is a good choice. To see this, first
note that QS′i,H′i ⊆ QS0,H0 since S0 ⊆ S′i for every i ∈ [k], and hence
k⋃
i=1
QS′i,H′i ⊆ QS0,H0 .
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QS′i,H′i = 2[n] \
⋃
S∈S′
QS,S∩A = F ′,
as desired. 
4 Concluding remarks
Theorem 13 solves only a further special case of Conjecture 4, so the conjecture remains wide open in
general. However the approach presented offers a possible way to approach it.
If we have a general s-extremal family F ⊆ 2[n], then as noted earlier, there is a suitable Sperner
family S ⊆ 2[n] and a function h : S → 2[n] such that F = F(S, h). Similarly as in the proof of Theorem
13, we can take some S0 ∈ S with H0 = h(S0) and replace it with sets from {S0 ∪ {v} : v ∈ [n] \ S0}
to obtain S ′ with H(S ′) = H(S) ∪ {S0}. To extend h from S to S ′, for each new set S0 ∪ {v} ∈ S ′ \ S
a reasonable choice for h(S0 ∪ {v}) is either H0 or H0 ∪ {v}. In this case for F ′ = F(S ′, h) we will
still have that F ⊆ F ′ and |F ′| ≤ |F| + 1, however now F = F ′ might be possible. Indeed, consider
Example 12. If we take any S0 ∈ S, then one does not need to add any set to S \{S0}, as we already have
H(S ′) = H(S \ {S0}) = H(S) ∪ {S0}. However if we were to choose S0 = S3 = {2, 3}, then the resulting
F ′ is the the same as F . In the special case, when h = hA for some A ⊆ [n], this was not possible by
the s-extremality of F ′, which was guaranteed by Proposition 11. Here we remark, that F = F ′ does not
contradict with the uniqueness of S and h suggested by Remark 6, as for S ′ we have that Sh(F) ( H(S ′).
In the above example for instance Sh(F) = H(S) = {∅, {1}, {2}, {3}} ( {∅, {1}, {2}, {3}, {2, 3}} = H(S ′).
Accordingly the main issue here is to rule out the possibility F = F ′ by choosing S0 and the new values
for h carefully. Let us mention that in the above example S1 and S2 are good choices for S0. Note that
to prove the conjecture we need only one good instance. A possible step in this direction would be to
characterize for a given Sperner family S the possible functions h such that F(S, h) is s-extremal.






-extremal families to other S-extremal systems, where S is a general Sperner family.
We find both approaches promising and are looking forward to working them out in more detail.
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Abstract: Let T be a tree. The leaf degree of a vertex x in T is defined as the number of
end-vertices in T adjacent to x. Let G be a graph and let f be an integer-valued function
defined on V (G) such that f(x) ≥ 0 for all x ∈ V (G). Then a tree T of G is said to be an
f -leaf-tree of G if the leaf degree of each vertex x ∈ V (T ) is at most f(x). For a positive
integer m, an f -leaf-tree is an m-leaf-tree if f(x) = m for any x ∈ V (G). This paper shows a
necessary and suﬃcient condition for graphs to have a spanning f -leaf-tree.
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1 Introduction
We consider a finite undirected graph with neither loops nor multiple edges. For a graph G, we denote
the vertex set of G by V (G) and the edge set of G by E(G). The order of G is denoted by |G|.
Let Km denote a complete graph of order m, Cm a cycle of order m, and K1,m a star with m end-
vertices. For a set of undirected graphs H, a spanning subgraph F of a graph G is called an H-factor
if every connected component of F is isomorphic to some element of H. If H = {K2}, then we obtain
Tutte’s characterization on the existence of perfect matchings [4]. Tutte also shows the following result,
where i(G) stands for the number of isolated vertices in G.
Theorem 1 (Tutte) A graph G has a {K2, Ci | i ≥ 3}-factor if and only if
i(G− S) ≤ |S| for all S ⊆ V (G).
On the other hand, Amahashi and Kano consider the characterization for a graph to have stars.
Theorem 2 (Amahashi and Kano [1]) Let n ≥ 2 be an integer. A graph G has a {K1,1,K1,2, . . . ,K1,n}-
factor if and only if
i(G− S) ≤ n|S| for all S ⊆ V (G).
1This work was supported by JSPS KAKENHI, Grant-in-Aid for Scientific Research(C), Grant Number 15K04980.
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Let G be a graph and f an integer-valued function defined on V (G) such that f(x) ≥ 1 for all
x ∈ V (G). Then a subgraph of G is called an f -star if it is the star K1,t whose degree t of the center
x satisfies 1 ≤ t ≤ f(x). An f -star factor of G is a spanning subgraph each of whose components is an
f -star.
Theorem 3 (Berge and Las Vergnas [2]) Let G be a graph and f an integer-valued function defined




f(x) for all S ⊆ V (G).
Theorem 4 (Berge and Las Vergnas [2]) Let G be a graph and f an integer-valued function defined
on V (G) such that f(x) ≥ 1 for all x ∈ V (G). Then G has a spanning subgraph of G every component




f(x) for all S ⊆ V (G).
For a tree T , the leaf degree of a vertex x ∈ V (T ) is defined as the number of end-vertices in T adjacent
to x, and is denoted by leafT (x).
Let f be an integer-valued function defined on V (G) such that f(x) ≥ 0 for all x ∈ V (G). Then a
tree T of G is said to be an f -leaf-tree of G if the leaf degree of each vertex x ∈ V (T ) is at most f(x).
For a positive integer m, an f -leaf-tree is an m-leaf-tree if f(x) = m for any x ∈ V (G).
On the 1st Japanese-Hungarian Symposium for Discrete Mathematics and its Applications (Kyoto,
1999), Kaneko presented a good criterion for a graph to have a spanning m-leaf-tree.
Theorem 5 (Kaneko [3]) Let m be an integer with m ≥ 1. A connected graph G has a spanning
m-leaf-tree if and only if for every nonempty subset S ⊆ V (G),
i(G− S) ≤ (m+ 1)|S| − 1
unless G is isomorophic to K3 and m = 1.
2 Main result
Motivated by Kaneko’s theorem, we have a necessary and suﬃcient condition for a graph to have a
spanning f -leaf-tree. In particular, our theorem contains the case when f(x) = 0 for some vertices
x ∈ V (G).
Theorem 6 Let G be a connected graph and f an integer-valued function defined on V (G) such that
f(x) ≥ 0 for all x ∈ V (G). Suppose that the set of vertices x with f(x) = 0 is independent in G. Then




(f(x) + 1)− 1
unless G is isomorophic to K3 such that f(xi) = 1 for xi ∈ V (K3) with i = 1, 2 and f(x3) ≤ 1.
To show the proof, we need some notation.
For a vertex x ∈ V (G), we denote by NG(x) the set of vertices adjacent to x in G. For a subset
X ⊆ V (G), write NG(X) =
∪
x∈X NG(x). For a subset S of V (G), denote by G[S] the subgraph of G
induced by the vertex set S, i.e., the graph having vertex set S and whose edge set consists of those edges
of G incident with two vertices of S. In particular, if S is a subgraph of G, then we simply write G[S]
for G[V (S)].
A graph H is said to be a triangle-tree if it satisfies the following two conditions:
382
(i) H is a tree or a connected graph such that every cycle of H is K3, i.e., every block of H is an edge
or a cycle with three vertices.
(ii) No two cycles of H have a vertex in common.
Note that K3 is also a triangle-tree. In the proof below, the number of end-vertices in a triangle-tree T
adjacent to a vertex x ∈ V (T ) is also called the leaf degree of a vertex x and is denoted by leafT (x).
Proof: We first prove necessity. Let T be a spanning tree of G satisfying leafT (x) ≤ f(x) for any
x ∈ V (T ). Suppose, to the contrary, that there exists nonempty subset S ⊆ V (G) such that i(G− S) ≥∑
x∈S(f(x) + 1). Let W be the set of isolated vertices in V (G) − S whose degree in T is at least two.
Then i(G−S)− |W | is the number of leaves of T in I(G−S), where I(G−S) denotes the set of isolated
vertices in G− S. On the other hand, by NG(I(G− S)) ⊆ S and leafT (x) ≤ f(x) for all x ∈ V (G), the
number of leaves of T in I(G− S) is at most ∑x∈S f(x). Therefore∑
x∈S
f(x) ≥ i(G− S)− |W | ≥
∑
x∈S
(f(x) + 1)− |W |,
which implies |W | ≥ |S| ≥ 1. Since leafT (x) ≥ 2 for any x ∈W , the induced subgraph T [W ∪S] contains
at least 2|W | edges, which implies T [W ∪ S] is a forest having at least 2|W | ≥ |W |+ |S| edges. This is a
contradiction. Hence i(G− S) ≤∑x∈S(f(x) + 1)− 1 for all ∅ ≠ S ⊆ V (G).
We next show the suﬃciency. For two subgraph H and X of G (possibly V (H) = ∅ or V (X) = ∅), a
pair (H, X) is called f -admissible if the pair satisfies the following four conditions:
(i) V (H) ∩ V (X) = ∅ and V (H) ∪ V (X) = V (G),
(ii) each component of X is isomorphic to K1,f(x)+1 for the center x,
(iii) the order of each component in H is at least two, and
(iv) each component T of H is either a tree with leafH(x) ≤ f(x) for all x ∈ V (T ), or a triangle-tree
with leafH(x) ≤ 1 for all x ∈ V (T ) such that any non-leaf vertex with leaf degree 0 in H is contained
in K3 in H.








by Theorem 4, G has a spanning subgraph F every component of which is either an (f + 1)-star, or an
odd cycle with f(x) = 0 for every vertex x. By the assumption of Theorem 6, F contains no odd cycles.
Define X as the set of all components K1,f(x)+1 and let H = F − V (X). Then this pair (H, X) is an
f -admissible pair of G.
Choose an f -admissible pair (H, X) of G such that |V (H)| is as large as possible.
Claim 7 X = ∅.
Proof. Suppose, to the contrary, that X ̸= ∅. Let K1,f(s1)+1, . . . ,K1,f(sk)+1 be the components of X
for each i = 1, . . . , k, where si is the center of K1,f(si)+1 and let S = {s1, . . . , sk}. Then X − S consists
of
∑k
i=1(f(si) + 1) isolated vertices. On the other hand, we have i(G − S) ≤
∑
x∈S(f(x) + 1) − 1
for all ∅ ̸= S ⊆ V (G) by the assumption of Theorem 6. Thus a vertex x ∈ V (X) − S is adjacent
to a vertex y ∈ V (H) ∪ (V (X) − (S ∪ {x})) in G. Without loss of generality, we may assume that
x ∈ V (K1,f(s1)+1)− {s1}. Note that f(x) > 0 or f(s1) > 0 holds by the assumption that two vertices x
and y with f(x) = f(y) = 0 are independent in G.
To deduce a contradiction, we distinguish two cases.
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Case 1 y ∈ V (H).
Let C be the component of H containing y. Then C ∪ xy ∪ K1,f(s1)+1 is a triangle-tree such that
leafT (v) ≤ f(v) for all v ∈ V (T ). In particular, if C is a triangle-tree containing cycles, then C ∪ xy ∪
K1,f(s1)+1 is also a triangle-tree containing cycles since the pair (H, X) is an f -admissible pair of G,
leafC(z) = 0 for any vertex z contained in a cycle in C, and thus leafC∪xy∪K1,f(s1)+1(z) = 0 for any vertex
z contained in a cycle in C ∪ xy ∪K1,f(s1)+1. Moreover, if f(x) = 0, then f(s1) > 0 by the asumption of
the theorem and hence s1 is not a leaf of C∪xy∪K1,f(s1)+1. Let H ′ = H−{C}+{C∪xy∪K1,f(s1)+1} and
X ′ = X−{K1,f(s1)+1}. Then the pair (H ′, X ′) is an f -admissible pair of G such that |V (H)| < |V (H ′)|,
which contradicts the maximal property of H.
Case 2 y ∈ V (X)− (S ∪ {x}).
Suppose first that y ∈ V (K1,f(si)+1) for some i = 2, . . . , k. Then y ̸= si andK1,f(s1)+1∪xy∪K1,f(si)+1
is a tree such that the leaf degree of each vertex v is at most f(v). Let H ′ = H + {K1,f(s1)+1 ∪ xy ∪
K1,f(si)+1} and X ′ = X − {K1,f(s1)+1, K1,f(si)+1}. Then the pair (H ′, X ′) is an f -admissible pair of G
such that |V (H)| < |V (H ′)|, which contradicts the maximal property of H.
Hence we consider the case when y ∈ V (K1,f(s1)+1) − {x, s1} . Note that f(x) > 0 or f(y) > 0
holds by the assumption of the theorem. By symmetry, we may assume that f(x) > 0. If f(s1) ≥ 2,
then K1,f(s1)+1 + xy − s1y is a tree such that the leaf degree of each vertex v is at most f(v). Put
H ′ = H + {K1,f(s1)+1 + xy − s1y}.
If f(s1) = 1, thenK1,f(s1)+1∪xy is a cycle with three vertices, i.e.,K3. PutH ′ = H+{K1,f(s1)+1∪xy}.
In either case, setting X ′ = X − V (K1,f(s1)+1), we obtain that the pair (H ′, X) is an f -admissible pair
of G such that |V (H)| < |V (H ′)|, which contradicts the maximal choice of H.
Thus V (X) = ∅ and H is a spanning subgraph of G, as claimed.
We construct the desired spanning tree. Contract each component C of H by a vertex. The resulting
graph is connected and thus has a spanning tree T ′ since G is connected. Then H together with all edges
of T ′ is a spanning triangle-tree T such that leafT ′(x) ≤ f(x) for all x ∈ V (H). If C contains K3, then
no K3 contains two vertices v with f(v) = 0. By deleting a suitable edge from each K3 of H, we obtain
a desired spanning tree of G. The proof is completed. □
3 Remark
In Theorem 6, the assumption “the set of vertices x with f(x) = 0 is independent in G” is necessary.













Fig.1 the graph G
Letm be a positive integer and let f be an integer-valued function defined on V (G) such that f(r) = 1,
f(xi) = 1 for each xi ∈ V (G) with i = 1, 2, . . . ,m, and f(x) = 0 for all vertex x ∈ V (G) \ {r, xi, yi} with
i = 1, 2, . . . ,m. For each yi ∈ V (G) with i = 1, 2, . . . ,m, define f(yi) as any non-negative integer.
The above graph G satisfies the condition i(G − S) ≤ ∑x∈S(f(x) + 1) − 1 for all non-empty subset
S ⊆ V (G), and contains two adjacent vertices v, w with f(v) = f(w) = 0.
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Then G has no spanning f -leaf-tree. In fact, G has three distinct spanning trees T1 = G − rv,
T2 = G − rw, and T3 = G − vw, however, leafT1(w) = 1 > f(w) = 0, leafT2(v) = 1 > f(v) = 0, and
leafT3(r) = 3 > f(r) = 1. Each spanning tree Ti of G does not satisfy the definition of a spanning
f -leaf-tree, and thus G has no desired spanning tree.
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1 Introduction
Problems to make a given graph (strongly) connected are well-investigated. The minimum number of
additional edges to make a given undirected graph connected and that of additional arcs to make a given


















Figure 1: Bidirected Graph.
The concept of bidirected graphs (Fig. 1; the precise definition will be given later in Section 2)
was introduced by Edmonds and Johnson [5]. It is a common generalization of undirected graphs and
directed graphs. For bidirected graphs, Ando, Fujishige and Nemoto [3] defined the notion of strong
connectivity and gave a linear-time algorithm for the strongly connected component decomposition.
However, problems to make a given bidirected graph strongly connected have not been formulated.
In this paper, we consider problems to make a given bidirected graph strongly connected with mini-
mum cardinality of additional signs or additional arcs.
1The authors are supported by JSPS Fellowship for Young Scientists.
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1.1 Related Works
It is obvious that the minimum number of additional edges to make a given undirected graph connected is
fewer than the number of connected components of a given graph by one. Eswaran and Tarjan [6] showed
the minimum number of additional arcs to make a given directed graph strongly connected and that of
additional edges to make a given undirected graph bridge-connected (2-edge-connected) or biconnected (2-
vertex-connected). Linear-time algorithms for finding an optimal solution of these problems are also given
in [6]. Note that they defined an operation called “condensation” which transforms a general directed
graph to an acyclic directed graph. We can focus on the acyclic case since we can obtain a solution of the
original problem by solving the problem on the condensed graph. For a directed graph G = (V,A), v ∈ V
is a source if δ(v) ≥ 1, ρ(v) = 0, a sink if ρ(v) ≥ 1, δ(v) = 0 and an isolated vertex if ρ(v) = δ(v) = 0
(in directed graphs, δ and ρ denote the out-degree and in-degree functions, respectively).
Theorem 1 (Eswaran–Tarjan [6]) Let G = (V,A) be an acyclic directed graph with the set S ⊆ V of
sources, the set T ⊆ V of sinks and the set Q ⊆ V of isolated vertices (|S| + |T | + |Q| > 1). Then the
minimum number of additional arcs to make the given graph strongly connected is max{|S|, |T |}+ |Q|.
For an undirected graph G = (V,E), v ∈ V is called a pendant if δ(v) = 1 and V ′ ⊆ V is called a
pendant block if it is a 2-vertex-connected component and it contains exactly one cutnode (for undirected
graphs, δ denotes the degree function). Note that v ∈ V is a cutnode if the original graph is connected
and the induced graph of V \ {v} is disconnected. Similarly, V ′ ⊆ V is called an isolated block if it is a
2-vertex-connected component and it contains no cutnode.
Theorem 2 (Eswaran–Tarjan [6]) Let G = (V,E) be an undirected graph with the set P ⊆ V of
pendants and the set Q ⊆ V of isolated vertices (|P |+ |Q| > 1). Then the minimum number of additional
edges to make the given graph 2-edge-connected is d|P |/2e+ |Q|.
Theorem 3 (Eswaran–Tarjan [6]) Let G = (V,E) be an undirected graph with the set P ⊆ 2V of
pendant blocks and the set Q ⊆ 2V of isolated blocks (|P|+ |Q| > 1), the minimum number of additional
edges to make the given graph 2-vertex-connected is max {d− 1, d|P|/2e+ |Q|}. Here,
d := max{#(2-vertex-connected components containing v) + #(connected components)− 1 | v ∈ V }
On the other hand, problems on bidirected graphs also have been considered in the literature. Ando,
Fujishige and Nemoto [3] gave a linear-time algorithm for strongly connected component decomposition
of bidirected graphs. This algorithm is made use of for the block triangularization of skew-symmetric
matrices [11].
The strongly connected component decomposition of a bidirected graph [3] is obtained by the ordinary
strongly connected component decomposition of the associated directed graph, skew-symmetric graph,
which will be used in Section 3. As pointed out in [3], the same graph is used by Zaslavsky [14] for the
study of signed graphs [10]. The notion of skew-symmetric graphs is defined firstly by Tutte [13] with the
name “antisymmetrical digraphs” independent from bidirected graphs. There are also various problems
on skew-symmetric graphs, and they have been intensively studied [7, 8, 9]. Study on bisubmodular
polyhedra also made use of this skew-symmetric graph [2] with the name “exchangeability graph.”
1.2 Our Contribution
In this paper, we formulate problems to make a given bidirected graph strongly connected with mini-
mum cardinality of additional signs or additional arcs. Since self-loops have significance for the strong
connectivity on bidirected graphs, these two problems arise depending on how to treat self-loops.
We first define the procedure called “condensation” on bidirected graphs. We can reduce general cases
to acyclic cases by this operation for the above two problem settings. This can be done by using the
strongly connected component decomposition algorithm for bidirected graphs devised by Ando, Fujishige
and Nemoto [3]. This is similar to the fact that the condensation on directed graphs is done by using
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strongly connected component decomposition of directed graphs [6, Lemma 1]. However, since there are
signs for each arc in bidirected graphs, we must define the appropriate signs for each arc on the condensed
bidirected graph and the procedure itself and validity are more nontrivial than the case of directed graphs.
We then discuss the two versions of the problems on bidirected graphs. For the problem on signs,
the obvious lower bound can be obtained from the necessity for connectivity of the underlying graph and
a condition on signs with each vertex. We show that this lower bound can be achieved for any acyclic
bidirected graph and give a linear-time algorithm for finding an optimal solution. For the problem on
arcs, we give a linear-time algorithm for finding a feasible solution whose size is equal to the obvious
lower bound or more than that by one.
1.3 Organization
The organization of the rest of this paper is as follows. We give definitions and notation in Section 2. In
Section 3, we give two problem settings dealt with in this paper and devise the condensation operation
on bidirected graphs, which reduces a general case to an acyclic case. These two problems are discussed
in Sections 4 and 5, respectively. Section 6 is devoted to concluding remarks involving other problem
settings.
2 Preliminaries
In this section, we introduce definitions and notation used in this paper.
Definitions in this section mainly refer Ando and Fujishige [1] and Ando, Fujishige and Nemoto [3].
A bidirected graph is a triplet of a vertex set V , an arc set A and a boundary operator ∂ : A → 3V (:=
{(X,Y ) | X,Y ⊆ V,X ∩ Y = ∅}) such that ∂a = (Xa, Ya) satisfies 1 ≤ |Xa| + |Ya| ≤ 2 for each a ∈ A.
We use the notation |∂a| := |Xa| + |Ya|. Let ∂+ : A → 2V and ∂− : A → 2V denote the operators
with ∂+a = Xa and ∂
−a = Ya. This can be regarded that the signs are put on endpoints of links or on
self-loops by ∂+ and ∂− (here we call an arc a link if it connects two different vertices). In other words,
∂+a and ∂−a are the sets of endpoints of a with the signs “+” and “−”, respectively. We call a vertex
v ∈ V an endpoint of a ∈ A if v ∈ ∂+a∪ ∂−a. We call an arc a with ∂a = ({v}, ∅) a plus-loop at v and a
with ∂a = (∅, {v}) a minus-loop at v.
For brevity, we define some other notation. Let ∂¯ : A→ 2V denote the operator with a 7→ ∂+a∪ ∂−a
for each a ∈ A. For a bidirected graph G = (V,A; ∂), let G¯ = (V,A) be the undirected graph ignoring
the signs of G (the underlying graph of G). We write as a = (u, v) if ∂¯a = {u, v}. Let us define a sign
operator pi :
{
(a, u) | a ∈ A, u ∈ ∂¯a} → {+,−} as pi(a, u) = + if u ∈ ∂+a and pi(a, u) = − if u ∈ ∂−a.
Let “(u, v) with (pi1, pi2)” (pi1, pi2 ∈ {+,−}) denotes an arc a = (u, v) with pi(a, u) = pi1 and pi(a, v) = pi2.
An arc a ∈ A is said to be positively (negatively) incident to v if v ∈ ∂+a (v ∈ ∂−a). Arcs a ∈ A
and a′ ∈ A are said to be oppositely incident to v if a is positively (negatively) incident to v and a′ is
negatively (positively) incident to v.
An alternating sequence of vertices and arcs (v0, a1, v1, a2, . . . , al, vl) (l ≥ 1) is called a path if ai and
ai+1 are oppositely incident to vi (i = 1, 2, . . . , l− 1), a1 is incident to v0 and al is incident to vl. This is
called (pi(a1, v0), pi(al, vl))-path from v0 to vl. A path with v0 = vl is called a cycle with a root v0(= vl).
If al and a1 are oppositely incident to v0 and it includes distinct vertices, we call it a proper cycle. A
cycle which is not proper is called an improper cycle. If a graph does not contain a proper cycle, we
call it an acyclic graph (Note that this definition is different from that of “strongly acyclic” or “weakly
(node- or edge-) acyclic” in [4]).
For a bidirected graph G = (V,A; ∂), two vertices v, v′ ∈ V are called to be strongly connected




2, . . . , a
1
l1




2, . . . , a
2
l2
, v′) such that a11 and a
2
1 are
oppositely connected to v and a1l1 and a
2
l2
are oppositely connected to v′. Note that these two paths need
not to be vertex-disjoint. The binary relation on V can be defined by this strong connectivity: v ∼ v′ if
v and v′ are strongly connected. By assuming that v ∼ v (∀v ∈ V ), we obtain the equivalence relation ∼
on V . Each equivalence class of V on ∼ is called strongly connected component and G is called strongly
connected if G has only one strongly connected component.
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A vertex v ∈ V is called inconsistent if there exist improper cycles C1 = (v, a11, v11 , a12, . . . , a1l1 , v) and






2, . . . , a
2
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, v) with root v such that a2l2 and a
1
1 are oppositely incident to v. It is stated
in [3] that if u and v are strongly connected and u is inconsistent, then v is also inconsistent. Thus, the
notion of inconsistency can also be naturally defined on strongly connected components.
3 Settings and the Condensation Operation
In this section, we introduce the problem settings we tackle in this paper and explain the operation called
condensation.
3.1 Problem Settings
We deal with the problems of the following type.
Problem 4 Let G = (V,A; ∂) be a bidirected graph. Find additional arcs A′ and a boundary operator
∂′ : A ∪ A′ → 3V (∂′a = ∂a (∀a ∈ A)) minimizing F (A′, ∂′) := ∑a′∈A′ f(∂′a′) (f : {(X,Y ) | X,Y ⊆
V,X ∩ Y = ∅, 1 ≤ |X|+ |Y | ≤ 2} → R) such that G′ := (V,A ∪ A′; ∂′) is a strongly connected bidirected
graph.
Note that Problem 4 is NP-hard in general. This can easily be shown by following the argument in the
proof of [6, Theorem 1] as follows: we show this by reducing the following directed Hamiltonian cycle
problem to Problem 4 with a certain function f .
Problem 5 (Directed Hamiltonian Cycle Problem) Let D = (V,A) be a directed graph. Find a
directed Hamiltonian cycle in D.
Set f(∂′a′) = 1 if a′ = (v1, v2) with (+,−) and there exists a = (v1, v2) in D and set f(∂′a′) = 2 for
any other possible arc a′. There exists a solution of Problem 4 with respect to G = (V, ∅; ∂) satisfying
F (A′, ∂′) = |V | if and only if there exists a solution of Problem 5. Since Problem 5 is NP-complete [12],
Problem 4 is NP-hard.
For the problem on undirected graphs or directed graphs similar to Problem 4, it is natural to define
F (A′, ∂′) := |A′|, i.e., minimization of the cardinality of additional edge (or arc) set. For bidirected
graphs, however, there are two reasonable candidates of F (A′, ∂′), i.e.,
∑
a′∈A′ |∂′a′| and |A′|. In other
words, f(∂′a′) := |∂′a′| in the former setting and f(∂′a′) := 1 in the latter setting. The former means the
minimization of the number of the additional signs on arcs and the latter means that of arcs themselves.
In other words, the cost of a link is twice higher than that of a self-loop for the former problem and is
the same for the latter problem. These natural two problems arise because self-loops have influence on
strong connectivity in bidirected graphs (see, e.g., Fig. 2). Note that self-loops do not have any influence
on the structure of (strong) connectivity for undirected graphs or directed graphs.
3.2 Reduction to Acyclic Case
We present a technique for reducing general cases to acyclic cases for Problem 4 with respect to F (A′, ∂′) =∑
a′∈A′ |∂′a′| or F (A′, ∂′) = |A′|.
For directed graphs, Eswaran and Tarjan [6] firstly condense the given directed graph to focus on
acyclic cases. There, the condensed graph G˜ = (V˜ , A˜) is obtained from the strongly connected component
decomposition C1, C2, . . . , Ck of the original graph G = (V,A), where
V˜ := {vC1 , vC2 , . . . , vCk}, A˜ :=
{
(vCj , vCk) | ∃v ∈ V (Cj),∃v′ ∈ V (Ck) s.t. (v, v′) ∈ A
}
.
For bidirected graphs, however, due to the presence of the signs on arcs, the procedure of condensation
becomes rather nontrivial. Fortunately, however, we can utilize the linear-time algorithm for strongly
connected component decomposition devised by Ando, Fujishige and Nemoto [3]. Precisely speaking,
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in order to appropriately define signs in the condensed graph, we use the strongly connected compo-
nent decomposition of the associated skew-symmetric graph, which is almost equivalent to the strongly
connected component decomposition of the original bidirected graph G = (V,A; ∂) [3, Corollary 5.4].
In Algorithm CONDENSE(G) described below, steps 1–4 are the same as steps of the strongly con-
nected component decomposition algorithm of [3]. For simplicity, the precise definition of the boundary
operator ∂˜ is omitted and we alternatively write such as “add a˜ to A˜ with the sign (+,−)” (this notation
is also employed in the sequel).
Algorithm CONDENSE(G)
Step 1 A˜ := ∅.
Step 2 Construct the associated skew-symmetric graph G± = (V + ∪ V −, A+ ∪A−), where V + and V −
are copies of V (v+ ∈ V + and v− ∈ V − denote the copy of v ∈ V ) and A+ and A− are defined as
A+ = {(vpi(a,v), w−pi(a,w)) | a ∈ A, ∂¯a = {v, w}}, A− = {(wpi(a,w), v−pi(a,v)) | a ∈ A, ∂¯a = {v, w}}.
Note that v can be equal to w. Here, −pi is equal to − (resp. +) if pi = + (resp. −).




j ) (j ∈ J).
Step 4 For each j ∈ J , define
Uj = {v ∈ V | v+ ∈ U±j } ∪ {v ∈ V | v− ∈ U±j }.
Then, define Wi (i ∈ I) be the distinct members of Uj (j ∈ J) and partition I into I1 and I2 so
that Wi appears twice (resp. once) in the family {Uj | j ∈ J} for each i ∈ I1 (resp. I2).
Step 5 Define V˜ := {v˜i | i ∈ I}, here v˜i is the vertex corresponding to Wi.
Step 6 For each i ∈ I, choose a vertex wi ∈ Wi. Define the map σ : V → {+,−} as σ(v) = + if there
exist i ∈ I and j ∈ J such that w+i , v+ ∈ U±j and σ(v) = − otherwise.














i ) for each
i ∈ I+1 (resp. i ∈ I−1 ) on the induced subgraph with respect to {v+ | v ∈ Wi} ∪ {v− | v ∈ Wi}.
(Both reachability are not attained for each element {w+i , w−i } with i ∈ I01 .) Add a plus-loop at v˜i
to A˜ for each i ∈ I+1 ∪ I2 and add a minus-loop at v˜i to A˜ for each i ∈ I−1 ∪ I2.
Step 8 For each pair i1, i2 ∈ I (i1 6= i2), if there exists an arc a ∈ A such that {u} = ∂¯a ∩Wi1 and
{v} = ∂¯a ∩Wi2 , then add an arc a˜ = (v˜i1 , v˜i2) to A˜ with the sign (σ(u) × pi(a, u), σ(v) × pi(a, v))
(for pi1, pi2 ∈ {+,−}, pi1×pi2 = + if (pi1, pi2) is (+,+) or (−,−) and pi1×pi2 = − if (pi1, pi2) is (+,−)
or (−,+)).
Step 9 Return G˜ = (V˜ , A˜; ∂˜).
Remark 6 A strongly connected component Wi is inconsistent if and only if i ∈ I2 (see, [3, Corol-
lary 5.4]). The above condensation algorithm can also be regarded as a sequence of something like the
condensation for the associated skew-symmetric graph with some operations and transformation from the
obtained graph to an associated bidirected graph.
Let us define the maps α : V → V˜ and β : V˜ → V by
α(v) = v˜i (v ∈Wi), β(v˜i) = wi (i ∈ I).
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Moreover, we define α(A, ∂) = (A, ∂˜) satisfying
∂˜a =

({α(u), α(v)}, ∅) (∂¯a = {u, v}, σ(u)× pi(a, u) = +, σ(v)× pi(a, v) = +),
({α(u)}, {α(v)}) (∂¯a = {u, v}, σ(u)× pi(a, u) = +, σ(v)× pi(a, v) = −,
α(u) 6= α(v)),
(∅, {α(u), α(v)}) (∂¯a = {u, v}, σ(u)× pi(a, u) = −, σ(v)× pi(a, v) = −),
({α(u)}, ∅) (∂¯a = {u}, σ(u)× pi(a, u) = +),
(∅, {α(u)}) (∂¯a = {u}, σ(u)× pi(a, u) = −),






Then, we obtain an analogy of [6, Lemma 1] as follows.
Lemma 7 Let (A′, ∂′) be a feasible solution of Problem 4 with F (A′, ∂′) =
∑
a′∈A′ |∂′a′| or F (A′, ∂′) =
|A′| on G = (V,A; ∂), then α(A′, ∂′) is a feasible solution of Problem 4 with the same kind of f on the
condensed bidirected graph G˜. Conversely, let (A˜′, ∂˜′) be a feasible solution of Problem 4 with F (A′, ∂′) =∑
a′∈A′ |∂′a′| or F (A′, ∂′) = |A′| on G˜ = (V˜ , A˜; ∂˜), then β(A˜′, ∂˜′) is a feasible solution of Problem 4 with
the same kind of f on G.
By virtue of Lemma 7, we can focus on the acyclic case instead of coping with general case owing to the
following relation:
OPT(G) = F (A′, ∂′) ≥ F (α(A′, ∂′)) ≥ OPT(G˜) = F (A˜′, ∂˜′) = F (β(A˜′, ∂˜′)) ≥ OPT(G).
4 Minimization on Signs
In this section, we deal with Problem 4 with F (A′, ∂′) =
∑
a′∈A′ |∂′a′|.
At first, we give some definitions on bidirected graphs. Let γ(= γ(G)) denote the number of connected
components in the underlying graph G¯ of G. A vertex v ∈ V is called a source (a sink) if v is included
in a connected component in G¯ which has more than one vertices and any a ∈ A connected to v in G
is positively (negatively) incident to v. The set of sources is denoted by S(= S(G)) and that of sinks is
denoted by T (= T (G)). A vertex v ∈ V is called an isolated vertex if there exists no arcs connected to v.
The set of isolated vertices is denoted by Q(= Q(G)). A vertex v ∈ V is called a pseudo-isolated vertex
if v is the connected component with only one vertex in G¯ and there exists a self-loop at v. The set of
pseudo-isolated vertices is denoted by Q′(= Q′(G)).
When adding an arc a = (u, v) to a bidirected graph G, we write “with proper signs” if signs on a
are as follows: pi(a, u) is equal to + if {a ∈ A | u ∈ ∂+a} is empty for the current bidirected graph and
pi(a, u) is equal to − otherwise. The definition of pi(a, v) is done in the same way.
Now, let us consider Problem 4 with respect to the number of additional signs on an acyclic bidirected
graph G = (V,A; ∂). Since a bidirected graph is strongly connected only if its underlying graph is
connected, the value of the objective function for a feasible solution must be greater than or equal to
2(γ − 1). On the other hand, a bidirected graph with |V | > 1 is strongly connected only if there are no
sources, sinks, isolated vertices and pseudo-isolated vertices. Therefore, the number of additional signs to
make a bidirected graph strongly connected is greater than or equal to |S|+ |T |+ |Q′|+ 2|Q|. Summing
up, we obtain the lower bound max{2(γ − 1), |S|+ |T |+ |Q′|+ 2|Q|}. Actually, this lower bound can be
achieved.
Theorem 8 Let G = (V,A; ∂) be an acyclic bidirected graph with |V | > 1. Then the minimum number of∑
a′∈A′ |∂′a′| such that G′ = (V,A∪A′; ∂′) is a strongly connected bidirected graph is max{2(γ− 1), |S|+
|T |+ |Q′|+ 2|Q|}.
392
We now describe an algorithm for constructing an optimal solution (whose size is equal to the lower
bound). Let C11 , C
1
2 , . . . , C
1
k1
, C21 , C
2
2 , . . . , C
2
k2
, . . . , CK1 , C
K
2 , . . . , C
K
kK
be the distinct vertex sets of con-
nected components of G¯ such that each Cji contains just j elements of S ∪ T ∪ Q′ ∪ Q. Note that∑K
i=1 ki = γ and
∑K
i=1 iki = |S|+ |T |+ |Q′|+ |Q|.
Algorithm ADDITIONAL SIGNS(G)
Step 1 Let A′ := ∅.






∩ (S ∪ T ∪Q′). If L1 = γ = 1,
add a self-loop at u1 with a proper sign and go to Step 6. If L1 = γ > 1, add {(u1, ui) | 2 ≤ i ≤ L1}
to A′ with proper signs and go to Step 6.
Step 3 Let C = {C21 , C22 , . . . , C2k2 , . . . , CK1 , CK2 , . . . , CKkK}. For each C ∈ C, pick up two distinct elements
of C ∩ (S ∪T ) and label them as li, ri (i = 1, 2, . . . , |C|). Label the rest of the elements of
⋃
C∈C C ∩
(S ∪ T ) as w1, w2, . . . , wL2 with L2 :=
∑K
i=3(i − 2)ki. Add {(ui, wi) | 1 ≤ i ≤ min{L1, L2}} to A′
with proper signs.
Step 4 Let q1, . . . , q|Q| be the elements of Q and define l|C|+i = r|C|+i = qi for i = 1, . . . , |Q|. Add
{(ri, li+1) | 1 ≤ i < |C|+ |Q|} to A′ with proper signs.
Step 5 Compare L1 with L2.
Step 5-1 If L2 ≤ L1 − 2, add (uL2+1, l1) and
{
(ui, r|C|+|Q|) | L2 + 1 < i ≤ L1
}
to A′ with proper
signs.
Step 5-2 If L2 = L1 − 1, add (uL1 , l1) and a self-loop at r|C|+|Q| to A′ with proper signs.
Step 5-3 If L2 ≥ L1, add self-loops at l1, r|C|+|Q| and wi for i = L1 + 1, L1 + 2, . . . , L2 to A′ with
proper signs.
Step 6 Return G′ = (V,A ∪A′; ∂′).
It should be noted that L2 ≤ L1 − 2 holds if and only if 2(γ − 1) ≥ |S|+ |T |+ |Q′|+ 2|Q| holds owing to
the following relation:
L2 − (L1 − 2) =
K∑
i=2
(i− 2)ki − (k1 − |Q|) + 2 =
K∑
i=1
iki − 2γ + |Q|+ 2 = |S|+ |T |+ |Q′|+ 2|Q| − 2(γ − 1).
The output of the above algorithm is strongly connected. This can be confirmed by the following
facts when γ > L1. (It can be shown easier when γ = L1.)
• The vertex set {li, ri | 1 ≤ i ≤ |C|} ∪Q is strongly connected.
• Each vertex in {li, ri | 1 ≤ i ≤ |C|} ∪Q is inconsistent.
• For each vertex v ∈ V \ ({li, ri | 1 ≤ i ≤ |C|} ∪ Q), there exist v∗1 , v∗2 ∈ {li, ri | 1 ≤ i ≤ |C|} ∪ Q,
a path P1 between v and v
∗
1 and a path P2 between v and v
∗
2 such that end arcs of P1 and P2
connected to v are oppositely incident.
The above algorithm finds an optimal solution in linear time.
Theorem 9 Problem 4 with F (A′, ∂′) =
∑
a′∈A′ |∂′a′| can be solved in linear time.
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5 Minimization on Arcs
In this section, we deal with Problem 4 with F (A′, ∂′) = |A′|.
Let λ(G) be defined by λ(G) := max {γ − 1, d(|S|+ |T |+ |Q′|)/2e+ |Q|}. Clearly, λ(G) is the lower
bound of Problem 4 with F (A′, ∂′) = |A′| (which can be derived as well as that for the problem on
signs). Unfortunately, however, there is a small example which cannot be made strongly connected by
λ(G) additional arcs (see Fig. 2), whereas we can always achieve the lower bound when we deal with the









= max {1, 0} = 1.
Since there exist a source s and a sink t in G, if we assume this lower bound can be achieved for G we
must add the arc a = (s, t) with proper signs in order to extinguish both source and sink at the same
time (see Fig. 2 (b)). However, it is not strongly connected. Actually, the minimum number of additional
arcs to make G strongly connected is two and one of the optimal solutions is shown in Fig. 2 (c). On the


































Figure 2: Example: the size of optimal solution is λ(G) + 1. Bold lines represent the additional arcs in
(b) and (c).
Now we aim at obtaining the upper bound of the size of optimal solutions. Actually, we can show the
next theorem.
Theorem 10 Let G = (V,A; ∂) be an acyclic bidirected graph. Then the minimum number of |A′| such
that G′ = (V,A ∪A′; ∂′) is a strongly connected bidirected graph is λ(G) or λ(G) + 1.
Note that if the output of ADDITIONAL SIGNS(G) contains at most one self-loop, then it is also an
optimal solution of the problem of minimizing the number of additional arcs. If the output of ADDI-
TIONAL SIGNS(G) contains more than 1 self-loops, however, it is not optimal for the problem on arcs.
We can construct a feasible solution of size λ(G) or λ(G) + 1 as follows:
Algorithm ADDITIONAL ARCS(G)
Step 1 Let A′ := ∅.






∩ (S ∪ T ∪Q′). If L1 = γ = 1,
add a self-loop at u1 with a proper sign and go to Step 13. If L1 = γ > 1, add {(u1, ui) | 2 ≤ i ≤ L1}
to A′ with proper signs and go to Step 13.
Step 3 Let C = {C21 , C22 , . . . , C2k2 , . . . , CK1 , CK2 , . . . , CKkK}. For each C ∈ C, pick up two distinct elements
of C ∩ (S ∪T ) and label them as li, ri (i = 1, 2, . . . , |C|). Label the rest of the elements of
⋃
C∈C C ∩
(S ∪ T ) as w1, w2, . . . , wL2 with L2 :=
∑K
i=3(i − 2)ki. Add {(ui, wi) | 1 ≤ i ≤ min{L1, L2}} to A′
with proper signs.
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Step 4 Let q1, . . . , q|Q| be the elements of Q and define l|C|+i = r|C|+i = qi for i = 1, . . . , |Q|.
Step 5 If L2 ≤ L1−2, add (uL2+1, l1),
{
(ui, r|C|+|Q|) | L2 + 1 < i ≤ L1
}
and {(ri, li+1) | 1 ≤ i < |C|+ |Q|}
to A′ with proper signs and go to Step 13.
Step 6 If L2 = L1−1, add (uL1 , l1), {(ri, li+1) | 1 ≤ i < |C|+ |Q|} and a self-loop at r|C|+|Q| with proper
signs and go to Step 13.
Step 7 If |Q| = 1, add a new vertex q2 to V and add (q1, q2) with (+,−) to A′. Otherwise, add (qi, qi+1)
to A′ with (+,−) for i = 1, 2, . . . , |Q| − 1.
Step 8 Define a new bidirected graph Gˆ = (Vˆ , Aˆ; ∂ˆ) from the bidirected graph G′ = (V,A ∪ A′; ∂′) as
follows:
Vˆ := {li, ri | 1 ≤ i ≤ |C|} ∪ {wj | L1 < j ≤ L2} ∪ {q1, qmax{2,|Q|}},
Aˆ :=
{
a = (u, v) with (piu, piv) | ∃(piu, piv)-path from u to v in G′, {u, v} ⊆ Vˆ
}
.
Step 9 Construct a maximal matching M = {m1,m2, . . . ,m|M |} (mi = (vli, vri )) in the underlying graph
of Gˆ. Add B := {(vri , vli+1) | 1 ≤ i ≤ |M | (vl|M |+1 := vl1)} to A′ with proper signs.
Step 10 Let p1, p2, . . . , pl be the vertices in Vˆ which are not the endpoints of any element of M . Add
P := {(p2i−1, p2i) | 1 ≤ i ≤ bl/2c} with proper signs to A′. If l is odd, add a self-loop at pl to A′
with a proper sign.
Step 11 G˜← CONDENSE(G = (V,A ∪A′; ∂′)).
Step 12 Let v˜ be the only one element of S(G˜) ∪ T (G˜) ∪Q′(G˜) ∪Q(G˜).
Step 12-1 If v˜ ∈ Q′(G˜) ∪Q(G˜), go to Step 13.
Step 12-2 If v˜ ∈ S(G˜) (resp. v˜ ∈ T (G˜)), add a minus-loop (resp. a plus-loop) at β(v˜) to A′.
Step 13 If |Q| = 1 holds for the original input graph G, then remove the arc (q1, q2) from A′. Return
G′ = (V,A ∪A′; ∂′).
Note that the above algorithm finds a feasible solution of size λ(G) or λ(G) + 1 in linear time.
The cardinality of the solution is λ(G) + 1 only if Step 12-2 is executed. The above algorithm runs in
linear time, thus the total algorithm runs in linear time for a general input bidirected graph.
Theorem 11 For Problem 4 with F (A′, ∂′) = |A′|, a feasible solution with |A′| = λ(G) or λ(G) + 1 can
be found in linear time.
6 Concluding Remarks
In this paper, we propose two types of problems to make a given bidirected graph strongly connected.
The first one aims at minimizing the number of additional signs on arcs and the second one aims at
minimizing the number of additional arcs. We give a linear-time algorithm to find an optimal solution
for the former problem and a linear-time algorithm to find a feasible solution which can have one more
arc than an optimal solution for the latter problem.
As future works, the following problem on minimization on arcs can be considered.
Problem 12 Let G = (V,A; ∂) be a bidirected graph. Decide whether the minimum number of additional
arcs to make G strongly connected is λ(G) or λ(G) + 1.
Connectivity augmentation problems on bidirected graphs can also be considered, e.g., arc-connectivity
augmentation. Let G be k-arc-connected if G′ = (V,A\A◦; ∂|(A\A◦)) is strongly connected for all A◦ ⊆ A
with |A◦| = k − 1.
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Problem 13 Let G = (V,A; ∂) be a bidirected graph and k be a positive integer. Find additional arcs
A′ and a boundary operator ∂′ : A ∪ A′ → 3V (∂′a = ∂a (∀a ∈ A)) minimizing F (A′, ∂′) such that G is
k-arc-connected.
Also, the generalization of the problem to make a given undirected graph connected or that to make a
given directed graph strongly connected can be considered. Although bidirected graphs can be seen as
the common generalization of undirected graphs and directed graphs, the problems in this paper is not
the generalization of these classical problems because there is no restriction on additional arcs. For the
case of directed graphs, the problem can be formulated as follows:
Problem 14 Let G = (V,A; ∂) be a bidirected graph. Find additional arcs A′ and a boundary operator
∂′ : A ∪ A′ → 3V (∂′a = ∂a (∀a ∈ A)) minimizing |A′| such that G′ := (V,A ∪ A′; ∂′) is a strongly
connected bidirected graph and |∂′+a′| = |∂′−a′| = 1 for all a′ ∈ A′.
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Abstract: The multiple exchange property for matroid bases is generalized for M♮-concave
set functions and valuated matroids. The proof is based on the Fenchel-type duality theorem
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no complementarities (SNC) condition of Gul and Stacchetti is in fact equivalent to the gross
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1 Introduction
Discrete convex analysis [5, 16, 17] oﬀers a general framework of discrete optimization, combining the
ideas from submodular/matroid theory and convex analysis. It has found applications in many diﬀerent
areas including mathematical economics and game theory [6, 10, 12, 18]. The interaction between dis-
crete convex analysis and mathematical economics was initiated by [2] (see also [16, Chapter 11]) and
accelerated by the crucial observation of Fujishige–Yang [7] that M♮-concavity is equivalent to the gross
substitutability (GS) of Kelso–Crawford [11].
In matroid theory, one of the classical results [1, 8, 22] says that the basis family of a matroid enjoys
the multiple exchange property: For two bases X and Y in a matroid and a subset I ⊆ X \Y , there exists
a subset J ⊆ Y \X such that (X \ I)∪J and (Y \J)∪ I are both bases. As a quantitative version of this,
we may naturally consider the multiple exchange property for a set function f : For two subsets X,Y and
a subset I ⊆ X \ Y , there exists J ⊆ Y \X such that f(X) + f(Y ) ≤ f((X \ I) ∪ J) + f((Y \ J) ∪ I).
The objective of this paper is to establish this multiple exchange property for M♮-concave set functions.
The results are described in Section 2 and the proof, based on the Fenchel-type duality theorem in discrete
convex analysis, is given in Section 3. Our result settles an old question in economics: The strong no
complementarities (SNC) condition of Gul and Stacchetti [9] is in fact equivalent to the gross substitutes
condition, which is discussed in Section 4.
2 Results
Let N be a finite set, say, N = {1, 2, . . . , n}. For a function f : 2N → R ∪ {−∞}, dom f denotes the
eﬀective domain of f , i.e., dom f = {X | f(X) > −∞}.
A function f : 2N → R∪ {−∞} is called M♮-concave [16, 19], if, for any X,Y ∈ dom f and i ∈ X \ Y ,
we have (i) X − i ∈ dom f , Y + i ∈ dom f and
f(X) + f(Y ) ≤ f(X − i) + f(Y + i), (1)
1This work was supported by The Mitsubishi Foundation, CREST, JST, and JSPS KAKENHI Grant Number 26280004.
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or (ii) there exists some j ∈ Y \X such that X − i+ j ∈ dom f , Y + i− j ∈ dom f and
f(X) + f(Y ) ≤ f(X − i+ j) + f(Y + i− j). (2)
Here we use short-hand notations X − i = X \ {i}, Y + i = Y ∪ {i}, X − i + j = (X \ {i}) ∪ {j}, and
Y + i− j = (Y ∪{i}) \ {j}. This property is referred to as the exchange property. The exchange property
can be expressed more compactly as:
(M♮-EXC) [Exchange property] For any X,Y ⊆ N and i ∈ X \ Y , we have
f(X) + f(Y ) ≤ max [f(X − i) + f(Y + i),
max
j∈Y \X
{f(X − i+ j) + f(Y + i− j)}
]
, (3)
where (−∞)+ a = a+(−∞) = (−∞)+ (−∞) = −∞ for a ∈ R, −∞ ≤ −∞, and a maximum taken over
the empty set is defined to be −∞.
In this paper we are concerned with the multiple exchange property:
(M♮-EXCm) [Multiple exchange property] For any X,Y ⊆ N and I ⊆ X \ Y , there exists
J ⊆ Y \X such that f(X) + f(Y ) ≤ f((X \ I) ∪ J) + f((Y \ J) ∪ I), i.e.,
f(X) + f(Y ) ≤ max
J⊆Y \X
{f((X \ I) ∪ J) + f((Y \ J) ∪ I)}. (4)
Theorem 1 Every M♮-concave function f : 2N → R ∪ {−∞} has the multiple exchange property (M♮-
EXCm).
Proof: The proof is given in Section 3. □
The concept of valuated matroid due to Dress–Wenzel [3, 4] (see also [15, Chapter 5]) is defined in
terms of an exchange property similar to (M♮-EXC). A function f : 2N → R ∪ {−∞} is called a valuated
matroid, if, for any X,Y ⊆ N and i ∈ X \ Y , it holds that
f(X) + f(Y ) ≤ max
j∈Y \X
{f(X − i+ j) + f(Y + i− j)}. (5)
A valuated matroid is nothing but an M♮-concave function f such that dom f consists of equi-cardinal
subsets, i.e., |X| = |Y | for any X,Y ∈ dom f . In this case, dom f forms the basis family of a matroid on
N . As a corollary of Theorem 1 we obtain the following.
Theorem 2 Every valuated matroid f has the multiple exchange property (M♮-EXCm) with |J | = |I|.
This theorem contains, as a special case, the multiple exchange theorem for matroid bases due to
Brylawski [1], Greene [8] and Woodall [22]; see also [13, 14, 20].
Theorem 3 ([1, 8, 22]) Let X and Y be bases in a matroid, and let I ⊆ X \ Y . Then there exists a
subset J ⊆ Y \X such that (X \ I) ∪ J and (Y \ J) ∪ I are both bases.
The converse of Theorem 1 is also true and thus we obtain a characterization of M♮-concave functions
(Theorem 4 below) in terms of the multiple exchange property. It is noted that the converse of Theorem 1
seems intuitively obvious, but a formal proof (which is omitted here) is needed, since we have to assure
that for I = {i} in (M♮-EXCm) there exists J with |J | ≤ 1.
Theorem 4 A function f : 2N → R ∪ {−∞} is M♮-concave if and only if it has the multiple exchange
property (M♮-EXCm).
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3 Proof of Theorem 1
In this section we give a proof to the main theorem, Theorem 1. Let f : 2N → R∪{−∞} be an M♮-concave
function, X,Y ∈ dom f and I ⊆ X \ Y . We shall prove
f(X) + f(Y ) ≤ max
J⊆Y \X
{f((X \ I) ∪ J) + f((Y \ J) ∪ I)}. (6)
Our proof is based on the Fenchel-type duality theorem in discrete convex analysis.
With the notations
C = X ∩ Y, X0 = X \ Y = X \ C, Y0 = Y \X = Y \ C,
f1(J) = f((X \ I) ∪ J) = f((X0 \ I) ∪ C ∪ J) (J ⊆ Y0),
f2(J) = f((Y \ J) ∪ I) = f(I ∪ C ∪ (Y0 \ J)) (J ⊆ Y0),
the inequality (6) is rewritten as
f(X) + f(Y ) ≤ max
J⊆Y0
{f1(J) + f2(J)}. (7)
Both f1 and f2 are M
♮-concave set functions on Y0.
Consider the (convex) conjugate functions of f1 and f2 given by
g1(q) = max
J⊆Y0
{f1(J)− q(J)} (q ∈ RY0),
g2(q) = max
J⊆Y0
{f2(J)− q(J)} (q ∈ RY0),
where q(J) =
∑
i∈J qj . For any J ⊆ Y0 and q ∈ RY0 , we have






= g1(q) + g2(−q).
The Fenchel-type duality theorem in discrete convex analysis [16, Theorem 8.21 (1)] asserts that there
exist J and q for which the above inequality holds in equality, i.e.,
max
J⊆Y0
{f1(J) + f2(J)} = min
q∈RY0
{g1(q) + g2(−q)}. (8)
Note that dom g1 = dom g2 = RY0 and the assumption in [16, Theorem 8.21 (1)] is satisfied.
The desired inequality (7) follows from (8) and Lemma 5 below.
Lemma 5 For any q ∈ RY0 , we have g1(q) + g2(−q) ≥ f(X) + f(Y ).
Proof: Let g be the (convex) conjugate function of f , i.e.,
g(p) = max
Z⊆N
{f(Z)− p(Z)} (p ∈ RN ).
By the conjugacy theorem in discrete convex analysis ([17, Theorem 3.4], [16, Theorems 8.4, (8.10)]), g
is a polyhedral L♮-convex function. In particular, it is submodular:
g(p) + g(p′) ≥ g(p ∨ p′) + g(p ∧ p′) (p, p′ ∈ RN ), (9)
where p ∨ p′ and p ∧ p′ denote the vectors of component-wise maximum and minimum, i.e.,
(p ∨ p′)i = max(pi, p′i), (p ∧ p′)i = min(pi, p′i).
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qi (i ∈ Y0),
−M (i ∈ X0 \ I),
+M (i ∈ I),
−M (i ∈ C),





qi (i ∈ Y0),
+M (i ∈ X0 \ I),
−M (i ∈ I),
−M (i ∈ C),
+M (i ∈ N \ (X ∪ Y )),
where M is a suﬃciently large positive number. Then we have
g1(q) = max
J⊆Y0
{f((X0 \ I) ∪ C ∪ J)− q(J)}
= g(p(1))−M(|X0 \ I|+ |C|),
g2(−q) = max
J⊆Y0
{f(I ∪ C ∪ (Y0 \ J)) + q(J)}
= max
K⊆Y0
{f(I ∪ C ∪K)− q(K)}+ q(Y0)
= g(p(2))−M(|I|+ |C|) + q(Y0).
By adding these two and using submodularity (9) of g, we obtain
g1(q) + g2(−q) = g(p(1)) + g(p(2))−M(|X|+ |C|) + q(Y0)
≥ g(p(1) ∨ p(2)) + g(p(1) ∧ p(2))−M(|X|+ |C|) + q(Y0). (10)
Since
(p(1) ∨ p(2))i =

qi (i ∈ Y0),
+M (i ∈ X0 \ I),
+M (i ∈ I),
−M (i ∈ C),
+M (i ∈ N \ (X ∪ Y )),
(p(1) ∧ p(2))i =

qi (i ∈ Y0),
−M (i ∈ X0 \ I),
−M (i ∈ I),
−M (i ∈ C),
+M (i ∈ N \ (X ∪ Y )),
we have
g(p(1) ∨ p(2)) ≥ f(Y )− q(Y0) +M |C|, (11)
g(p(1) ∧ p(2)) ≥ f(X) +M |X|. (12)
The substitution of (11) and (12) into (10) yields the inequality g1(q) + g2(−q) ≥ f(X) + f(Y ). □
Remark 6 Among several diﬀerent proofs known for the multiple exchange property of matroid bases
(Theorem 3), the proofs of Woodall [22] and McDiarmid [14] are based on minimax duality formulas for
matroid rank functions (matroid union/intersection theorems). Our proof of Theorem 1 generalizes this
idea to M♮-concave functions. Note that matroid rank functions are M♮-concave functions [17], and the
matroid union/intersection theorems are special cases of the Fenchel-type duality theorem for M♮-concave
functions [16, Section 8.2.3].
Remark 7 The above proof shows that the subset J in (M♮-EXCm) can be computed in polynomial
time by an adaptation of the valuated matroid intersection algorithm [15, Chapter 5].
4 An Implication in Economics
For a vector p ∈ RN we define
D(p|f) = argmax
X




i∈X pi. In economic applications where f denotes a utility (valuation) function over
indivisible goods, p is interpreted as the vector of prices and D(p) = D(p|f) represents the demand
correspondence.
Kelso and Crawford [11] introduced the following property for f : 2N → R∪{−∞}, which turned out
to be the key property in discussing economies with indivisible goods1:
(GS) [Gross Substitutes property] For any vectors p and q with p ≤ q and X ∈ D(p|f), there
exists Y ∈ D(q|f) such that {i ∈ X | pi = qi} ⊆ Y .
Gul and Stacchetti [9] considered the following three properties:
(SI) [Single Improvement property] For any p ∈ RN , if X ̸∈ D(p|f), there exists Y ⊆ N such
that |X \ Y | ≤ 1, |Y \X| ≤ 1, and f [−p](X) < f [−p](Y ),
(NC) [No Complementarities property] For any p ∈ RN , if X,Y ∈ D(p|f) and I ⊆ X \ Y ,
there exists J ⊆ Y \X such that (X \ I) ∪ J ∈ D(p|f),
(SNC) [Strong No Complementarities property] For X,Y ⊆ N and I ⊆ X \ Y , there exists
J ⊆ Y \X such that f(X) + f(Y ) ≤ f((X \ I) ∪ J) + f((Y \ J) ∪ I).
They showed that (NC) and (SI) are equivalent to (GS), and these (mutually equivalent) conditions are
implied by (SNC). Subsequently, Fujishige and Yang [7] pointed out that (GS) is equivalent to (M♮-EXC)
for M♮-concavity. These results are summarized schematically here as:
(SNC) =⇒ (NC) ⇐⇒ (GS) ⇐⇒ (SI) ⇐⇒ (M♮-EXC). (14)
Since (SNC) and (M♮-EXCm) are mathematically the same, and (M
♮-EXCm) follows from (M
♮-EXC) by
Theorem 1, we now see that the above five properties are in fact equivalent:
(SNC) ⇐⇒ (NC) ⇐⇒ (GS) ⇐⇒ (SI) ⇐⇒ (M♮-EXC). (15)
In this context it would be natural to consider the following simultaneous version of (NC):
(NCsim) For any p ∈ RN , if X,Y ∈ D(p|f) and I ⊆ X \Y , there exists J ⊆ Y \X such that
(X \ I) ∪ J ∈ D(p|f) and (Y \ J) ∪ I ∈ D(p|f).
Obviously, (SNC) =⇒ (NCsim) and (NCsim) =⇒ (NC). Hence (NCsim) is also equivalent to (GS).
We conclude this section by stating the equivalence of all the six properties as a theorem.
Theorem 8 For a function f : 2N → R ∪ {−∞}, we have the following equivalence:
(M♮-EXCm) = (SNC) ⇐⇒ (NCsim) ⇐⇒ (NC) ⇐⇒ (GS) ⇐⇒ (SI) ⇐⇒ (M♮-EXC).
Acknowledgements: The author thanks Akiyoshi Shioura, Akihisa Tamura and Yu Yokoi for discussion
and comments.
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Abstract: We analyze minimization algorithms, called the two-phase algorithms, for L♮-
convex functions in discrete convex analysis and derive tight bounds for the number of itera-
tions.
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1 Introduction and Result
With motivations from auction theory, we discuss minimization of a discrete convex function called L♮-
convex function. A function g : Zn → R∪ {+∞} defined on integer lattice points is said to be L♮-convex
[10] if for every p, q ∈ dom g and every nonnegative λ ∈ Z+, it holds that
g(p) + g(q) ≥ g((p+ λ1) ∧ q) + g(p ∨ (q − λ1)), (1)
where dom g = {p ∈ Zn | g(p) < +∞}, 1 = (1, 1, . . . , 1), and for p, q ∈ Zn the vectors p ∧ q and p ∨ q
denote, respectively, the vectors of component-wise minimum and maximum of p and q. The concept of
L♮-convex function plays a primary role in the theory of discrete convex analysis [10], and an important
application can be found in auction theory, in addition to discrete optimization and computer vision (see
[11, 15]).
We consider a certain type of algorithm for L♮-convex function minimization, called the two-phase
algorithm. While the two-phase algorithm and its variants are originally considered in [13, 14] for a
specific L♮-convex function arising from an auction model (see Section 2 for details), the algorithms work
for general L♮-convex functions.
As its name indicates, the two-phase algorithm consists of two phases, the up phase and the down
phase. The algorithm starts from an arbitrarily chosen initial vector, and the vector moves upward
in the up phase and then downward in the down phase. A detailed description of the algorithm is as
follows, where g : Zn → R ∪ {+∞} is an L♮-convex function, N = {1, 2, . . . , n}, and χX ∈ {0, 1}n is the
characteristic vector of a set X ⊆ N .
Algorithm TwoPhase
Step 0: Find a vector p◦ ∈ dom g and set p := p◦. Go to Up Phase.
Up Phase:
Step U1: Find a minimizer X ⊆ N of g(p+ χX).
Step U2: If g(p+ χX) = g(p), then go to Down Phase.
Step U3: Set p := p+ χX , and go to Step U1.
1This work was supported by The Mitsubishi Foundation, CREST, JST, Grant Number JPMJCR14D2, and JSPS
KAKENHI Grant Numbers 26280004, 15K00030, 15H00848.
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Down Phase:
Step D1: Find a minimizer X ⊆ N of g(p− χX).
Step D2: If g(p− χX) = g(p), then output p and stop.
Step D3: Set p := p− χX , and go to Step D1.
Note that Steps U1 and D1 in each iteration can be done in polynomial time (in n) by reduction to the
minimization of submodular set functions ρ+p , ρ
−
p given by
ρ+p (X) = g(p+ χX), ρ
−
p (X) = g(p− χX) (X ⊆ N);
see, e.g., [10] for the strongly-polynomial time algorithms for submodular set function minimization.
In this paper, we analyze the number of updates of vector p in the two-phase algorithm1. We denote
by argmin g the set of minimizers of g, and assume argmin g ̸= ∅ throughout this paper. We denote
µ(p◦) = min{η(p∗, p◦) | p∗ ∈ argmin g},
where
η(p, q) = ∥p− q∥+∞ + ∥p− q∥−∞ (p, q ∈ Zn), (2)
∥q∥+∞ = max(0, q(1), q(2), . . . , q(n)) (q ∈ Zn),
∥q∥−∞ = max(0,−q(1),−q(2), . . . ,−q(n)) (q ∈ Zn).
That is, µ(p◦) is the η-distance from vector p◦ to the nearest minimizer of g.
Theorem 1. Suppose that the algorithm TwoPhase is applied to an L♮-convex function g with an initial
vector p◦ ∈ dom g. Then, the number of updates of vector p is bounded by µ(p◦) in the up phase and by
µ(p◦) in the down phase; in total, bounded by 2µ(p◦).
The proof of Theorem 1 is given in Section 3.1. It is noted that while the minimizers X selected in Steps
U1 and D1 are not uniquely determined, the bounds in Theorem 1 hold irrespective of the choice of X.
It can be shown by a numerical example that the bounds in the theorem above are tight.
We consider a variant ofTwoPhase, namedTwoPhaseMinMax in [14]. The algorithmTwoPhaseM-
inMax is diﬀerent from TwoPhase in the choice of X in each iteration and the termination condition
of each phase. It is obtained from TwoPhase by changing Steps U1, U2, D1, and D2 to the following:
Step U1: Find the unique minimal minimizer X ⊆ N of g(p+ χX).
Step U2: If X = ∅, then go to Down Phase.
Step D1: Find the unique minimal minimizer X ⊆ N of g(p− χX).
Step D2: If X = ∅, then output p and stop.
Note that in the up phase of TwoPhaseMinMax, the termination condition X = ∅ can be replaced
by the condition g(p+ χX) = g(p) since X is the unique minimal minimizer of g(p+ χX). Similarly, the
termination condition X = ∅ of the down phase in TwoPhaseMinMax can be replaced by the condition
g(p−χX) = g(p). This shows that TwoPhaseMinMax can be regarded as a special implementation of
TwoPhase, and hence the following bounds can be obtained from Theorem 1.
Corollary 2. Suppose that the algorithm TwoPhaseMinMax is applied to an L♮-convex function g
with an initial vector p◦ ∈ dom g. Then, the number of updates of vector p is bounded by µ(p◦) in the up
phase and by µ(p◦) in the down phase; in total, bounded by 2µ(p◦).
We also consider another variant of TwoPhase, named TwoPhaseMinMin in [14], for finding
the (unique) minimal minimizer of an L♮-convex function2. We assume the existence of the minimal
minimizer in discussing this algorithm. The up phase of the algorithm TwoPhaseMinMin is the same
as that of TwoPhaseMinMax, while the down phase of TwoPhaseMinMin is obtained from that of
TwoPhaseMinMax by changing Step D1 to the following:
1A weaker statement than Theorem 1 is given in an unpublished technical report [13].
2Due to L♮-convexity, a minimal minimizer is uniquely determined if it exists.
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Step D1: Find the unique maximal minimizer X ⊆ N of g(p− χX).
The following bounds for the numbers of updates of p are shown3 in [14], where p∗min ∈ Zn denotes
the unique minimal minimizer of L♮-convex function g.
Proposition 3 ([14, Theorem 4.13]). Suppose that the algorithm TwoPhaseMinMin is applied to an
L♮-convex function g with an initial vector p◦ ∈ dom g. Then, the number of updates of vector p is bounded
by η(p◦, p∗min) in the up phase and by 2η(p
◦, p∗min) in the down phase; in total, bounded by 3η(p
◦, p∗min).
By Theorem 1, we can improve the bound on the number of updates in the down phase. The behavior
of TwoPhaseMinMin applied to an L♮-convex function g is the same as that of TwoPhase applied to
the L♮-convex function gε(p) = g(p) + ε
∑n
i=1 p(i) with a suﬃciently small positive ε. Indeed, we have
the following equivalences:
X ⊆ N is a minimizer of gε(p+ χX) ⇐⇒ X is the minimal minimizer of g(p+ χX),
X ⊆ N is a minimizer of gε(p− χX) ⇐⇒ X is the maximal minimizer of g(p− χX),
p ∈ Zn is a minimizer of gε ⇐⇒ p is the minimal minimizer of g.
These facts, together with Theorem 1, imply the following bounds.
Proposition 4. Suppose that the algorithm TwoPhaseMinMin is applied to an L♮-convex function g
with an initial vector p◦ ∈ dom g. Then, the number of updates of vector p is bounded by η(p◦, p∗min) in
the up phase and by η(p◦, p∗min) in the down phase; in total, bounded by 2η(p
◦, p∗min).
By a diﬀerent approach without using perturbation, we can further improve the bound for the down
phase.
Theorem 5. Suppose that the algorithm TwoPhaseMinMin is applied to an L♮-convex function g with
an initial vector p◦ ∈ dom g. Then, the number of updates of vector p is bounded by µ(p◦) in the up phase
and by ∥p◦ − p∗min∥+∞ in the down phase; in total, bounded by µ(p◦) + ∥p◦ − p∗min∥+∞.
The proof of Theorem 5 is given in Section 3.2. We note that for every p◦ ∈ Zn it holds that
µ(p◦) ≤ η(p◦, p∗min), ∥p◦ − p∗min∥+∞ ≤ η(p◦, p∗min).
Hence, the bounds in Theorem 5 are indeed better than those in Proposition 4.
2 Motivation from Auction Theory
This research is motivated by design and analysis of iterative auction in auction theory. In the auction
literature an algorithm (a mechanism, more precisely) called iterative auction (also called dynamic auc-
tion, Walrasian taˆtonnement process, etc.) is often used to find equilibrium prices of goods (see, e.g.,
[3, 4]). An iterative auction updates prices repeatedly by using bidders’ demand information, and finds
equilibrium prices. A well-known iterative auction is the English auction for a single item.
Let us consider an auction market with n types of items, denoted by N = {1, 2, . . . , n}, andm bidders,
denoted by M = {1, 2, . . . ,m}. Each bidder i ∈ M has his/her valuation function fi : 2N → Z with the
value fi(X) representing the degree of satisfaction for an item set X ⊆ N . We assume that each fi is
an integer-valued nondecreasing function satisfying the so-called “gross-substitutes” condition, which is a
natural assumption for valuation functions (see [2, 6, 7] for the precise definition). An allocation of items
is defined as a family of item sets X1, X2, . . . , Xm satisfying Xi ∩Xh = ∅ if i ̸= h and
∪
i∈M Xi ⊆ N .
3While the algorithm TwoPhaseMinMin in [14] is proposed as an algorithm for a specific L♮-convex function (i.e.,
Lyapunov function), the algorithm as well as its analysis can be naturally extended to general L♮-convex functions.
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The goal of an auction is to find equilibrium allocation and prices of items. A pair of price vector





p∗(j) | X ⊆ N} (i ∈M),




Hence, in the equilibrium each bidder gets his/her best item set and all unsold items have zero price.
The natural and popular iterative auctions are ascending and descending auctions, in which prices are
monotonically increasing or decreasing. Monotone movement of prices is preferable in iterative auctions
since it makes easier to forecast the outcome of equilibrium price computation. For the unit-demand
auction model where each bidder desires at most one item, an ascending auction and a descending auction
are proposed by Demange–Gale–Sotomayor [5] and by Mishra–Parkes [9], respectively. These iterative
auctions are generalized to the multi-demand auction model by Kelso–Crawford [7], Gul–Stacchetti [6],
and Ausubel [2].
While ascending and descending auctions have a merit that the price movement is monotone, these
iterative auctions have a drawback that the number of iterations is large. In an ascending auction, we
cannot decrease prices during the computation, and therefore the initial prices should be lower bounds
of unknown equilibrium prices. Therefore, even if the auctioneer knows the expectation of equilibrium
prices, it is diﬃcult to reduce the number of iterations by using the knowledge. It is customary in
ascending auctions to set the initial prices to the lowest possible prices, but this makes the number of
iterations large. This is also the case with descending auctions.
To make it possible to start from arbitrarily chosen prices, Andersson–Erlanson [1] proposed an iter-
ative auction, for the unit-demand model, by combining the ascending auction by [5] and the descending
auction by [9]. The algorithm admits the use of arbitrarily chosen initial prices, and consists of two
phases, the price ascending phase and descending phase. Hence, the movement of prices is first monotone
increasing and then monotone decreasing. Moreover, the flexibility in the choice of initial prices is useful
in reducing the number of iterations, especially when the auctioneer has information about the expected
equilibrium prices. Andersson–Erlanson [1] also theoretically analyzed the number of iterations in the
two-phase auction algorithm.
The connection between equilibrium price computation and optimization is made clear in Ausubel [2],
which shows that a price vector p ∈ Zn+ is an equilibrium price vector if and only if p is a minimizer of




max{fi(X)− p(X) | X ⊆ N}+ p(N) (p ∈ Zn+), (3)
under the assumption that each fi is an integer valued function satisfying the gross-substitutes condition.
The connection to discrete convex analysis is pointed out in Murota–Shioura–Yang [13, 14], which show
that the Lyapunov function is an L♮-convex function, and hence iterative auctions can be seen as mini-
mization algorithms for a specific L♮-convex function. Indeed, it is shown [14] that some of the existing
iterative auctions coincide with L♮-convex function minimization algorithms applied to the Lyapunov
function. In particular, the two-phase auction algorithm for the unit-demand model by Andersson–
Erlanson [1] can be recognized as the algorithm TwoPhaseMinMin applied to the Lyapunov function.
Moreover, for the multi-demand model, a two-phase auction algorithm is proposed in [13, 14] (see also
Ausubel [2]) by applying TwoPhaseMinMin to the Lyapunov function. Hence, our result (Theorem 5)
provides tight bounds for the numbers of iterations required by the two-phase auction algorithms. We
here rephrase Theorem 5 for the two-phase auction in [14].
Corollary 6. For an arbitrarily chosen initial price vector p◦ ∈ Zn+, the two-phase auction of Murota–
Shioura–Yang [14] terminates by outputting the unique minimal equilibrium price vector p∗min. The number
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of updates of vector p is bounded by µ(p◦) in the ascending phase and by ∥p◦ − p∗min∥+∞ in the descending
phase; in total, bounded by µ(p◦) + ∥p◦ − p∗min∥+∞.
3 Proofs
In this section we give proofs of Theorems 1 and 5.
3.1 Proof of Theorem 1
We prove Theorem 1 by improving the analysis of a more general minimization algorithm by Kolmogorov–
Shioura [8] (named “primal algorithm” in [8]) to Theorem 7 below. In this algorithm, vector p can move
upwards or downwards arbitrarily in each iteration, as far as the function value g(p) decreases.
Algorithm GreedyUpDown
Step 0: Find a vector p◦ ∈ dom g and set p := p◦.
Set SuccessUp := false, SuccessDown := false.
Step 1: Do UP or DOWN in any order until SuccessUp = SuccessDown = true:
UP (do only if SuccessUp is false):
Find a minimizer X ⊆ N of g(p+ χX).
If g(p+ χX) = g(p), then set SuccessUp := true; otherwise set p := p+ χX .
DOWN (do only if SuccessDown is false):
Find a minimizer X ⊆ N of g(p− χX).
If g(p− χX) = g(p), then set SuccessDown := true; otherwise set p := p− χX .
Step 2: Output p and stop.
The algorithm TwoPhase is a special implementation of the algorithm GreedyUpDown, where
UP is performed repeatedly until SuccessUp is true, and then DOWN is performed repeatedly. We will
show the following bounds for GreedyUpDown, where we say that an update of p in GreedyUpDown
is an up-update if p is updated to p+ χX with some nonempty X, and a down-update if p is updated to
p− χX with some nonempty X.
Theorem 7. Suppose that the algorithm GreedyUpDown is applied to an L♮-convex function g with
an initial vector p◦ ∈ dom g. Then, the numbers of up-updates and down-updates of vector p are each
bounded by µ(p◦); in total, the number of updates of p is bounded by 2µ(p◦).
Theorem 1 is an immediate corollary of this theorem.
In the following, we prove Theorem 7 by using the following property of L♮-convex functions. For a
vector q ∈ Zn, we denote supp+(q) = {j ∈ N | q(j) > 0}.
Lemma 8 ([10, Theorem 7.7]). Let g : Zn → R∪{+∞} be an L♮-convex function. For every p, q ∈ dom g
with supp+(p− q) ̸= ∅, it holds that
g(p) + g(q) ≥ g(p− χY ) + g(q + χY )
with Y = argmaxj∈N{p(j)− q(j)}.
We denote by p⊕ the unique minimal vector in argmin{g(q) | q ∈ Zn, q ≥ p◦}, and by p⊖ the unique
maximal vector in argmin{g(q) | q ∈ Zn, q ≤ p◦}. The number of updates of vector p in the algorithm
GreedyUpDown is analyzed in [8].
Proposition 9 ([8, Section 2.2]). The number of up-updates (resp., down-updates) of vector p in the
algorithm GreedyUpDown is bounded by ∥p⊕ − p◦∥∞ (resp., ∥p⊖ − p◦∥∞).
The following lemma is a key observation to recast this result to Theorem 7.
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Lemma 10. It holds that ∥p⊕ − p◦∥∞ ≤ µ(p◦) and ∥p⊖ − p◦∥∞ ≤ µ(p◦).
Proof. We prove the former inequality ∥p⊕−p◦∥∞ ≤ µ(p◦) only since the latter inequality ∥p⊖−p◦∥∞ ≤
µ(p◦) can be proven in the same manner.
To prove the inequality ∥p⊕ − p◦∥∞ ≤ µ(p◦), we show that ∥p⊕ − p◦∥∞ ≤ η(p∗, p◦) holds for every
minimizer p∗ of g; recall the definition of η(p∗, p◦) in (2).
We first consider the case with p∗ ≥ p◦. Since p⊕ is a minimizer of g in the set {q ∈ Zn | q ≥ p◦}, we
have p⊕ ∈ argmin g. Hence, it holds that
∥p⊕ − p◦∥∞ ≤ ∥p∗ − p◦∥∞ = η(p∗, p◦).
We then assume that supp+(p◦−p∗) ̸= ∅. This implies supp+(p⊕−p∗) ̸= ∅. Let Y = argmaxj∈N{p⊕(j)−
p∗(j)}.
Claim: There exists some t ∈ Y such that p⊕(t) = p◦(t).
[Proof of Claim] By Lemma 8, it holds that
g(p⊕) + g(p∗) ≥ g(p⊕ − χY ) + g(p∗ + χY ). (4)
Since p∗ is a minimizer of g, we have g(p∗+χY ) ≥ g(p∗), which, combined with (4), implies g(p⊕−χY ) ≤
g(p⊕). From this inequality follows that p⊕ − χY ̸≥ p◦ since p⊕ is the minimal vector in the set
argmin{g(q) | q ∈ Zn, q ≥ p◦}. Hence, there exists some t ∈ Y with p⊕(t) = p◦(t).
[End of Proof of Claim]
It holds that
∥p∗ − p◦∥−∞ = max
j∈N
{p◦(j)− p∗(j)} (by supp+(p◦ − p∗) ̸= ∅)
≥ p◦(t)− p∗(t)
= p⊕(t)− p∗(t) (by the claim above)
= max
j∈N
{p⊕(j)− p∗(j)} (by t ∈ Y and the definition of Y ).
It follows that for every k ∈ N , we have
p⊕(k)− p◦(k) = [p∗(k)− p◦(k)] + [p⊕(k)− p∗(k)]
≤ ∥p∗ − p◦∥+∞ +max
j∈N
{p⊕(j)− p∗(j)}
= ∥p∗ − p◦∥+∞ + ∥p∗ − p◦∥−∞ = η(p∗, p◦).
Hence, ∥p⊕ − p◦∥∞ ≤ η(p∗, p◦) holds.
Theorem 7 follows from Proposition 9 and Lemma 10.
3.2 Proof of Theorem 5
The bound µ(p◦) for the up phase of TwoPhaseMinMin follows from Corollary 2 since the behavior
of the up phase in TwoPhaseMinMin is exactly the same as that in TwoPhaseMinMax. Hence, it
suﬃces to prove the bound ∥p◦ − p∗min∥+∞ in the down phase of TwoPhaseMinMin.
The following facts are known for TwoPhaseMinMin.
Proposition 11 ([14, Lemma 4.18]). It holds that p⊕ ≥ p∗min. In particular, if the initial vector p◦
satisfies p◦ ≤ p∗min, then p⊕ = p∗min holds
Proposition 12 ([14, Lemma 4.18]). At the end of the up phase, p = p⊕ holds. In particular, if the
initial vector p◦ satisfies p◦ ≤ p∗min, then p = p∗min holds.
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Proposition 13 (cf. [14, Theorem 4.11]). The number of updates of p in the down phase of TwoPhaseM-
inMin is exactly equal to ∥p⊕ − p∗min∥+∞. In particular, if the initial vector p◦ satisfies p◦ ≤ p∗min, then
the down phase terminates immediately without updating p.
We show in the following lemma that the value ∥p− p∗min∥+∞ remains the same in each iteration of the
up phase. Hence, we have
∥p⊕ − p∗min∥+∞ = ∥p◦ − p∗min∥+∞,
implying that the number of updates of p in the down phase is equal to ∥p◦ − p∗min∥+∞.
By Proposition 13, we may assume that the initial vector p◦ satisfies supp+(p◦ − p∗min) ̸= ∅. This
assumption implies that supp+(p− p∗min) ̸= ∅ in each iteration of the up phase.
Lemma 14. Let p ∈ dom g, and suppose that supp+(p − p∗min) ̸= ∅. Also, let X ⊆ N be the minimal
minimizer of g(p+ χX). Then,
∥(p+ χX)− p∗min∥+∞ = ∥p− p∗min∥+∞.
This lemma follows immediately from the following (slightly) stronger result.
Lemma 15. Let p ∈ dom g and p∗ ∈ argmin g, and suppose that supp+(p− p∗) ̸= ∅. Also, let X ⊆ N be
the minimal minimizer of g(p+ χX). Then,
∥(p+ χX)− p∗∥+∞ = ∥p− p∗∥+∞.
Proof. Let Z = argmax{p(j) − p∗(j) | j ∈ N}. If Z ∩ X = ∅, then we have the desired equation
∥(p+ χX)− p∗∥+∞ = ∥p− p∗∥+∞. Assume, to the contrary, that Z ∩X ̸= ∅. Then, we have
argmax{(p+ χX)(i)− p∗(i) | i ∈ N} = Z ∩X.
Hence, Lemma 8 implies that
g(p+ χX) + g(p
∗) ≥ g(p+ χX − χZ∩X) + g(p∗ + χZ∩X)
= g(p+ χX\Z) + g(p∗ + χZ∩X).
We have g(p∗+χZ∩X) ≥ g(p∗) since p∗ is a minimizer of g. Hence, it holds that g(p+χX\Z) ≤ g(p+χX),
a contradiction to the minimality of X.
This concludes the proof of Theorem 5.
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Abstract: Submodularity is one of the most important property of combinatorial opti-
mization, and k-submodularity is a generalization of submodularity. Maximization of a
k-submodular function is NP-hard, and approximation algorithm has been studied. For
monotone k-submodular functions, [Iwata, Tanigawa, and Yoshida 2016] gave k/(2k − 1)-
approximation algorithm. In this paper, we give a deterministic algorithm by derandomizing
that algorithm. Our algorithm is k/(2k − 1)-approximation and runs in polynomial time.
Keywords: k-submodular function, approximation algorithm, derandomization
1 Introduction
A set function f : 2V → R is submodular if, for any A,B ⊆ V , f(A) + f(B) ≥ f(A ∪ B) + f(A ∩ B).
Submodularity is one of the most important properties of combinatorial optimization. The rank functions
of matroids and cut capacity functions of networks are submodular. Submodular functions can be seen
as discrete version of convex functions.
For submodular function minimization, Gro¨tschel et al. [4] showed the first polynomial-time algorithm.
Combinatorial strongly polynomial algorithms were shown by Iwata et al. [6] and Schrijver [9]. On the
other hand, submodular function maximization is NP-hard and we can only use approximation algorithms.
Let an input function for maximization be f , a maximizer of f be S∗, and an output of an algorithm
be S. The approximation ratio of the algorithm is defined as f(S)/f(S∗) for deterministic algorithms
and E[f(S)]/f(S∗) for randomized algorithms. A randomized version of the Double Greedy algorithm [2]
achieves 1/2-approximation. Feige et al. [3] showed that (1/2 + )-approximation requires exponential
number of value oracle queries. This implies that, the randomized Double Greedy algorithm is one of the
best algorithms in terms of the approximation ratio. Buchbinder and Feldman [1] showed a derandomized
version of the randomized Double Greedy algorithm, and their algorithm achieves 1/2-approximation.
k-submodularity is an extension of submodularity. It was first introduced by Huber and Kolmogolov
[5]. k-submodular function is defined as below.
Definition 1 ([5]) Let (k+1)V := {(X1, ..., Xk) | Xi ⊆ V (i = 1, ..., k), Xi∩Xj = ∅ (i 6= j)}. A function
f : (k + 1)V → R is called k-submodular if we have
f(x) + f(y) ≥ f(x u y) + f(x unionsq y)
for any x = (X1, ..., Xk), y = (Y1, ..., Yk) ∈ (k + 1)V . Note that
x u y = (X1 ∩ Y1, ..., Xk ∩ Yk) and
x unionsq y = (X1 ∪ Y1\
⋃
i 6=1





It is a submodular function if k = 1. It is called a bisubmodular function if k = 2.
Maximization for k-submodular functions is also NP-hard and approximation algorithms have been
studied. An input of the problem is a nonnegative k-submodular function. Note that, for any k-
submodular function f and any c ∈ R, a function f ′(x) := f(x) + c is k-submodular. The input
function is accessed via value oracle queries. An output of the problem is x = (X1, ..., Xk) ∈ (k + 1)V .
Let an input k-submodular function be f , a maximizer of f be o, and an output of an algorithm be s.
Then we define the approximation ratio of the algorithm as f(s)/f(o) for deterministic algorithms, and
E[f(s)]/f(o) for randomized algorithms. For bisubmodular functions, Iwata et al. [7] and Ward and
Zˇivny´ [10] showed that the algorithm for submodular functions [2] can be extended. Ward and Zˇivny´ [10]
analyzed an extension for k-submodular functions. They showed a randomized 1/(1 + a)-approximation
algorithm with a = max{1,√(k − 1)/4} and a deterministic 1/3-approximation algorithm. Now we have
a 1/2-approximation algorithm shown by Iwata et al. [8]. In particular, for monotone k-submodular
functions, they gave a k2k−1 -approximation algorithm. They also showed any (
k+1
2k + )-approximation
algorithm requires exponential number of value oracle queries.
In this paper, we give a deterministic approximation algorithm for monotone k-submodular maxi-
mization. It satisfies k2k−1 -approximation and runs in polynomial-time. Our algorithm is a derandomized
version of the algorithm for monotone functions [8]. We also note our derandomization is an extension
of the scheme used for the Double Greedy algorithm [1].
2 Preliminary
Define a partial order  on (k + 1)V for x = (X1, ..., Xk) and y = (Y1, ..., Yk) as follows:
x  y def⇐⇒ Xi ⊆ Yi(i = 1, ..., k).
Also, for x = (X1, ..., Xk) ∈ (k + 1)V , e /∈
⋃k
l=1Xl, and i ∈ {1, ..., k}, define
∆e,if(x) = f(X1, ..., Xi−1, Xi ∪ {e}, Xi+1, ..., Xk)− f(X1, ..., Xk).
A monotone k-submodular function is k-submodular and satisfies f(x) ≤ f(y) for any x = (X1, ..., Xk)
and y = (Y1, ..., Yk) in (k + 1)
V with x  y.
The property of k-submodularity can be written in another form.
Theorem 2 ([10] THEOREM 7) A function f : (k+1)V → R is k-submodular if and only if f is orthant
submodular and pairwise monotone.
Note that orthant submodularity is to satisfy
∆e,if(x) ≥ ∆e,if(y) (x,y ∈ (k + 1)V , x  y, e /∈
k⋃
l=1
Yl, i ∈ {1, ..., k}),
and pairwise monotonicity is to satisfy
∆e,if(x) + ∆e,jf(x) ≥ 0 (x ∈ (k + 1)V , e /∈
k⋃
l=1
Xl, i, j ∈ {1, ..., k} (i 6= j)).
To analyze k-submodular functions, it is often convenient to identify (k+ 1)V as {0, 1, ..., k}V . A |V |-
dimensional vector x ∈ {0, 1, ..., k}V is associated with (X1, ..., Xn) ∈ (k+1)V by Xi = {e ∈ V | x(e) = i}.
3 Existing randomized algorithms
3.1 Algorithm framework
In this section, we see the framework to maximize k-submodular functions (Algorithm 1 [8]). Iwata et
al. [7] and Ward and Zˇivny´ [10] used it with specific distributions.
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Algorithm 1 ([8] Algorithm 1)
Input: A nonnegative k-submodular function f : {0, 1, ..., k}V → R+.
Output: A vector s ∈ {0, 1, ..., k}V .
s← 0 .
Denote the elements of V by e(1), ..., e(n) (|V | = n).
for j = 1, ..., n do
Set a probability distribution p(j) over {1, ..., k}.
Let s(e(j)) ∈ {1, ..., k} be chosen randomly with Pr[s(e(j)) = i] = p(j)i .
end for
return s
Algorithm 1 is not only used for monotone functions. However, in this paper, we only use it for
monotone functions.
Now we define some variables to analyze Algorithm 1. Let o be an optimal solution, and we write
s(j) as s at the j-th iteration. Let other variables be as follows:
o(j) = (o unionsq s(j)) unionsq s(j) , t(j−1)(e) =
{
o(j)(e) (e 6= e(j))




(j−1)) , a(j)i = ∆e(j),if(t
(j−1))
Algorithm 1 satisfies following lemma.
Lemma 3 ([8] LEMMA 2.1.)













holds for each j with 1 ≤ j ≤ n, where i∗ = o(e(j)). Then E[f(s)] ≥ 11+cf(o).
3.2 A randomized algorithm for monotone functions
In this section, we see the randomized k2k−1 -approximation algorithm for monotone functions [8]. We
show their algorithm as Algorithm 2.
Algorithm 2 runs in polynomial time. The approximation ratio of Algorithm 2 satisfies the theorem
below.
Theorem 4 ([8] THEOREM 2.2.) Let o be a maximizer of a monotone k-submodular function f and
let s be the output of Algorithm 2. Then E[f(s)] ≥ k2k−1f(o).
In the proof of this theorem (see [8]), the inequality of Lemma 3 is proved with c = 1 − 1k . We get
ai ≥ 0 (∀i ∈ {1, ..., k}) from monotonicity, and ai ≤ yi (∀i ∈ {1, ..., k}) from orthant submodularity.

















is used. The inequality of Lemma 3 is satisfied when the inequality (1) is valid.
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Algorithm 2 ([8] Algorithm 3)
Input: A monotone k-submodular function f : {0, 1, ..., k}V → R+.
Output: A vector s ∈ {0, 1, ..., k}V .
s← 0, t← k − 1.
Denote the elements of V by e(1), ..., e(n) (|V | = n).
for j = 1, ..., n do
y
(j)
i ← ∆e(j),if(s) (1 ≤ i ≤ k).
β ←∑ki=1(y(j)i )t.




1 = 1, p
(j)
i = 0 (i = 2, ..., k).
end if




In this section, we give a polynomial-time deterministic algorithm for maximizing monotone k-submodular
functions. Our algorithm is Algorithm 3. Algorithm 3 is a derandomized version of Algorithm 2. We note
the derandomization of this algorithm is an extension of the scheme used for submodular maximization [1].
In the algorithm, we construct a distribution D which satisfies Es∼D[f(s)] ≥ k2k−1f(o). Then the
algorithm outputs the best solution in supp(D) := {s | (p, s) ∈ D}. We can see the right hand side of
(2) in Algorithm 3 is the expected value of the left hand side of (1) for s ∼ Dj−1 with i∗ = l. This is
because
∑
i 6=l pi,syl(s) = (1− pl,s)yl(s). Also the left hand side of (2) is the expected value of the right
hand side of (1) with c = 1− 1/k. From (3) and (4), Dj in (5) is constructed as a distribution.
Algorithm 3 achieves the same approximation ratio as Algorithm 2.
Theorem 5 Let o be a maximizer of a monotone nonnegative k-submodular function f and let z be the
output of Algorithm 3. Then f(z) ≥ k2k−1f(o).



















= Es′∼Dj [f(s′)]− Es∼Dj−1 [f(s)] . (6)
Now, we consider o[s] := (o unionsq s) unionsq s. Define the variables as follows:
r(e) =
{
o[s](e) (e 6= e(j))
0 (e = e(j))
ai(s) = ∆e(j),if(r)
Then we have
f(o[s])− f(o[se(j),i]) = ai∗(s)− ai(s) (i∗ = o(e(j))) (7)
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Algorithm 3 A deterministic algorithm
Input: A monotone k-submodular function f : {0, 1, ..., k}V → R+.
Output: A vector s ∈ {0, 1, ..., k}V .
D0 ← (1, 0), (D = {(p, s) | s ∈ (k + 1)V , 0 ≤ p ≤ 1} (
∑
s∈D p = 1)).
Denote the elements of V by e(1), ..., e(n) (|V | = n).
for j = 1, ..., n do
yi(s)← ∆e(j),if(s) (∀s ∈ supp(Dj−1), i ∈ {1, ..., k}).










≥ Es∼Dj−1 [(1− pl,s)yl(s)] (2)
(l ∈ {1, ..., k})
k∑
i=1
pi,s = 1 (∀s ∈ supp(Dj−1)) (3)
pi,s ≥ 0 (∀s ∈ supp(Dj−1), i ∈ {1, ..., k}). (4)








s(e) (e 6= e(j))






From monotonicity and orthant submodularity of f , we have
ai∗(s)− ai(s) ≤ yi∗(s). (8)
From (7) and (8), we get
























= Es∼Dj−1 [(1− pi∗,s) (yi∗(s))] . (9)




Es′∼Dj [f(s′)]− Es∼Dj−1 [f(s)]
) ≥ Es∼Dj−1 [f(o[s])]− Es′∼Dj [f(o[s′])] (10)




(Es′∼Dn [f(s′)]− Es∼D0 [f(s)]) ≥ Es∼D0 [f(o[s])]− Es′∼Dn [f(o[s′])] . (11)



























The algorithm performs a polynomial number of value oracle queries.
Theorem 6 Algorithm 3 returns a solution after O(n2k2) value oracle queries.
Proof: Algorithm 3 uses the value oracle to caluculate yi(s). At the j-th iteration, the number of yi(s)
is k|Dj−1|. From (5), |Dj | equals the number of pi,s 6= 0. Then we have to consider pi,s 6= 0 at the j-th
iteration.
By the definition, (pi,s)i=1,...,k, s∈supp(Dj−1) is an extreme point solution of (2), (3), and (4). Note
that, we can get a solution by setting (pi,s) as the distribution of Algorithm 2 for each s ∈ supp(Dj−1).
We can also see the feasible region of (2), (3), and (4) is bounded. Then some extreme point solution
exists.
Let |Dj−1| = m. By (pi,s)i=1,...,k, s∈supp(Dj−1) ∈ Rkm and k equalities of (3), km− k inequalities are
tight at any extreme point solution. (2) have m inequalities and (4) have km inequalities. Then, at least
km− k −m inequalities of (4) are tight. Hence, the number of pi,s 6= 0 is at most m+ k.
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In our algorithm, we have to search for an extreme point solution. We can do it by solving LP for
some objective function. If we use LP for our algorithm, it is polynomial-time not only for the number of
queries but also for the number of operations. The simplex method is not proved to be a polynomial-time
method. However, it is practical. Our algorithm needs only an extreme point solution, then if we get a
basic solution, it is enough. So we can use the first phase of two-phase simplex method to find an extreme
point solution.
5 Conclusion
We showed a derandomized algorithm for monotone k-submodular maximization. It is k2k−1 -approximation
and polynomial-time algorithm.
One of open problems is a faster method for finding an extreme point solution of the linear formulation.
For submodular functions, Buchbinder and Feldman [1] showed greedy methods are effective. It is because
their formulation is the form of fractional knapsack problem. Our formulation is similar to theirs, and
ours can be seen as the form of an LP relaxation of multidimensional knapsack problem. However, faster
methods are not given than general LP solutions. The number of constraints in our formulation depends
on k and the number of iterations. It is therefore difficult to find an extreme point faster.
Constructing a deterministic algorithm for nonmonotone functions is also an important open problem.
For nonmonotone functions, we have pairwise monotonicity instead of monotonicity. In such a situation,
for some i, ai can be negative. However, if yj > 0 for all j, we can’t find such i. Then, if we try to use
the same derandomizing method, the number of constraints in the linear formulation and the size of D
will be exponential. So the algorithm cannot finish in polynomial-time.
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We say that a subset A of an (additively written) abelian group G is progression-free if there do not exist
pairwise distinct a, b, c ∈ A with a + b = 2c, and we denote by r3(G) the largest size of a progression-
free subset A ⊆ G. For abelian groups G of odd order, Brown and Buhler [2] and independently Frankl,
Graham, and Ro¨dl [6] proved that r3(G) = o(|G|) as |G| grows. Meshulam [10], following the general lines
of Roth’s argument, has shown that if G is an abelian group of odd order, then r3(G) ≤ 2|G|/rk(G) (where
we use the standard notation rk(G) for the rank of G); in particular, r3(Znm) ≤ 2mn/n. Despite many
efforts, no further progress was made for over 15 years, till Bateman and Katz in their ground-breaking
paper [1] proved that r3(Zn3 ) = O(3n/n1+ε) with an absolute constant ε > 0.
Abelian groups of even order were first considered in [8] where, as a further elaboration on the Roth-
Meshulam proof, it is shown that r3(G) < 2|G|/rk(2G) for any finite abelian group G; here 2G = {2g : g ∈
G}. For the homocyclic groups of exponent 4 this result was improved by Sanders [12] who proved that
r3(Zn4 ) = O(4n/n(log n)ε) with an absolute constant ε > 0. In [3] we further improved Sanders’s result,
as follows.
Let H denote the binary entropy function; that is,
H(x) = −x log2 x− (1− x) log2(1− x), x ∈ (0, 1),





H(0.5− ε) +H(2ε)) : 0 < ε < 0.25} ≈ 0.926.
Theorem 1 If n ≥ 1 and A ⊆ Zn4 is progression-free, then |A| ≤ 4γn.
We note that the exponential reduction in Theorem is the first of its kind for problems of this sort.
Starting from Roth, the standard way to obtain quantitative estimates for r3(G) involves a combi-
nation of the Fourier analysis and the density increment technique; the only exception is [9] where for
the groups G ∼= Znq with a prime power q, the above-mentioned Meshulam’s result is recovered using a
completely elementary argument. In contrast, in [3] we use the polynomial method without resorting to
the familiar Fourier analysis – density increment strategy. Our result is based on the following lemma:
Lemma 2 Suppose that n ≥ 1 and d ≥ 0 are integers, P is a multilinear polynomial in n variables of
total degree at most d over a field F, and A ⊆ Fn is a set with |A| > 2∑0≤i≤d/2 (ni). If P (a− b) = 0 for
all a, b ∈ A with a 6= b, then also P (0) = 0.
1Research is supported by the National Research, Development and Innovation Office of Hungary (Grant Nr. NKFIH
(OTKA) PD115978 and NKFIH (OTKA) K108947) and the Ja´nos Bolyai Research Scholarship of the Hungarian Academy
of Sciences.
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In the past year some interesting applications of our method were obtained including the solution of the
cap set problem [4], the proof of the Erdo˝s-Szemere´di sunflower conjecture [11], tight bound for Green’s
arithmetic triangle removal lemma [5], growth rate of tri-colored sumfree sets [7].
I will talk about this method and some of the applications.
This is joint work with Ernie Croot and Seva Lev.
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Weak embeddings of posets to the Boolean lattice
Do¨mo¨to¨r Pa´lvo¨lgyi∗





Abstract: The goal of this paper is to prove that several variants of deciding whether a
poset can be (weakly) embedded into a small Boolean lattice, or to a few consecutive levels
of a Boolean lattice, are NP-complete, answering a question of Griggs and of Patko´s. As an
equivalent reformulation of one of these problems, we also derive that it is NP-complete to
decide whether a given graph can be embedded to the two middle levels of some hypercube.
This hardness result might turn out to be an important step towards the proof of the famous
P=NP conjecture - only a polynomial time algorithm for the above problem is missing.
Keywords: forbidden posets, Boolean lattice, NP-completeness, graph theory
1 Introduction
A poset (P,≤) is a partially ordered set on |P | elements. An injective map f from poset P to poset Q
is called a weak embedding if for every p, q ∈ P we have f(p) ≤ f(q) if p ≤ q, and it is called a (strong)
embedding if f(p) ≤ f(q) if and only if p ≤ q. Similarly, an injective map f from graph G to graph H
is called an embedding if for any edge uv of G its image f(u)f(v) is an edge of H, and it is called an
induced embedding if uv is an edge of G if and only if f(u)f(v) is an edge of H. (Be careful that simply
embedding is strong embedding for posets, but for graphs, it is the equivalent of weak poset embeddings -
unfortunately, both are standard terminology.) Sometimes it will be comfortable to use graph terminol-
ogy for a poset according to its graph obtained from its Hasse diagram; the vertices of this graph are the
elements of the poset, with an edge between p < q if there is no r for which p < r < q holds. Thus, we
call the elements adjacent to an element x in the Hasse diagram the neighbors of x, and the length of the
shortest path in the Hasse diagram connecting some elements x and y their distance. The Boolean lattice
of a base set S of size n has 2n elements, all subsets of S, where the ordering is given by containment
structure, i.e., X ≤ Y if X ⊂ Y . The kth level of the Boolean lattice is the collection of its elements of




its middle level, while for general n, we refer to its levels from bn−e+12 cth to bn+e−12 cth as its e middle levels.
In this paper we study the decision complexity of whether a poset admits a weak embedding to (some
levels of) Bn (where n is arbitrary, given as part of the input). Apparently, earlier only strong embeddings
to Bn have been studied, first in [18], while the NP-completeness of the problem was established in [17];
for more recent results related to complexity, see [10, 15]. We find it somewhat surprising that weak
embeddings have not yet been studied. There are, however, some graph problems that are equivalent to
weak embedding questions to two consecutive levels, e.g., the Middle Levels conjecture is that there is a
Hamiltonian cycle in the union of the two middle levels of every B2n+1; this has been recently solved by
Mu¨tze [13].
∗Research is supported by the Marie Sk lodowska-Curie action of the EU, under grant IF 660400.
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We write P ⊂ Q if P has a weak embedding to Q. This indeed defines a partial order on the posets,
i.e., P ⊂ Q ⊂ R implies P ⊂ R and P ⊂ Q ⊂ P implies that P and Q are isomorphic. If P ⊂ Q, we
say that Q contains (a copy of) P , otherwise we say that Q is P -free. We denote by d(P ) the smallest
integer such that P ⊂ Bd(P ). (For strong embeddings, this parameter is called the 2-dimension of P ,
and embeddings to Bn are called bit-vector encodings.) As P ⊂ C|P | ⊂ B|P |−1, where Cn denotes the
chain (totally ordered poset) on n elements, d(P ) is always some non-negative integer. Despite the huge
literature of embedding trees to the hypercube [3, 11], it seems that d(P ) has not even been studied for
trees. The problem of determining the value of d(Tk), where Tk denotes the complete binary tree of depth
k, can be shown to be equivalent to a search problem proposed by G.O.H. Katona,∗ which is also open.
We also study weak embeddings to the union of a few consecutive levels of the Boolean lattice. We
denote by e(P ) the largest integer such that any e(P ) consecutive levels of any Boolean lattice are P -free.
It follows from the definitions that e(P ) ≤ d(P ), as any d(P ) + 1 levels of any Boolean lattice contain a
copy of Bd(P ) which contains a copy of P . If P has a smallest and a largest element, then e(P ) = d(P ),
while examples for small posets for which inequality holds include the so-called Fork poset on three ele-
ments, a, b, c, with a < b, c, for which e(Pfork) = 1 < d(Pfork) = 2, and the so-called Butterfly poset on
four elements, w, x, y, z, with w, x < y, z, for which e(Pbutterfly) = 2 < d(Pbutterfly) = 3. We also note that
h(P )−1 ≤ e(P ) ≤ d(P ), where h(P ) is the height of the poset, i.e., the cardinality of its longest subchain.
The parameter e(P ) has been introduced in Griggs, Li and Lu [7], as it naturally came up while
studying the largest possible size of a P -free subposet of Bn, denoted by La(n, P ). This parameter has
been first studied by Katona in the 1980s for general posets; for a recent survey see Griggs and Li [6].
The general conjecture, implicitly contained in the earlier works of Katona and others, and explicitly
first stated by Bukh [2], and a couple of months later, independently, by Griggs and Lu [8], is that
pi(P ) = limn→∞
La(n,P )
( nn/2)
always exists, and equals to e(P ). (Note that e(P ) ≤ pi(P ) follows from that
the union of the e(P ) middle levels of Bn are P -free.) This has only been proved for special posets.
The most general result is due to Bukh [2], which says that if the Hasse-diagram of P is a tree, then
pi(P ) = h(P )− 1 = e(P ).
Motivated by this, Griggs [5] and Patko´s† asked independently around the same time the complexity
of determining e(P ).‡ Answering their questions, we show the following.
Theorem 1 To decide whether d(P ) or e(P ) is at most n is NP-complete.
Remark 2 In fact, as we will see from the proof, it is already NP-complete for posets with a smallest
and a largest element (in which case d(P ) = e(P )) to determine whether these parameters equal h(P )−1.
Theorem 3 To decide whether e(P ) ≤ 1 is NP-complete.
Remark 4 The graph theoretic reformulation of Theorem 3 is that it is NP-complete to decide whether
a given graph can be embedded to two consecutive levels of some hypercube.
Theorem 5 To decide whether a poset can be weakly embedded to the union of the third and fourth level
of some Boolean lattice is NP-complete.
Remark 6 Both Theorems 3 and 5 also hold for strong embeddings, as the respective posets used in their
proofs can only have a strong embedding to the required structures.
Finally, using our methods we also sketch the proof of a slightly related result.
Theorem 7 To decide whether a graph is an induced subgraph of a Johnson graph is NP-complete.
∗Emle´kta´bla Workshop, 2013. http://www.renyi.hu/~emlektab/emlektabla5problems.pdf.
†Personal communication, 2014.
‡Griggs has also asked for the complexity of determining the 2-dimension of P , but this has already been proved to be
NP-complete by Stahl and Wille [17]; for a more accessible version, see Habib et al. [10].
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2 Preliminaries
2.1 Connection to graph embeddings
It is well-known that directed and undirected graph embedding problems can be easily reduced to each
other by simple gadgets. ∗ The same is true for weak poset embedding problems. To reduce a weak poset
embedding problem to a directed graph embedding problem, notice that P weakly embeds to Q if and
only if the transitive closure of P embeds to the transitive closure of Q. To reduce a graph embedding
problem to a weak poset embedding problem, let us denote by Gˆ the two-level poset obtained from a
graph G as follows. The elements of Gˆ are the vertices and edges of G, and any edge is larger than its
endpoints (these are the only relations). Thus, the vertices of G form an antichain in Gˆ, the lower level,
and the edges of G also form an antichain in Gˆ, the upper level.
Proposition 8 G is a subgraph of H if and only if Gˆ weakly embeds to Hˆ.
The interested reader can find the simple proof of Proposition 8 in [1]. As deciding whether a graph is
a subgraph of another graph, known as the SUBGRAPH ISOMORPHISM problem, is NP-complete
[4], we get that weak embedding for posets is also NP-complete.
Corollary 9 Deciding whether P weakly embeds to Q or not is NP-complete, already if both P and Q
have only two levels.
Remark 10 Note that Theorem1 is not a strengthening of this corollary, as here Q is also given as part
of the input, while in Theorem1 Bn has exponential size (but its description, the binary encoding of n, is
log log of the size of Bn).
2.2 Uniqueness of embedding two consecutive levels
Let L2(k) denote the union of the two middle levels of Bk.
Observation 11 Any weak embedding of L2(k) to L2(n) is distance-preserving, i.e., the distance between
any two elements of L2(k) is the same as the distance between their images in L2(n).
Proof: The proof is by induction on k. The statement is trivially true for k = 0. Take a weak embedding
f : L2(k)→ L2(n). Pick an arbitrary element x of L2(k) and denote the (unique) element at distance k
from it by x¯. The distance between x and any element other than x¯ is preserved by induction. Take a
neighbor y of x, and consider the lattice L2(k − 1) that consists of the elements that are on a shortest
path between y and x¯ in the Hasse diagram of L2(k). Using induction, the distance of f(y) and f(x¯) is
k− 1, and all the neighbors of f(y) that are at distance k− 2 from f(x¯) are in f(L2(k− 1)). This implies
that f(x) must be at distance k from f(x¯). 
Corollary 12 Any weak embedding of L2(k) to L2(n) is also a strong embedding.
Corollary 13 For any two elements p, q ∈ Bn that are on the same level or on consecutive levels at
distance k, there is a unique embedding of L2(k) to Bn whose image contains both p and q.
We will denote the above unique embedding of L2(k) to Bn by L2[p; q]. (Sometimes we will also use
L2[p; q] to denote the reversal of this poset but this will not lead to confusion, as we will use it only to
build two-level posets.)
∗The interested reader can find a collection of similar reductions in Booth and Colbourn [1].
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2.3 NP-complete 3-uniform hypergraph coloring problems
We will use the NP-completeness of MON-NAE-3-SAT, which is (equivalent to) the problem of deciding
whether the vertices of a 3-uniform hypergraph are properly 2-colorable, and 3-RAINBOW, which is
the problem of deciding whether the vertices of a 3-uniform hypergraph are 3-colorable, such that every
hyperedge contains each color exactly once (such colorings are called rainbow). The NP-completeness of
MON-NAE-3-SAT is well-known (it also follows from Schaefer’s dichotomy theorem [16]), but we could
not find our 3-RAINBOW problem in the literature; it is an easy exercise to show that is NP-complete.
For completeness, we sketch a proof independently discovered by Jukka Suomela and Antoine Amarilli.∗
Proof:(Suomela; Amarilli) Construct a 3-uniform hypergraph H from a graph G as follows. The vertices
of H are the vertices and edges of G, and the edges of H are the triples {(u, v, uv) | uv is an edge of G}.
It is straightforward to see that H has a rainbow 3-coloring if and only if G has a proper 3-coloring. 
3 Proof of Theorem 1
This section contains the proof of Theorem 1. The problem is trivially contained in NP, thus it is enough
to prove that it is NP-complete to decide whether P ⊂ Bh(P ) for an input poset P that has a smallest
and a largest element. The reduction is from MON-NAE-3-SAT, the problem of deciding whether the
vertices of a 3-uniform hypergraph H are properly 2-colorable.
The vertices of H will be denoted by v1, . . . , vn. The height of the poset P will be 3n and we describe
its elements over a base set of size 3n, whose elements we denote by X = {a1, b1, c1, a2, b2, . . . , cn}. Some
elements of P will be defined as subsets of X, with the containment relations preserved, while other
elements of P will be defined by their relations to certain subsets of X. The question will be to decide
whether P embeds to B3n or not.
P contains every subset of X with at most 9 elements, except the pairs of the form {ai, bi} and
{ai, ci}, and except the sextuples that are not of the form {ai, bi, aj , bj , ak, bk} or {ai, ci, aj , cj , ak, ck}.





sextuples.) P also contains a chain of length 3n− 8 for every nonuple S starting at






(3n − 10) additional elements.) Thus, the smallest element of P is the empty set, and its
largest element will be X. This implies that if P ⊂ B3n, then all the elements of P defined so far really
must be on the same level as the subset of X that was used to define them. Moreoever, after a suitable
renaming/permutation of the base set, it can even be achieved that they are all mapped to exactly to
the set defining them.
Now we describe the elements of P that depend on the hypergraph H. These are not defined as a
subset of X but by their relations to some of the earlier defined subsets.
P contains for each vertex vi an element denoted by xi such that {ai} < xi < {ai, bi, ci}. Thus if
P ⊂ B3n, then xi = {ai, bi} or {ai, ci}.
Finally, P contains for every hyperedge y` = {vi, vj , vk} an element Z` for which xi, xj , xk < Z` <
{ai, bi, ci, aj , bj , cj , ak, bk, ck}. Thus if P ⊂ B3n, then Z` has to be the unique sextuple that is above
xi, xj , xk, so its position is determined by the choice of xi, xj , xk.
As {ai, bi, aj , bj , ak, bk} and {ai, ci, aj , cj , ak, ck} must have the respective elements of P mapped onto
them in any weak embedding of P to B3n, we have P ⊂ B3n if and only if there is a choice of the position
of the elements xi such that for no hyperedge {vi, vj , vk} we have (xi = {ai, bi} and xj = {aj , bj} and
xk = {ak, bk}) or (xi = {ai, ci} and xj = {aj , cj} and xk = {ak, ck}). But if xi = {ai, bi} corresponds to
coloring vi red and xi = {ai, ci} corresponds to coloring vi blue, this is clearly equivalent to whether H
∗See http://cstheory.stackexchange.com/a/353/419 and http://cstheory.stackexchange.com/a/36002/419.
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is 2-colorable or not.
This finishes the proof of Theorem 1.
4 Proof of Theorem 5
This section contains the proof of Theorem 5. The problem is trivially contained in NP, thus it is enough
to prove that it is NP-complete to decide whether a given poset P has a weak embedding to the union
of the third and fourth levels of some Boolean lattice. The reduction is from 3-RAINBOW, which is
the problem of deciding whether the vertices of a 3-uniform hypergraph have a rainbow 3-coloring, i.e.,
a 3-coloring where every hyperedge contains each color exactly once.
Now we describe the elements of the two-level poset P that we construct from H. Most elements of
P will be defined by subsets of an unspecified base set, with the containment relations preserved.
There is an element {a, b, c} that can be thought of as the center of P , and will be the (unique)
element with the most neighbors among all elements of P . In any embedding {a, b, c} will have to go
somewhere on the third level, as there are several elements that are bigger than it, thus, with a slight
abuse of notation, we can suppose that it goes to {a, b, c}.
For every vertex vi, add an element {a, b, c, xi} to P , and for every hyperedge y`, add an element
{a, b, c, z`} to P (where xi and z` are different for each vertex and for each hyperedge). We can again
suppose that these elements are mapped to “themselves”. The way the elements corresponding to vertices
and hyperedges can be distinguished is that each {a, b, c, xi} has only one other neighbor, COLi, which
thus can be mapped to either {a, b, xi}, {a, c, xi} or {b, c, xi}, but each {a, b, c, z`} has three further
neighbors, Z`,i, Z`,j and Z`,k, where y` = {vi, vj , vk}. The three neighbors, Z`,i, Z`,j and Z`,k, need to
be mapped in some permutation to the three neighbors of {a, b, c, z`} that are different from {a, b, c}, i.e.,
to {a, b, z`}, {a, c, z`} and {b, c, z`}.
Finally, for every vertex vi ∈ y`, there is an element Xi,` that has two neighbors, COLi and Z`,i.
Therefore, Xi,` and Z`,i must be mapped either to {a, b, xi, z`} and {a, b, z`}, or to {a, c, xi, z`} and
{a, c, z`}, or to {b, c, xi, z`} and {b, c, z`}, depending on COLi.
We now have to show that P can be weakly embedded to the union of the third and fourth levels of
some Bn if and only if H has a rainbow 3-coloring. If H has a rainbow 3-coloring, then let the image of
COLi be {a, b, xi} if vi is colored with the first color, {a, c, xi} if vi is colored with the second color, and
{b, c, xi} if vi is colored with the third color. From this the embedding of Xi,` and Z`,i follows. The fact
that all three colors appear at each hyperedge y` = {vi, vj , vk} guarantees that the three neighbors of
{a, b, c, z`}, Z`,i, Z`,j and Z`,k, will not conflict with each other. If P has an embedding, then a rainbow
3-coloring of H can be derived in a similar way.
This finishes the proof of Theorem 5.
Remark 14 The above constructed poset P can in fact be embedded to the union of the χ-th and (χ+1)-
st levels of some Bn if and only if H has a rainbow χ-coloring. To see this, the above proof needs to be
modified only in that {a, b, c} has to go to some set with χ elements, and thus there are χ choices instead
of three for the image of each COLx.
5 Proof of Theorem 3
This section contains the proof of Theorem 3. The main idea is similar to the proof of Theorem 5, but it
is more complicated, and we extensively use Observation 11. As before, the NP-membership is trivial,
and we prove NP-hardness by constructing a poset P from a hypergraph H such that H has a rainbow
3-coloring if and only if e(P ) ≤ 1, i.e., if P can be embedded to some two consecutive levels of a Boolean
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lattice. We will denote the union of “these” two levels by L2. This is a bit of a cheating, since we do not
know which two levels of which Boolean lattice P could be embedded to. One can think of L2 either as
the union of two sufficiently large levels, or even as the union of two infinite levels, for which our question
could be equivalently formulated.
Now we describe the elements of the two-level poset P . Most elements of P will be defined by subsets
of an unspecified base set, with the containment relations preserved.











elements of L2[{a, b, c}; {p, q, r}]. Observation 11 implies that when we weakly embed
P to L2, then the distance of the images of {a, b, c} and {p, q, r} will be six, thus we can conclude that
a, b, c, p, q and r must all be different. We can also suppose that {a, b, c} and {p, q, r} are, respectively,
mapped to some elements {a, b, c,W} and {p, q, r,W} (which we can consider as “themselves”) where W
contains some additional elements of the base set.
For every hyperedge y`, we add L2[{a, b, c, z`}; {p, q, r, z`}] to P (where z` is different for each hyper-
edge). With another application of Observation 11, we can suppose that these elements are mapped to
“themselves + W”.
For every vertex vi, we add two neighboring vertices, {a, b, c, xi} and COLi to P . We can suppose that
{a, b, c, xi} is mapped to {a, b, c, xi,W}. COLi is ideally mapped to one of {a, b, xi,W}, {a, c, xi,W} and
{b, c, xi,W}; for this, we have to eliminate the possibility of it being mapped to some {a, b, c, xi,W \{w}}.
This is why we needed all the complications compared to the construction used to prove Theorem 5.
Finally, for every vertex xi that is in the hyperedge z`, we add one more degree two element, Xi,`, that
is connected to COLi and Z`,i. The element Z`,i will be one of the elements from L2[{a, b, c, z`}; {p, q, r, z`}]
that neighbors {a, b, c, z`}, i.e., one of {a, b, z`}, {a, c, z`} and {b, c, z`}. Using Observation 11, we know
that Z`,i has to be embedded as one of {a, b, z`,W}, {a, c, z`,W} and {b, c, z`,W}. Therefore, Xi,` must
be mapped either to {a, b, xi, z`,W}, {a, c, xi, z`,W} or {b, c, xi, z`,W}, and thus COLi to {a, b, xi,W},
{a, c, xi,W} or {b, c, xi,W}.
We now have to show that H has a rainbow 3-coloring if and only if P can be weakly embedded to
L2. If H has a rainbow 3-coloring, then let the image of COLi be {a, b, xi,W} if vi is colored with the
first color, {a, c, xi,W} if vi is colored with the second color, and {b, c, xi,W} if vi is colored with the
third color. From this the embedding of Xi,` and Z`,i follows. The fact that all three colors appear at
each hyperedge y` = {vi, vj , vk} guarantees that the three neighbors of {a, b, c, z`,W}, Z`,i, Z`,j and Z`,k,
will not conflict with each other. If P has an embedding, then a rainbow 3-coloring of H can be derived
in a similar way.
This finishes the proof of Theorem 3.
6 Proof of Theorem 7
The vertices of the Johnson graph J(n, k) are the k-element subsets of an n-element base set, and two
vertices are connected if they differ in exactly two elements. A graph G is an induced Johnson subgraph
if there exists an induced copy of G in J(n, k) for some n, k. These graphs were defined in [14] and later
studied in [12]. The rest of this section contains a sketch of the proof of Theorem 7. (The details are
omitted due to the similarity to the proof of Theorem 3.)
The problem is trivially in NP. We prove NP-hardness by constructing a graph G from any 3-uniform
H such that G is an induced Johnson subgraph if and only if H has a rainbow 3-coloring. We need the
following variant of Observation 11, which can be similarly proved by induction.
Observation 15 For any n, k, n′, k′, any embedding of J(n, k) to J(n′, k′) is distance-preserving.
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Denote the vertices of H by v1, . . . , vn and its hyperedges by y1, . . . , ym. Now we describe how to
construct G from H.
G will contain a clique on n + m vertices, x1, . . . , xn, z1, . . . , zm (to be mapped to {a, b, c, xi} and
{a, b, c, z`}), and another clique on m vertices, z′1, . . . , z′m (to be mapped to {p, q, r, z`}).
G also contains a disjoint copy of J(6, 3) (which is the same as the edge graph of a cube) for each pair
z`, z
′
`, such that z` and z
′
` are contained in this copy of J(6, 3) at distance three from each other. These
embeddings are unique due to Observation 15.
Finally, G contains a vertex XZi,` (to be mapped to either {a, b, xi, z`}, {a, c, xi, z`}, or {b, c, xi, z`},
depending on the color of vi) for each vi ∈ y`. XZi,` is connected to xi, z`, and each other vertex of
the form XZi,`′ . (Thus the vertices (xi, XZi,`, XZi,`′ , . . .) form a clique whose size is one more than the
degree of vi in H.)
Similarly to the proof of Theorem 3, it can be proved that the only possible embedding of G to a
Johnson graph is the one described in the construction (with a possible extra W in each set). The fact
that XZi,` and XZj,` are not neighbors guarantees that every hyperedge must indeed have all three colors.
This finishes the sketch of the proof of Theorem 7.
7 Open problems
We have seen that determining d(P ) and e(P ) exactly is hard, but is it possible to efficiently approximate
these parameters? By placing a copy of P above another copy of P (i.e., all elements of one copy are
larger than any element of the other copy), we obtain a poset P + P for which d(P + P ) = 2d(P ) + 1
and e(P + P ) = 2e(P ) + 2, if P has a smallest and a largest element. This shows that we cannot hope
for an additive constant approximation.
On the other hand, by Mirsky’s theorem (the dual of Dilworth’s theorem), one can partition any
poset P on n elements to h + 1 = h(P ) + 1 antichains on n0, . . . nh elements where
∑h
i=0 ni = n, and
embed these antichains one above the other. For an antichain Ai on ni elements d(Ai) ≤ 1 + log ni, thus
d(P ) ≤∑hi=0 1 + log ni ≤ h+ h log nh . (It was proved by Gro´sz, Methuku and Tompkins [9] that almost
the same upper bound also holds even for pi(P ). They have also noted that the upper bound is almost
sharp if ni ≈ n/h for all i.) From below we trivially have both log n ≤ d(P ) and h ≤ d(P ), thus this
gives a 2-approximation for log d(P ).
It would be interesting to close the gap between these bounds.
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Abstract:In this talk we elaborate on an approach to the traveling salesman problem based
on linear programing duality - with the main goal in our sight being the conjecture that
there is an approximation algorithm that has a bound better than the 3/2 guaranteed by
Christofides algorithm, compared against the Held-Karp linear programing relaxation. The
key observation is that by considering the problem of fractionally packing tour vectors, we
can re-formulate equivalent conjectures in which there is no need to consider a metric space
as in the usual formulation of the traveling salesman problem, and the usual discussion of
algorithms. Instead, we will rely on the fractional packing of tour vectors. The main objective
here is to describe some alternative version of the conjecture, and consider some special cases.
Keywords: traveling salesman problem, approximation algorithm, cubic graph
1 Introduction
Chritofides’ algorithm finds a tour in a complete graph with metric edge-weights that is no longer than
3/2 times the shortest one actually, by an analysis given by Wolsey, the tour found will be no longer
than 3/2 times the Held-Karp linear programing bound. Let us formulate this more precisely.
Edge-weights in a complete graph are called metric if it non-negative and satisfies the triangle in-
equality.
Problem 1 (Metric TSP v.1) Given a complete graph G = (V,E) and metric edge-weights w : E →
R+, minimize the weight of a Hamiltonian cycle.
We may consider an equivalent version of the traveling salesman problem by considering tours in
arbitrary graphs.
Definition 2 A tour of a graph is a closed walk that visits every node at least once.
Problem 3 (Metric TSP v.2) Given a graph G = (V,E) and edge-weights w : E → R+, minimize the
weight of a tour.
Equivalence between Problem 1 and Problem 3 is easily seen by shortcutting a tour to find a Hamil-
tonian cycle.
A well-known lower bound is determined by the Held-Karp linear programming relaxation [4], de-




x(uv) ≥ 2 for all U ( V,U 6= ∅
(1)
1Research is supported by the Hungarian Academy of Sciences.
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It is quite easy to see that this is a lower bound on the optimum in Problem 3 – basically it requires
the tour to cross every cut at least twice. Sometimes the equation
∑
u:uv∈E x(uv) = 2 for all v ∈ V is
added when looking for a Hamiltonian cycle, though here, as we will be looking for tours, we omit these
equations. It is believed that this omission does not lessen our chances of finding a good approximation
bound.
Theorem 4 (Christofides’ algorithm [2], Wolsey’s analysis [6]) A tour found by Christofides’ al-
gorithm has weight no more than 3/2 times the Held-Karp LP bound in (1).
Corollary 5 The Held-Karp LP has integrality gap no more than 3/2.
2 Combination of tour-vertors
The main plot is to turn the statement in Corollary 5 ”upside down” by linear programing duality – for
this we need the notion of a tour-vector. Note that a tour-vector is equal to the edge-frequency vector
for some tour, and it is straightforward to find a tour like that.
Definition 6 A vector t : E → {0, 1, 2} is called a tour-vector if its support is the edge-set of a connected
graph on the node set V , and for all nodes v the sum
∑
uv∈E x(uv) is even.
Thus we can formulate the following theorem, that is (see below) derived from Theorem 4 by duality,
in a way.
Theorem 7 Suppose we are given a graph G = (V,E), and a vector x′ : E → R+ that satisfies
x′ ≥ 0∑
uv∈δ(U)
x′(uv) ≥ 3 for all U ( V,U 6= ∅ (2)
Then there is a convex combination of tours, that is a number k ∈ Z+, tour-vectors t1, t2, · · · , tk, and k
real numbers λ1, λ2, · · · , λk ∈ R such that λi ≥ 0 for all i and
∑k
i=1 λi = 1 and satisfying
k∑
i=1
λiti(uv) ≤ x′(uv) for all uv ∈ E. (3)
Here (by Carateodory’s Theorem) we may assume k ≤ |E|+ 1.
Proof: First, let T (G) denote the set of tour vectors in G, and then we define the ”up hull” of tour
vectors as follows:
up.hull(T (G)) := conv.hull(T (G)) + RE+ :=
= {u : there is k ∈ Z+, tour-vectors t1, t2, · · · , tk, real numbers λ1, λ2, · · · , λk ∈ R
such that λi ≥ 0 for all i and
k∑
i=1
λi = 1 and satisfying u ≥
k∑
i=1
λiti(uv) ≤ x′(uv) }
Note that up.hull(T (G)) is a polyhedron that is ”closed upwards”, i.e. adding a non-negative vector
to any member of this polyhedron it stays in the polyhedron. This implies the following claim.
Claim 8 Any inequality ax ≥ b valid for up.hull(T (G)) has only non-negative coefficients, that is a ≥ 0.
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Now getting back to proving Theorem 7, by contradiction let us assume that there is no convex combi-





Then consider Problem 3 for graph G = (V,E) and cost vector w := a. Since 23x
′ satisfies the Held-Karp
LP inequalities, the Held-Karp optimum is less than or equial to 23ax
′. By Theorem 4, Christofides’
algorithm finds a tour (vector) that has weight less than or equal to 32 times the Held-Karp optimmum,
that is, a tour vector of weight less than or equal to ax′. This contradicts (4), which proves Theorem 7.

Thought we know this theorem as it follows from Theorem 4, it seems far from obvious how to construct
efficiently such a convex combination. One way is based on the ellipsoid method, the equivalence of
separation amd optimization, and uses Christofides’ algorithm as a tool for separation (suggested by A.
Ju¨ttner). This approach has various technical issues regarding details of the ellipsoid method, but it
plausibly implies a polynomial time algorithm to find such a convex combination. However, it would be
desirable to have a more direct, more combinatorial approach to do just this – such and approach may
lead to new results, and may help in proving Conjecture 7 (see below) for a value α < 3/2.
The connection between Theorem 4 and this Theorem 7 goes both ways. Theorem 7 is derived from
4 by an LP duality argument. Vice versa, given a graph G and weights w, we can solve Theorem 4
by applying Theorem 7 as follows: solve the Held-Karp LP to find x, and then apply Theorem 7 for
x′ := 3/2x – which satisfies (2) – to find the tours t1, t2, · · · , tk. Then we minimize wti to find a tour
t := ti, and obtain a tour that has weight no more than 3/2 times the Held-Karp optimum. This is a
”best of many” type approach – this term has been coined by a similar approach of Ahn, Kleinberg and
Shmoys [1] for the TSP-path problem.
3 Observations
An ”upside down” way to describe the 3/2 approximation obtained by Christofides’ algorithm is given in
Theorem 7 – and it is quite natural to formulate the conjecture that, if the ”3” is replaced by a smaller
value in (2), then we obtain a better approximation. This gives the following ”α-conjecture” that, where
”3” is replaced by 2α the point is that if ”α”-conjecture holds for a given value of α, then that implies
an α-approximation result (see below).
For α = 3/2, this conjecture is true, we just get back Theorem 7. It is false for values α < 4/3. For
any value 4/3 ≤ α < 3/2, this conjecture is open.
Conjecture 9 (”α” combinations) Suppose we are given in a graph G = (V,E), and a vector x′ :
E → R+ that satisfies
x′ ≥ 0∑
uv∈δ(U)
x′(uv) ≥ 2α for all U ( V,U 6= ∅ (5)
Then there is a convex combination of tours, that is a number k ∈ Z+, tour-vectors t1, t2, · · · , tk, and k
real numbers λ1, λ2, · · · , λk ∈ R such that λi ≥ 0 for all i and
∑k
i=1 λi = 1 and satisfying
k∑
i=1
λiti(uv) ≤ x′(uv) for all uv ∈ E. (6)
If for a value of α ≥ 1 Conjecture 9 holds, then that implies the followiong conjecture for the same
value of α.
Conjecture 10 (”α” gap) The Held-Karp LP has integrality gap no more than α.
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If for a value of α ≥ 1 Conjecture 9 holds, then – assuming that there is a efficient way to find the
convex combination – that implies the followiong conjecture for the same value of α.
Conjecture 11 (”α” approximation) There is an α-approximation algorithm for metric TSP.
4 A special case
A special case of Theorem 7 is when x′ is constant 1 for all edges of the graph – thus we obtain the
following theorem.
Theorem 12 Let G = (V,E) be 3-regular 3-connected graph. Then there is a convex combination of
tour vectors, that is there is a number k ∈ Z+, and k real numbers λ1, λ2, · · · , λk ∈ R such that λi ≥ 0
for all i and
∑k
i=1 λi = 1 and satisfying
k∑
i=1
λiti(uv) ≤ 1 for all uv ∈ E. (7)
This is a special case of Theorem 7, so a proof based on linear programming and an algorithm based on the
ellipsoid algorithm we already have as shown above. Below we will show a different, more combinatorial
approach. The following approach is based on discussions with T. Kira´ly. The motivation in cosidering
this approach is to try to prove a special case of Conjecture 9 for some α < 3 – in this case, this boils
down to proving the strengthening of this Theorem 12 when we replace ”≤ 1” by ”≤ 0.99” in (7).
Unfortunately, this effort has proved unsuccessful as of the time of writing of this extended abstract.
Typical counterexamples show that the best value in the right hand side of (7) we can hope for, in place
of 0.99 is 8/9 ≈ 0.888 – that would imply a 4/3-approximation. Anyway, we believe that the following
proof bears some relevance in future efforts in new TSP-related results.
The second, more combinatorial proof of Theorem 12 is based on the following Lemma.
Lemma 13 If G = (V,E) is a 3-regular 3-connected graph, then there is a perfect matching M ⊆ E for
which there is no 3-edge cut that is contained in M .
Proof: If the graph is 4-connected, then any perfect matching (which exists by Petersen’s theorem) will
do. Otherwise consider an inclusionwise minimal set U such that U ⊆ V , |U | > 1, δ(U) = 3. Then G/U is
3-connected and 3-regular, thus by induction, a perfect matching M1 exists in G/U . Further, G/(V −U)
is 4-edge-connected and 3-regular. Let e ∈ M1 ∩ δ(U, V − U) be the edge of M1 in the cut. Then there
is a perfect matching M2 in G/(V − U) such that e ∈M2. M := M1 ∪M2 is a perfect matching in G as
required. 
Proof: (of Theorem 12) By Lemma 13, let M be a perfect matching that does not contain all 3 edges of
any 3-edges cut. Then E−M is a set of vertex disjoint cycles C1, C2, · · ·Cm. Let G′ denote the graph of m
nodes obtained from G by shrinking C1, C2, · · · , Cm. Because of our choice of M , G′ is 4-edge-connected,
and thus there are 2 disjoint spanning trees in G′, say T1 and T2. Let t1 and t2 denote the tour vectors
obtained such that ti(uv) := 1 for uv ∈ ∪iCi and ti(uv) := 2 for uv ∈ Ti. Define λ1 := λ2 := 1/2. Then
t1, t2, λ1, λ2 are a convex combination as required in Theorem 12. 
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Abstract: A matrix is simple if it is a (0,1)-matrix and there are no repeated columns.
Given a (0,1)-matrix F , we say a matrix A has F as a configuration, denoted F ≺ A, if
there is a submatrix of A which is a row and column permutation of F . Let |A| denote the
number of columns of A. Let F be a family of matrices. We define the extremal function
forb(m,F) = max{|A| : A is an m − rowed simple matrix and has no configuration F ∈ F}.
We consider pairs F = {F1, F2} such that F1 and F2 have no common extremal construction
and derive that individually each forb(m,Fi) has greater asymptotic growth than forb(m,F),
extending research started by Anstee and Koch [7].
Hypergraph trace, forbidden configuration, extremal graph theory
1 Introduction
The investigations into the extremal problem of the maximum number of edges in an n vertex graph with
no subgraph H originated with Erdo˝s and Stone [13] and Erdo˝s and Simonovits [12] . There is a large
and illustrious literature. A natural extension to general hypergraphs is to forbid a given trace. This
latter problem in the language of matrices is our focus. We say a matrix is simple if it is a (0,1)-matrix
and there are no repeated columns. Given a (0,1)-matrix F , we say a matrix A has F as a configuration,
denoted F ≺ A, if there is a submatrix of A which is a row and column permutation of F . Let |A| denote
the number of columns in A. We define
Avoid(m,F ) = {A : A is m-rowed simple, F ⊀ A} ,
forb(m,F ) = max
A
{|A| : A ∈ Avoid(m,F )}.
A simple (0,1)-matrix A can be considered as vertex-edge incidence matrix of a hypergraph without
repeated edges. A configuration is a trace of a subhypergraph of this hypergraph.
Let Ac denote the 0-1-complement of a (0,1)-matrix A. It is easy to see that forb(m,F ) = forb(m,F c).
We recall an important conjecture from [10]. Let Ik denote the k × k identity matrix, let Ick denote
the (0,1)-complement of Ik, and let Tk denote the k × k upper triangular matrix whose ith column has
1’s in rows 1, 2, . . . , i and 0’s in the remaining rows. For p matrices m1 × n1 matrix A1, an m2 × n2
matrix A2,. . . , an mp × np matrix Ap we define A1 ×A2 × · · · ×Ap as the (m1 + · · ·+mp)× n1n2 · · ·np
matrix whose columns consist of all possible combinations obtained from placing a column of A1 on top
of a column of A2 on top of a column of A3 etc. For example, the vertex-edge incidence matrix of the
complete bipartite graph Km/2,m/2 is Im/2 × Im/2. Define 1k to be the k × 1 column of 1’s and 0` to be
the `× 1 column of 0’s.
1Research was partially supported by Hungarian National Research, Development and Innovation Office - NKFIH,
K116769
2Research was done while the second author took the Research Opportunties course at Budapest Semesters in Mathe-
matics under the supervision of the first author
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. Let X(F ) denote the largest p such that there
are choices A1, A2, . . . , Ap ∈ {Im/p, Icm/p, Tm/p} so that F ⊀ A1 × A2 × · · · × Ap. Then forb(m,F ) =
Θ(mX(F )).
We are assuming p divides m which does not affect asymptotic bounds.
It is natural to extend the concepts of Avoid(m,F ) and forb(m,F ) to the case when not just a single
configuration, but a family F = {F1, F2, . . . , Fr} of configurations is forbidden.
Avoid(m,F) = {A : A is m-rowed simple, F ⊀ A for all F ∈ F} ,
forb(m,F) = max
A
{|A| : A ∈ Avoid(m,F)}.
One important result in this area is the following theorem of Balogh and Bolloba´s [11].
Theorem 2 (Balogh and Bolloba´s, 2005) For a given k, there is a constant BB(k) such that
forb(m, {Ik, Tk, Ick}) = BB(k).
The best current estimate for BB(k) is due to Anstee and Lu [8], BB(k) ≤ 2ck2 where c is absolute
constant, independent of k. It could be tempting to extend Conjecture 1 to the case of forbidden
families, as well. However, as it was shown in [5] forb(m, {I2 × I2, T2 × T2}) is Θ(m3/2) despite the only
products missing both I2 × I2 and T2 × T2.are one-fold products. An even stronger observation is made
in Remark 27.
In the present paper we continue the investigations started in [7]. Anstee and Koch determined
forb(m, {F,G}) for all pairs {F,G}, where both members are minimal quadratics, that is both forb(m,F ) =
Θ(m2) and forb(m,G) = Θ(m2), but no proper subconfiguration of F or G is quadratic. We take this one
step further. That is, we consider cases when one of F or G is a simple minimal cubic configuration and
the other one is a minimal quadratic or minimal simple cubic. Our results are summarized in Table 3.
We solve all cases when the minimal simple cubic configuration has four rows.
The structure of the paper is as follows. Since volume restrictions do not allow detailed treatment of
all cases, we just sample some of the interesting ones. Complete study is to be published in a forthcoming
problem. In Section 2 a stability theorem is proven for matrices avoiding the configuration Q3(t), which
is a generalization of the configuration Q3 (see Table 1), and this theorem is applied to prove forbidden
pairs results involving Q3(t). Section 3 contains cases when one member of the forbidden pairs is a block
of 1’s. This naturally involves extremal graph and hypergraph results, as forbidding 1k,1 restricts the
hypergraph corresponding to our simple (0,1)-matrix to be of rank -(k − 1), that is edges are of size at
most k − 1. Interestingly enough, in one case we use a very recent theorem of Alon and Shikhelman [1]
combined with an old fundamental result of Fu¨redi [14].
Throughout the paper we use standard extremal graph and hypergraph notations, such as ex(m,G)
to denote the largest number of edges a graph on m vertices can have without containing a subgraph
isomorphic to G, or ex(k)(m,H) for the largest number of edges a k-uniform hypergraph can have with-
out containing a subhypergraph H. The complete k-partite k-uniform hypergraph on partite sets of sizes
s1, . . . , sk, respectively is denoted by K(s1, . . . , sk). Also, when forbidden pairs of configurations are
considered, we use the notational simplification forb(m, {F,G}) = forb(m,F,G) for typesetting conve-
nience. We allow ourselves the ambiguity of writing I × Ic instead of the technically precise Im/2 × Icm/2
in product constructions.
What follows are tables of all minimal quadratic configurations and simple minimal cubic configu-
rations with 4 rows. In addition to the configurations, we have included a list of all 2-fold and 3-fold
products of I, Ic and T that avoid these configurations. The list of constructions avoiding quadratic
configurations comes from [7].
Note that we have not included the complements of 13,1, 12,2, and I3 in this table, even though these
are also minimal quadratic configurations. This is because if Q denotes any of these configurations then














1 0 00 1 0
0 0 1




0 0 0 1 1 1




0 0 1 11 0 1 0
0 1 0 1







 I × TIc × T
Table 1: Minimal Quadratic Configurations





























Ic × Ic × T
F11

1 0 1 0
1 0 0 1
0 1 1 0
0 1 0 1
 I × TIc × T
T × T
T × T × T
F12

1 0 0 1
0 1 0 1
0 0 1 1




1 1 0 0
0 1 1 0
0 1 0 1
0 0 1 1
 All T × T × T
Table 2: Minimal Simple Cubic Configurations with 4 Rows
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2) m+ 2 Θ(1) Θ(m3/2) Θ(m2) Θ(m2) Θ(1) Θ(m2) Θ(m2) Θ(m2)
12,2 Θ(m
2) m+ 3 Θ(1) Θ(m3/2) Θ(m2) Θ(m2) Θ(1) Θ(m2) Θ(m2) Θ(m2)
I3 Θ(1) Θ(m
2) Θ(m2) Θ(m2) Θ(m2) Θ(m2) Θ(m2) Θ(m2) Θ(m2) Θ(m2)
Q3 Θ(m) Θ(m) Θ(m) Θ(m
3/2) Θ(m2) Θ(m2) Θ(m) Θ(m) Θ(m) Θ(m2)
Q8 Θ(m) Θ(m
2) Θ(m2) Θ(m2) Θ(m2) Θ(m2) Θ(m) Θ(m2) Θ(m2) Θ(m2)
Q9 3m− 2 Θ(m2) Θ(m2) Θ(m2) Θ(m2) Θ(m2) 3m− 2 Θ(m2) Θ(m2) Θ(m2)
14,1 m+ 5 Θ(1) Θ(m
3/2) Θ(m3) Θ(m2) Θ(1) Θ(m3) Θ(m3) Θ(m3)
F9 Θ(m
3) Θ(m2) Θ(m3) Θ(m2) Θ(m3) Θ(m2) Θ(m2) Θ(m3)
F10 Θ(m
2) Θ(m3) Θ(m2) Θ(m3) Θ(m2) Θ(m2) Θ(m3)
F11 Θ(m
3) Θ(m3) Θ(m3/2) Θ(m2) Θ(m2) Θ(m3)
F12 Θ(m
3) Θ(m3) Θ(m3) Θ(m3) Θ(m3
F13 Θ(m
2) Θ(m2) Θ(m2) Θ(m3)
Table 3: Results







simple cubic configurations, and the products avoiding these configurations are the complements of the
products avoiding their complements.
Table 3 contains the asymptotic values for all pairings of the configurations mentioned above when at
least one of the configurations is cubic. We note that all exact results stated below hold for m sufficiently
large.
Many of the results of Table 3 follow from the following simple observation.
Remark 3 If F and G are both avoided by the same p-fold product construction then forb(m,F,G) =
Ω(mp).
2 Avoiding Q3(t)





1 · · · 1
t︷ ︸︸ ︷
0 · · · 0 1
0 0 · · · 0 1 · · · 1 1
]
,
where we always assume t ≥ 2 when we write Q3(t). We have the following result from [7].
Theorem 4 forb(m,Q3(t), t · Ik) = forb(m,Q3(t), t · Ick) = Θ(m) for any fixed k.
Corollary 5 forb(m,Q3, F ) = Θ(m) for F = 14,1, F10, 04,1, F
c
10.
Proof: Each of these F is contained in either Ik or I
c
k for sufficiently large k, so Theorem 4 gives the
upper bound, and either Im or I
c
m gives the lower bound. 
Our main result for this section will be a stability theorem which says that large Q3(t) avoiding ma-
trices “look like” Im/2×Icm/2, and from this we will be able to prove an upper bound for forb(m,Q3, F11),
and more generally for forb(m,Q3(t), Ir × Is). We first introduce some terminology for the proof.
We will say that a row r is sparse when restricted to a set of columns C if, restricted to C, r has at
least one 0 but fewer than t 0’s (i.e. r has few 0’s but is not identically 1), and we will say that a row r is
dense when restricted to a set of columns C if r has at least one 1 and at least t 0’s within the columns
of C (i.e. r has many 0’s but is not identically 0). We will say that a column c ∈ C is identified by a
sparse row r if r has a 0 in column c.
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If A is a matrix and C is a set of columns (not necessarily a subset of the columns of A), then A \C
will denote the set of columns in A that are not in C. We define the matrix Q3(t; 0) to be Q3(t) without
its column of 1’s. Lastly, we restate Theorem 4 as follows: for any fixed k and t there exists a constant
ck,t such that if A is an m-rowed simple matrix with |A| > ck,tm and Q3(t) ⊀ A, then t · Ik ≺ A.
Theorem 6 Let A ∈ Avoid(m,Q3(t)) with |A| = ω(m logm). There exists a set of integers {k1, . . . , ky}
and a set A′ =
{




, of configurations A′j ≺ A such that:
1. kj+1 ≤ 12kj for all j, and y ≤ logm.
2. There exists kj rows of A such that the columns of A
′
j restricted to these rows are columns of Ikj .
3. If i is a column of Ikj and C
j
i is the set of columns in A
′
j that are an i column in the rows mentioned
above, then no row restricted to Cji is dense, and every column of C
j
i is identified by some sparse
row.
4. |A| = Θ(∑ |A′j |).
We first present an outline of the proof before going into the details. We are given a large Q3(t) avoiding
matrix A0, and as a first step we remove all rows from A0 that have few 1’s (for technical reasons) to
get a new matrix A1. We then find the largest t · Ik in A1, and our goal is to use this as the Ik1 base
for A′1. To do so, we trim A1 by getting rid of all columns of C
1
i that are not identified by a sparse row,
as well as all rows that are dense restricted to some C1i . This gives us A
′
1, and we repeat the process
on the remaining columns of A1, A2 (after again removing rows with few 1’s). It turns out that the
largest t · I in A2, Ik2 , will satisfy k2 ≤ 12k1, and thus we can repeat this process at most logm times. At
each step we remove only O(m) columns, so in total only O(m logm) columns of A0 were removed. As
|A0| = ω(m logm), the columns that remain (those of A′) must be asymptotically as large as our original
A0.
Proof: Let A0 ∈ Avoid(m,Q3(t)) with |A0| = ω(m logm). Let R1 denote the set of rows of A0 that
have fewer than 3t− 2 1’s, and let A1 denote A0 with these rows removed. Note that A1 need not be a
simple matrix, but if CR1 denotes the set of columns that have a 1 in some row of R1, then A1 \CR1 will
be simple. As |CR1 | ≤ (3t− 2)m = O(m), |A1 \ CR1 | = Θ(|A0|). Note that we will be working with the
matrix A1, not its simplification A1 \CR1 , in order to use the fact that every row has at least 3t− 2 1’s.
Define k1 to be the largest integer such that t ·Ik1 ≺ A1. As |A1 \C1| = ω(m), Theorem 4 tells us that
we have t · Ik ≺ A1 \ C1 ≺ A1 for any fixed k (so in particular we can assume that k1 ≥ 3). Rearrange
rows so that this t · Ik1 appears in the first k1 rows of A1.
Note that no column of A1 can have two 1’s in the first k1 rows. Indeed, any two rows of t · Ik1 for
k1 ≥ 3 induce a Q3(t; 0), and hence if a column had 1’s in two of these rows we would have Q3(t) ≺ A1.
We can thus partition the columns of A1 as follows. We will say that a column c belongs to the set C
1
i
for 1 ≤ i ≤ k1 if c has a 1 in row i, and we will say that c ∈ C2 if c has no 1’s in these rows. We will make
the additional assumption that the t · Ik1 we placed in the first k1 rows was such that |C2| is minimal.
Note that |C1i | ≥ 3t− 2 for all i, as otherwise the ith row would belong to R1 and hence not be in A1.
We now examine the rows that are dense in some C1i .
Lemma 7 If a row r restricted to C1i is dense, then restricted to A1 \ C1i , r has at most t − 1 1’s or r
is identically 1.
Proof: Assume r is dense restricted to C1i , i.e. it has at least t 0’s and one 1 restricted to C
1
i . If r had
t 1’s and a 0 in A \C1i , then by looking at the ith row, row r, and the relevant columns, we would find a
Q3(t). 
We would like to strengthen the above lemma to say that dense rows are either identically 0 or identically
1 outside of their C1i , and to do so we’ll have to ignore a small number of columns of A1. We will say
that a column c is ”bad” if there exists a row r and integer i such that r is dense restricted to C1i , r is
not identically 1 in A \ C1i , and c has a 1 in row r. Let C1 denote the set of “bad” columns.
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Lemma 8 |C1| = O(m).
Proof: Each dense row r contributes at most t − 1 columns to C1 by Lemma 7, and hence |C1| ≤
(t− 1)m = O(m). 
We now wish to ignore the dense rows of A1, as well as any rows of
⋃
C1i that are not identified by a
sparse row. Rearrange rows so that the bottom ` rows of A1 consist of all rows that when restricted to
some C1i are dense. Let Ĉ
1
i denote the columns of C
1
i that are not identified by a sparse row and that are
not in CR1 or C




Lemma 9 Â1 is a simple matrix.
Proof:
Let cˆ and dˆ be columns of Â1 with corresponding columns c, d in A1 \ CR1 (as no Ĉ1i columns are
in CR1). If cˆ = dˆ, then clearly we must have c, d ∈ C1i for some i. As c 6= d (because A1 \ CR1 is a
simple matrix), we must have c and d differing in some row r above the bottom ` rows, say c has a 0 in
row r and d has a 1. But this means that r must be sparse (as every row between the top k1 rows and
bottom ` rows is either identically 0, identically 1, or sparse), and hence c is identified by a sparse row,
contradicting cˆ belonging to Â1. 
Lemma 10 |Â1| = O(m).
Proof: By Lemma 7 (and the fact that Â1 contains no columns of C1), we know that each row r
restricted to Ĉ1i can be one of four types: r can be identically 0 restricted to A1 \ C1i (in which case we
will say it is a row of Bi,0), r can be identically 1 restricted to A1 \ C1i (in which case we will say it is
a row of Bi,1), or r can itself be either identically 0 or identically 1. We thus have that the matrix Bi
formed by restricting Â1 to the columns Ĉ1i and to the rows of Bi,0 and Bi,1 is simple with |Ĉ1i | columns.
Let bi denote the number of rows in Bi.
If |Bi| > c3,tbi, then we must have t · I3 ≺ Bi, and hence either Bi,0 or Bi,1 must contain a Q3(t; 0). If
Bi,1 contains a Q3(t; 0), then these rows and columns together with any column of A1 \C1i gives a Q3(t).
If Bi,0 contains a Q3(t; 0), then one can find a t · Ik1+1 in A1. Indeed, in A1 (note that we are no longer
ignoring the columns of C1 and CR1) take the two rows from Bi,0 that contain a Q3(t; 0), ignore the at
most 2t − 2 columns that have 1’s in these rows outside of C1i , and swap these rows with rows i and
k1 + 1. After performing these steps, no column of A1 has two 1’s in any of the first k1 + 1 rows (since we
removed the at most 2t− 2 columns that could pose a problem), rows i and k1 + 1 by assumption have
at least t 1’s, and as every other row had at least 3t− 2 1’s before ignoring the at most 2t− 2 columns,
they all still have at least t 1’s. Hence we have t · Ik1+1 ≺ A1, contradicting our definition of k1. Thus





ctbi ≤ ct` ≤ ctm,
proving the statement. 
We now let A′1 be
⋃
C1i after removing the columns of Â1, CR1 , and C
1 (which in total are only
of size O(m)), along with the bottom ` rows. If |C2| = O(m logm), then A′ = {A′1} meets all of the
conditions of the theorem. Otherwise we can repeat our argument.
Let R2 denote the set of rows below the first k1 rows such that if r ∈ R2 then r has fewer than 3t− 2
1’s when restricted to C2, and let CR2 be the set of columns where one of these rows has a 1 in C
2.
Let A2 be A1 restricted to C
2 after ignoring the rows of R2 and let k2 be the largest integer such that
t · Ik2 ≺ A2. Note that we can assume k2 ≥ 3.
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Lemma 11 k2 ≤ 12k1.
Proof: Note that any row r that is part of this t ·Ik2 must appear above the bottom ` rows (as restricted
to C2 the bottom ` rows either have fewer than t 1’s or they are identically 1). Thus restricted to any
C1i , r is either identically 0, identically 1 or sparse. We will say that a row r is “mostly 1” restricted to
C1i if r is identically 1 or sparse restricted to C
1
i (i.e. r has fewer than t 0’s restricted to these columns).
Rearrange rows so that this t · Ik2 appears in the first k2 rows.
Note that because k2 ≥ 3, no column can have two 1’s in the first k2 rows. As |C1i | ≥ 3t− 2 ≥ 2t− 1
for all i, any two rows that are mostly 1 restricted to any C1i must contain a column with 1’s in both of
these rows. Hence restricted to any C1i and the first k2 rows, there can be at most one mostly 1 row.
If row 1 ≤ j ≤ k2 is not mostly 1 when restricted to any C1i , then we could use row j to create a
t · Ik1+1 ≺ A1 by swapping it with our original k1 + 1th row, contradicting the definition of k1. If there
is precisely one i such that j restricted to C1i is mostly 1, then swapping row j with the original ith row
gives a t · Ik1 that would have given us a smaller value for |C2| (as at least 3t− 2 1’s get added from C2
and at most t−1 1’s are replaced by 0’s of the mostly 1 row), which contradicts our choice of t · Ik1 ≺ A1.
Hence every row 1 ≤ j ≤ k2 must be mostly 1 restricted to at least two different C1i , but as each C1i can
only contribute at most one mostly 1 row we must have k2 ≤ 12k1. 
We then perform identical arguments for the corresponding C2i columns as we did with the C
1
i columns
to get an A′2. If C
3 is defined analogous to C2 and if C3 = O(m logm), then we can take A′ = {A′1, A′2}
which satisfies all the conditions of the theorems. If not, we repeat the same argument. But by Lemma
11 this process can continue at most logm times, and when the process terminates A′ excludes only
O(m logm) columns of A0 (as it ignores O(m) columns at each of the potentially logm steps), so it meets
all of the criteria of the theorem. 
Theorem 6 allows us to reduce computing upper bounds of matrices in Avoid(m,F) where Q3(t) ∈ F
to computing upper bounds of matrices that are of the same form as the A′j matrices.
Corollary 12 For F with Q3(t) ∈ F , let A˜ be the largest matrix such that A˜ ∈ Avoid(m,F) and such






Proof: The statement certainly holds if forb(m,F) = O(m logm). Assume forb(m,F) = ω(m logm).





with |A′j | ≤ |A˜| for all j (as necessarily A′j ∈ Avoid(m,F) since A′j ≺ A ∈ Avoid(m,F)), and
we have |A| = O(∑ |A′j |) or |A| = O(|A˜| logm). 




), but as stated
the Corollary can still be used to prove near optimal results. It is possible to get tighter upper bounds
for certain configurations by using some of the additional structure provided by Theorem 6.
Theorem 13 If s ≤ r then forb(m,Q3(t), Ir × Ics) = O(m2−1/s).
Proof: We first prove this for the case t = 2. Let A ∈ Avoid(m,Q3(2), Ir × Ics) with |A| = ω(m logm)
and let A′ be the corresponding set obtained from Theorem 6. We focus our attention on bounding |A′1|.
Note that restricted to C1i , there must exist |C1i | rows that are distinct rows of Ic|C1i | (one to identify each
column of C1i ). Denote a set of such rows by Ri. If there exists a set of integers {i1, . . . , ir} such that
|Ri1 ∩ · · · ∩ Rir | ≥ s, then by taking these s rows, the rows i1, . . . , ir and the relevant columns we can
find an Ir × Ics in A′1 (since we have an Ics occurring simultaneously under r different Ik1 columns). How
large can |A′1| =
∑ |C1i | be given this restriction?
We rephrase this problem in terms of graph theory. We form a bipartite graph G(C,R) where vi ∈ C
for 1 ≤ i ≤ k1 corresponding to the C1i columns, and r ∈ R corresponding to each row below the
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first k1 rows. G will contain the edge vir iff r ∈ Ri. Our restriction of no set {i1, . . . , ir} such that
|Ri1 ∩ · · · ∩Rir | ≥ s means that G does not contain a Kr,s, the complete bipartite graph with vertex sets
of size r and s, with the r vertices coming from C and the s vertices coming from R. Using standard
arguments from extremal graph theory, this graph can have at most c|R||C|1−1/s + d|C| ≤ cmk1/s1 + dk1















and thus this is an asymptotic upper bound for |A| = Θ(∑ |A′i|).
We wish to generalize this argument for arbitrary t. The key idea is that for each set Cji we must
find a set of rows Rji with |Rji | = Θt(|Cji |) and such that Rji contains an Ic|Rji |. Once we have this, we can
perform the same graph argument on these Rji rows as we did for the Ri rows above and get the same
asymptotic results. The following lemma accomplishes this goal by taking B = Cji after ignoring rows
that are identically 0.

Lemma 14 Given an integer t, let B be a matrix consisting of rows with fewer than t 0’s such that every
column of B has a 0 in some row. Then there exists a set of rows R of B such that:
1. R contains an Ic|R|.
2. |R| ≥ 22−t|B|.
Proof: The t = 2 case is obvious (for every column take a row that has a 0 in the column), so inductively
assume the statement holds up to t − 1. We wish to partition the columns of B into two sets, B1 and
B2. Remove the leftmost column c of B and add it to B1, and remove all columns c
′ where there exists
a row r such that r has a 0 in both column c and column c′ and add these columns to B2. Repeat this
process until every column of B is in one of these sets, and note that Bi ≥ 12 |B| for some i. Note that as
every column of B was identified, every column of B1 and B2 is also identified.
If B1 ≥ 12 |B|, then note that no row r has more than one 0 in B1 (if r had 0’s in c, c′ ∈ B1 with c
to the left of c′, then c′ should have been added to B2), so by the t = 2 case we can find a set R with
|R| = |B1| ≥ 12 |B| that contains an Ic|R|.
If |B2| ≥ 12 |B|, then note that B2’s rows all have at most t− 2 0’s (as every row with a 0 in some c′
originally had a 0 in the corresponding c column from B1), so by the inductive hypothesis we can find a
set R with |R| ≥ 22−(t−1)|B2| ≥ 22−t|B| that contains an Ic|R|. 
We can use the graph idea from the proof of Theorem 13 to achieve lower bounds as well.
Theorem 15 forb(m,Q3(t), Ir × Ics) = Ω(ex(m,Kr,s)).
Proof: We define a generalized product operation for matrices. Let A and B be simple matrices with
m1 and m2 rows respectively and G = G(CA, CB) a bipartite graph with the vertex set CA corresponding
to the set of columns of A and CB to the set of columns of B. We define A×GB to be the simple matrix
on m1 +m2 rows such that it contains the column defined by placing the column a ∈ CA on the column
b ∈ CB iff ab ∈ E(G). Thus |A×G B| = |E(G)|.
Let G(V,W ) be a bipartite graph on m vertices such that G avoids Kr,s and such that G has the
maximum number of edges. Note that using the probabilistic method it is easy to show that |E(G)| ≥
1
2ex(m,Kr,s). We claim that A = I|V | ×G Ic|W | ∈ Avoid(m,Q3(t), Ir × Ics), and hence forb(m,Q3(t), Ir ×
Ics) ≥ 12ex(m,Kr,s). We certainly have Q3(t) ⊀ A as A is a sub-matrix of Ia× Ica for a = max {|V |, |W |},
which avoids Q3(t). Note that if Ir × Ics ≺ A Then we must have all of the Ir rows coming entirely from
either the I|V | rows of A or the Ic|W | rows and the I
c
s rows coming entirely from the other. Indeed, no
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two rows of the I|V | block of A contains a column of two 1’s, but every row of Ir in Ir × Ics together with
a row of Ics contains a column of two 1’s, so the I|V | rows can contribute to at most one of these blocks.
Further note that if s ≥ 3 then the Ics must come from the Ic|W | block (as it needs a column with two
1’s), and similarly if r ≥ 3 then Ir must come from the I|V | block (and hence again the Ics must come
from the Ic|W | block).
Now consider B = I|V | ×G I|W |. If Ir × Ics ≺ A then we certainly have Ir × Is ≺ B (if s or r were
at least 3 then the Ics must have been in I
c
|W | and then complimented to become an Is, and if s = r = 2
complimenting either block would still leave you with an I2×I2). But I|V |×G I|W | is the incidence matrix
of G, a graph that avoids Kr,s, and hence it must avoid Ir × Is, the incidence matrix of Kr,s. Thus we
could not have had Ir × Ics ≺ A.

It is known that ex(m,Kr,s) = Θ(m
2−1/s) for (s− 1)! ≤ r, so for these values of s and r our bounds
from Theorems 13 and 15 are sharp. In particular, because F11 = I2× I2 = I2× Ic2 , we have the following
result.
Corollary 16 forb(m,Q3, F11) = Θ(m
3/2).
3 Avoiding 1k,`
In this section we study the identically 1 matrices 1k,`. We first note an immediate consequence of
Theorem 2.
Corollary 17 forb(m, 1k,`, F ) = Θ(1) for F = I3, F10, or 0k,`.
Proof: Note that 1k,` ≺ Tk+`, Ick+` and that I3, F10 ≺ I4 and 0k,` ≺ Ik+`. We thus have an upper bound
of BB(k + `) by Theorem 2. 
We next consider a slight generalization of a result from [7].
Theorem 18 Let G be the incidence matrix of a (k − 1)-uniform hypergraph H. Then
















Proof: As a lower bound one can take all columns with fewer than k − 1 1’s, along with the incidence






+ · · · + ( mk−2) columns with fewer than k − 1 1’s, and the columns with weight k − 1
define the incidence matrix of a (k − 1)-uniform hypergraph that avoids H, and hence can be no larger
than ex(k−1)(m,H). 
Corollary 19










+ ex(m,K(k−1)(s1, . . . , sk−1)).
In particular, forb(m, 13,1, F11) = 1 +m+ ex(m,K2,2) = Θ(m
3/2).
We can get similar results when considering configurations of the form 1k,2.
Theorem 20 Let G be the incidence matrix of a k-uniform complete r-partite hypergraph H with r ≥ k.
Then

















Proof: For a lower bound, again take all columns with fewer than k 1’s along with the incidence matrix
of a maximum H avoiding k-uniform hypergraph. Let A be a maximum matrix of Avoid(m, 1k,2, G) and
let A′ be a matrix obtained from A by taking every column with more than k 1’s and removing 1’s until
these columns have k 1’s. We claim that A′ ∈ Avoid(m, 1k,2, G). Clearly 1k,2 ⊀ A′ (if 1k,2 ⊀ A then
removing 1’s from A can’t induce this configuration) and A′ is simple (the columns with fewer than k
1’s were already distinct, and if any columns with k 1’s were identical we would have a 1k,2), so all that
remains is to show that G ⊀ A′.
To see this, we claim that if G′ is the matrix obtained by changing any 0 of G to a 1 then G′ contains
a 1k,2. This claim is equivalent to saying that if one extends any e ∈ E(H) to e′ = e ∪ {v} for some
v ∈ V (H), v /∈ e, then there exists an f ∈ E(H) such that |e′∩f | = k. If e contains no vertices that are in
the same partition class as v, then if f is any k-subset of e′ that includes v then f ∈ E(H) and |e′∩f | = k.
If e contains a vertex v′ that belongs to the same partition class as v, then f = e′ \ {v′} ∈ E(H) with
|e′ ∩ f | = k, and thus we’ve proven the claim. This means that A can not contain any configuration that
is obtained by taking 0’s of G and changing them to 1’s (since A avoids 1k,2), and hence the procedure
of deleting 1’s from A can not induce a G if G ⊀ A, so we have G ⊀ A′.
Thus for an upper bound of forb(m, 1k,2, G), one only needs to consider matrices where each column
has at most k 1’s, and this clearly gives the above upper bound. 
Corollary 21










+ ex(m,K(k)(s1, . . . , sk)).
We note that the statement of Theorem 20 is not as strong as possible when k > 2. For example,
the theorem statement and general proof also applies to the configuration F stated below, despite it not
being the incidence matrix of a complete r-partite 3-uniform hypergraph. It would be interesting to know








Unfortunately for ` > 2, this “downgrading” technique no longer works. We are, however, able to
obtain some partial results.
Theorem 22 For ` > 2,
forb(m, 1k,`, Is1 × · · · × Isk) = Ω(ex(k)(m,K(s1, . . . , sk)))
forb(m, 1k,`, Is1 × · · · × Isk) = O(ex(k)(m,K(s1 + c1, . . . , sk + ck))),






We believe that this can be improved to forb(m, 1k,`, Is1×· · ·×Isk) = Θ(ex(k)(m,K(s1, . . . , sk))), though
we are unable to do so here. Nevertheless, ex(k)(m,K(s1 + c1, . . . , sk + ck)) = o(m
k), so this bound is
non-trivial.
Proof: The lower bound is simply the incidence matrix of the extremal hypergraph. We first prove the
upper bound for k = 2 to demonstrate the general idea of the proof. Let A be a maximum matrix in
Avoid(m, 12,`, Ir × Is) that has no columns with fewer than two 1’s (and hence the forb function will be
at most O(m) larger than |A|). Let Ci denote the set of columns of A whose first 1 is in row i. Note that
any row j 6= i restricted to Ci has at most `−1 1’s (otherwise the row together with the ith would induce
a 12,`), and further note that each column of Ci has a 1 in some row other than the ith (since every
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column has at least two 1’s), i.e. every column of Ci is identified by a 1. We can thus use Lemma 14
(after switching 0’s and 1’s in the lemma statement) to find a set of rows Ri such that restricted to Ci
these rows contain a I|Ri| and such that |Ri| ≥ 22−`|Ci|. We then define a bipartite graph with one vertex
set corresponding to the Ci column sets and the other vertex set corresponding to the rows of A, and we
draw an edge between Ci and r if r ∈ Ri. We would like to say that if this graph contains a Kr,s (say
the r vertices coming from the Ci vertex set and the s vertices coming from the Ri vertex set, which is a




1 1 0 0
0 1 1 1
1 0 1 0
0 1 0 1
 ,
then A does not contain a I2 × I2, despite the corresponding graph being K2,2. The problem is that if
we want to use columns from Ci and Ci′ with i < i
′, it’s possible that there are 1’s in the i′th row of
Ci, and if these 1 columns correspond with the Is under Ci then we can’t actually use these columns.
Fortunately, each row below the ith row of Ci contains fewer than ` 1’s, so this problem can’t happen
too many times. We claim that if instead of having an Is simultaneously under r different Ci we had an
Is+c2 , where c2 = (`− 1) r(r−1)2 , simultaneously under r different Ci, then we could find an Ir × Is.
Assume that we have this situation with the i’s of our Ci’s belonging to the set {i1, . . . , ir}<, and
let R′0 denotes the set of rows that contain the simultaneous Is+c2 under these Ci, noting that |R′0| =
s+ (`− 1) r(r−1)2 . For r ∈ R′0, we will say that its corresponding column restricted to Cij is the column
where r contains the 1 it contributes to the I|R′0| in Cij . Note that restricted to the r−1 rows {i2, . . . , ir},
Ci1 contains at most (`−1)(r−1) 1’s (as each row has at most `−1 1’s). Thus if B1 is the set of columns
of Ci1 with 1’s in these rows we have |B1| ≤ (` − 1)(r − 1). Define R′1 ⊆ R′0 to be the set of rows
that have corresponding columns in Ci1 that are not in B1, and hence |R′1| ≥ |R′0| − (` − 1)(r − 1) =
s+(`−1) (r−1)(r−2)2 . Note that restricted to the corresponding columns of R′1 and the rows {i2, . . . , ir}, Ci1
is identically 0. We can similarly define the subset R′2 ⊆ R′1 consisting of the rows whose corresponding
columns in Ci2 are 0 in the rows {i3, . . . , ir} (row i1 is automatically identically 0 restricted to Ci2 since
i1 < i2) with |R′2| ≥ |R′1| − (`− 1)(r − 2) ≥ s+ (`− 1) (r−2)(r−3)2 . We repeat this process until we reach
the set R′r which satisfies |R′r| ≥ s and under each Cij , the corresponding columns of R′r are identically
0 in the other ij′ rows. This gives an Ir × Is.
However, to guarantee an Ir × Is in A it is insufficient to simply guarantee the existence of a Kr,s+c2
in the graph we constructed, since we could have the s+c2 vertices coming from the Ci vertex set instead
of the row vertex set. To remedy this, we must increase r by a suitable amount as well, namely by
c1 = (` − 1) s(s−1)2 , as in this case a symmetric argument will guarantee our result. Thus the existence
of a Kr+c1,s+c2 in this graph guarantees an Ir × Is, so the graph must have O(ex(m,Kr+c1,s+c2)) edges,
and hence |A| = O(ex(m,Kr+c1,s+c2)) as well.
For the general problem, again consider a maximum A with every column having at least k 1’s and
define the set C(i1, . . . , ik−1) to be the columns which have their first k − 1 1’s in rows i1, . . . , ik−1 and
with ij > ij−1. Again we can find rows R(i1, . . . , ik−1) such that the number of rows is proportional
to the number of columns of C(i1, . . . , ik−1), and restricted to these rows and columns there is a large
identity matrix. We can then define a k-uniform k-partite hypergraph with vertex sets Vj for 1 ≤ j < k
corresponding to all possible choices of ij , and vertex set Vk corresponding to all rows of A. We then
add the hyperedge {i1, . . . , ik−1, r} to our hypergraph iff r ∈ R(i1, . . . , ik−1). If this hypergraph contains





j 6=i sj , then we claim that A contains a
Is1 × · · · × Isk .
Assume that this hypergraph contains a K(k)(s1 + c1, . . . , sk + ck), say on the vertex sets V
′
1 , . . . , V
′
k
with V ′j ⊆ Vj and |V ′i | = si + ci (again, an assumption we’ll have to address later). First note that if
ij ∈ V ′j and ij′ ∈ V ′j′ with j < j′, then ij < ij′ . Indeed, because we have a complete k-partite hypergraph,
ij ∈ V ′j and ij′ ∈ V ′j′ means that there exists an edge containing both ij and ij′ from these vertex sets.
If j′ < k then this edge corresponds to a column whose jth 1 is in row ij and j′th 1 is in row ij′ ,and
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if j < j′ this only makes sense if ij < ij′ . If j′ = k then the ij′th row must come after the rows where
this column has its first k − 1 1’s by definition, and hence again ij < ij′ . This means that for any
C(i1, . . . , ik−1), i ∈ Vj with i 6= ij and j < k − 1, the ith row of C(i1, . . . , ik−1) is identically 0 (since its
(j + 1)th row with a 1 in it comes from row ij+1 > i and its (j − 1)th comes from ij−1 < i if j 6= 1), and
hence when choosing corresponding rows from V ′k the only potential pitfall will be the rows from V
′
k−1
(as it is possible for C(i1, . . . , ik−1) to have 1’s in row i 6= ik−1 even if i ∈ V ′k−1).
For j < k let V ′′j ⊆ V ′j be any subset with |V ′′j | = sj and let R′0 be the set of rows corresponding
to the Isk+ck simultaneously under all of the C(i1, . . . , ik−1) columns with ij ∈ V ′′j , and we emphasize
that our observations in the preceding paragraph shows us that the rows of R′0 lie entirely below the
rows of every V ′′j for 1 ≤ j < k − 1. Let i1, . . . , ik−2 be any fixed elements from the V ′′j ’s. Restricted
to the columns C(i1, . . . , ik−1), where ik−1 varies amongst all V ′′k−1, we perform the same procedure that
we used for the k = 2 case to obtain a set of rows R′1, after removing at most (` − 1) sk−1(sk−1−1)2 rows
from R′0, such that that for any ik−1 ∈ V ′′k−1 and any corresponding column of R′1 restricted to the rows
V ′′k−1 \ {ik−1}, C(i1, . . . , ik−1) is identically 0. We then repeat this process for all possible sequences of




j<k−1 sj rows (which in the worst case scenario





j 6=k sj). In the end we are left with a set R
′ ⊆ R′0 with |R′| ≥ sk and in
the corresponding columns of any C(i1, . . . , ik−1) for ij ∈ V ′′j and restricted to the rows V ′′k−1 \ {ik−1}
the matrix is identically 0. This gives an Is1 × · · · × Isk in A. Hence the hypergraph can have at most
ex(k)(m,K(k)(s1+c1, . . . , sk+ck)) edges, which means that overall |A| = O(ex(k)(m,K(k)(s1+c1, . . . , sk+
ck))).  Next we consider forb(m, 14,1, F11).
Proposition 23 forb(m, 14,1, F11) = Θ(m
3/2).
Proposition 23 is a corollary of the following theorem.
Theorem 24 r ≥ s ≥ k − 2 ≥ 1 be fixed integers. Then forb(m, 1k,1, Ir × Is) = O(mk−1− 1s (
k−1
2 )).
Furthermore, if r ≥ (s− 1)! + 1 and s ≥ 2k − 4, then forb(m, 1k,1, Ir × Is) = Θ(mk−1− 1s (
k−1
2 ))
For the proof we will apply the kernel (∆-system) method of Fu¨redi [14]. Let F be a k-uniform set
system on {1, 2, . . .m}, furthermore let M(F,F) = {F ∩ F ′ : F 6= F ′ ∈ F}. For a k-partite k-uniform
system with partite classes V1, V2, . . . , Vk a projection pi : V1 ∪ V2 ∪ . . . ∪ Vk → {1, 2, . . . , } is defined by
pi(x) = i ⇐⇒ x ∈ Vi. For a subset A ⊆ V1∪V2∪ . . .∪Vk define pi(A) = {pi(a) : a ∈ A}. Let us recall that
a t-star with kernel X is a collection of t sets F1, F2, . . . Ft, such that Fi ∩ Fj = X for all 1 ≤ i < j ≤ t.
Fu¨redi proved the following.
Theorem 25 For any positive integers k < t, there exists a positive real number c = c(k, t) with the
following property: If F is a k-uniform hypergraph, then we can choose a subsystem F∗ ⊂ F such that:
1. |F∗| > c|F|.
2. Every pairwise intersection in F∗ is a kernel of a t-star of F∗.
3. F∗ is k-partite with partite classes V1, V2, . . . , Vk.
4. There exists a set system M on {1, 2, . . . , k} such that pi(M(F,F∗)) =M for all F ∈ F∗ Further-
more, M is closed under intersection.
We also need the following theorem of Alon and Shikhelman. Let ex(m,G,H) mean the largest possible
number of subgraphs isomorphic to G in an m-vertex graph that does not have H as subgraph. Alon
and Shikhelman prove









Proof:[Proof of Theorem 24] Work by induction on k, with the base case k = 3. AnyA ∈ Avoid(m, 13,1, Ir×
Is) has columns of sum at most 2. The columns of sum exactly two form the vertex-edge incidence ma-
trix of a graph that does not contain Kr,s as a subgraph, so |A| ≤ 1 + m + ex(m,Kr,s) = O(m2−1/s).
Now let A ∈ Avoid(m, 1k+1,1, Ir × Is) and let A′ consist of columns of A of weight k. By the induction
hypothesis, |A \A′| ≤ forb(m, 1k,1, Ir × Is) = O(mk−1− 1s (
k−1
2 )). Consider columns of A′ as characteristic
vectors of a k-uniform hypergraph F . Let t = r + s and let F∗ be the k-partite subhypergraph of F
given by Theorem 25, with partite classes V1, . . . , Vk, Let Hi be the (k − 1)-partite hypergraph induced
by F∗ between the Vj for all j 6= i. Observe that Hi does not contain Ir × Is as a trace and hence
|E(Hi)| ≤ forb(m, 1k,1, Ir × Is). Consider the set system M on {1, 2, . . . , k} given by Theorem 25. If
there is a 1 ≤ i ≤ k such that {1, 2, . . . , k} \ {i} 6∈ M, then F ∩⋃j 6=i Vj is not an intersection in F∗ for
any F ∈ F∗. This implies that |F∗| ≤ |E(Hi)| ≤ forb(m, 1k,1, Ir × Is). Otherwise, every k − 1 subset of
{1, 2, . . . , k} is in M, and as M is closed under intersections, M contains every pair. We claim that the
2-shadow of F∗ does not contain Kr,s as a subgraph. Indeed, suppose thare is a Kr,s in the 2-shadow
and let {x1, x2} be one of its edges. Thus there is an F1 ∈ F∗ such that {x1, x2} ⊂ F1 . Since M
contains every pair, {x1, x2} ∈ M(F1,F∗) and thus it must be the kernel of a t-star {F1, F2, . . . , Ft} in
F∗. However, this implies that at least one of the Fi’s is disjoint from V (Kr,s) \ {x1, x2}. Applying this
to every edge of Kr,s we obtain that F∗ has Kr,s as a trace, that is A′ has Ir × Is as a configuration.
Thus, we inferred that the 2-shadow does not have Kr,s as a subgraph. Apply Theorem 26 to the graph
determined by the 2-shadow of F∗ and obtain that the number of Kk subgraphs is at most O(mk− 1s (
k
2)),
which clearly is an upper bound for |F∗|.
To prove the lower bound take a graph G that gives the lower bound in Alon-Shikhelman’ Theorem
and let F consists of those k-subsets of the vertices that induce a complete graph. Since G does not
have Kr,s subgraph, F does not have Kr,s as trace, so if A is the vertex-edge incidence matrix of F , then
A ∈ Avoid(m, 1k+1,1, Ir × Is).  Note that the upper bound in Proposition 23 is obtained by putting
r = s = k − 1 = 2. The lower bound in Theorem 24 does not give the lower bound of Proposition 23
directly, however the vertex-edge incidence matrix of a maximal C4-free grah works.
Remark 27 Despite the largest product avoiding 14 and Ir×Is being a 1-fold product, Theorem 24 shows
that one can make forb(m, 14, Ir × Is) = Θ(m3−). Thus the best we could hope for as an extension of
Conjecture 1 for general forbidden families is forb(m,F,G) = o(mp) if forb(m,F ) = Θ(mp) and there
exists no p-fold product avoiding both F and G. However, we do not dare to formulate this as a conjecture.
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Regret Ratio Minimization in Multi-objective
Submodular Function Maximization
Tasuku Soma1








Abstract: Submodular function maximization has numerous applications in machine learn-
ing and artificial intelligence. Many real applications require multiple submodular objective
functions to be maximized, and it is not known in advance which of the objective functions
is regarded to be important by a user. In such cases, it is desirable to have a small family
of representative solutions that would satisfy any user’s preference. A traditional approach
for solving such a problem is to enumerate the Pareto optimal solutions. However, owing to
the massive number of Pareto optimal solutions (possibly exponentially many), it is difficult
for a user to select a solution. In this paper, we propose methods for finding a small family
of representative solutions, based on the notion of regret ratio. The first method outputs a
family of fixed size with a non-trivial regret ratio. The second method enables us to choose
the size of the output family, and in the biobjective case, it has a provable trade-off between
the size and the regret ratio. The last method finds a family of polynomial size with almost
optimal regret ratio.
Keywords: Submodular Function, Approximation Algorithm, Multi-objective
Optimization
Submodular function maximization has numerous applications in machine learning and artificial intel-
ligence, such as budget allocation [15], document summarization [10, 11], maximum entropy sampling [5],
online service privacy [7], and sensor placement [9]. Many efficient algorithms have been developed to
solve these problems by maximizing a single submodular function.
However, in real applications, we often face multiple conflicting criteria. For example, in data sum-
marization, we are to select a subset of a data set that maximizes two criteria: coverage and diversity.
That is, we are to find a subset that explains the entire data well, and at the same time, elements in
the subset are different to each other. Further, in the budget allocation problem, we are to buy ads to
maximize the expected number of people influenced by ads, while we also need to minimize the cost of
buying ads. These problems prompt us to consider maximizing multiple submodular functions.
In contrast to maximizing a single submodular function, maximizing multiple submodular functions
is not well understood. The difficulty in multi-objective optimization arises from the fact that there
may be no single solution that maximizes all the objective functions simultaneously. Hence, preferable
solutions can vary from one user to another, depending on which objective function is more important to
the user. Moreover, a user often cannot describe his/her own preference explicitly but can only compare
two solutions based on his/her implicit preference. In such cases, a natural goal is to precompute a family
of “representative” solutions so that a user with any preference can find an (almost) optimal set in the
family.
A standard approach for finding such a family is to enumerate the Pareto optimal solutions. However,
this approach has two drawbacks: (i) The number of Pareto optimal solutions is often massive, and
1T. S. is supported by JSPS Grant-in-Aid for Research Activity Start-up.
2Y. Y. is supported by JSPS Grant-in-Aid for Young Scientists (B) (No. 26730009), MEXT Grant-in-Aid for Scientific
Research on Innovative Areas (No. 24106003), and JST, ERATO, Kawarabayashi Large Graph Project.
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enumerating all of them does not enable a user to select a solution. (ii) No efficient algorithm for
computing the Pareto optimal solutions is known when the objective functions are submodular.
1 Our contributions
In this paper, we tackle the above-mentioned problem using the concept of regret ratio, introduced in [13].
Here, we assume that the preference of a user can be expressed as a convex combination of the objective
functions. Then, intuitively speaking, the regret ratio of a family of solutions is the (normalized) loss
caused by choosing a solution from the family instead of considering all feasible solutions. The advantage
of introducing such a concept and optimizing it is that we can control the size of the family.
In this paper, we formalize the concept of regret ratio for multi-objective submodular function max-
imization. Then, to find a family of solutions with a small regret ratio, we propose three methods,
namely the coordinate-wise maximum method, the polytope method, and the reduction method. The
coordinate-wise maximum method outputs a family of fixed size with a non-trivial regret ratio. The
polytope method enables us to choose the size of the output family, and in the biobjective case, it has a
provable trade-off between the size and the regret ratio. The reduction method reduces the problem to a
simpler problem in which possible combinations of objective values are polynomially many and explicitly
given. This method runs in polynomial time and attains almost optimal regret ratio if the number of
objectives is a constant. All the methods can handle monotone and non-monotone submodular functions
under any constraint as long as there is an approximation algorithm for the corresponding problem on a
single submodular function.
2 Related Work
The notion of regret ratio was originally introduced for obtaining a subset of representative points from
a point set [13]. Several notions of representative sets have been proposed, including k-representative
skyline queries [12, 16], top-k dominating queries [18], and -skyline queries [17]. In comparison to these
notions, regret ratio has the following desirable properties: (i) scale invariance, i.e., even if we multiply
the values of some coordinate by a positive constant, the regret ratio of a set remains unchanged; (ii)
stability, i.e., adding a point that is unimportant, in the sense that it is not optimal for any preference,
does not change the regret ratio of a set; (iii) parameter-freeness, i.e., only the number of points to be
selected is required. These features strongly motivate us to compute a family of solutions with a small
regret ratio in the multi-criteria setting.
We note that for point sets, there are algorithms with a provable trade-off between the size of the
output set and its regret ratio [1, 13, 14]. However, these algorithms cannot be directly applied to our
submodular setting because they check all the points, which takes exponential time in our setting.
In a similar problem, the robust submodular function maximization problem [6], multiple monotone
submodular functions f1, . . . , fd : 2
E → R+ and an integer k are given; the goal is to find a set S ⊆ E of
size at most k that maximizes min{f1(S), . . . , fd(S)}. In our problem, we consider a (unknown) convex
combination of f1, . . . , fd and output a family of sets instead of a single set.
The linear submodular bandit problem [19, 8] also considers convex combinations of submodular
objective functions. In this problem, convex coefficients are drawn from some unknown distribution
and one can learn the distribution with sampling and optimization. On the other hand, our setting is
adversarial in the sense that we must consider all possible convex combinations.
3 Preliminaries
For an integer k, let [k] denote the set {1, 2, . . . , k}. We denote the set of nonnegative reals by R+. Let
E be a finite ground set. A function f : 2E → R is said to be submodular if
f(X) + f(Y ) ≥ f(X ∩ Y ) + f(X ∪ Y )
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for every X,Y ⊆ E. It is well known that submodularity is equivalent to the diminishing return property :
f(X ∪ {e})− f(X) ≥ f(Y ∪ {e})− f(Y ) for every X ⊆ Y ( E and e ∈ E \ Y .
For functions f1, . . . , fd : 2
E → R and a vector a ∈ Rd, we define a function fa(X) :=
∑d
i=1 a(i)fi(X).
Note that, if f1, . . . , fd are submodular and a ∈ Rd+, then fa is also submodular.
3.1 Regret-minimizing family
Let C ⊆ 2E be a family of sets, which we regard as a constraint on solutions. Let S ⊆ C be a subfamily
of C and f : 2E → R+ be a function. We define the regret of S with respect to f under the constraint




= 1− maxX∈S f(X)
maxX∈C f(X)
.
Note that rrf,C ∈ [0, 1] and that rrf,C(S) represents the normalized loss caused by choosing a solution from





Intuitively speaking, a ∈ Rd+ represents a preference of a user on the functions f1, . . . , fd, and rrf1,...,fd,C(S)
is the worst regret ratio over all the preferences. We often omit the subscripts of f1, . . . , fd when they
are clear from the context.
We study the following problem in this paper:
Definition 1 (Regret ratio minimization in multi-objective submodular function maximization)
Given submodular functions f1, . . . , fd : 2
E → R+, C ⊆ 2E, and k ≥ d, find S ⊆ C with |S| ≤ k that
minimizes the maximum regret ratio rrf1,...,fd,C(S).
If a is fixed, finding X∗ ∈ C that maximizes fa(X) is called submodular function maximization,
which is an NP-hard problem in general. However, for various constraint families C, one can find an
approximate solution efficiently. If one can find an α-approximate solution X∗, the corresponding regret
ratio is 1− fa(X∗)maxX∈C f(X) ≤ 1− α.
3.2 Geometric Interpretation
The multi-objective submodular function maximization has a nice geometric interpretation. Let us con-
sider a function f(X) := [f1(X) . . . fd(X)]
> ∈ Rd+. Note that fa(X) = a>f(X). For S ⊆ C, we define
Cf (S) := conv{f(X) : X ∈ S}. We associate S ⊆ C with a polytope
P (S) := {x ∈ Rd+ : there exists y ∈ Cf (S) such that x ≤ y},
where x ≤ y means x(i) ≤ y(i) (i ∈ [d]).
Lemma 2 ([14, Lemma 1]) rrf1,...,fd,C(S) ≤ 1− α if and only if P (C) ⊆ α−1P (S).
The above characterization establishes that the maximum regret ratio is scale-invariant, i.e., even
if we replace fi with βfi for some β > 0, the regret ratio is preserved. The following lemma is just a
restatement of the above lemma, but is useful for the analysis of our algorithms. A frontier face is a face
of P (S) consisting of Pareto optimal points.
Lemma 3 rrf1,...,fd,C(S) = maxa rrfa,C(S), where a runs over the nonnegative normal vectors of all
frontier faces of P (S).
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4 Algorithms
In this section, we present three algorithms. These algorithms require approximation algorithms for
maximizing submodular functions. Let α be the minimum approximation ratio of these approximation
algorithms. The first algorithm, the coordinate-wise maximum method, always outputs a family of d
solutions with regret ratio 1−α/d. The second algorithm, the polytope method, has a provable guarantee
only when d = 2. However, it has a trade-off between the regret ratio and the size of the output, and the
regret ratio converges to 1−α as the output size increases. The last algorithm, the reduction method, has
almost optimal regret ratio dependence on k and runs in polynomial time. Note that our algorithms do
not quite depend on submodularity, but exploit the fact that the nonnegative combination of submodular
functions is again submodular.
4.1 Coordinate-wise maximum method
Besides functions f1, . . . , fd : 2
E → R+ and a constraint C ⊆ 2E , the coordinate-wise maximum method
requires an approximation algorithm Ai for maxX∈C fi(X) (i ∈ [d]). Then, it simply computes an
approximate solution Xi for maxX∈C fi(X) by using Ai for each i ∈ [d], and subsequently outputs
Scoord := {X1, . . . , Xd}. See Algorithm 1 for further details.
Algorithm 1 Coordinate-wise maximum method
Require: Submodular functions f1, . . . , fd : 2
E → R+, a constraint C ⊆ 2E , and an approximation
algorithm Ai for max
X∈C
fi(X) (i ∈ [d]).
1: for i ∈ [d] do
2: Xi ← a solution obtained by applying Ai to fi.
3: return Scoord := {X1, . . . , Xd}.
Lemma 4 Let α be the minimum approximation ratio of Ai’s. Then, we have rrC(Scoord) ≤ 1− αd .







































We have the following:
Theorem 5 Suppose that Ai is an α-approximation algorithm for maxX∈C fi(X) with time complexity




















Figure 1: Investigation of faces by Polytope Algorithm. The x-axis and y-axis represent the values of f1
and f2, respectively, and a solution X is identified with a point f(X). (a) The Coordinate-wise maximum
method yields points A and B. Then we know that other Pareto points must be below of C. The initial
uncovered region is 4ABC. (b) Next, the algorithm picks a normal vector of face AB and finds point
Q. Then we know that other Pareto points are also below of line B′A′, which is a line passing through
Q and parallel to face AB. Now the uncovered region shrinks into 4A′AQ and 4B′BQ. (c) For the
approximate case, one can run a similar argument, but the definition of the uncovered region is changed.
Proof: The regret ratio is immediate from Lemma 4. The time complexity follows as we run the
algorithm Ai for i ∈ [d] and the output set Scoord has size d. 
4.2 Polytope method
Our second algorithm is based on the geometric characterization of the regret ratio. The algorithm first
runs Algorithm 1 to obtain a polytope P (S). For each frontier face F of P (S), we compute a nonnegative
normal vector a of F . Note that one can always find a nonnegative normal vector a from the definition of
P (S). Then, we run an approximation algorithm for maxX∈C fa(X) to obtain an approximate solution
X, and add X to S. A pseudocode description is presented in Algorithm 2.
To explain the intuitive concept underlying this algorithm, let us consider the case of d = 2. An
illustration of the algorithm is shown in Figure 1. In the figure, we identify a solution X with a point
f(X). The algorithm tries to reduce the area of the region that may contain points not included by
P (S), which is shown as the shaded region in Figure 1. Intuitively, the shaded region can be shrunk by
taking a normal vector of the face and adding a point maximizing fa(X).
Before analyzing the regret ratio of Algorithm 2, we analyze its time complexity:
Theorem 6 Suppose A is an approximation algorithm with time complexity T (|E|). Then, Algorithm 2
runs in O(k log k + kbd/2c + (d+ k)T (|E|)) time.
Proof: Through the algorithm, the number of invocations of A is O(d+ k). The process of maintaining
the faces is essentially equivalent to the dynamic update of a convex hull in d-dimensional space. As we
end with adding k points, we can maintain the faces in O(k log k + kbd/2c) time by using the algorithm
by [2]. Summing up these time complexities, we get the desired result. 
4.2.1 Analysis for the exact case
First, we analyze Algorithm 2 when d = 2, and we can find exact solutions for maxX∈C fa(X). Indeed,
our algorithm is closely related to the Chord algorithm for approximating convex curves (see [3] and the
references therein).
453
Algorithm 2 Polytope method
Require: Submodular functions f1, . . . , fd : 2
E → R+, a constraint C ⊆ 2E , an integer k ∈ N, and an
approximation algorithm A for max
X∈C
fa(X) (a ∈ Rd+).
1: for i ∈ [d] do
2: Xi ← a solution obtained by applying A to fi.
3: S ← {X1, . . . , Xd}, P ← P (S).
4: while |S| < k do
5: for each frontier face F of P do
6: Find a nonnegative normal vector a of F .
7: X ← a set obtained by applying A to fa.
8: Add X to S.
9: if |S| = k then return S.
10: P ← P (S).
11: return S.
Theorem 7 Assume that d = 2 and that we can find exact solutions for maxX∈C fa(X). After Algo-
rithm 2 investigates all the faces of P i times, the maximum regret ratio rrC(S) is at most
√
2 · 2−i.
For the proof, we analyze the area of the region that may contain points not included by P (S).
We refer to this region as the uncovered region. For example, in Figure 1, the uncovered regions are
represented by the shaded regions. Intuitively, in each iteration, the areas of the uncovered regions
shrink. Indeed, the areas shrink exponentially.
Lemma 8 ([3, Lemma 3.11], restated in our context.) Suppose that Algorithm 2 processes face AB.
Let T = 4ABC be the part of the uncovered region corresponding to face AB. Denote Q = f(X), where
X is a solution found in Line 7. Let T1 = 4AA′Q and T2 = 4BB′Q be the parts of the new covered
region corresponding to faces AQ and BQ, respectively. Then, we have S(T1) + S(T2) ≤ S(T )/4, where
S(T ) denotes the area of T .
Proof:[of Theorem 7] Since the regret ratio is scale-invariant, we can assume that maxX∈C f1(X) =
maxX∈C f2(X) =
√
2. Then, the distance from the origin to any face of P (S) is at least 1, and the
area of the initial uncovered region is at most 1. By Lemma 8, after Algorithm 2 processes all the
faces of P , the areas of the uncovered regions shrink by a factor of 1/4. Let us focus on a single
triangle 4 in the uncovered region, and let h4 be the maximum distance from the face to a point in
the uncovered region (see Figure 1b). Since 4 is an obtuse triangle, we have S(4) ≥ h24/2. Then,
max4 h24 ≤ 2
∑
4 S(4) = 2S(uncovered region) ≤ 2 · 4−i. Thus, max4 h4 ≤
√














where the first inequality follows from the fact that the distance from the origin to any triangle is at least
1. 
Corollary 9 After Algorithm 2 adds k solutions to S, rrC(S) is at most
√
2 · 2−blog2(k−1)c = O(1/k).
Proof: One can check that after Algorithm 2 examines all the faces i times, the number of faces in P (S)
is at most 2i + 1. Thus, we have k ≤ 2i + 1, which yields i ≤ blog2(k − 1)c. 
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4.2.2 Analysis for the approximate case
Let us analyze the case where we have only an α-approximation algorithm for maxX∈C fa(X). In this
case, the best one can hope for is that P (C) ⊆ α−1P (S), i.e., any Pareto optimal point is within the
α-multiplicative factor.
Theorem 10 Assume that d = 2 and that we can find α-approximate solutions for maxX∈C fa(X).
After Algorithm 2 investigates all the faces of P i times, the maximum regret ratio rrC(S) is at most
1− α+√2 · 2−i.
Proof: The proof idea is showing that P (C) ⊆ (α − )−1P (S), where  decreases exponentially in
i. Let us call the area of the region that may contain points not included by α−1P (S) the uncovered
region (see Figure 1c). It suffices to show the theorem for the case in which the approximation algorithm
for maxX∈C fa(X) always returns α-approximate solutions. To see this, suppose that we obtain a β-
approximate solution (β > α) for some normal vector a of a face of P (S). Adding this approximate
solution to S reduces the uncovered area more than adding an α-approximate solution. Thus, the analysis
reduces to that of the exact case and the theorem follows from Theorem 7. 
The above argument heavily relies on Lemma 8, which is shown only for the two-dimensional case.
In higher dimension, the uncovered region becomes complicated; therefore the analysis becomes more
difficult. We leave the analysis in higher dimension for future work.
4.3 Reduction Method
In this section, we present an algorithm that achieves almost optimal regret ratio in polynomial time.
Note that the running time of the algorithm can be huge in practice and therefore this algorithm is only
of theoretical interest. Our algorithm splits into two parts. Assume that we have an α-approximation
algorithm for single objective submodular maximization. The first part finds a points set P ⊆ Rd+ of
polynomial size such that any Pareto optimal point is dominated by some point in conv(P ) up to α(1−)-
multiplicative factor, where  is a parameter. Such a set P is called a α(1 − )-convex set and can be
efficiently computed by an algorithm of [4] in O(dd+1(log ∆/)d−1) calls to single objective submodular
maximization, where ∆ is the minimum value such that 2−∆ ≤ fi(X) ≤ 2∆ for i ∈ [d] and X ⊆ 2E . Then,
our algorithm passes P to the algorithm [1] to find a regret minimizing family. Since P is a subset in Rd+
of size polynomial, thus the entire algorithm runs in polynomial. The details are shown in Algorithm 3.
Algorithm 3 Reduction method
Require: Submodular functions f1, . . . , fd : 2
E → R+, a constraint C ⊆ 2E , and an α-approximation
algorithm A for max
X∈C
fa(X) (a ∈ Rd+), k ∈ Z+, ∆ > 0, and  > 0.
Ensure: S ⊆ C with |S| = k.
1: P ← ConvexParetoSet(f1, . . . , fd, C,A,∆, ).
2: Pass P to the algorithm of [1] to obtain S ⊆ P of size k.
3: return the family S corresponding to S.
Theorem 11 For any  > 0, Algorithm 3 finds a family S ⊆ C with |S| = k such that








Algorithm 3 invokes O(dd+1(∆/)d−1) calls to the algorithm A.
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Algorithm 4 ConvexParetoSet(f1, . . . , fd, C,A,∆, ) (adapted from [3])
Require: Submodular functions f1, . . . , fd : 2
E → R+, a constraint C ⊆ 2E , and an α-approximation
algorithm A for max
X∈C
fa(X) (a ∈ Rd+), ∆ > 0, and  > 0.
Ensure: P ⊆ Rd+
1: Let R := ∅, A := ∅, and M := b 2(d−1) c.
2: for I = 1, . . . , d do
3: R := R ∪ {(r1, . . . , rd) ∈ Rd+ : ri = 1 and rj ∈ {1, 2, . . . , 22∆−1}(j 6= i)}.
4: A := A ∪ {(a1, . . . , ad) ∈ Rd+ : ai = 1 and aj ∈ {1/M, 2/M, . . . , 1}(j 6= i)}.
5: for (r1, . . . , rd) ∈ R do
6: Let gi := rifi (i ∈ [d]).
7: for a ∈ A do
8: Let X be an output of A for maxX∈C ga(X).
9: Add f(X) to P .
10: return P .











Evidently maxp∈S a>p = maxX∈S fa(X). Since P is an α(1 − )-convex Pareto set, maxp∈P a>p ≥













which completes the proof. The number of calls to A follows immediately from the algorithm. 
Remark 12 The above theorem shows that rrC ≤ (1 − α)(1 − ) + O(1/k 2d−1 ), which especially yields
rrC ≤ O(1/k2) for d = 2 and α = 1.
5 Lower Bound
In this section, we show that the trade-off achieved by Algorithm 3 cannot be improved in the two-
dimensional case. More specifically, we show the following:
Theorem 13 For any k, there exist n, f1, f2 : 2
E → R+ with |E| = n, and C ⊆ 2E such that an arbitrary
subfamily S ⊆ C of size k has a maximum regret ratio Ω( 1k2 ).
Proof: Our construction is inspired by [13, Theorem 4]. Let f1(X) := cos(
pi|X|
2n ) and f2(X) := sin(
pi|X|
2n ).
Note that f1 and f2 are submodular because sin(
pix
2 ) and cos(
pix
2 ) are concave for x ∈ [0, 1]. We defineC := 2E , i.e., we do not impose constraints. Let us take an arbitrary S ⊆ 2E with |S| ≤ k. Without loss
of generality, we can assume that two arbitrary distinct elements have different cardinalities (otherwise,
we delete some element from S without losing the regret ratio). We sort the k elements in S such that
|X1| < |X2| < · · · < |Xk|. Further, we define X0 := ∅ and Xk+1 = E. Let φi := pi|Xi|2n (i = 0, . . . , k + 1)
and define θi = φi−φi−1 (i = 1, . . . , k+1). Since θ1 + · · ·+θk+1 = pi2 , there exists j such that θj ≥ pi2(k+1) .
Define β := θj . By taking n large enough, we can find X ⊆ E such that pi|X|2n = φj + β2 =: γ. Let us
consider a = [cos γ, sin γ]>. One can check that maxX∈2E fa(X) = 1 and maxX∈S fa(X) = fa(Xj) =
cos γ cosφj + sin γ sinφj = cos(
β
2 ). Therefore, the regret ratio is 1− cos(β2 ) = Ω(β
2
4 ) = Ω(
1
k2 ). 
We note that our proof is information theoretic and that it does not rely on any assumption on
computational complexity such as P 6= NP.
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Abstract: Kalai and Kleitman proved in 1992 that the maximum possible diameter of a d-
dimensional polyhedron with n facets is at most n2+log2 d. In 2014, Todd improved the Kalai-
Kleitman bound to (n− d)log2 d. Todd’s bound is tight for d ≤ 2, and has been improved for
d ≥ 3 by the subsequent studies. The current best upper bound is, however, still in the form
(n− d)log2(d/α), where α is some fixed positive constant. This paper shows an asymptotically
improved upper bound of (n− d)log2 O(d/ log d).
Keywords: Polyhedra, Diameter, Polynomial Hirsch conjecture
1 Introduction
The diameter δ(P ) of a polyhedron P is the smallest integer k such that every pair of vertices of P can
be connected by a path using at most k edges of P . The diameter is closely related to the complexity
of the simplex algorithm for solving linear programming problems. Specifically, the number of pivots
required, in the worst case, for the simplex algorithm to solve an instance on a polyhedron P is bounded
from below by its diameter δ(P ).
This paper is concerned with the maximum possible diameter ∆(d, n) of a d-dimensional polyhedron
with n facets. Note that ∆(d, n) corresponds to the worst-case complexity of the simplex algorithm to
solve an instance with d variables and n constraints. Using this notation, the Hirsch conjecture posed by
Warren M. Hirsch in 1957 can be restated as
∆(d, n) ≤ n− d.
The Hirsch conjecture is true for d ≤ 3 as demonstrated by Klee [6, 7, 8]. However, it is now known to
be false for d ≥ 4 in general as demonstrated by Klee and Walkup [9] in 1967 for unbounded polyhedra,
and by Santos [11], finally, in 2010 even for bounded polyhedra, i.e., for polytopes. For the history of the
Hirsch conjecture, see Santos [12].
It is, however, still wide open what is a good upper bound on ∆(d, n). The current best lower bound
on ∆(d, n), which is due to Santos, later refined by Matschke, Santos, and Weibel [10], violates Hirsch’s
bound of n− d by only 25%. On the other hand, the current best upper bound is only subexponential in
d and n, and is in the form (n− d)log2(d/α), where α is some fixed positive constant as demonstrated by
Todd [15] in 2014, and by the subsequent studies [13, 14].
In view of the significant gap between the upper and lower bounds on ∆(d, n), the existence of a
polynomial upper bound p(d, n), which is referred to as the polynomial Hirsch conjecture, has become a
major question. The polynomial Hirsch conjecture is, of course, concerned with the polynomiality of the
simplex algorithm for solving linear programming problems, i.e., if the polynomial Hirsch conjecture is
false, then the simplex algorithm might not be a polynomial-time algorithm.
∗Research is supported by JSPS KAKENHI Grant Number 15H06617.
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1.1 Main result
In view of the current best upper bound having the form (n− d)log2(d/α), where α is some fixed positive
constant, it would be natural to ask whether
∆(d, n) ≤ (n− d)log2 g(d)
holds for some function g(d) which is asymptotically smaller than d, to approach the polynomiality. The
aim of this paper is to show that the answer to the question above is “yes”:
Theorem 1 For n ≥ d ≥ 2,
∆(d, n) ≤ (n− d)log2 g(d),























= 1 + ln 2 · Li(d),
where Li(d) denotes the oﬀset logarithmic integral, which is well known to be O(d/ log d) for d ≥ 2. We
give an alternative proof to this fact that h(d) = O (d/ log d), as well as h(d) = Ω (d/ log d) in Appendix A.
These imply g(d) = Θ (d/ log d).
Corollary 3 For n ≥ d ≥ 2,
∆(d, n) ≤ (n− d)log2 O(d/ log d).
Figure 1 shows the comparison results on the values of Todd’s bound, i.e., (n−d)log2 d (dotted) and ours,
i.e., (n− d)log2 g(d) (solid). Figure 1 (a) shows those when n is fixed to 2d and d ranges from 2 to 50. On
the other hand, Figure 1 (b) shows those when d = 32 and n− d ranges from 0 to 100.
1.2 Several remarks on Theorem 1
1.2.1 Motivation
The upper bounds on ∆(d, n) shown in [13, 14, 15] are all derived from the same recursive inequality
(restated as Lemma 6 in this paper) established by Kalai and Kleitman [4], who used it in 1992 to show
the first subexponential, or quasi polynomial, upper bound of n2+log2 d. Our proof also makes use of the
same recursive inequality, and is inspired by the proof and observations in [13]. It was shown in [13] that
a) ∆(d, n) ≤ (n− d)log2(d/2) for d ≥ 7, and
b) ∆(d, n) ≤ (n− d)log2(d/4) for d ≥ 37.
These upper bounds might imply that the answer to the question mentioned earlier is “yes”. This paper
introduces a novel alternative approach to the recursive inequality, and consequently proves Theorem 1.
See Remark 9 for more formal discussions on the diﬀerence from the previous proof techniques used in
[13, 14, 15].
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(a) When n = 2d























































(b) When d = 32
Figure 1: Values of Todd’s bound (dotted) and ours (solid)
1.2.2 How to further refine Theorem 1
In [13], the upper bounds on ∆(d, n) were shown by induction on d. The key was the observation that
its inductive step can be tighten in high dimensions. If one wants to apply the inductive step for d ≥ k,
then the validity of the target upper bound must be verified in dimension d = k − 1 as the base case. In
order to deal with this base case, in [13], a computer-assisted tool was devised.
Our proof is also by induction on d, and hence applying the computer-assisted tool of [13] to our
analysis can reduce the constant factor hidden in the estimation of O (d/ log d). However, since this
makes the discussions complicated, and is out of the scope of this paper, we omit the details.
1.2.3 Extension to abstractions
The upper bound stated in Theorem 1 may hold in several abstractions, i.e., objects generalizing poly-
hedra. This follows from the observations in Gallagher and Kim [3], where they demonstrated that the
diameter bound for polyhedra shown in [14] can be easily generalized to that for normal simplicial com-
plexes. This is because the key ingredient, the recursive inequality stated in Lemma 6, also applies to
normal simplicial complexes.
For notable lower and upper bounds on the diameter of abstractions, we refer to [1, 2, 5] and the
references therein.
1.3 Terminologies
We first fix some definitions and notations. A polyhedron P is an intersection of a finite number of
closed halfspaces. Here, the polyhedron can be unbounded. The dimension dim(P ) of P is defined as the
dimension of its aﬃne hull. For a polyhedron P , an inequality a⊤x ≤ β is said to be valid for P if it is
satisfied by every x ∈ P . We say that F is a face of P if there exists a valid inequality a⊤x ≤ β for P
satisfying F = P ∩ {x ∈ Rd : a⊤x = β}. In particular, 0-, 1-, and (dim(P ) − 1)-dimensional faces are,
respectively, referred to as vertices, edges, and facets.
The diameter δ(P ) of a polyhedron P is the smallest integer k such that every pair of vertices of P
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can be connected by a path using at most k edges of P . In this paper, we are interested in bounding
∆(d, n) = max{δ(P ) : P is a d-dimensional polyhedron with n facets}
from above by a function of d and n. It is always assumed that n ≥ d. If otherwise, there exists no
vertex, and hence ∆(d, n) = 0.
2 Proof of Theorem 1
We use induction on d to prove the upper bound stated in Theorem 1.
2.1 The base case
As we will see later, the inductive step applies only for d ≥ 8. In other words, as the base case, we need
to show that our bound is valid for 2 ≤ d ≤ 7. This is verified in the following lemma.
Lemma 4 For n ≥ d with 2 ≤ d ≤ 7, our bound is valid, i.e., we have ∆(d, n) ≤ (n− d)log2 g(d).
Proof: Recalling that g(d) = 3h(d) = 3
∑d
k=2(log2 k)
−1, it is easy to observe that g(d) ≥ d for d = 2, 3.
On the other hand, for 4 ≤ d ≤ 7,



































Since Todd’s bound is (n− d)log2 d, and it is a valid upper bound on ∆(d, n) for n ≥ d with any d, we see
that for n ≥ d with 2 ≤ d ≤ 7,
∆(d, n) ≤ (n− d)log2 d ≤ (n− d)log2 g(d).
This completes the proof of the lemma. □
2.2 The inductive step
Let d be an integer such that d ≥ 8. Assume that our bound is valid in dimension d−1. We use induction
on n to prove the inequality ∆(d, n) ≤ (n− d)log2 g(d) for each n such that n ≥ d.
2.2.1 When n < 2d (base case):
It is known that:
Proposition 5 (e.g., Klee and Walkup [9]) For n < 2d, ∆(d, n) ≤ ∆(d− 1, n− 1).
From Proposition 5 and the induction hypothesis, in this case,
∆(d, n) ≤ ∆(d− 1, n− 1) ≤ (n− d)log2 g(d−1) ≤ (n− d)log2 g(d)
where the last inequality follows since g(d) is an increasing function of d, and n − d is a nonnegative
integer.
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2.2.2 When n ≥ 2d (inductive step):
Let n be an integer such that n ≥ 2d. Assume as the induction hypothesis on n, that our bound is
valid in dimension d if the number of facets is smaller than n. We now make use of the following lemma
established by Kalai and Kleitman in 1992:
Lemma 6 (Kalai and Kleitman [4]) For ⌊n/2⌋ ≥ d ≥ 2,







For convenience, let f(d, n) denote our bound, i.e., f(d, n) = (n−d)log2 g(d). Combined with the induction
hypotheses on d, as well as on n, Lemma 6 tells us














Therefore, it suﬃces to show






+ 2 ≤ f(d, n).
Since f(d, n) > 0 for n ≥ 2d with d ≥ 8, it can be rewritten as









Note that in general, alog2 b = blog2 a for a, b > 0. Hence, for n ≥ 2d with d ≥ 8,
f(d, n) = (n− d)log2 g(d) = g(d)log2(n−d).












































It follows from the definition of g(d) that g(d− 1)/g(d) < 1 and g(d) > 1 for d ≥ 8. Then, recalling that


























































= 1 + 2 · 1
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+ 3 · 1
3
= 3,
which implies that g(d) ≥ 9 for d ≥ 8, because g(d) = 3h(d). Thus, for d ≥ 8, the third term of (3) is















Therefore, it suﬃces to show the following.



















We now make use of the following proposition whose proof immediately follows from the fact that 1+x ≤
exp(x) for x ∈ R:






Observe that setting n ≡ log2 d and x ≡ −3/g(d), the conditions required in Proposition 8 are satisfied
because for d ≥ 8,
• n ≡ log2 d ≥ log2 8 > 1 > 0, and






≥ −1 > −n.



























where the last inequality follows from the fact that 1 + x ≤ exp(x) for x ∈ R. By the discussion so far,


















3− (2 + 281) . (4)
Note that the right hand side value is less than seven. On the other hand, the proof of Lemma 4 tells us
that g(d) ≥ 7 for d ≥ 8, which ensures (4) when d ≥ 8. This completes the proof of the claim. □
To summarize, the inductive step works correctly for d ≥ 8. Combined with Lemma 4 showing the base
case for 2 ≤ d ≤ 7, this completes the proof of Theorem 1.
As a final remark on our proof, below, we discuss the diﬀerences from the previous proof techniques
used in [13, 14, 15].
Remark 9 In [15], in order to prove the upper bound of (n − d)log2 d, i.e., the case g(d) = d, Todd
designed his inductive step so that it applies for n − d ≥ 8. Since n − d ≥ 8 implies log2(n − d) ≥ 3, in











This rewriting makes the subsequent analyses somewhat simple. Then, slightly extending this Todd’s idea,
[13] introduced a framework for proving upper bounds under the assumption that n − d ≥ 2m for some
fixed positive integer m.
This paper, in contrast, directly uses the assumption that n − d ≥ d, which makes the analysis much
diﬀerent from those of [13, 15].
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A Proof of g(d) = Θ (d/ log d)
It suﬃces to show that there are positive numbers C1 and C2, and integer d
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Proof of an upper bound: We show that h(d) ≤ 3d/ log2 d for d ≥ 8 by induction on d. It is easy to
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where the second inequality follows from Claim 10 below. Hence, assuming the induction hypothesis,
h(d) = h(d− 1) + 1
log2 d









= 3 · d
log2(d)
.































where the first inequality follows from Bernoulli’s inequality stating that (1 + x)n ≥ 1 + nx for every
nonnegative integer n and real number x with x ≥ −1. □
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1 Introduction
Metric space is one of the most successful concept of mathematics with various applications in computer
science, quantitative geometry, topology and phylogenetics. Although finite metric spaces are trivial
objects from a topological point of view, they have surprisingly complex and intriguing combinatorial
properties which were investigated from different angles over the last fifty years.
Metric properties of trees were studied by Buneman [3] who introduced the famous four-point condi-
tion. That work was continued by Dress et al. who studied both algorithmic and combinatorial aspects
of phylogenetic trees and split decompositions of finite metric spaces [2, 6]. A more recent problem of the
field is the Chen-Chva´tal conjecture [4], which generalizes the De Bruijn-Erdo˝s theorem for finite metric
spaces. The conjecture was proven for distance-hereditary graphs by Aboulker and Kapadia [1]. Finally,
Mascioni proved novel results on Ramsey numbers of finite metric spaces in [9].
The main focus of this paper is the combinatorics of the betweenness relation on finite metric spaces.
In order to give an overall picture on the topic, we answer three interesting questions: we characterize
linear betweenness structures, uniquely representable graphs and we show that the Fano plane is not
metrizable.
A metric space M = (X, d) is finite if |X| < ∞. Every metric space in this paper is assumed to be
finite if not stated otherwise. By graph we always mean a simple undirected graph. Let G = (V,E) be a
connected graph. The metric space induced by G is M(G) = (V, dG), where dG(u, v) is the length of the
shortest path between u and v in G.
A betweenness structure is a pair B = (X,β), where X is a nonempty finite set and β ⊆ X3 is a
ternary relation, called the betweenness relation of B. The fact (x, y, z) ∈ β will be denoted by (x y z)B
or simply (x y z) if B is clear from the context. In that case, we say that y is between x and z or that
the 3-set {x, y, z} is collinear with middle point y. Let B and C be two betweenness structures over X
and Y , respectively. We say that B and C are isomorphic if there exists a bijection ϕ : X → Y such that
for all x, y, z ∈ X, (x y z)B ⇔ (ϕ(x) ϕ(y) ϕ(z))C .
1Research is supported by the National Research, Development and Innovation Office NKFIH, No. 108947.
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There is a natural way to associate a betweennes structure with a metric space. The betweenness
structure induced by a metric space M = (X, d) is B(M) = (X,βM ), where βM = {(x, y, z) ∈ X3 :
d(x, z) = d(x, y) + d(y, z)} is the betweenness relation of M . A betweenness structure is metrizable if
it is induced by a metric space. In the rest of the paper, every betweenness structure is assumed to be
metrizable if not stated otherwise.
The betweenness structure induced by a connected graph G is the betweenness structure of the metric
space M(G), also denoted by B(G). A betweenness structure (or metric space) is graphic if it is induced
by a graph. The adjacency graph of a betweenness structure B = (X,β) is G(B) = (X,E(B)) where
E(B) = {{x, z} ∈ (X2 ) : ∀ y ∈ X, (x y z)B ⇒ y = x ∨ y = z}.
2 Main Results
Linearity plays an important role in numerous fields of mathematics. Linear structures include lines in
the Euclidean space, paths in graphs and totally ordered sets. The common feature of these structures is
that for any three points, one can always pick the one between the other two. We can easily generalize
this 3-point condition of linearity to betweenness structures.
Let B be a betweenness structure over X. A set Y ⊆ X is collinear if any three points in Y are
collinear according to B. A line of B is a maximal collinear subset of X. We say that B is linear if X
is, itself, a line of B (for a different, less restrictive definition of linearity we refer the reader to [4]). It
is then a natural question to ask, what are the linear betweenness structures. Observe that this is an
extremal problem in nature as linearity means having the maximal possible number of betweennesses.
Let Pn and Cn denote the graphic betweenness structures induced by the path and the cycle of length n,
respectively. The following theorem characterizes the linear betweenness structures up to isomorphism.
Theorem 1 A betweenness structure is linear if and only if it is isomorphic to C4 or to Pn (n ≥ 1).
We remark that the analogue of the Chen-Chva´tal conjecture for our definition of linearity is quite
straightforward.
Proposition 2 If B is a nonlinear betweenness structure over n points, then B has at least 3 lines, and
this bound is best possible.
If G is connected graph, then the adjacency graph of B(G) is G. Of course, there might be other
betweenness structures which satisfy G(B) = G. A graph G is called uniquely representable if it is
connected and B(G) is the unique betweenness structure with adjacency graph G. We observed that some
important classes of betweenness structures satisfy this property. For example, the following remark of
Dress from [5] implies that trees are uniquely representable.
Proposition 3 (Dress [5]) Let B be a betweenness structure such that G(B) is a tree. Then B is induced
by a tree.
A Husimi tree [7] is a connected graph in which every cycle induces a complete subgraph. Purely
metric characterizations of Husimi trees were given in [7] and [8].
Theorem 4 (Howorka [7]) A graph is a Husimi tree if and only if it satisfies the four-point condition.
For the “four-point condition”, see [3]. Our next theorem gives a characterization of uniquely repre-
sentable graphs. It also turns out to be a novel metric characterization of Husimi trees.
Theorem 5 A graph is uniquely representable if and only if it is a Husimi tree.
Finally, we take a look at a concrete metrization problem. For a betweenness structure B = (X,β), let
E(B) denote the family of collinear 3-sets of B. Then, H(B) = (X, E(B)) is a 3-uniform hypergraph, called
the collinearity structure of B. The collinearity structure induced by a metric space M is the collinearity
structure of B(M). A collinearity structure is metrizable if it is induced by a metric space. It is well
known, that the Fano plane (Figure 1) cannot be embedded into the Euclidean plane. We strengthen
this result by showing that the Fano plane is not even metrizable.
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Figure 1: The Fano plane
Theorem 6 The Fano plane, as a collinearity structure, is not metrizable.
Proof: The proof is a thorough case-analysis. We list all possible betweenness structures of the Fano-
plane. The number of cases is reduced efficiently by the following lemmas.
Lemma 7 Suppose that B is a betweenness structure such that H(B) is a Steiner triple system. Let P =
(p(x))x∈X be a partition of |E| into |X| parts, where p(x) = |{e ∈ E : x is the middle point of e in B}|.
Then, the sum of the k greatest parts of P is bounded above by k(n−12 − k−13 ).
Lemma 8 The betweenness structures shown in Figure 2 are not metrizable.
Figure 2: Two non-metrizable betweenness structures on six points. Points on the same line are collinear.
The middle point of each line is highlighted by a red line segment.
The final step is to verify that the remaining betweenness structures are non-metrizable. We do this
by showing, for each one, a set of strict triangle inequalities that adds up to the contradiction “0 < 0”.

3 Open problems
Besides linearity (Theorem 1), other concepts from geometry can also be extended to metric spaces. We
call a betweenness structure
• geometric if any two distinct lines of it intersect in at most one point;
• projective if any two distinct lines of it intersect in exactly one point;
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• Euclidean if it is embeddable into Euclidean space (in a collinearity-preserving way).
In the graphic case, we found a simple characterization of these classes of betweenness structures. The
non-graphic case is still open.
Let B and C be two betweenness structures over X. We say that B is an extension of C (B 4 C) if for
all x, y, z ∈ X, (x y z)C only if (x y z)B. One can generalize uniquely representable graphs in the following
way. A graph G bounds its representations from below if every betweenness structure B with adjacency
graph G satisfies B(G) 4 B. Similarly, G bounds its representations from above if every betweenness
structure B with adjacency graph G satisfies B 4 B(G). Clearly, uniquely representable graphs satisfy
these conditions. Further, there are small graphs –for example K2,3– that are not uniquely representable
but bound their representations from below. However, we conjecture that every graph that bounds its
representation from above is uniquely representable. In any case, characterization of these graph classes
would generalize Theorem 5 and may give a new perspective on well-known graph classes.
Finally, we believe that Theorem 6 can be extended to Steiner triple systems as well as to finite
projective planes, even though our proof works only for the Fano plane. We will further investigate these
questions in future research.
References
[1] P. Aboulker, R. Kapadia, The Chen-Chva´tal conjecture for metric spaces induced by distance-
hereditary graphs, European J. Combin. 43 (2015) 1–7
[2] H.-J. Bandelt, A.W.M. Dress, A Canonical Decomposition Theory for Metrics on a Finite Set,
Advances in Mathematics 92 (1992) 47–105
[3] P. Buneman, A Note on the Metric Properties of Trees, Journal of Combinatorial Theory (B) 17
(1974) 48–50
[4] X. Chen, V. Chva´tal, Problems related to a de Bruijn-Erdo˝s theorem, Discrete Appl. Math. 156
(2008) 2101–2108
[5] A.W.M. Dress, The category of X-nets, in: J. Feng, J. Jost, M. Quian (Eds.), Networks: From
Biology to Theory, Springer, Berlin, 2007, pp. 271–289
[6] A.W.M. Dress, M. Kru¨ger, Parsimonious phylogenetic trees in metric spaces and simulated
annealing, Advances in Applied Mathematics 8 (1987) 8–37
[7] E. Howorka, On Metric Properties of Certain Clique Graphs, Journal of Combinatorial Theory
(B) 27 (1979) 67–74
[8] D.C. Kay, G. Chartrand, A characterization of certain ptolemaic graphs, Canad. J. Math. 17
(1965) 342–346
[9] V. Mascioni, Equilateral Triangles in Finite Metric Spaces, The Electric Journal of Combinatorics
11 (2004) #R18
472
Measuring Graph Robustness via Game Theory
Da´vid Szeszle´r1
Department of Computer Science and
Information Theory
Budapest University of Technology and
Economics
Magyar Tudo´sok krt. 2., Budapest, 1117,
Hungary
szeszler@cs.bme.hu
Abstract: Measuring the reliability of a network is one of the rich and complex areas of
combinatorial optimization. Since the precise meaning of reliability highly depends on the
application, there is an abundance of reliability metrics that have been proposed. Applying
game-theoretical tools for measuring security has become very common. The basic idea is
very natural: define a game between two virtual players, the Attacker and the Defender, such
that the rules of the game capture the circumstances under which reliability is to be measured.
Then analyzing the game might give rise to an appropriate security metric: the better the
Attacker can do in the game, the lower the level of security is. This kind of analysis can
give rise to new graph reliability metrics and in some cases it can shed a new light on some
well-known ones. In this paper we survey a few recent results of this type.
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1 Introduction
The problem of measuring the robustness or reliability of a graph arises in many applications. The
most widely applied reliability metrics are obviously the connectivity based ones, however, these are
unsuitable in many cases. The reason for that is that in many applications the network is almost
completely functional if removing some nodes or links results in the loss of only a small number of nodes
that are in some sense insignificant or peripheral. Connectivity based metrics (even weighted versions of
these) are not capable of capturing this idea as they are only concerned with whether the resulting graph
is connected or not.
There is an abundance of recent books and papers on game-theoretical tools for measuring and
increasing security. Since all aspects of security are obviously of utmost importance nowadays and game
theory as a tool to address related problems presents itself very naturally, the literature on this topic is
extremely diverse. Much of the arsenal of game theory has been employed on various applications which
very often have little in common besides somehow being related to security. In this paper, however, only
the theory of two-player, zero-sum games, the simplest and probably most widely known subfield of game
theory will be relied on to address various problems raised by applications concerning the measuring of
graph robustness.
All results mentioned in this paper will be based on the following approach. Assume that an input
graph G is given (in some cases with a few designated vertices). G will either be directed or undirected
depending on the application. Besides that, in most cases certain weight functions will also be part of
1Research is supported by the grant No. OTKA 108947 of the Hungarian National Research, Development and Innovation
Office (NKFIH).
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the input: for each edge e ∈ E(G) or vertex v ∈ V (G) the “damage” caused by the loss of e or v (or
in other words, the “importance” of e or v) will be denoted by d(e) or d(v), respectively; furthermore,
the cost of attacking an edge e will be denoted by c(e). In each application, we will define a two-player,
zero-sum game on G between two virtual players, the Attacker and the Defender. In all such games,
the Attacker will choose (or “attack and destroy”) an edge e of G (or more formally: the set of pure
strategies of the Attacker will be E(G)). Simultaneously (or simply without knowing the Attacker’s
chosen edge) the Defender will choose a subset of the edges Z ⊆ E(G) that will be thought of as some
kind of “communication infrastructure” and the requirements on which will vary in each application (for
example, Z can be the edge set of a path or a spanning tree, etc). Regardless of the Defender’s choice,
the Attacker will have to pay the cost of attack c(e) to the Defender. There will be no further payoff
if e /∈ Z. If, on the other hand, e ∈ Z then the Defender will pay the Attacker an amount that will
be individually defined for each application (and will somehow depend on e, Z and the damage values
d(e) and d(v)). Since these games will be two-player, zero-sum games by definition, they will have a
unique Nash-equilibrium payoff V (which will simply be referred to as the game value in this paper) by
Neumann’s classic Minimax Theorem (see Section 2). Since V is the highest expected gain the Attacker
can guarantee himself by an appropriately chosen mixed strategy, it makes sense to say that the reciprocal
of V is a valid reliability metric in the sense corresponding to the specific definition of the game.
We remark that it might seem unrealistic in the above described framework that the Defender should
receive the cost of attack c(e) from the Attacker (as the Defender is indifferent to the costs and efforts
associated with an attack, she is only affected by the damage caused). In other words, it would be more
natural to assume that the above given payoffs only describe the Attacker’s gain while the Defender’s
loss depends exclusively on e, Z and the damage values d(e) and d(v) (and is thus always bigger by c(e)
than the Attacker’s gain). This would also imply that the game is not zero-sum any more. However,
it is easily shown that the thus-obtained non-zero-sum game is essentially equivalent to the zero-sum
game described above. This equivalency is due to the fact that the sum of the payoffs only depends on
the choice of the Attacker and it more precisely means that Nash-equilibria of the two versions of the
game are identical and the Attacker’s Nash-equilibrium payoff is unique in the non-zero-sum version of
the game and it is equal to the (unique) Nash-equilibrium payoff corresponding to the zero-sum version.
(An analogous statement would not be true for the Defender.) The proof of this equivalency is a simple
exercise (see [10, Lemma 1] for a proof). We will disregard this point in the remainder of the paper and
focus on the zero-sum game versions described above.
2 Preliminaries on Game Theory
In this section we very briefly summarize all the necessary background on game theory. A (finite) two-
player, zero-sum game is given by a matrix M called the payoff matrix. Columns of M correspond to one
of the players and rows of M to the other, so for the sake of simplicity one can refer to the two players as
Column Player and Row Player. Columns and rows of M are called the pure strategies of the respective
players. The matrix M defines the game in the following sense: both players choose one of their pure
strategies (simultaneously, without knowing each other’s choices) and then the corresponding entry of M
(that is, the one in the intersection of the chosen row and column) is payed by the Row Player to the
Column Player. (Obviously, a negative payment means that in reality it is the Column Player who pays
the absolute value of the amount to the Row Player.)
A mixed strategy of a player is a probability distribution on their pure strategies. If M is a k×n matrix
then it is natural to store the Column Player’s and the Row Player’s mixed strategies as n-dimensional
column vectors and k-dimensional row vectors, respectively. If we fix a pair of mixed strategies x ∈ Rn,
y ∈ Rk then the Column Player’s expected gain (or, equivalently, the Row Player’s expected loss) is
obviously yMx. It is sensible for the Column Player to choose a mixed strategy x that maximizes his
worst case expected gain, therefore he is interested in finding an x that maximizes the minimum value of
















; that is, she wants to minimize her worst case
expected loss. Neumann’s classic Minimax Theorem [12] states that these two values are equal for every














. This common value is called the game
value corresponding to M . Since a pair of mixed strategies (x,y) that attain the corresponding optima is
equivalent to the (more general) notion of a Nash-equilibrium in the special case of two-player, zero-sum
games, the game value is also referred to as a (Nash-)equilibrium payoff in the literature (which is known
to be unique in this special case). However, in this paper we will keep calling it the game value.
It is useful to mention that the description of the tasks of the two players can be simplified by observing
that it is sufficient for a mixed strategy to “guard against” all pure strategies of the other player, that will
imply that it also guards against all mixed strategies. For example, if every entry of the column vector
Mx is at least µ for a mixed strategy x, that translates to saying that no matter which pure strategy the
Row Player picks, the Column Player’s expected gain is at least µ. However, this also implies yMx ≥ µ
for every mixed strategy y (since yMx is a convex combination of the entries of Mx). Hence the Column
Player’s task can also be described as maximizing the minimum entry of Mx over all mixed strategies x
(and the Row Player’s case is analogous).
The above also implies (as it is shown in many textbooks, see e.g. [11]) that two-player, zero-sum
games are easy to handle algorithmically via linear programming: optimum mixed strategies for the game
given by M can be found efficiently by solving the following linear program and its dual:
max{µ : Mx ≥ µ · 1,1 · x = 1,x ≥ 0}
(where 1 denotes the all-1 vector). However, since the size of the payoff matrix M will be exponential in
the size of the input graph G in all applications mentioned in this paper, this approach will not be viable.
3 Connectivity Based Metrics
The following simple example might illuminate the approach described in the Introduction.
The st-path game
Input: A connected, undirected graph G and two vertices s, t ∈ V (G);
The Attacker chooses an edge e of G;
The Defender chooses a path P between s and t;
The Payoff from the Defender to the Attacker is 1 if e is on P and 0 otherwise.
The origin of the following simple claim is unclear, one can regard it as folklore.
Claim 1 The game value of the st-path game is 1λ(s,t) , where λ(s, t) denotes the edge-connectivity between
s and t (that is, the size of the minimum cut separating s and t).
Proof: Let C be a cut of size λ(s, t) that separates s and t and assume that the Attacker uses the
following mixed strategy: he assigns a probability of 1λ(s,t) to every edge of C and 0 to the rest of the
edges. Since every st-path contains at least one edge from C, this mixed strategy guarantees the Attacker
an expected gain of at least 1λ(s,t) . This proves that game value is at least
1
λ(s,t) .
Now choose λ(s, t) pairwise edge-disjoint paths between s and t (which are known to exist by Menger’s
classic theorem, see [13, Section 9.1]). Assume that the Defender uses the following mixed strategy: she
assigns a probability of 1λ(s,t) to every chosen path and 0 to the rest of the st-paths. Since the chosen
paths are edge-disjoint, this mixed strategy guarantees the Defender an expected loss of at most 1λ(s,t) .
Hence the game value is at most 1λ(s,t) . 
The relevance of Claim 1 is that it shows that the notion of edge-connectivity between two vertices
(viewed as a reliability metric) is well captured by the st-path game. However, the notion of (general)
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edge-connectivity (the minimum size λ(G) of a subset of edges the removal of which disconnects G) is
also easy to capture by a similar game:
The path game
Input: A connected, undirected graph G;
First the Attacker chooses two distinct nodes s, t ∈ V (G) and declares them to the Defender;
then the Defender chooses a path P between s and t,
and (simultaneously) the Attacker chooses an edge e of G;
The Payoff from the Defender to the Attacker is 1 if e is on P and 0 otherwise.
Claim 2 The game value of the path game is 1λ(G) .
Proof: The proof is analogous to that of Claim 1 with the only difference being that the Attacker first
chooses the nodes s and t in such a way that they are separated by a minimum cut of G. 
Obviously, the notion of node connectivity of G (either between two specific vertices or in general)
can be captured by analogously defined games as the ones in Claims 1 and 2. The following theorem
shows that, as one would expect, the weighted versions of these games lead to weighted minimum cuts.
The weighted st-path game
Input: A connected, undirected graph G, two nodes s, t ∈ V (G), a damage function d : E(G) → R+
and a cost function c : E(G)→ R;
The Attacker chooses an edge e of G;
The Defender chooses a path P between s and t;
The Payoff from the Defender to the Attacker is d(e)− c(e) if e is on P and −c(e) otherwise.
Obviously, the above payoffs correspond to the framework described in the Introduction: the cost of
attack c(e) must be paid by the Attacker in all cases, but he receives the damage value d(e) if he succeeds
in hitting the st-path chosen by the Defender.
The weighted st-path game is considered and solved in the d(e) ≡ 1 and the c(e) ≡ 0 cases in [6]
and [15], respectively. (In [6], a generalization of the d(e) ≡ 1 case of the game is also solved: there the
Attacker can target a subset of the edges of a given size and the Defender can choose two paths between
two source-destination pairs.) The following result, however, seems to be new.









− c(e) : e ∈ E(G)
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,
where p(e) = 1d(e) and q(e) =
c(e)
d(e) for all e ∈ E(G).
Proof: Let the value of the above maximum be µ. Assume first that µ = −c(e) for some e ∈ E(G).
Then if the Attacker targets e with a probability of 1, his total expected gain is obviously at least µ.
Now assume that µ = 1−q(C)p(C) for a cut C that separates s from t and let the Attacker use the following
mixed strategy: assign a probability of p(e)p(C) to every edge of C and 0 to the rest of the edges. Consider
an arbitrary path P between s and t and fix an edge e ∈ C. Then e contributes to the Attacker’s
expected gain by p(e)p(C) (d(e) − c(e)) = 1−q(e)p(C) or p(e)p(C) (−c(e)) = −q(e)p(C) depending on whether e is on P or
not, respectively. Since C obviously contains at least one edge of P , the Attacker’s total expected gain is
at least 1−q(C)p(C) = µ. Since in all cases the Attacker has a mixed strategy that guarantees him an expected
gain of at least µ, the game value is also at least µ.
Replace every edge e = {u, v} of G by the directed arcs e′ = −→uv and e′′ = −→vu and let the capacity of
both be µ·p(e)+q(e). Then, by the definition of µ, the capacity of every edge is non-negative and the total
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capacity of every st-cut is at least 1. Therefore there exists a flow f from s to t of overall value 1 by the
Ford-Fulkerson theorem. Assume without loss of generality that for every edge e of G either f(e′) = 0
or f(e′′) = 0. It is well-known (see [13, Section 10.3]) that f is a non-negative linear combination of
characteristic vectors of directed paths from s to t and directed cycles. This implies that there exists a
set of (undirected) paths P1, P2, . . . , Pt in G between s and t and corresponding non-negative coefficients
α1, α2, . . . , αt such that
∑t
i=1 αi = 1 and∑{
αi : e is on Pi
} ≤ µp(e) + q(e) (1)
holds for each edge e.
Now assume that the Defender uses the following mixed strategy: for every 1 ≤ i ≤ t she assigns the











− c(e) ≤ d(e)(µp(e) + q(e))− c(e) = µ
by (1). Therefore the game value is at most µ. 
Corollary 4 ([15]) If c(e) = 0 is assumed for all e ∈ E(G) then the game value of the weighted st-path
game is 1λp(s,t) , where p(e) =
1
d(e) for every edge e and λp(s, t) is the minimum total weight of a cut that
separates s and t with respect to the weight function p.
4 Graph Strength and Related Metrics
The strength of a connected graph G was defined by Gusfield [9]. The idea is quite natural: if we remove
a subset U ⊆ E(G) of the edges then the efficiency of this “attack” against G can be measured by the
ratio of the number of new components created and |U | (that is, the “effort” required for the attack).
Then it makes sense to define the reciprocal of the maximum efficiency of an attack to be a security
metric: σ(G) = min
{
|U |
comp(G−U)−1 : U ⊆ E(G), comp(G− U) > 1
}
, where comp(G− U) is the number
of components of the graph obtained from G by deleting U . This notion was extended to a weighted
version by Cunningham [7]:
Definition 5 Assume that a connected graph G is given with a positive weight function p : E(G)→ R+




comp(G− U)− 1 : U ⊆ E(G), comp(G− U) > 1
}
is called the strength of G with respect to p.
σp(G) is computable in strongly polynomial time as it was shown by Cunningham [7]. It was proved
in [14] that the following game is capable of capturing the notion of σp(G). The game resembles the
weighted st-path game defined above with the only difference being that the Defender’s pure strategies
are spanning trees instead of st-paths.
The spanning tree game
Input: A connected, undirected graph G, a damage function d : E(G) → R+ and a cost function
c : E(G)→ R;
The Attacker chooses an edge e of G;
The Defender chooses a spanning tree T of G;
The Payoff from the Defender to the Attacker is d(e)− c(e) if e is in T and −c(e) otherwise.
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Theorem 6 ([14]) For every input of the spanning tree game the game value is
max
∅6=U⊆E(G)
comp(G− U)− 1− q(U)
p(U)
,
where p(e) = 1d(e) and q(e) =
c(e)
d(e) for all e ∈ E(G) (and comp(G− U) is the number of components of
the graph obtained from G by deleting U). Furthermore, there exists a strongly polynomial algorithm that
computes the game value of the spanning tree game and an optimum mixed strategy for both players.
We remark that the above formula (without a corresponding strongly polynomial algorithm) was
shown previously in the special case of d(e) ≡ 1 in [8].
Corollary 7 ([14]) The game value of the spanning tree game is 1σp(G) if p(e) =
1
d(e) and c(e) = 0 is
assumed for all e ∈ E(G).
It is important to mention that Theorem 6 was proved in [14] in a much more general, matroidal
setting: the matroid base game was defined analogously to the spanning tree game with the only
difference being that the Attacker chooses an element of the ground set S of a given matroid M = (S, I)
and the Defender chooses a base B of M . Then the following was proved:
Theorem 8 ([14]) Assume that the matroid M = (S, I) and damage and cost functions d : S → R+
and c : S → R, respectively are given. Then the game value of the matroid base game is equal to
max
∅6=U⊆S
r(S)− r(S − U)− q(U)
p(U)
,
where p(s) = 1d(s) and q(s) =
c(s)
d(s) for all s ∈ S. Furthermore, if M is given by an independence testing
oracle then there exists a strongly polynomial algorithm that computes the game value of the matroid base
game and an optimum mixed strategy for both players.
We remark that the above theorem was essentially known before in the special case of c ≡ 0: then
one easily shows that solving the matroid base game is equivalent to the capacitated fractional base
packing problem discussed in [13, Section 42.4], where a strongly polynomial algorithm is given in [13,
Theorem 42.7]. However, that algorithm does not seem to generalize to the c 6≡ 0 case. Hence the above
theorem can also be regarded as a generalization of [13, Theorem 42.7].
Obviously, Theorem 8 gives rise to a number of natural extensions of the spanning tree game and
readily provides the corresponding modifications of the notion of graph strength. For example, one could
modify the definition of the spanning tree game by allowing the Defender to choose the edge set of the
union of k edge-disjoint spanning trees (where k ≥ 1 is given); or the Defender could choose a spanning
edge set of a given size, etc. (Besides that, the matroid base game turned out to be relevant even in
the very special case of the uniform matroid: that came up in an application concerning the security of
content-adaptive steganography, see [10].)
In [14] a further generalization of the matroid base game was also considered: the Common base
game is almost identical to the matroid base game with the only difference being that the Defender
chooses a common base of two matroids given on the common ground set S. Not all results on the
matroid base game seem to extend smoothly to the common base game, a strongly polynomial algorithm
is only known is certain special cases. We omit the technical details here (see [14]), we only discuss an
application of the common base game that yields a new security metric, a directed analogue of graph
strength.
Assume that a digraph G is given. Call a subset of the nodes R ⊆ V (G) a source set if every node
of G is reachable from a node in R via a directed path. A vertex r ∈ V (G) is a source node if {r} is a
single-element source set. For every arc set U ⊆ E(G), denote by source(G−U) the minimum cardinality
of a source set in the digraph obtained from G by deleting U . (In other words, source(G − U) is the
number of weak components in a maximum size branching of G− U .)
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Definition 9 Assume that a directed graph G is given that has a source node; assume further that a
positive weight function p : E(G)→ R+ is given. Then
−→σ p(G) = min
{
p(U)
source(G− U)− 1 : U ⊆ S, source(G− U) > 1
}
is the directed strength of G with respect to p.
It was proved in [14] that −→σ p(G) is computable is strongly polynomial time.
Recall that an arborescence of G is a subset A of the arcs that is a spanning tree of the underlying
undirected graph such that the digraph (V (G), A) has a source node. (It is well-known and elementary
that the existence of an arborescence is equivalent to the existence of a source node.) Then the following
is a straightforward analogue of the spanning tree game:
The arborescence game
Input: A directed graph G that has a source node, a damage function d : E(G) → R+ and a cost
function c : E(G)→ R;
The Attacker chooses an arc e of G;
The Defender chooses an arborescence A of G;
The Payoff from the Defender to the Attacker is d(e)− c(e) if e is in A and −c(e) otherwise.
The following theorem yields an analogous description of the game value as that of Theorem 6.
Theorem 10 ([14]) For every input of the arborescence game the game value is
max
∅6=U⊆E(G)
source(G− U)− 1− q(U)
p(U)
,
where p(e) = 1d(e) and q(e) =
c(e)
d(e) for all e ∈ E(G).
As a corollary, we get the analogue of the connection between graph strength and the spanning tree
game.
Corollary 11 ([14]) The game value of the arborescence game is 1−→σ p(G) if p(e) =
1
d(e) and c(e) = 0 is
assumed for all e ∈ E(G).
5 Persistence and Related Metrics
In [7] another reliability metric was defined that is based on a somewhat similar idea to that of graph
strength. Assume that a “headquarters” node r ∈ V (G) is given in a graph G with the special role
that every node needs to communicate with r. Assume further that the “importance” of the information
stored in a node v is represented by d(v). Then if a subset U of the edges is removed, the efficiency
of this “attack” can be measured by the ratio of |U | and the total d-value of the nodes that become
unreachable from r. Hence the reciprocal of the maximum efficiency of an attack is again a sensible a
reliability metric:
Definition 12 Assume that a connected graph G, a designated node r ∈ V (G) and a non-negative weight




: U ⊆ E(G), λ(U) > 0
}
is called the persistence of G, where
λ(U) =
∑{




It is important to remark the following to avoid confusion. In [7] the above notion was defined on
directed graphs (since, although both versions make sense, the directed one generalizes the undirected
version by the usual trick of replacing every undirected edge by two directed ones). The notion was not
given any specific name, it was regarded as a directed analogue of graph strength σp(G) (see Definition 5)
and was referred to as the “directed model”. However, the above notion of pi(G) is substantially different
from and not to be confused with directed strength −→σ p(G) defined in Definition 9. In fact, we believe
that −→σ p(G) is a much closer analogue to σp(G) than pi(G). The name persistence was coined in [1] for
easier reference (and to better distinguish pi(G) from σp(G) and
−→σ p(G)).
It was proved in [7] that pi(G) is computable in strongly polynomial time (see [5] for a somewhat
simpler description of the algorithm). Despite its apparent naturality and simplicity, the notion of pi(G)
did not seem to receive much attention for more than two decades when it came up in an application:
it was argued in [1] and [4] that it is very appropriate for measuring the reliability of wireless sensor
networks.
The following game is related to the spanning tree game, but it is capable of capturing the notion of
persistence (in the sense seen above). The idea is again natural: if the Attacker targets the edge e and
succeeds in hitting the spanning tree T chosen by the Defender, then his gain is assumed to be the total
damage he causes: the sum of the d-values of all nodes in the component of T − e not containing r.
The rooted spanning tree game
Input: A connected, undirected graph G, a cost function c : E(G) → R, a node r ∈ V (G) and a
damage function d : (V (G) \ {r})→ R≥0;
The Attacker chooses an edge e of G;
The Defender chooses a spanning tree T of G;
The Payoff from the Defender to the Attacker is λ(T, e)−c(e), if e is in T and −c(e) otherwise, where
λ(T, e) =
∑{
d(v) : v is unreachable from r in T after removing e
}
.





Corollary 14 ([2]) The game value of the rooted spanning tree game is 1pi(G) if c(e) = 0 is assumed for
all e ∈ E(G).
In fact, it is only Corollary 14 that is explicitly stated in [2], however, the proof extends smoothly
to show Theorem 13 (we omit the details here). Furthermore, there are two further possible extensions
of the rooted spanning tree game and Theorem 13, both follow from trivial modifications of the proof
in [2]. The first one is to consider directed graphs instead of undirected ones: the notion of persistence
is straightforward in this case (and, as already mentioned above, generalizes the undirected case) and
the only change needed in the corresponding game is to consider arborescences rooted in r instead




λ(U) : U ⊆ E(G), λ(U) > 0
}
, where s : E(G) → R+ is a given positive weight function.
In order to capture this weighted version of persistence, the definition of the rooted spanning tree game
would be needed to be modified in the following way: the Attacker’s gain would be λ(T,e)s(e) − c(e) if
he hits the Defender’s spanning tree T (and −c(e) otherwise). Admittedly, there does not seem to
be any natural intuition behind this definition, however, the game value in this case turns out to be
max∅6=U⊆E(G)
λ(U)−q(U)
s(U) , where q(e) = s(e) · c(e) for all e, which does indeed yield the reciprocal of pis(G)
in the c(e) ≡ 0 case.
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To conclude this paper, we mention an interesting variant of the rooted spanning tree game (only
in its simplest case, with no weight functions) that lacks the role of a special headquarters node. The
intuitive idea behind the definition is quite natural: if the Attacker succeeds in hitting the spanning tree
chosen by the Defender then the bigger component of T−e can still be regarded as a functioning network,
so the Defender’s loss (and thus the Attacker’s gain) is the size of the smaller component.
The “you decide, I choose” spanning tree game
Input: A connected, undirected graph G;
The Attacker chooses an edge e of G;
The Defender chooses a spanning tree T of G;
The Payoff from the Defender to the Attacker is the number of nodes in the smaller component of
T − e if e is in T and 0 otherwise.
The following theorem expresses the game value of the above game in terms of a special multicom-
modity flow problem.
Theorem 15 ([3]) Consider the following multicommodity flow problem for an arbitrary undirected,
connected graph G. A flow fv corresponds to every vertex v ∈ V (G); the target node for fv is v and
every other vertex is assumed to be a source node for fv which all produce a common flow amount of
αv. All edges of G have a capacity of 1 and they are all undirected. (In other words: every edge can
carry commodities in both directions, but the total value of all carried amounts in both directions add up
to at most 1.) The objective is to maximize
∑
v∈V (G) αv. Then if we denote the maximum value of this
problem by µ(G) then the game value of the “you decide, I choose” spanning tree game is 1µ(G) .
The above theorem suggests that 1µ(G) could be regarded as a special, new graph reliability metric
(that corresponds to the intuition behind the “you decide, I choose” spanning tree game). Obviously,
µ(G) can be computed in polynomial time via linear programming. However, not much more than that
is known about µ(G) (see [3] for some further details).
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Abstract: We propose a new framework of optimal t-matchings excluding prescribed t-factors
in bipartite graphs. It is a generalization of the nonbipartite matching problem and includes
a number of generalizations such as the triangle-free 2-matching, square-free 2-matching, and
even factor problems. We demonstrate a unified understanding of those generalizations by
designing a combinatorial algorithm for our problem under a reasonable assumption, which
is broad enough to include the specific problems listed above. We first present a min-max
theorem and a combinatorial algorithm for the unweighted version. We further provide a
linear programming formulation with dual integrality and a primal-dual algorithm for the
weighted version. A key ingredient of our algorithm is a technique of shrinking forbidden
structures, which commonly extends the techniques of shrinking odd cycles, triangles, and
squares in Edmonds’ blossom algorithm, in the triangle-free 2-matching algorithm, and in the
square-free 2-matching algorithm, respectively.
Keywords: Nonbipartite Matching, Triangle-free 2-matching, Square-free 2-matching,
Min-max Theorem, Dual-integral LP formulation, Combinatorial Algorithm
1 Introduction
Since matching theory [17] was established, a number of generalizations of the matching problem have
been proposed up to the present date. Examples include path-matchings [4], even factors [5, 20],
triangle-free 2-matchings [3, 19], simple square-free 2-matchings [10, 20], simple Kt,t-free t-matchings [8],
simple Kt+1-free t-matchings [1], 2-matchings covering prescribed edge cuts [2, 12], and U-feasible 2-
matchings [25]. For most of those generalizations, important results in matching theory, such as a
min-max theorem, polynomial algorithms, and a linear programming formulation with dual integrality,
are extended. However, while some similar structures are found, in most cases they are studied separately
and little connection among them is discovered.
In the present paper, we propose a new framework of optimal t-matchings excluding prescribed t-
factors, to demonstrate a unified understanding of those generalizations. Our framework includes all of
the generalizations listed above, and the traveling salesman problem (TSP) as well. This implies some
intractability of the framework, but we propose a tractable class which includes many of the eﬃciently
solvable classes of the above problems. Our main contribution is a min-max theorem and a combinatorial
polynomial algorithm which commonly extend those for the matching and triangle-free 2-matching prob-
lems in nonbipartite graphs and the simple square-free 2-matching and Kt,t-free t-matching problems in
bipartite graphs.
1The original version of this extended abstract appears in Proceedings of the 19th IPCO.
2Partially supported by JSPS/MEXT KAKENHI Grant Numbers 16K16012 and 25280004.
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A key ingredient of our algorithm is a technique of shrinking excluded t-factors. This technique
commonly extends the techniques of shrinking odd cycles, triangles, and squares in a matching algo-
rithm [7], in a triangle-free 2-matching algorithm [3], and in square-free 2-matching algorithms in bipar-
tite graphs [10, 20], respectively. We demonstrate that our framework is tractable in the class where this
shrinking technique works.
1.1 Previous Work
The problems most relevant to our work are the even factor, triangle-free 2-matching, and simple square-
free 2-matching problems.
The even factor problem [5] is a generalization of the nonbipartite matching problem, which admits
a further generalization: the basic/independent even factor problem [5, 11] is its generalization including
matroid intersection as well. Let D = (V,A) be a digraph. A subset of arcs F ⊆ A is a path-cycle factor if
it is a vertex-disjoint collection of directed cycles (dicycles) and directed paths (dipaths). Equivalently, an
arc subset F is a path-cycle factor if, in the subgraph (V, F ), the indegree and outdegree of every vertex
are at most one. An even factor is a path-cycle factor excluding dicycles of odd length (odd dicycles).
While the maximum even factor problem is NP-hard, in odd-cycle symmetric digraphs it enjoys
min-max theorems [5, 21], an Edmonds-Gallai decomposition [21], and polynomial-time algorithms [5,
20]. A digraph is called odd-cycle symmetric if every odd dicycle has its reverse dicycle. Moreover, a
maximum-weight even factor can be found in polynomial time in odd-cycle symmetric weighted digraphs,
which are odd-cycle symmetric digraphs with arc-weight such that the total weight of the arcs in an
odd dicycle is equal to that of its reverse dicycle [14, 22]. The maximum-weight matching problem is
straightforwardly reduced to the maximum-weight even factor problem in odd-cycle symmetric weighted
digraphs. The assumption of odd-cycle symmetry of (weighted) digraphs is justified by its relation to
discrete convexity [16].
The triangle-free 2-matching and simple square-free 2-matching problems are examples of the restricted
2-matching problem, a main objective of which is to provide a tight relaxation of the TSP. Let G = (V,E)
be an undirected graph which may have parallel edges but may not have loops. For a positive integer t,
an edge set F ⊆ E is called a t-matching (resp., t-factor) if every vertex in V has at most (resp.,
exactly) t incident edges in F . A 2-matching is called triangle-free if it excludes cycles of length three.
Note that a triangle-free 2-matching may contain parallel edges. For the maximum-weight triangle-free
2-matching problem in which every edge has its parallel copy with the same weight, a combinatorial
algorithm together with a totally dual integral formulation is presented in [3, 19].
An edge set is called simple if it excludes parallel edges. If we restrict 2-matchings to be simple,
the triangle-free 2-matching problem becomes much more complicated [9]. More generally, for a positive
integer k, a simple 2-matching is called C≤k-free if it excludes cycles of length at most k. Finding
a maximum simple C≤k-free 2-matching is NP-hard for k ≥ 5, and is open for k = 4. In contrast,
in bipartite graphs, the simple C≤4-free 2-matching problem becomes tractable. We often refer to a
simple C≤4-free 2-matching in a bipartite graph as a square-free 2-matching. Throughout this paper, a
square-free 2-matching always means a simple C≤4-free 2-matching in a bipartite graph, unless otherwise
stated.
For the square-free 2-matching problem, min-max theorems [8, 13], combinatorial algorithms [10, 20],
and decomposition theorems [24] are established. For the weighted case, while finding a maximum-weight
square-free 2-matching in a bipartite graph is NP-hard, it is solvable in polynomial time if the weight is
vertex-induced on each C4 [18, 23]. This assumption on the weight is again justified by its relation to
discrete convexity [15].
It should be noted that Pap [20] presented combinatorial algorithms for the even factor and square-
free 2-matching problems in the same paper. Indeed, these algorithms are based on similar techniques of
shrinking odd cycles and C4’s, and may imply some similarity of these two problems. However, to the
best of our knowledge, a comprehensive theory including both of these problems has not been proposed.
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1.2 Our Contribution
In the present paper, we discuss U-feasible t-matchings: for an undirected graph G = (V,E) and U ⊆ 2V ,
a t-matching F is U-feasible if it excludes a t-factor in U for each U ∈ U (see Definition 1 for a formal
description). The optimal U-feasible t-matching problem generalizes not only the U-feasible 2-matching
problem [25], but also all of the aforementioned generalizations of the matching problem. Thus, it could
be recognized that U-feasibility is a common generalization of the blossom constraint for the nonbipartite
matching problem and the subtour elimination constraint for the TSP.
A main contribution of this paper is a min-max theorem and an eﬃcient combinatorial algorithm
for the maximum U-feasible t-matching problem in bipartite graphs under a plausible assumption. Our
algorithm runs in O(t(|V |4α+|V |3β+|V |2|E|)) time, where α and β are the time for expanding the shrunk
structures and checking feasibility of an edge set, respectively. The complexities α and β are typically
small, i.e., constant or O(|V |), in the above specific cases. We further establish a linear programming
description with dual integrality and a primal-dual algorithm for the maximum-weight U-feasible t-
matching problem in bipartite graphs, under the same plausible assumption. The complexity of the
algorithm is O(t(|V |4α+ |V |3(|E|+ β))) time.
Imposing some assumption on (G,U , t) would be reasonable in order to have U-feasible t-matchings
tractable. (Recall that it can describe Hamilton cycles.) Indeed, we assume for the excluded t-factors that
the expanding technique is always valid (see Definition 4). This assumption is broad enough to include the
instances reduced from nonbipartite matchings, even factors in odd-cycle symmetric digraphs, triangle-
free 2-matchings in nonbipartite graphs, square-free 2-matchings, and simple Kt,t-free t-matchings in
bipartite graphs. It would be noteworthy that the U-feasible t-matching problem in bipartite graphs is a
generalization of the nonbipartite matching problem.
For the weighted case, we also assume that the edge weights are vertex-induced for each U ∈ U (see
Definition 2). We note that this assumption exactly corresponds to the previous assumptions for the
maximum-weight even factor, square-free 2-matching, and simple Kt,t-free t-matching problems. Those
previous assumptions are plausible from the viewpoint of discrete convexity [15, 16]. This would be an
example of a unified understanding of the previous results on even factors and square-free 2-matchings.
2 Our Framework
Let G = (V,E) be an undirected graph which may have parallel edges. An edge e connecting u, v ∈ V is
denoted by {u, v}. If G is a digraph, then an arc from u to v is denoted by (u, v). For X ⊆ V , let G[X] =
(X,E[X]) denote the subgraph of G induced by X, that is, E[X] = {{u, v} | u, v ∈ X, {u, v} ∈ E}.
Similarly, for F ⊆ E, define F [X] = {{u, v} | u, v ∈ X, {u, v} ∈ F}. If X,Y ⊆ V are disjoint, then
F [X,Y ] denotes the set of edges in F connecting X and Y .
For v ∈ V , let δ(v) ⊆ E denote the set of edges incident to v. For F ⊆ E and v ∈ V , let degF (v) =
|F ∩ δ(v)|. Recall that F is a t-matching if degF (v) ≤ t for each v ∈ V , and a t-factor if degF (v) = t for
every v ∈ V .
Definition 1 For a graph G = (V,E) and U ⊆ 2V , a t-matching F ⊆ E is called U-feasible if |F [U ]| ≤
⌊(t|U | − 1)/2⌋ for each U ∈ U .
Equivalently, a t-matching F in G is not U-feasible if F [U ] is a t-factor in G[U ] for some U ∈ U . This
concept is a generalization of that for U-feasible 2-matchings introduced in [25].
In what follows, we consider the maximum U-feasible t-matching problem, in which the goal is to find a
U-feasible t-matching F maximizing |F |. We further deal with the maximum-weight U-feasible t-matching
problem, in which the objective is to find a U-feasible t-matching F maximizing w(F ) = ∑e∈F w(e)
for a given edge-weight vector w ∈ RE+. For a vector x ∈ RE and F ⊆ E, in general we denote
x(F ) =
∑
e∈F x(e). In discussing the weighted version, we assume that w is vertex-induced on each
U ∈ U .
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Definition 2 For a graph G = (V,E), a vertex subset U ⊆ V , and an edge-weight w ∈ RE, w is called
vertex-induced on U if there exists a function piU : U → R on U such that w({u, v}) = piU (u) + piU (v)
for each {u, v} ∈ E[U ].
3 Maximum U-feasible t-matching
In this section, we exhibit a min-max theorem and a combinatorial algorithm scheme for the maximum U-
feasible t-matching problem in bipartite graphs. Our algorithm commonly extends those for nonbipartite
matchings [7], even factors [20], triangle-free 2-matchings [3], and square-free 2-matchings [10, 20].
3.1 Weak Duality
Let G = (V,E) be an undirected graph and U ⊆ 2V . For X ⊆ V , define UX ⊆ U and CX ⊆ X by
UX = {U ∈ U | U forms a component in G[X]}, and CX = X \
∪
U∈UX U . Then the following inequality
holds for an arbitrary U-feasible t-matching and X ⊆ V . Note that the graph G do not need to be
bipartite.
Lemma 3 Let G = (V,E) be an undirected graph, U ⊆ 2V , and t be a positive integer. For an arbitrary
U-feasible t-matching F ⊆ E and X ⊆ V , it holds that








Proof: The lemma follows from
2|F [X]|+ |F [X,V \X]| ≤ t|X|, (2)










From now on, we assume bipartiteness of the graph. Let G = (V,E) be an undirected bipartite graph.
Denote the two color classes of V by V + and V −. For X ⊆ V , denote X+ = X ∩V + and X− = X ∩V −.
The endvertices of an edge e ∈ E in V + and V − are denoted by ∂+e and ∂−e, respectively.
We begin with the description of shrinking a forbidden structure U ∈ U . For concise notation, we
denote the input graph by Gˆ = (Vˆ , Eˆ) and the graph in hand, i.e., the graph resulted from possibly
repeated shrinkings, by G = (V,E). Consequently, we have that U ∈ 2Vˆ . Denote the solution in hand
by F ⊆ E. Intuitively, shrinking of U consists of identifying all vertices in U+ and in U− to obtain new
vertices u+U and v
−
U , respectively, and deleting all the edges in E[U ]. A formal description is as follows.
Procedure Shrink(U). Let u+U and v
−
U be new vertices, and reset the endvertices of an edge e ∈ Eˆ\Eˆ[U ]
with ∂+e = u and ∂−e = v as ∂+e := u+U if u ∈ U+ and ∂−e := v−U if v ∈ U−. Then update G by
V + := (V + \U+)∪ {u+U}, V − := (V − \U−)∪ {v−U }, and E := E \ Eˆ[U ]. Finally, F := F ∩E and return
(G,F ).
We refer to a vertex v ∈ V as a natural vertex if v is a vertex in the original graph Gˆ, and as
a pseudovertex if it is a newly added vertex in shrinking some U ∈ U . We denote the set of the
natural vertices by Vn, and that of the pseudovertices by Vp. For X ⊆ Vˆ , define Xn = X ∩ Vn and
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Xp =
∪{u+U , v−U | U ⊆ X, u+U , v−U ∈ Vp}. For X ⊆ V , define Xˆ ⊆ Vˆ by Xˆ = Xn ∪ ∪{U+ | u+U ∈
X ∩ Vp} ∪
∪{U− | v−U ∈ X ∩ Vp}.
Procedure Expand(G,F ) is to execute the reverse operation of Shrink(U) for all shrunk U ∈ U . A
key point is that ⌊(t|U | − 1)/2⌋ edges are added to F from Eˆ[U ] for each U ∈ U .
Procedure Expand(G,F ). Let G := Gˆ. For each inclusionwise maximal U ∈ U which is shrunk, add
FU ⊆ Eˆ[U ] of ⌊(t|U | − 1)/2⌋ edges to F , so that F is a U-feasible t-matching in Gˆ. Now return (G,F ).
The existence of FU in Procedure Expand(G,F ) is not trivial. In order to attain that Fˆ = F ∪
∪{FU |
U ∈ U is a maximal shrunk set} is a t-matching in Gˆ, F ⊆ E and FU ⊆ Eˆ[U ] should satisfy
degF (u) ≤
{
t (u ∈ Vn),




= t− 1 (u is incident to an edge in F [U, V \ U ]),
≤ t (otherwise). (5)
To achieve this, we maintain that F satisfies the degree constraint (4). Moreover, we assume that there
exists FU satisfying |FU | = ⌊(t|U | − 1)/2⌋ and (5) for an arbitrary F with (4) and every maximal shrunk
set U ∈ U . If this property holds for an arbitrary family of shrunk sets in U , we say that (Gˆ,U , t) admits
expansion. This is exactly the class of (G,U , t) to which our algorithm is applicable.
Definition 4 Let Gˆ = (Vˆ , Eˆ) be a bipartite graph, U ⊆ 2Vˆ , and t be a positive integer. For arbitrary
U1, . . . , Ul ∈ U that are pairwise disjoint, let G = (V,E) denote the graph obtained from Gˆ by executing
Shrink(U1), . . . , Shrink(Ul), and let F ⊆ E be an arbitrary edge set satisfying (4). We say that
(Gˆ,U , t) admits expansion if there exists FUi ⊆ Eˆ[Ui] satisfying |FUi | = ⌊(t|Ui| − 1)/2⌋ and (5) for each
i = 1, . . . , l.
In what follows we assume that (Gˆ,U , t) admits expansion. Now this assumption and the degree con-
straint (4) guarantee that we can always obtain a t-matching Fˆ = F∪∪{FU | U ∈ U is a maximal shrunk set}
in Gˆ.
Furthermore, we should take U-feasibility of Fˆ into account. We refer to F in G as feasible if Fˆ is
U-feasible. If there are several possibilities of FU for shrunk U ∈ Uˆ , we say that F is U-feasibleif there
is at least one Fˆ which is U-feasible. In other words, if F satisfying (4) is not feasible, then there exists
U ∈ U such that
degF (v) =
{
t (v ∈ Un),
1 (v ∈ Up),
(6)
and Fˆ shall have a t-factor in Gˆ[U ].
We are now ready for the entire description of our algorithm. The algorithm begins with G = Gˆ and
an arbitrary U-feasible t-matching F ⊆ Eˆ, typically F = ∅. We first construct an auxiliary digraph.
Procedure AuxiliaryDigraph(G,F ). Construct a digraph (V,A) defined by
A = {(u, v) | u ∈ V +, v ∈ V −, {u, v} ∈ E \ F} ∪ {(v, u) | u ∈ V +, v ∈ V −, {u, v} ∈ F}.
Define the sets of source vertices S ⊆ V + and sink vertices T ⊆ V − by
S = {u ∈ V +n | degF (u) ≤ t− 1} ∪ {u+U ∈ V +p | degF (u+U ) = 0},
T = {v ∈ V −n | degF (v) ≤ t− 1} ∪ {v−U ∈ V −p | degF (v−U ) = 0}.
Now return D = (V,A;S, T ).
Suppose that there exists a directed path P = (e1, f1, . . . , el, fl, el+1) in D from S to T . Note that
ei ∈ E \F (i = 1, . . . , l+1) and fi ∈ F (i = 1, . . . , l). Denote the symmetric diﬀerence (F \P )∪ (P \F ) of
F and P by F△P . If F△P is feasible, we execute Augment(G,F, P ) below, and then Expand(G,F ).
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Procedure Augment(G,F, P ). Let F := F△P and return F .
If F△P is not feasible, we apply Shrink(U) after determining a set U ∈ U to be shrunk by the
following procedure.
Procedure ViolatingSet(G,F, P ). For j = 1, . . . , l, define Fj = (F \ {f1, . . . fj}) ∪ {e1, . . . , ej}. Also
define F0 = F and Fl+1 = F△P . Let j∗ be the minimum index j such that Fj is not feasible, let U ∈ U
be an arbitrary set satisfying (6) for F = Fj∗ . Now let F := Fj∗−1, and return (F,U).
Finally, if D does not have a directed path from S to T , we determine X ⊆ Vˆ minimizing the
right-hand side of (1) as follows.
Procedure Minimizer(G,F ). Let R ⊆ V be the set of vertices reachable from S, and X := (V + \
R+) ∪ R−. If a natural vertex v ∈ V − \X has t edges in F connecting R+ and v, then X := X ∪ {v}.
If a pseudovertex v−U ∈ V − \X has one edge in F connecting R+ and v−U , then X := X ∪ {v−U }. Finally,
return X := Xˆ.
We then apply Expand(G,F ) and the algorithm terminates by returning F ⊆ Eˆ and X ⊆ Vˆ .
Now the description of the algorithm is completed. The optimality of F and X will be proved in
Sect. 3.3.
3.3 Min-max Theorem: Strong Duality
In this section, we strengthen Lemma 3 to be a min-max relation and prove the validity of our algorithm
in Sect. 3.2. That is, we show that the output (F,X) of the algorithm satisfies (1) with equality. This
constructively proves the following min-max relation for the class of (G,U , t) admitting expansion.
Theorem 5 Let G = (V,E) be a bipartite graph, U ⊆ 2V , and t be a positive integer such that (G,U , t)
admits expansion. Then, the maximum size of a U-feasible t-matching is equal to the minimum of








where X runs over all subsets of V .
Proof: It suﬃces to prove that (2) and (3) hold by equality for the output (Fˆ , Xˆ) of the algorithm.
First, since X is defined based on reachability in the auxiliary digraph D, F [X] = ∅ holds when no
directed path from S to T is found. Moreover, it is not diﬃcult to see that v+U ∈ R holds for every
pseudovertex v+U . Hence it follows that Fˆ [Xˆ] = ∅.
Second, for every v ∈ Xˆ, degFˆ (v) = t holds, and thus (2) holds by equality.
Finally, edges in Gˆ[Vˆ \ Xˆ] are in F before the last Expand(G,F ) or obtained by expanding pseu-
dovertices u+U and v
−
U , which are isolated vertices in G[V \X]. This means that U forms a component in
Gˆ[Vˆ \ Xˆ], and thus the equality in (3) follows. □
4 Weighted U-feasible t-matching
In this section, we extend the min-max theorem and the algorithm presented in Sect. 3 to the maximum-
weight U-feasible t-matching problem. Recall that G is a bipartite graph in which every edge may have
parallel copies with the same weight, and (G,U , t) admits expansion. We assume that w is vertex-induced




Described below is a linear programming relaxation of the the maximum-weight U-feasible t-matching





subject to x(δ(v)) ≤ t (v ∈ V ),
x(E[U ]) ≤
⌊




0 ≤ x(e) ≤ 1 (e ∈ E).
We shall remark that the second constraint, describing U-feasibility, is a common extension of the blossom
constraint for the nonbipartite matching problem (put t = 1), and the subtour elimination constraints
for the TSP (put t = 2).















subject to p(u) + p(v) + q(e) +
∑
U∈U : e∈E[U ]
r(U) ≥ w(e) (e = {u, v} ∈ E),
p(v) ≥ 0 (v ∈ V ),
q(e) ≥ 0 (e ∈ E),
r(U) ≥ 0 (U ∈ U).
Define w′ ∈ RE by w′(e) = p(u) + p(v) + q(e) +∑U∈U : e∈E[U ] r(U) − w(e) for e = {u, v} ∈ E. The
complementary slackness conditions for (P) and (D) are as follows.
x(e) > 0 =⇒ w′(e) = 0 (e ∈ E), (7)
p(v) > 0 =⇒ x(δ(v)) = t (v ∈ V ), (8)
q(e) > 0 =⇒ x(e) = 1 (e ∈ E), (9)
r(U) > 0 =⇒ x(E[U ]) =
⌊
t|U | − 1
2
⌋
(U ∈ U). (10)
4.2 Primal-dual Algorithm
In this section, we exhibit a combinatorial primal-dual algorithm for the maximum-weight U-feasible
t-matching problem in bipartite graphs, where (G,U , t) admits expansion and w is vertex-induced for
each U ∈ U .
We maintain primal and dual feasible solutions satisfying (7), (9), (10), and (8) for v ∈ V −. The
algorithm terminates when (8) is attained for every v ∈ V +. Again denote the input graph by Gˆ = (Vˆ , Eˆ),
and the graph in hand, i.e., the graph resulted from possibly repeated shrinkings, by G = (V,E). The
variables in the algorithm are F ⊆ E, p ∈ RVˆ , q ∈ REˆ , and r ∈ RU . Note that p and q are always
defined on the original vertex and edge sets, respectively.
In the beginning, we set
F = ∅, p(v) =
{
max{w(e) | e ∈ δ(v)} (v ∈ V +),
0 (v ∈ V −),
q(e) = 0 (e ∈ E), r(U) = 0 (U ∈ U). (11)
The auxiliary digraph D is constructed as follows. Major diﬀerences from Sect. 3.2 are that we only use
an edge e with w′(e) = 0, and a vertex in V + can become a sink vertex.
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Procedure AuxiliaryDigraph(G,F, p, q, r). Define a digraph (V,A) by
A = {(∂+e, ∂−e) | e ∈ E \ F , w′(e) = 0} ∪ {(∂−e, ∂+e) | e ∈ F}.
The sets of source vertices S ⊆ V + and sink vertices T ⊆ V + ∪ V − are defined by
S = {u ∈ V +n | degF (v) ≤ t− 1, p(u) > 0} ∪ {u+U ∈ V +p | degF (u+U ) = 0, p(u) > 0 for some u ∈ U}
T = {v ∈ V −n | degF (v) ≤ t− 1} ∪ {v−U ∈ V −p | degF (v−U ) = 0}
∪ {u ∈ V +n | degF (u) = t, p(u) = 0} ∪ {u+U ∈ V +p | degF (u+U ) = 1, p(u) = 0 for some u ∈ U}.
Return D = (V,A;S, T ),
Suppose that D has a directed path P from S to T , and let F ′ := F△P .
If F ′ is feasible, we execute Augment(G,F, P ), which is the same as in Sect. 3.2. Note that, if P
ends in a vertex in T ∩ V +, then |F | does not increase. However, in this case the number of vertices
satisfying (8) increases by one, and we get closer to the termination condition ((8) for every vertex).
If F ′ is not feasible, apply ViolatingSet(G,F, P ) as in Sect. 3.2. For the output U of Violat-
ingSet(G,F, P ), execute Modify(G,F,U) below if p(u) = 0 for some u ∈ U+. Otherwise apply
Shrink(U).
Procedure Modify(G,F,U). Let u∗ ∈ U+ satisfy p(u∗) = 0. Then find K ⊆ E[U ] such that
degK(u) =

t (u ∈ U+n \ {u∗}),
t− 1 (u = u∗),
0 (u = u+U ′ ∈ U+p , u∗ ∈ U ′),
degF [U ](u) (u ∈ U−n ∪ U−p ).
Now return F := (F \ F [U ]) ∪K.
If D does not have a directed path from S to T , then update the dual variables p, q, and r by procedure
DualUpdate(G,F, p, q, r) described below.
Procedure DualUpdate(G,F, p, q, r). Let R ⊆ V be the set of vertices reachable from S in the
auxiliary digraph D. Then,
p(v) :=

p(v)− ϵ (v ∈ Rˆ+),
p(v) + ϵ (v ∈ Rˆ−),
p(v) (v ∈ Vˆ \ Rˆ),
q(e) :=
{
q(e) + ϵ (∂+e ∈ Rˆ+, ∂−e ∈ Vˆ − \ Rˆ−),
q(e) (v ∈ Vˆ − \ Rˆ−),
r(U) :=

r(U) + ϵ (u+U ∈ R+, v−U ∈ V − \R−),
r(U)− ϵ (u+U ∈ V + \R+, v−U ∈ R+),
r(U) (otherwise),
where
ϵ = min{ϵ1, ϵ2, ϵ3}, ϵ1 = min{w′({u, v}) | u ∈ Rˆ+, v ∈ Vˆ − \ Rˆ−},
ϵ2 = min{p(u) | u ∈ Rˆ+}, ϵ3 = min{r(U) | u+U ∈ Vˆ + \ Rˆ+, v−U ∈ Rˆ−}.
Then return (p, q, r).
Finally, we expand every U satisfying r(U) = 0 after Augment(G,F, P ), Modify(G,F,U), and
DualUpdate(G,F, p, q, r). We note that, if any U ′ ⊊ U satisfies rU ′ > 0, which implies that U ′ had
been shrunk before U was shrunk, then U ′ is maintained to be shrunk.
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Procedure Expand(G,F, r). For each shrunk U ∈ U with r(U) = 0, execute the following procedures.
Update G by replacing u+U and v
−
U by the graph induced by Un ∪ Up just before Shrink(U) is applied.
Determine FU ⊆ E[Un ∪ Up] of (t|Un| + |Up|)/2 − 1 edges so that F ′ = F ∪ FU can be extended to a
U-feasible t-matching in Gˆ. Then return F := F ′.
The algorithm constructively proves the following theorem for the integrality of (P) and (D). This
is a common extension of dual integrality theorems for nonbipartite matchings [6], even factors [14],
triangle-free 2-matchings [3], and square-free 2-matchings [18].
Theorem 6 If (G,U , t) admits expansion and w is vertex-induced on each U ∈ U , then the linear pro-
gram (P) has an integer optimal solution. Moreover, the dual program (D) also has an integer optimal
solution such that {U ∈ U | r(U) > 0} is a laminar family.
5 Conclusion
We have presented a new framework of the optimal U-feasible t-matching problem. Then we have es-
tablished a min-max theorem and a combinatorial algorithm under the reasonable assumption that G is
bipartite, (G,U , t) admits expansion, and w is vertex-induced on each U ∈ U . Our problem under these
assumptions can describe a number of generalizations of the matching problem, such as the matching
and triangle-free 2-matching problem in nonbipartite graphs, and the square-free 2-matching problem in
bipartite graphs. We have also seen that U-feasibility is a common generalization of the blossom con-
straints for the nonbipartite matching problem and the subtour elimination constraints for the TSP. We
anticipate that this unified perspective provides a new approach to the TSP utilizing matching theory.
Acknowledgements
The author is obliged to Yutaro Yamaguchi for the helpful comments on the draft of the paper.
References
[1] K. Be´rczi and L.A. Ve´gh, Restricted b-matchings in degree-bounded graphs, in F. Eisenbrand
and B. Shepherd, eds., Integer Programming and Combinatorial Optimization: Proceedings of the
14th IPCO, LNCS 6080 (2010), Springer-Verlag, 43–56
[2] S. Boyd, S. Iwata and K. Takazawa, Finding 2-factors closer to TSP tours in cubic graphs,
SIAM Journal on Discrete Mathematics 27 (2013), 918–939
[3] G. Cornue´jols and W. Pulleyblank, A matching problem with side conditions, Discrete Math-
ematics 29 (1980), 135–159
[4] W.H. Cunningham and J.F. Geelen, The optimal path-matching problem, Combinatorica 17
(1997), 315–337
[5] W.H. Cunningham and J.F. Geelen, Vertex-disjoint dipaths and even dicircuits, unpublished
manuscript, 2001
[6] W.H. Cunningham and A.B. Marsh, III, A primal algorithm for optimum matching, Mathe-
matical Programming Study 8 (1978), 50–72
[7] J. Edmonds, Paths, trees, and flowers, Canadian Journal of Mathematics, 17 (1965), 449–467
[8] A. Frank, Restricted t-matchings in bipartite graphs, Discrete Applied Mathematics 131 (2003),
337–346
491
[9] D. Hartvigsen, Extensions of Matching Theory, Ph.D. thesis, Carnegie Mellon University, 1984
[10] D. Hartvigsen, Finding maximum square-free 2-matchings in bipartite graphs, Journal of Combi-
natorial Theory B96 (2006), 693–705
[11] S. Iwata and K. Takazawa, The independent even factor problem, SIAM Journal on Discrete
Mathematics, 22 (2008), 1411–1427
[12] T. Kaiser and R. Sˇkrekovski, Cycles intersecting edge-cuts of prescribed sizes, SIAM Journal
on Discrete Mathematics 22 (2008), 861–874
[13] Z. Kira´ly, C4-free 2-factors in bipartite graphs, EGRES Technical Report TR-2001-13, 1999
[14] T. Kira´ly and M. Makai, On polyhedra related to even factors, in D. Bienstock and G.L.
Nemhauser, eds., Integer Programming and Combinatorial Optimization: Proceedings of the 10th
IPCO, LNCS 3064 (2004), Springer-Verlag, 416–430
[15] Y. Kobayashi, J. Szabo´ and K. Takazawa, A proof of Cunningham’s conjecture on restricted
subgraphs and jump systems, Journal of Combinatorial Theory B102 (2012), 948–966
[16] Y. Kobayashi and K. Takazawa, Even factors, jump systems, and discrete convexity, Journal of
Combinatorial Theory B99 (2009), 139–161
[17] L. Lova´sz and M.D. Plummer, Matching Theory, AMS Chelsea Publishing, Providence, 2009
[18] M. Makai, On maximum cost Kt,t-free t-matchings of bipartite graphs, SIAM Journal on Discrete
Mathematics 21 (2007), 349–360
[19] G. Pap, A TDI description of restricted 2-matching polytopes, in D. Bienstock and G.L. Nemhauser,
eds., Integer Programming and Combinatorial Optimization: Proceedings of the 10th IPCO, LNCS
3064 (2004), Springer-Verlag, 139–151
[20] G. Pap, Combinatorial algorithms for matchings, even factors and square-free 2-factors, Mathemat-
ical Programming 110 (2007), 57–69
[21] G. Pap and L. Szego˝, On the maximum even factor in weakly symmetric graphs, Journal on
Combinatorial Theory B91 (2004), 201–213
[22] K. Takazawa, A weighted even factor algorithm, Mathematical Programming 22 (2008), 223–237
[23] K. Takazawa, A weighted Kt,t-free t-factor algorithm for bipartite graphs, Mathematics of Opera-
tions Research 34 (2009), 351–362
[24] K. Takazawa, Decomposition theorems for square-free 2-matchings in bipartite graphs, in E.W.
Mayr, ed., Graph-Theoretic Concepts in Computer Science: Proceedings of the 41st International
Workshop WG 2015, LNCS 9224 (2016), Springer-Verlag, 373–387
[25] K. Takazawa, Finding a maximum 2-matching excluding prescribed cycles in bipartite graphs, in
P. Faliszewski, A. Muscholl and R. Niedermeier, eds., the 41st International Symposium on Mathe-
matical Foundations of Computer Science, MFCS 2016, LIPIcs 58 (2016), 87:1–87:14
492
Nash Equilibria in Combinatorial Auctions
with Item Bidding and Subadditive Valuations
Hiroyuki Umeda
Information and System Engineering





Information and System Engineering




Abstract: We discuss Nash equilibria in combinatorial auctions with item bidding. Specifi-
cally, we give a characterization for the existence of a Nash equilibrium in such a combinatorial
auction when valuations by n bidders satisfy symmetric and subadditive properties. By this
characterization, we can obtain an algorithm for deciding whether a Nash equilibrium exists
in such a combinatorial auction.
Keywords: Nash equilibrium, combinatorial auction, price of anarchy, social wel-
fare problem, subadditivity
1 Introduction
In a combinatorial auction, m items M = {1, 2, . . . ,m} are offered for sale to n bidders N = {1, 2, . . . , n}.
Each bidder i has a valuation fi that assigns nonnegative number to every subset S of M . The objective
is to find a partition S1, S2, . . . , Sn of M such that the social welfare
∑n
i=1 fi(Si) is maximized. The
combinatorial auction problem is sometimes called the social welfare problem when we disregard strategic
issues on bidders’ selfish concerns. VCG (Vickrey-Clarke-Groves) mechanisms optimize the social welfare
in a combinatorial auction with selfish bidders. However, it may take exponential time in m and n.
Actually, the social welfare problem is shown to be NP-hard by Lehmann, Lehmann and Nisan, even if
every valuation fi (i ∈ N) satisfies submodularity [12] (fi : 2M → R+ is submodular if fi(S ∪T ) + fi(S ∩
T ) ≤ fi(S) + fi(T ) for all S, T ⊆ M and is subadditive if fi(S ∪ T ) ≤ fi(S) + fi(T ) for all S, T ⊆ M).
Therefore approximation algorithms have been proposed for the social welfare problem. Since each
valuation fi is defined by 2
m subsets of M , most approximation algorithms are based on oracle models.
Two oracle models, the value queries oracle model and the demand queries oracle model, are commonly
used. Furthermore, in most proposed approximation algorithms, each valuation fi is restricted to satisfy
some conditions. Two restrictions, submodularity and subadditivity, are commonly used.
For the submodular social welfare problem (i.e., each valuation is submodular) with the value queries
oracle model, the following are known. Lehmann, Lehmann and Nisan proposed a 12 -approximation
algorithm [12]. Khot et al. showed that this problem cannot be approximated to a factor better than
1− 1e unless P= NP [10], where e is the base of the natural logarithm. Vondra´k proposed a randomized
(1− 1e )-approximation algorithm [15]. Using the more powerful demand queries oracle model, Dobzinski
and Schapira proposed an improved (1 − 1e )-approximation algorithm for the submodular social welfare
problem [6].
For the more general subadditive social welfare problem (where each valuation is subadditive), Dobzin-
ski, Nisan, and Schapira proposed an Ω(1/ logm)-approximation algorithm using the value queries oracle
1Research is supported by Grants-in-Aid for Challenging Exploratory Research (15K11988) and Chuo University Personal
Research Grant.
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model [5]. Using the more powerful demand queries oracle model, Feige proposed a 12 -approximation al-
gorithm for the subadditive social welfare problem and also showed that it is NP-hard to approximate to a
factor better than 12 [8]. He also proposed a (1− 1e )-approximation algorithm for the fractional subadditive
(more general than submodular, but more restricted than subadditive) social welfare problem.
For a partition S1, . . . , Sn of M in a combinatorial auction, where each bidder i obtains the items in Si,
the price, denoted by price(Si), is attached to Si. The payoff of bidder i is defined by fi(Si)− price(Si).
Each selfish bidder i wants to maximize his payoff. The combinatorial auctions that are used in practice
are different from VCG mechanisms. For example, eBay uses an auction in which m items are sold in m
independent second-price auctions. Thus, item bidding, as a combinatorial auction scheme, occurs rather
“spontaneously” and this type of auction is called a combinatorial auction with item bidding [3]. Thus, a
bidder’s strategy is the m-dimensional vector of his bids he submits in the different single-item auctions.
A bid profile of all bidders’ bid vectors is a pure Nash equilibrium if no bidder wants to change his bid
vector assuming that any other bidders keep their own bid vectors.
For a combinatorial auction with item bidding in which all bidders’ valuations are submodular,
Christodoulou, Kova´cs, and Schapira showed that there is always a pure Nash equilibrium and pro-
posed an algorithm for finding a pure Nash equilibrium which is a 12 -approximation to the optimal social
welfare in polynomial time in n and m [3]. Bhawalkar and Roughgarden considered a combinatorial
auction with item bidding where all bidders’ valuations are subadditive and showed that every pure Nash
equilibrium has a welfare at least 12 of social optimal welfare (thus, the price of anarchy, the ratio of
the social optimal welfare to the welfare of the worst Nash equilibrium, is at most 2) under the assump-
tion of no “overbidding” [1]. Furthermore, Bhawalkar and Roughgarden suggested the following open
problem: “Identify necessary and sufficient conditions for the existence of a pure Nash equilibrium in a
combinatorial auction with item bidding and subadditive valuations.”
In this paper, we give a necessary and sufficient condition for the existence of a pure Nash equilibrium
in a combinatorial auction with item bidding and subadditive valuations when valuations are symmetric
(i.e., fi(S) = fi(T ) for all subsets S, T ⊆ M with |S| = |T |) under the assumption of no “overbidding”.
Symmetric valuations were considered in [12, 13]. An auction with symmetric valuations is called a
multi-unit auction and several results were obtained in multi-unit auctions [2, 9, 11]. The auction for the
super-long-term Japanese Government Bonds is an example of multi-unit auctions [7].
2 Combinatorial auctions and item bidding
In a combinatorial auction we are given a set of n bidders N = {1, 2, . . . , n} and a set of m items
M = {1, 2, . . . ,m}. Each bidder i ∈ N has a valuation fi which assigns, for each subset S ⊆ M ,
a nonnegative value fi(S). We denote a valuation profile of n bidders by f = (f1, f2, . . . , fn). In a
combinatorial auction with item bidding, each bidder i ∈ N has a nonnegative bid bi(j) for each item
j ∈ M and i’s bid is denoted by bi = (bi(1), bi(2), . . . , bi(m)). We denote a bid profile of n bidders by
b = (b1, b2, . . . , bn). We also write b−i = (b1, b2, . . . , bi−1, bi+1, . . . , bn) for each i ∈ N which is obtained
by deleting i’s bid bi from b = (b1, b2, . . . , bn). For b = (b1, b2, . . . , bn) and for each bidder i ∈ N and
each item j ∈ M , we denote by bmax−i (j) the maximum bid among the bids other than i’s bid, i.e.,





−i (2), . . . , b
max
−i (m)). (1)
Feasibility of b = (b1, b2, . . . , bn) (i.e., “no overbidding”) is defined as follows.
Definition 1 For each i ∈ N , if there is a subset S ⊆ M such that ∑j∈S bi(j) > fi(S) then bid bi is
called overbidding. Otherwise (i.e.,
∑
j∈S bi(j) ≤ fi(S) for all S ⊆ M), bi is feasible. If all bi (i ∈ N)
are feasible, then bid profile b = (b1, b2, . . . , bn) is called feasible.
In a combinatorial auction with item bidding [1],[3], the second price auction is used. Thus, items
are allocated as follows. In a bid profile b = (b1, b2, . . . , bn), if bidder i ∈ N has bid bi(j) for j ∈ M
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which is higher than any other bidders’ bids bh(j) (h ∈ N − {i}), then item j is allocated to i. That
is, if bi(j) > b
max
−i (j) then bidder i will win and obtain j ∈ M . In this case, the price of item j ∈ M ,
denoted by price(j), is defined by the second highest bid among the bids of all bidders. Thus, price(j) =




For item j ∈ M , if the highest positive bid for j is attained by two or more bidders, then exactly
one of such bidders will win and obtain j. In this case, if i wins, then the price of j will be price(j) =
bmax−i (j) = bi(j). In this paper, we assume that, for each item j ∈ M , some bidder’s bid is positive. For
a bid profile b = (b1, b2, . . . , bn) and for each bidder i ∈ N , let Xi(b) be the set of items (i wins and)
allocated to i. Then Xi(b) ⊆ {j ∈M |bi(j)=max{bh(j) |h ∈ N}} by the argument above. The payoff
ui(Xi(b)) of bidder i ∈ N for Xi(b) is defined by ui(Xi(b)) = fi(Xi(b))−
∑
j∈Xi(b) price(j).
Nash equilibrium is defined as follows. For a feasible bid profile b = (b1, b2, . . . , bn), let Xi(b) be
the set of items allocated to bidder i. Suppose that only bidder i ∈ N changes bid bi to b′i and let
b′i = (b1, b2, . . . , bi−1, b
′
i, bi+1, . . . , bn) be the resultant bid profile of all bidders. For convenience, we
sometimes write (b′i, b−i) in place of b
′
i = (b1, b2, . . . , bi−1, b
′
i, bi+1, . . . , bn). Furthermore, let Xi(b
′
i, b−i)
be the set of items allocated to i in bid profile (b′i, b−i). Suppose that, even if bidder i changes bid bi to
arbitrary feasible bid b′i, the i’s payoff u(Xi(b
′
i, b−i)) will not become strictly higher than ui(Xi(b)). In
this case, i does not want to change the bid bi in b = (b1, b2, . . . , bn). If no bidder i ∈ N wants to change
the bid bi in the feasible bid profile b = (b1, b2, . . . , bn), that is, if ui(Xi(b)) ≥ ui(Xi(b′i, b−i)) for all bidders
i ∈ N and for all feasible bid profiles (b′i, b−i) (and Xi(b′i, b−i)) defined above, then b = (b1, b2, . . . , bn) is
called a pure Nash equilibrium (Nash equilibrium in short).
In this paper, we make the following assumptions on each valuation fi (i ∈ N): (i) fi(∅) = 0
(normalization), (ii) 0 < fi(S) ≤ fi(T ) for all subsets S, T ⊆ M with ∅ 6= S ⊂ T (monotonicity), (iii)
fi(S ∪ T ) ≤ fi(S) + fi(T ) for all subsets S, T ⊆M (subadditivity), and (iv) fi(S) = fi(T ) for all subsets
S, T ⊆ M with |S| = |T | (symmetry). Thus, we can define vi : {0, 1, 2, . . . ,m} → R+ by vi(|S|) = fi(S)
for any subset S ⊆ M . Then vi is well defined by symmetry of fi in the assumption above. Using this
symmetric valuation vi, we can write (i), (ii) and (iii) in the assumption above and the payoff as follows.
Definition 2 Each vi (i ∈ N) in v = (v1, v2, . . . , vn) satisfies the following:
1. (Normalization) vi(0) = 0.
2. (Monotonicity) 0 < vi(k) ≤ vi(k′) for all k, k′ with 1 ≤ k < k′ ≤ m.
3. (Subadditivity) vi(min{k + k′,m}) ≤ vi(k) + vi(k′) for all k, k′ with 1 ≤ k, k′ ≤ m.





Since we will give a characterization of the existence of Nash equilibria under the assumption of no
“overbidding”, we first consider the feasibility of bids.
Definition 4 For each bidder i ∈ N , let vi be a valuation satisfying Definition 2 and let wi be a function
with wi(0) = 0 and, for each ki ∈ {1, 2, . . . ,m},





, . . . ,
vi(ki − 1)





From now on, we assume that each vi (i ∈ N) satisfies Definition 2 and each wi (i ∈ N) is the function
defined in Definition 4. Then we have the following lemma and theorem (see Appendix for their proofs).
They will play a central role in the proof of the main results.
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Lemma 5 Each wi (i ∈ N) has the following properties:
wi(0) = vi(0), wi(1) = vi(1), wi(ki) ≤ vi(ki) (ki = 2, 3, . . . ,m), (4)
wi(ki) = ki min
{
wi(ki − 1)




(ki = 2, 3, . . . ,m), (5)
wi(1) ≥ wi(2)
2
≥ · · · ≥ wi(m)
m
, wi(1) ≤ wi(2) ≤ · · · ≤ wi(m), and (6)
if wi(ki)<vi(ki) then wi(ki)=
ki
ki − 1wi(ki − 1) (ki = 2, 3, . . . ,m). (7)
Theorem 6 For any bid profile b = (b1, b2, . . . , bn) and for each bidder i ∈ N , let the elements of each
bi = (bi(1), bi(2), . . . , bi(m)) (i ∈ N) be ordered in nondecreasing order by using a permutation pii on
M = {1, 2, . . . ,m} as follows:
bi(pii(1)) ≤ bi(pii(2)) ≤ · · · ≤ bi(pii(m)). (8)
Then bidder i’s bid bi = (bi(1), bi(2), . . . , bi(m)) is feasible if and only if
m∑
j=m−ki+1
bi(pii(j)) ≤ wi(ki) (ki = 1, 2, . . . ,m), (9)
that is, the sum of largest ki bids in bi = (bi(1), bi(2), . . . , bi(m)) is at most wi(ki) for all ki ∈ {1, 2, . . . ,m}.
Thus, the bid profile b = (b1, b2, . . . , bn) is feasible if and only if
∑m
j=m−ki+1 bi(pii(j)) ≤ wi(ki) hold for
all i ∈ N and for all ki ∈ {1, 2, . . . ,m}.
By Theorem 6, we have the following corollary.
Corollary 7 A bid profile b = (b1, b2, . . . , bn) of n bidders can be determined whether it is feasible or not
in O(mn) time, if the elements of bi for all i ∈ N have been sorted as in (8).
3 Existence of Nash equilibria
In this section, we first give some terms and lemmas for explaining the main result in this paper, and
then give an outline of its proof.
Let P = (M1,M2, . . . ,Mn) be a partition of M into n subsets, i.e.,
Mi ∩Mh = ∅ (i, h ∈ N, i 6= h), M1 ∪M2 ∪ · · · ∪Mn = M. (10)





0 (j ∈M −Mi).
(11)
Then we have the following lemma (see Appendix for its proof) and the main result.
Lemma 8 The bid profile d = (d1, d2, . . . , dn) defined by Equation (11) is feasible and Xi(d) = Mi for
each i ∈ N (i.e., the set of items allocated to i in d = (d1, d2, . . . , dn) is Mi).
Theorem 9 A valuation profile v = (v1, v2, . . . , vn) satisfying Definition 2 has a Nash equilibrium if and
only if there is a partition P = (M1,M2, . . . ,Mn) of M into n subsets of such that the feasible bid profile
d = (d1, d2, . . . , dn) of n bidders defined by Equation (11) is a Nash equilibrium.
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Before giving an outline of the proof of Theorem 9, we give simple examples.
Example 1. Let N = {1, 2}, M = {1, 2, 3}, and (v1(0) = v2(0) = 0)
v1(1) = v1(2) = 6, v1(3) = 12, v2(1) = v2(2) = 4, v2(3) = 8. (12)















2 = M − M (k)1 (k = 0, 1, 2, 3) of M with M (k)1 = {j ∈ M | j ≤ k}.
Thus, M
(0)










2 ) defined by Equation (11) will be
d
(0)
1 = (0, 0, 0), d
(1)
1 = (6, 0, 0), d
(2)
1 = (3, 3, 0), d
(3)
1 = (3, 3, 3),
d
(0)
2 = (2, 2, 2), d
(1)
2 = (0, 2, 2), d
(2)
2 = (0, 0, 4), d
(3)
2 = (0, 0, 0).




1 defined as follows:
d
′(0)
1 = (6, 0, 0), d
′(1)
1 = (1.6, 2.2, 2.2), d
′(2)
1 = (0.8, 0.8, 4.4).











2 = (0, 0, 4) then bidder 2 can







By Theorem 9, the valuation profile v = (v1, v2) in Equation (12) has no Nash equilibrium. 
Example 2. Let N = {1, 2}, M = {1, 2, 3, 4, 5} and (vi(0) = 0)
vi(1) = vi(2) = vi(3) = 3, vi(4) = vi(5) = 6 (13)










As in Example 1, for M
(3)
1 = {1, 2, 3} and M (3)2 = {4, 5}, d(3) = (d(3)1 , d(3)2 ) in (11) is
d
(3)
1 = (1, 1, 1, 0, 0), d
(3)
2 = (0, 0, 0, 1.5, 1.5).




2 ) with M
(3)
1 = {1, 2, 3} and M (3)2 = {4, 5} is not a Nash equi-




2 ) with d
(1)
1 = (3, 0, 0, 0, 0), d
(1)
2 = (0, 1, 1, 1, 1) (M
(1)
1 = {1}, M (1)2 =
{2, 3, 4, 5}) and d(4) = (d(4)1 , d(4)2 ) with d(4)1 = (1, 1, 1, 1, 0), d(4)2 = (0, 0, 0, 0, 3) (M (4)1 = {1, 2, 3, 4}, M (4)2 =
{5}) are both Nash equilibria. 
We give an outline of the proof of Theorem 9 using the following notation.
For a bid profile b = (b1, b2, . . . , bn), let Yi = Xi(b) be the set of items allocated to bidder i and let
yi = |Yi| (i = 1, 2, . . . , n). Then, clearly, Yi ∩ Yh = ∅ (i, h ∈ N, i 6= h) and y1 + y2 + · · · + yn = m.
Thus, P = (Y1, Y2, . . . , Yn) is a partition of M into n subsets, and if we let Mi = Yi then Equation (10)
is satisfied. Furthermore, let ci = (ci(1), ci(2), . . . , ci(m)) be the bid di of bidder i defined by Equation






0 (j ∈M − Yi).
(14)
Then we have the following lemma (we will give its proof in Section 5).
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Lemma 10 In a valuation profile v = (v1, v2, . . . , vn), if a feasible bid profile b = (b1, b2, . . . , bn) is a
Nash equilibrium, then c = (c1, c2, . . . , cn) defined by (14) is also a Nash equilibrium.
Using this lemma, we can easily prove Theorem 9 as follows.
Proof of Theorem 9 If there is a feasible bid profile b = (b1, b2, . . . , bn) which is a Nash equilibrium,
then, by Lemma 10, c = (c1, c2, . . . , cn) defined by Equation (14) is also a Nash equilibrium. Thus, by
setting Mi = Yi and di = ci for each i ∈ N , we have a desired partition of M into n subsets and the
necessity of Theorem 9 is proved.
Sufficiency is trivial. If there is a partition P = (M1,M2, . . . ,Mn) of M into n subsets such that the
feasible bid profile d = (d1, d2, . . . , dn) of n bidders defined by Equation (11) is a Nash equilibrium, then
it is clearly a Nash equilibrium in the valuation profile v = (v1, v2, . . . , vn). 
4 Basic properties of a feasible bid profile b
Before giving an outline of the proof of Lemma 10, we examine basic properties of a feasible bid profile.
Here, we assume that b = (b1, b2, . . . , bn) is a feasible bid profile of n bidders and that, as mentioned
before, all elements of each bi (i ∈ N) are ordered by using some permutation pii on M = {1, 2, . . . ,m}
as follows:
bi(pii(1)) ≤ bi(pii(2)) ≤ · · · ≤ bi(pii(m)). (15)




−i (2), . . . , b
max
−i (m)) (i ∈ N) defined by Equation
(1) are ordered by using a permutation pi−i on M as follows:
bmax−i (pi−i(1)) ≤ bmax−i (pi−i(2)) ≤ · · · ≤ bmax−i (pi−i(m)). (16)
To prove Lemma 10, we need the notion of prestability and stability.
For a bid vector b = (b(1), b(2), . . . , b(m)), let b(j ↔ j′) be the bid vector obtained from b by swapping
b(j) and b(j′). For example, if b = (b(1), b(2), b(3)) then b(1↔ 3) = (b(3), b(2), b(1)).
Definition 11 Let b = (b1, b2, . . . , bn) be a feasible bid profile. For i ∈ N , let Xi(b) be the set of items
allocated to bidder i. Then bi is called prestable in b = (b1, b2, . . . , bn), if
ui(Xi(b)) ≥ ui(Xi(b′i))
for all feasible bid profiles b′i = (b
′
i, b−i) with b
′
i = bi(j ↔ j′) (1 ≤ j 6= j′ ≤ m) and |Xi(b′i)| =
|Xi(b)|. Otherwise, bi is called unprestable in b = (b1, b2, . . . , bn). If all bi (i ∈ N) are prestable in
b = (b1, b2, . . . , bn), then b = (b1, b2, . . . , bn) is calld prestable.
Note that, by the definition, a prestable bid profile b = (b1, b2, . . . , bn) is always feasible and that, if
some bi is unprestable in a feasible bid profile b = (b1, b2, . . . , bn), then b = (b1, b2, . . . , bn) is not a Nash
equilibrium. Furthermore, we have the following lemma (see Appendix for its proof).
Lemma 12 For a prestable bid profile b = (b1, b2, . . . , bn), let Yi = Xi(b) be the set of items allocated
to bidder i ∈ N and let yi = |Yi|. Then we can always choose a permutation pi−i on M = {1, 2, . . . ,m}
appropriately such that
bmax−i (pi−i(1)) ≤ bmax−i (pi−i(2)) ≤ · · · ≤ bmax−i (pi−i(m)), and (17)
Yi = {pi−i(1), pi−i(2), . . . , pi−i(yi)}. (18)
Definition 13 Let b = (b1, b2, . . . , bn) be a prestable bid profile satisfying (17) and (18), where Yi = Xi(b)
is the set of items allocated to bidder i ∈ N and yi = |Yi| (thus, P = (Y1, Y2, . . . , Yn) is a partition of M
into n subsets and y1 + y2 + · · ·+ yn = m). For i ∈ N , if
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vi(yi + k)− vi(yi) ≤
k∑
j=1
bmax−i (pi−i(yi + j)) (19)
for all k with 1 ≤ k ≤ m− yi and
vi(yi − k′) ≤ vi(yi)−
k′−1∑
j=0
bmax−i (pi−i(yi − j)) (20)
for all k′ with 1 ≤ k′ ≤ yi, then bi is called stable in b = (b1, b2, . . . , bn) (otherwise it is called unstable).
If all bi (i ∈ N) are stable in b = (b1, b2, . . . , bn), then b = (b1, b2, . . . , bn) is calld stable.
If a prestable bid profile b = (b1, b2, . . . , bn) is stable, then even if bidder i changes bi to b
′
i which
is feasible or not, the payoff of bidder i will not increase in (b′i, b−i). Thus, any prestable bid profile
b = (b1, b2, . . . , bn) which is stable is a Nash equilibrium. The converse is also true and we have the
following theorem (see Appendix for its proof).
Theorem 14 Let b = (b1, b2, . . . , bn) be a prestable bid profile satisfying (17) and (18), where Yi = Xi(b)
is the set of items allocated to bidder i ∈ N and yi = |Yi|. Then b = (b1, b2, . . . , bn) is a Nash equilibrium
if and only if b = (b1, b2, . . . , bn) is stable.
By Theorems 6 and 14, we can determine whether b = (b1, b2, . . . , bn) is a Nash equilibrium or not in
O(mn) time. Furthermore, by combining this with Theorem 9, we can determine whether there is a Nash


















From this theorem, we can also obtain the proof of Lemma 10 without much difficulty.
5 Proof of Lemma 10
Finally, we study properties of c = (c1, c2, . . . , cn) defined by (14) and complete the proof of Lemma 10.
For each i ∈ N , let Xi(c) be the set of items allocated to bidder i in c = (c1, c2, . . . , cn). Thus,
Xi(c) = Yi, |Xi(c)| = yi (i = 1, 2, . . . , n), and y1 + y2 + · · ·+ yn = m. (21)
We order the items not contained in Xi(c) in nondecreasing order in b
max
−i . Thus, we can assume that
the items in M −Xi(c) = {j(−i)1 , j(−i)2 , . . . , j(−i)m−yi} are ordered as follows:
bmax−i (j
(−i)
1 ) ≤ bmax−i (j(−i)2 ) ≤ · · · ≤ bmax−i (j(−i)m−yi). (22)
Similarly, we consider cmax−i where c
max
−i (j) = maxh∈N−{i}{ch(j)} for each j ∈ M and order the items




1 )) ≤ cmax−i (σ−i(j(−i)2 )) ≤ · · · ≤ cmax−i (σ−i(j(−i)m−yi)). (23)
Then the following lemma holds (see Appendix for its proof).











i.e., the sum of the ki smallest bids for the items in M −Xi(c) = {j(−i)1 , j(−i)2 , . . . , j(−i)m−yi} in bmax−i is at
most the sum of the ki smallest bids for the items in M −Xi(c) in cmax−i .
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By using this lemma and Theorem 14, we can obtain the proof of Lemma 10.
Proof of Lemma 10 : Suppose contrary that, c = (c1, c2, . . . , cn) were not a Nash equilibrium even
though b = (b1, b2, . . . , bn) is a Nash equilibrium. Then there is a bidder i ∈ N such that if i changes
the bid then in the resulting bid profile i will obtain more payoff. For simplicity, we assume i = 1 by
symmetry. Thus, we can assume bidder 1 changes c1 to c
′
1 and his payoff u1(X1(c
′
1, c−1)) of X1(c
′
1, c−1)
of items allocated to him in the bid profile (c′1, c−1) is greater than his payoff u1(X1(c1)) in the bid profile
c = (c1, c2, . . . , cn). Thus, we have
u1(X1(c
′
1, c−1)) = v1(|X1(c′1, c−1)|)−
∑
j∈X1(c′1,c−1)
cmax−1 (j) > u1(X1(c))=v1(y1). (25)
We will show below that this leads to a contradiction.
We can assume X1(c
′
1, c−1) ⊇ X1(c). Actually, by the definition of c, we have cmax−1 (j) = 0 for every
j ∈ X1(c), and, by the monotonicity of v1, we can modify c′1(j) so that X1(c′1, c−1) may include j without
decreasing the value of u1(X1(c
′
1, c−1)) (by deleting an item in X1(c
′
1, c−1) −X1(c) if necessary). Now
let M−1 = X1(c′1, c−1)−X1(c) and k1 = |M−1|. Then we can write
u1(X1(c
′

























by Equation (26). Moreover, since b = (b1, b2, . . . , bn) is a Nash equilibrium, we have






by Definition 13 and Theorem 14. By combining these, we have u1(X1(c
′
1, c−1)) ≤ v1(y1), however,
this contradicts u1(X1(c
′
1, c−1)) > u1(X1(c)) = v1(y1) in (25). Thus, c = (c1, c2, . . . , cn) is a Nash
equilibrium. 
6 Concluding remarks
We gave a necessary and sufficient condition for a valuation profile v = (v1, v2, . . . , vn) satisfying Definition
2 to have a Nash equilibrium in Theorem 9. We give a remark that if all valuations vi are submodular
and symmetric then a Nash equilibrium that maximizes the social welfare (thus, it is optimal) can be
obtained in polynomial time in n and m, however, the price of anarchy is still 2. Finally, we ask the
following questions. Is there a polynomial time algorithm to decide whether the model in this paper has
a Nash equilibrium or not? Is it possible to relax the constraint of symmetry in a valuation and to obtain
a similar result which might lead to an answer to the open question in [1]?
Recently, Dobzinski, Fu, and Kleinberg published that it takes exponential communication to find a
pure no-overbidding Nash equilibrium in combinatorial auctions with subadditive bidders, even if such
equilibrium is known to exist [4]. However, this does not settle the open question posed by Bhawalkar
and Roughgarden. Note also that, this does not imply that any algorithm for deciding whether there
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Abstract: Let t be a positive real number. A graph is called t-tough, if the removal of
any cutset S leaves at most |S|/t components. The toughness of a graph is the largest t for
which the graph is t-tough. In this paper we prove that for any positive rational number t,
deciding whether τ(G) = t is DP-complete and if t < 1, this problem remains DP-complete
for bipartite graphs. We also show that for any integer r ≥ 4, if G is an r-regular bipartite
graph, deciding whether τ(G) = 1 is coNP-complete, and for any integer k ≥ 2 and positive
rational number t ≤ 1, if G is a k-connected bipartite graph, deciding whether τ(G) ≥ t is
coNP-complete.
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1 Introduction
All graphs considered in this paper are ﬁnite, simple and undirected. Let ω(G) denote the number of
components and α(G) denote the independence number.
Deﬁnition 1 Let t be a positive real number. A graph G is called t-tough, if
ω(G− S) ≤ |S|
t
for any cutset S of G. The toughness of G, denoted by τ(G), is the largest t for which G is t-tough,
taking τ(Kn) =∞ for all n ≥ 1.
We say that a cutset S ⊆ V (G) is a tough set if ω(G− S) = |S|/τ(G).
Let t be an arbitrary positive rational number and consider the following problem.
t-Tough
Instance: a graph G.
Question: is it true that τ(G) ≥ t?
It is easy to see that for any t ∈ Q+, t-Tough is in coNP: a witness is a cutset S whose removal from
the graph leaves more than |S|/t components. Bauer et al. proved that this problem is coNP-complete.
Theorem 2 ([3]) For any positive rational number t, t-Tough is coNP-complete.
They also proved that t-Tough is coNP-complete for at least 3 regular graphs.
Theorem 3 ([2]) For any ﬁxed integer r ≥ 3, 1-Tough is coNP-complete for r-regular graphs.
1Research is supported by the National Research, Development and Innovation Oﬃce  NKFIH, No. 108947
503
Obviously, the toughness of a bipartite graph is at most one, since the removal of the smaller (or
nonlarger) colorclass leaves the remaining vertices isolated. However, this fact does not make the problem
1-Tough easier for bipartite graphs.
Theorem 4 ([5]) 1-Tough is coNP-complete for bipartite graphs.
The complexity class DP was introduced by C. H. Papadimitriou and M. Yannakakis [6].
Deﬁnition 5 A language L is in the class DP if there exist two languages L1 ∈ NP and L2 ∈ coNP such
that L = L1 ∩ L2.
A language is called DP-hard if all problems in DP can be reduced to it. A language is DP-complete
if it is in DP and it is DP-hard.
We mention that DP 6= NP∩ coNP, if NP 6= coNP. Moreover, NP∪ coNP ⊆ DP. Many exact version
of NP-complete (or coNP-complete) problems are DP-complete, and now we present some related ones.
ExactClique
Instance: a graph G and a positive rational number k.
Question: is it true that the largest clique of G has size exactly k?
Theorem 6 ([6]) ExactClique is DP-complete.
ExactIndependenceNumber
Instance: a graph G and a positive rational number k.
Question: is it true that α(G) = k?
By taking the complement of the graph, we can obtain ExactIndependenceNumber from Exact-
Clique.
Corollary 7 ExactIndependenceNumber is DP-complete.
Let t be an arbitrary positive rational number and consider the following problem.
Exact-t-Tough
Instance: a graph G.
Question: is it true that τ(G) = t?
Our main result is that the exact version of the coNP-complete problem t-Tough is DP-complete,
even for bipartite graphs.
Theorem 8 For any positive rational number t, Exact-t-Tough is DP-complete.
Theorem 9 For any positive rational number t < 1, Exact-t-Tough remains DP-complete for bipartite
graphs.
Our constructions also give alternative proofs for Theorem 2 and Theorem 4. Furthermore, we also
prove that 1-Tough remains coNP-complete for at least 4 regular bipartite graphs and for k-connected
bipartite graphs, where k ≥ 2. The cases of 1-tough 3-connected bipartite graphs and 3-regular bipartite
graphs were asked in [1]. The second problem remains open.
Theorem 10 For any ﬁxed integer r ≥ 4, 1-Tough remains coNP-complete for r-regular bipartite
graphs.
Theorem 11 For any ﬁxed integer k ≥ 2 and positive rational number t ≤ 1, t-Tough remains coNP-
complete for k-connected bipartite graphs.
This paper is structured as follows. After proving some useful lemmas, we prove Theorem 8 in
Section 3. In Section 4 we prove the other three theorems about bipartite graphs, Theorem 9, 10 and 11.
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2 Preliminaries
In this section we prove some useful lemmas.
Proposition 12 Let G be a connected noncomplete graph on n vertices. Then τ(G) ∈ Q+, and if







for a noncomplete graph G. Since G is connected and noncomplete, 1 ≤ |S| ≤ n − 2 and since S is a
cutset, 2 ≤ ω(G− S) ≤ n− 1. 
Corollary 13 Let G and H be two connected noncomplete graphs on n vertices. If τ(G) 6= τ(H), then
|τ(G)− τ(H)| > 1
n2
.
Claim 14 For any positive rational number t, Exact-t-Tough ∈ DP .
Proof: For any positive rational number t,
Exact-t-Tough = {G graph | τ(G) = t} = {G graph | τ(G) ≥ t} ∩ {G graph | τ(G) ≤ t}.
Let
L1 = {G graph | τ(G) ≤ t}
and
L2 = {G graph | τ(G) ≥ t}.
Then L2 ∈ coNP (a witness is a cutset S ⊆ V (G) whose removal leaves more than |S|/t components).
Now we show that L1 ∈ NP, i.e. we can express L1 in a form of
L1 = {G graph | τ(G) < t+ ε},
which is a complementer of a language belonging to coNP.
Let a, b be positive integers such that t = a/b and (a, b) = 1, and let G be an arbitrary graph on n
vertices. If G is disconnected, then τ(G) = 0, and if G is complete, then τ(G) = ∞, so in both cases
τ(G) 6= t. By Proposition 12, if 1 ≤ a, b ≤ n− 1 does not hold, then again τ(G) 6= t. So we can assume
that t = a/b, where a, b are positive integers, (a, b) = 1 and 1 ≤ a, b ≤ n− 1. With this assumption and
by Corollary 13
L1 = {G graph | τ(G) ≤ t} =
{
G graph
∣∣∣∣ τ(G) < t+ 1|V (G)|2
}
,
so L1 ∈ NP, which means that Exact-t-Tough ∈ DP. 
Since the toughness of a bipartite graph can be at most 1, on the class of bipartite graphs Exact-1-
Tough and 1-Tough are the same, so we can conclude the following.
Corollary 15 For any positive rational number t < 1, Exact-t-Tough-Bipartite is in DP, and
Exact-1-Tough-Bipartite is in coNP.
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3 General graphs, proof of Theorem 8
In Claim 14 we have already proved that Exact-t-Tough ∈ DP . To prove Exact-t-Tough is DP-hard,
we reduce ExactIndependenceNumber to it.
Proof: Let G be an arbitrary connected graph and let n denote the number of vertices in G and let
a, b ∈ N be such that t = a/b. Let Gk be the following graph. For each i ∈ [n] and j ∈ [b], let










′ = {u′1, . . . , u′k(b−1)}, W = {w1, . . . , wak},
V (Gk) = V ∪ U ∪ U ′ ∪W .
For each i ∈ [n] place a clique on Vi. For all i, j ∈ [n], if vivj ∈ E(G), then place a complete bipartite
graph on (Vi;Vj). For each i ∈ [n], j ∈ [b] connect ui,j to every vertex of Vi. Connect every vertex in W



















Figure 1: The graph Gk.
Obviously, Gk can be constructed from G in polynomial time. Now we show that α(G) = k if and
only if τ(Gk) = t = a/b.
Let S ⊆ V (Gk) be an arbitrary cutset of Gk. Since S is a cutset, it must contain W . Let
I = {i ∈ [n] | Vi ⊆ S}.
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After the removal of W , it does not worth it to remove any vertices of U ∪ U ′ or only a proper subset
of Vi for any i ∈ [n], so instead of S we can consider the vertex set
S′ = S \






|S| ≥ |S′| = |{Vi | i ∈ I}|+ |W | = a|I|+ ak
and
ω(Gk − S) = ω(Gk − S′) ≤ α(G) + b|I|+ k(b− 1),
so |S|
ω(Gk − S) ≥
|S′|
ω(Gk − S′) ≥
a|I|+ ak
α(G) + b|I|+ k(b− 1) .











ω(Gk − S0) = α(G) + b
(
n− α(G))+ k(b− 1),
so
|S0|






n− α(G))+ k(b− 1) .
Case 1: α(G) < k. Then
|S|
ω(Gk − S) ≥
a|I|+ ak
α(G) + b|I|+ k(b− 1) >
a(|I|+ k)






for every cutset S of Gk, which implies that τ(Gk) > t.
Case 2: α(G) = k. Then
|S|
ω(Gk − S) ≥
a|I|+ ak
α(G) + b|I|+ k(b− 1) =
a(|I|+ k)






for every cutset S of Gk, which implies that τ(Gk) ≥ t.
Since
τ(Gk) ≤ |S0|






n− α(G))+ k(b− 1) = nanb = ab = t,
we can conclude that τ(Gk) = t.
Case 3: α(G) > k. Then
τ(Gk) ≤ |S0|










n− α(G) + k)
k + b
(
n− α(G))+ k(b− 1) = a
(
n− α(G) + k)
b
(
n− α(G) + k) = ab = t.
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This means that α(G) = k if and only if τ(Gk) = t = a/b. 
The construction we used here is a slight modiﬁcation of the one that Bauer et al. used in [4] for proving
that recognizing t ≥ 1 tough graphs is coNP-hard. They reduced a variant of IndependenceNumber
to t-Tough.
Since in our proof α(G) ≥ k if and only if τ(Gk) ≥ t, we can reduce IndependenceNumber to
t-Tough, so this gives another proof for Theorem 2.
4 Bipartite graphs, proofs of Theorems 9, 10 and 11






= {vi,1, vi,2 | i ∈ [n]}
and for all i, j ∈ [n], if vivj ∈ E(G), then connect vi,1 to vj,2 and vi,2 to vj,1. Also for all i ∈ [n], connect







Figure 2: The construction of the graph B(G).
Lemma 16 Let G be an arbitrary connected graph with τ(G) ≤ 1/2. Then τ(B(G)) = 2τ(G).
Proof: Let t = τ(G), G′ = B(G) and let S ⊆ V (G) be an arbitrary cutset in G. Consider the vertex set
S′ = {vi,1, vi,2 | vi ∈ S}.
Clearly, S′ is a cutset in G′ and






so τ(G′) ≤ 2t.
Now let S′ be an arbitrary cutset in G′, and let




Consider those components of G′ − S′, in which every vertex has its pair. Obviously S′1 has no eﬀect




The number of the remaining components  so in which there is a vertex without its pair  can be at
most |S′1|, because the pair of the vertex mentioned before must be in S′1. Since t ≤ 1/2,
















Claim 17 Let G be an arbitrary graph on the vertices v1, . . . , vn with τ(G) = t. For all i ∈ [n] add the












t+1 , if t ≤ 1,
1









t+1 , if t ≤ 1,
1, if t ≥ 1.
Proof: Let S be an arbitrary cutset in H. Since the removal of a vertex of degree 1 does not disconnect
anything in the graph, we can assume that ui 6∈ S for all i ∈ [n], i.e. S ⊆ V (G).
Case 1: S is a cutset in G. Since τ(G) = t,
ω(H − S) = ω(G− S) + |S| ≤ |S|
t






= |S| t+ 1
t
.
Moreover, if S is a tough set in G, then
ω(H − S) = |S| t+ 1
t
.
Case 2: S is not a cutset in G. Since S is a cutset in H, S 6= ∅, so
ω(H − S) = 1 + |S| ≤ 2|S|.
Moreover, if |S| = 1, then























Proof: Let G be an arbitrary graph on the vertices v1, . . . , vn with τ(G) = t. For all i ∈ [n] add the
vertex ui to the graph and connect it to vi and let H denote the obtained graph. Consider the graph




) ≤ τ(B(H)− {u1,1, u1,2}).







Theorem 19 For every positive rational number t < 1, Exact-t-Tough remains DP-complete for
bipartite graphs, and Exact-1-Tough is coNP-complete for bipartite graphs.
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Proof: In Corollary 15 we already showed that Exact-t-Tough-Bipartite ∈ DP if t < 1, and
Exact-1-Tough-Bipartite ∈ coNP .
We reduce Exact-t-Tough to this problem.
Let G be an arbitrary connected graph. By Claim 18, for any positive rational number t < 1/2,










Corollary 20 For any positive rational number t ≤ 1, t-Tough remains coNP-complete for bipartite
graphs.
The case t = 1 was already proved by Kratsch et al. in [5]. In their proof the vertices vi,1 and vi,2
are not connected by an edge, but by a path with two inner vertices. With that construction the original
graph is at least 1-tough if and only if the obtained bipartite graph is exactly 1-tough. However, due to
the inner vertices of the pathes mentioned before, the constructed bipartite graph has many vertices of
degree 2, so these graphs cannot be either regular (except cycles) or 3-connected.
Since in our proof if G is an r-regular graph, then B(G) is an (r+1)-regular graph, so by Theorem 3
we can conclude the following.
Corollary 21 For any ﬁxed integer r ≥ 4, 1-Tough remains coNP-complete for r-regular bipartite
graphs.
Moreover, in the proof if G is k-connected, then B(G) is also k-connected.
Corollary 22 For any ﬁxed integer k ≥ 2 and any positive rational number t ≤ 1, t-Tough remains
coNP-complete for k-connected bipartite graphs.
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1 Preliminaries
All graphs in this paper are simple, finite, and undirected; the vertex and edge sets of a graph G are
denoted by V (G) and E(G), respectively. The degree of a vertex v of G is denoted by degG(v) and the
set of neighbours of v is denoted by NG(v). A graph is claw-free if it does not contain K1,3 as an induced
subgraph. A graph G is traceable if it contains a hamiltonian path. The minimum leaf number ml(G) is
the minimum number of leaves (vertices of degree 1) of the spanning trees of G. The minimum branch
number s(G) is the minimum number of branches (vertices of degree at least 3) of the spanning trees of G.
A tree T is a k-tree if all vertices have degree at most k. The minimum sum of degrees of k independent
vertices of G is denoted by δk(G).
Depth first search (DFS) (see for example [4]) is a traversal of a graph G; it visits the vertices of G one
by one, such that an unvisited neighbour of the current vertex v is visited next provided there exists such
a neighbour of v. If there is no unvisited neighbour of v then the algorithm steps back to the vertex u
from which v was reached and continues the process from u as the current vertex. A unique DFS number
is assigned to each vertex v, which is the rank of v in the order of visiting. Let v be a vertex of G. The
vertex from which v was reached is called the parent of v and is denoted by p(v), v is called a child of
p(v). It is obvious that the edges between vertices and their parents form a spanning tree T of G, a
so-called DFS-tree rooted at the vertex r with DFS number 1. The vertices of the unique path between
r and v are called the ancestors of v. A vertex having no child is called a d-leaf of T . Note that each
d-leaf of T is also a leaf of T , and the root r is the only vertex that can be a leaf of T without being a
d-leaf. A pair of vertices (a, b) is called a cross edge if none of a and b is an ancestor of the other. It is
easy to see that an edge (a, b) ∈ E(G) can not be a cross edge.
We conclude this section with a characterization of DFS-trees of a graph that will be useful later. For
this, we need some further notions. Let T be a tree, v ∈ V (T ). A rooting of T at v is the directed
graph obtained from T by directing the edges of T such that the unique path between v and an arbitrary
vertex w is directed towards w. A rooting of a spanning tree T of a graph G is nice, if for every edge
(a, b) ∈ E(G) there is a directed path in the rooting from a to b or from b to a.
Lemma 1 A spanning tree T of a graph G is a DFS-tree of G if and only if T has a nice rooting.
1This research was supported by the National Research, Development and Innovation Office – NKFIH, grant no. OTKA
108947 and by the Ja´nos Bolyai Research Scholarship of the Hungarian Academy of Sciences.
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Proof: The ”only if” part is straightforward, since if T is a DFS-tree of G, then there are no cross
edges in G. Let us assume now that T has a nice rooting T ′ at r ∈ V (T ) and let us execute a depth first
search starting at r, such that we prefer exploring the unvisited vertices of G through a directed edge
of T ′ (that is, if we are at a vertex a and there exists a directed edge (a, b) ∈ E(T ′) such that b is not
yet visited, then we choose b as the next vertex). We claim that the DFS-tree obtained this way will be
T . To prove this, assume to the contrary that there is a vertex where we choose to go through an edge
not in T and let a have the smallest depth number among these vertices. Then there is a directed path
P in T ′ from r to a, such that all vertices of P have been already visited. Let the edge we choose at a
be (a, b) 6∈ E(T ). Since the rooting is nice, there is a directed path from a to b or from b to a in T ′. In
the first case we had to go through all the edges of the path before choosing the edge (a, b) and then b is
already visited. In the second case b must be in P , since all vertices in T ′ has in-degree at most 1, which
means that b is already visited, finishing the proof of the lemma. 2
2 Introduction
Hamiltonian properties of claw-free graphs have been examined for more than three decades; one of the
early results is due to Matthews and Sumner [6] and was also found independently by Liu, Tian, and Wu
[5].
Theorem 2 (Matthews and Sumner, Liu et al., 1985) Let G be a connected claw-free graph of order n.
If δ3(G) ≥ n− 2, then G is traceable.
Gargano, Hammar, Hell, Stacho, and Vaccaro [2] proved a generalization of Theorem 2 concerning the
minimum branch number.
Theorem 3 (Gargano et al., 2002) Let G be a connected claw-free graph of order n and k a nonnegative
integer. If δk+3(G) ≥ n− k − 2, then s(G) ≤ k.
This result was generalized further by Salamon [8].
Theorem 4 (Salamon, 2010) Let G be a connected claw-free graph of order n and k ≥ 2 an integer. If
δk+1(G) ≥ n− k, then ml(G) ≤ k.
Since a branch vertex has degree at least 3, it is obvious that ml(G) ≥ s(G) + 2, thus Theorem 4 is
a generalization of Theorem 3 indeed. Theorem 4 was rediscovered in 2012 by Kano, Kyaw, Matsuda,
Ozeki, Saito, and Yamashita [3] and they also proved a stronger version.
Theorem 5 (Kano et al., 2012) Let G be a connected claw-free graph of order n and k ≥ 2 an integer.
If δk+1(G) ≥ n− k, then G has a spanning 3-tree with at most k leaves.
The main result of the paper is the following theorem.
Theorem 6 Every connected claw-free graph G has a DFS-tree T such that no two of the d-leaves of T
have a common neighbour. Moreover, if v is not a cut vertex of G, then T can be chosen such that it is
rooted at v.
We prove Theorem 6 in the next section, here we show how Theorem 6 implies Theorem 5. Let G be
a connected claw-free graph of order n with δk+1(G) ≥ n − k and let T be a DFS-tree rooted at r,
guaranteed by Theorem 6. The set of d-leaves D of T is obviously an independent set, since an edge
between any two d-leaves would be a cross edge, thus the degree sum of the vertices of D is at most
n− |D|, since all vertices in V (G)−D has at most one neighbour in D. Hence |D| ≤ k, that is T has at
most k + 1 leaves.
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Notice that T , like any DFS-tree of a claw-free graph is a 3-tree. In order to find a spanning 3-tree with at
most k leaves, we need a further local improvement step. If T has at most k− 1 d-leaves or degT(r) 6= 1,
then T has at most k leaves, thus we may suppose this is not the case. We may also assume that T is a
minimum leaf spanning 3-tree of G and therefore there is no edge e between r and any of the d-leaves,
otherwise by deleting an edge f incident with a degree 3 vertex of T from the unique cycle of T + e, we
would obtain a spanning 3-tree with at most k leaves. (Such an edge f always exists, since T is not a
hamiltonian path.) This means that the k+ 1 leaves of T form an independent set and thus their degree
sum is at least n− k.
Let B := {p(v) : v ∈ NG(r)} and let t be a degree 3 vertex of T . Then t 6∈ B: t has 2 children u and v
and if any of them (say u) is in NG(r), then T − (t, u) + (r, u) would be a spanning 3-tree with at most
k leaves. This also shows that t 6∈ NG(r), otherwise G[{r, t, u, v}] would be a claw. Let us observe that
|B| = |NG(r)| = degG(r), since no two vertices in NG(r) have the same parent.
Let C be the set of those vertices from V (G) − D that are not neighbours of any of the d-leaves.
For any v ∈ NG(r) we have p(v) ∈ B, thus p(v) is either the root or has degree 2 in T . We claim
that p(v) ∈ C. Otherwise there is a d-leaf `, such that (p(v), `) ∈ E(G), but (p(v), `) 6∈ E(T ) (since
degT (p(v)) 6= 3 and v is not a d-leaf). Now by deleting an edge f incident with a degree 3 vertex of
T from the unique cycle of T + (r, v) + (p(v), `) − (v,p(v)), we would obtain a spanning 3-tree with
at most k leaves (such an edge f exists again). That is, we have proved B ⊆ C. On the other hand,
|B| = degG(r) ≥ n− k−
∑
`∈D degG(`) ≥ n− k− (n− k− |C|) = |C|, since any vertex of V (G)−D−C
is a neighbour of at most 1 d-leaf, and now we have B = C.
Let now t be a degree 3 vertex of T of minimum depth number (such a t exists, otherwise T is a
hamiltonian path). We have seen that t 6∈ NG(r) and by the choice of t, degT(p(t)) = 2, that is
p(t) 6∈ B = C, thus there exists a d-leaf `, such that (p(t), `) ∈ E(G). It is clear that (p(t), `) 6∈ E(T ),
thus T − (p(t), t) + (p(t), `) is a spanning 3-tree of G with at most k leaves.
3 Proof of the main theorem
In this section we give a short proof of Theorem 6. The shortness of the proof is of some interest, since
the proofs of Theorem 4 and 5 are quite lengthy. One of the reasons is that it is much easier to handle
the cases of local improvements in DFS-trees than in general spanning trees. This shows that DFS can
be a useful tool in similar problems as well.
Proof of Theorem 6: Let T be a DFS-tree of the claw-free graph G with a minimum number of d-
leaves and among these with a minimum length sum of d-leaves, where the length of a d-leaf ` is defined
as the length of the path between ` and the closest branch to ` in T . We claim that T has no d-leaves
with a common neighbour. Assume to the contrary that there are d-leaves a and b, such that they have
a common neighbour x. Then x is a common ancestor of a and b, since (x, a) and (x, b) are not cross
edges. Now we distinguish three cases.
Case 1. x 6= r. Let x′ be the parent of x and a′ the parent of a in the DFS-tree T and let us consider
H = G[{x, x′, a, b}]. Since H is not a claw and (a, b) 6∈ E(G), either (x′, a) ∈ E(G) or (x′, b) ∈ E(G).
Suppose w. l. o. g. that (x′, a) ∈ E(G). Now it is easy to check using Lemma 1 that T ′ = T − (x, x′)−
(a, a′) + (x′, a) + (a, x) is a DFS-tree of G with either a smaller number of d-leaves as T or with the same
number of d-leaves, but a smaller length sum of the leaves as T (since x has two leaf descendants, there
must be a branch on the path between x and a), contradicting the choice of T .
Case 2/a. x = r and r has 1 child. Let x′ be the child of x in the DFS-tree T and now the argument is
the same as in Case 1.
Case 2/b. x = r and r has at least 2 children. Let a′ be the parent of a. Using Lemma 1 it is easy to
see T ′ = T − (a′, a) + (a, r) is a DFS-tree of G with either a smaller number of d-leaves as T or with the
same number of d-leaves, but a smaller length sum of the leaves as T , contradicting the choice of T .
To finish the proof of the theorem we have to show that if v is not a cut vertex of G, than the DFS-tree
T can be chosen such that it is rooted at v. Let us observe that a DFS-tree with the extremal properties
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required can be obtained from an arbitrary DFS-tree by executing the local improvement steps described
above, while it is possible. Let us also observe that the root changes only when we execute the local
improvement step corresponding to Case 2/b. That is, if the original DFS-tree has root v, then v remains
the root till the end of the process, provided we do not have Case 2/b, which is obvious, since a root of
a DFS-tree of degree at least 2 is a cut vertex of G. 2
4 Other connections
Theorem 6 has another connection with results concerning claw-free graphs.
Corollary 7 Let G be a connected claw-free graph of diameter at most 2 and let v be a non-cut vertex
of G. Then there exists a hamiltonian path of G starting at v.
Proof: By Theorem 6, there exists a DFS-tree T of G rooted at v, such that no two of the d-leaves of
T have a common neighbour. Since the diameter of G is at most 2, this is possible only if T has just one
d-leaf, which finishes the proof. 2
Corollary 7 is a stronger form of a result of Ainouche, Broersma, and Veldman [1] stating that every
connected claw-free graph of diameter at most 2 is traceable. Actually they also proved a much more
general theorem. For a graph G, let G2 denote the graph with the same vertices as G, such that there is
an edge in G2 between two vertices a and b if and only if their distance in G is at most 2.
Theorem 8 (Ainouche et al., 1990) If G is an m-connected claw-free graph with α(G2) ≤ m + 1, then
G is traceable.
For graphs with higher connectivity Kano et al. in [3] conjectured an extension of Theorem 5.
Conjecture 9 (Kano et al., 2012) Let G be an m-connected claw-free graph of order n and k ≥ m + 1
an integer. If δk+1(G) ≥ n− k, then ml(G) ≤ k −m+ 1.
Remark 10 Kano et al. mention that the conjecture is interesting only for m ≤ 6, since Ryja´cˇek proved
[7] that every 7-connected claw-free graph is hamiltonian.
Theorem 6 and Theorem 8 are both generalizations of the theorem concerning the traceability of connected
claw-free graph of diameter at most 2, but in different directions. We make the following conjecture which
is a common generalization of Theorem 8 and Conjecture 9.
Conjecture 11 Let G be an m-connected claw-free graph of order n and k ≥ 2 an integer. If α(G2) ≤
m+ k − 1, then ml(G) ≤ k.
It is easy to see that our conjecture is a common generalization of Theorem 8 and Conjecture 9, indeed:
Theorem 8 is the special case k = 2 of Conjecture 11 and δk+1(G) ≥ n−k implies α(G2) ≤ k, from which
ml(G) ≤ k −m+ 1 follows, provided Conjecture 11 is true.
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