Determining the identities, position and orientations of randomly placed objects in 3-D space is of fundamental importance in industrial robotics. To precisely accomplish this, a robot must be equipped with a 3-D vision sensor and must be able to interpret vision data to acquire information yielding intrinsic characteristics of objects. Th~s paper presents a 3-D flexible vision system whch has been developed using an artificial intelligence and knowledge based approach for a robotic assembly cell. The developed system can robustly recognise any number of objects of any shape, where the objects could be with any random orientation and position, and lying on any side or face. Depending on the shape and size of the objects introduced to the system, it automatically selects a minimum number of important recognition features by using its artificial intelligence program for robustly recognising all the objects, and it automatically modifies the recognition program based on the selected recogmtion features. After recognition of the object, in order to manipulate the objects by the robot, the system generates 3-D position and orientation data using the moment methods and the data in the knowledge based system.
Introduction
Due to a lack of sensory capability, most robots today cannot interact intelligently with their working environment; for instance, in a robotic assembly cell, the parts presented to a robot must be in precise locations that are predetermined; similarly, the orientation of a part must be fixed also. With the aid of visual feedback, the intelligent robot can deal with imprecisely positioned and / or unoriented parts and assemblies. Recent advances in vision sensor technology and image processing allow for the effective use of vision data in the control loop of a manipulator. Use of current data acquired by the vision sensors enables the system to handle uncertainties and /or variations in the environment. Flexibility and adaptability can be achieved by incorporating vision and generally, senson information in the feedback loop. This sensory information enhances the robot's capability by continuously updating the robot's view (or model) of the world and the task. The completeness and accuracy of the robot's view depends on the existence of a framework for the integration of sensory information with the other components of the robotic system. There are two different approaches whch can be adopted in the vision base control:
1.
3-D position servoing: the task consists of positioning the vision sensor to a desired position, and then establishing the transformation between the camera and the environment.
visual servoing: in this approach. the task is directly specified in terms of image control. It requires the design of a set of visual features which are sufficient for completion of the task.
2.
The approach employed in this project falls into the first category, using a "Eye-in-Hand configuration"-the parts are measured before they are assembled. and the information obtained during these measurements is used to move the manipulator accordingly. The basic components of the whole system, (as shown in Fig. l) , are as follows:
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A 3-D flexible vision system, allowing the robot to perceive the nature of its work environment. It provides spatial and features information about the particular set of parts involved in the process.
A control system, which is essentially a distributed system, with functions closely related to the tasks in the subsystems. It includes computers and the communication links between them. Overall system activity is controlled at the top level by the host computer, which also provides the user interface. The host manages the execution of the assembly cycle, monitoring and prompting activities of the other computers. The manipulator control functions are divided between the host, where all kinematic computations are performed, and the drive controller, handling execution of desired motions at the manipulator joint level.
The Robot system, which performs the appropriate task in the workspace, under the control of the control system. It essentially consists of a serial manipulator, programmed to execute a certain path which can be modified using results of the measurements.
Contol System
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A Workspace, which includes tools, fixtures, tables, pallets, conveyor systems, part feeders, etc
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This paper concentrates on the first part of the system, i.e. a 3-D flexible robot vision system which has been developed based on an AI approach. The following section esplains the system in some detail.
-
Robot Vision System
A typical robot vision system can be decomposed functionally into three subsystems: the image acquisition subsystem, the image processing subsystem, and the image analysis subsystem.
The image acquisition subsystem is responsible for providing pictures to the image processing subsystem. Here in this project, the image acquisition system consists of CCD cameras, frame grabbers, and range sensors. The camera and range sensor are mounted on the robot's hand. The camera takes a snapshot and the frame grabber digitises the analogue video signal produced by the camera. The raw digital images are then stored in the memory buffers of the frame grabbers. The range sensor is used to measure the depth of a particular point on the known object. The data-flow diagram of the system is shown in (Fig. 2) .
The image processing subsystem processes images and generates low-level information, such as edge detection. In this project a Boundan Chain Coding (BCC) technique is applied in order to trace the outside boundar): of the grey level image, and to create a chain coded boundan. record of the object.
The image analysis subsystem uses the record of the boundan pixels (or the chain coded boundan) for the extraction of all the potential features, and also the range sensor data, to calculate the object depth. The feature extraction program is an integrated program whch contains different subroutines for calculating different potential features.
,
OM
The developed system has a Training Mode (TM), and an Operation Mode (OM). The TM provides the facility to introduce new objects to the system, and to automatically create a KB for all the objects under the camera frame.
A
Image Processing Image Acquisition
The following sections explain the systems as developed for image processing. and image analysis in some detail.
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Image Processing
Image processing is the first step towards image analysis. This is performed by using edge detection and boundar) following techniques, From the different conventional approaches, edge detection using gradientbased operators such as sobel operators [ Gonzalez et aL.19871 are most popular. However, these conventional edge detection operators are computationally very expensive, and highlight only the edge pixels. Also, due to noise and non-uniform illumination, some broken edges and false edges (small false boundaries) are likely to be detected. As a consequence, a conventional edge detection algorithm needs to be utilised mith a boundaryfollowing or edge-following algorithm, which can trace the boundary, fill the broken edges, eliminate the wrong edges, and represent the edge pixels in such a way that further analysis and calculations can be facilitated.
[ Kitchin et al., 198 11 developed an edge following procedure which can trace an edge image, provided that the employed edge detector can produce an unbroken sequence of edge point. Vernon, 19911 presented a boundary following algorithm applies a gradient-based edge detector, and whch is normally the most successful with images where there is little noise.
Here in this paper, a boundary detection algorithm based on Boundary Chain Coding (BCC) techniques or principles has been used which does not need to apply any edge detector -1
and Steiner,1993], and which can successfully work under considerable amounts of noise. The decision of whether a pixel is an object pixel or a background pixel is made by computing the pixel value with a threshold value, which is calculated automatically. Thresholding is a process of image segmentation which produces a binary response, by resetting the pixels having grey level values greater than threshold to 255, and the other pixels to 0. In this work the grey level image is not the threshold; instead, only the value of the threshold is decided, and then the boundary detection procedure is directly applied to the grey level image in order to trace the outside boundary of the shape, and hence to create a meaninel record of all the boundary pixels visited.
While tracing the boundary, the algorithm records all the BCC elements (i.e., the coordmates of every individual boundary pixel visited, together with a direction code) in an array. First, the value of the threshold is calculated, and the algorithm then does a search (in a grey level image), called the "initial search", to find out a start point on the boundary. After getting to the start point on the boundary, the algorithm does a search called "First Search" which checks certain pixels (candidate pixels) in its neighbourhood one at a time, to find out the ned boundary point. If it finds that one of the candidate pixels has a grey value greater than the threshold value, that pixel is considered as the ned boundary point, and its chain code value together with the co-ordinate of the start point are then recorded in the array as the first BCC element.
After recording the BCC element, the algorithm continues to search the neighbouring pixels to get the next boundary point. As the algorithm traces the boundary, it records all the boundary pixels visited, and resets their values to the value of the calculated threshold, so that the boundary image can be separated from the entire image. The boundary detection process is terminated when the algorithm amves at the initial start point.
Image Analysis
Image analysis techniques are used to extract useful information from the processed image, in this case boundary records of the object, which are then used in subsequent decision making processes. Among the available conventional methods, Hough transform [Hough, 19621 is a very popular method for recognising and locating regular shaped objects [Engelbrecht et a1.,1988] and [Casasent et a1.,1987] . Although wth a generalised Hough Transform it is possible to locate and recognise objects of any arbitrary shape, the process would be computationally expensive. In a situation where the number of objects have to be recognised is large, the use of Hough Transfomi would be even more expensive. Template matching is another popular and conventional method for object recognition which is widely used for automated inspection [Hu et a1.,1991] . One of the problems of template matching is that each template represents the object (or part of it) as it is expected to be found in the image. If the orientation can van, then a separate template is required for each orientation, and each one must be matched with the image.
To overcome the limitations of conventional pattem recognition techniques, researchers in recent years have tried to introduce knowledge based pattem recognition systems in order to improve the recognition capability of vision systems[Nandakuniar et a1.,1985] , Bunke et a1.11986]> lJang,1991]. [Cheatham et a1.,1988] have implemented an expert s\stem to classify some simple regular shaped objects in a robot vision system. However, it is still particularly difficult to identify publications which present simple and flexible methods developed and used in the technology of robot vision systems which can recognise varieties of objects of arbitrary complex shapes.
In this project an artificial intelligence and knowledge base approach has been used to develop an image analysis system which can recognise any number of objects of any arbitrary complex shapes w i t h i n an optimum amount of time. The developed system consists of an Artificial Intelligence (AI) program, a Knowledge Based System (KBS), and a depth perception program. These are considered in more detail in the following sections.
Artificial Intelligence Program
Artificial intelligence (AI) is a branch of computer science concemed with the characteristics normally associated with intelligent human behaviour-typically leaming, reasoning and problem solving [Stauffer, 19871, [Rayson,1985] . The general objective of applied artificial intelligence is to develop systems able to perform human-like intelligent tasks. Five distinguishable areas of AI have been identified in the literature [Groover et a1.,1985] ; Problem Solving, Natural Language, Laming, Knowledge Base Systems (KBS) / Expert System (ES), and Object Recognition.
In this project AI concepts are applied to enable the vision system to automatically select a minimum number of important recognition features, dependmg on the shape and ambiguity of the objects presented to the system. Also, after new objects are introduced to the system, the AI program can automatically perfom the necessary modification to the system software in order to handle the objects. The AI program analyses the data in the KB for the selection of a minimum number of recognition features. The program accesses the KB, and tests the potential features by comparing their values for different parts in the KB in order to decide whether to accept or reject any particular feature. The testing process is terminated as smn as a minimum number of features are selected.
The potential recognition features which are exqracted from the boundary records of the object are: area (A), length of perimeter (P): A / P ratio, measure of roundness, length of the maximum radius (R-), length of the minimum radius (R,, ), and moment invariants. These features, theoretically, are position and orientation invariants. However, to recognise an object under a camera frame the system does not need to calculate all the potential features, it has to calculate only selected features by it's artificial intelligence program.
After selecting the features, the A I program modifies the Feature Edraction Program of the OM by setting the appropriate parameters in the program, so that in the OM, the system can exqract only the selected features. Also, the AI program modifies the "Search" or recognition program of the OM, i.e. modifies the conditional statements of the reasoning process of the recognition program, since the reasoning process would depend on the combination of the selected features.
Knowledge Base System
A Knowledge Base System (KBS) is a system that gathers its data automatically, without the need for a human expert, to solve problems that ordinarily require human intelligence [Cartwright, 19931 . The KBS itself is a computer program, which differs from a conventional program in the way it is organised. the way it incorporates knowledge, the way it is executed, and the "impression" it creates through its interactions. The major elements of KBS are: a knowledge base, and an inference engine.
In this project a KBS is adopted to integrate the sensory data into a flexible robotic assembly cell pajjari and Steiner. 19953. in order to locate, manipulate. and assemble the objects which may not be precisely located in the proper position for the robot to grasp or to assemble. The basic elements of KBS in this project include KB and search programs, which are explained in the following sections
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Knowledge Base A Knowledge Base (KB) contains the values of all the potential features, object names, view conditions for all the individual components, with all the possible landing conditions. For creating a new KB, the new objects to be introduced to the system are placed, one at a time, under the camera frame with every landing possibility. For each object placed under the frame, the vision system takes a snapshot, calculates the threshold, generates a record of the boundary of the object, and then extracts the values of all the potential features from the boundary record. Also, the system calculates the xp , and yg coordinates of the gripping point. It then sends a message to the control system to move the robot with the range sensor on its hand, directly above the point (xg , yg). Then the range sensor is activated and the system takes the data from the range sensor in order to calculate Z, of the gripping point.
If the user wants to add the object into the KB, the system asks for a name for the object, and a name or number for the view condition. When a user response is typed into the system, it records the values of the extracted features and zg into the KB under the given name and view condition. As the object is recorded into the KB, the system checks the KB to make sure that the object (with the given particular landing condition) is not already existing in the KB. If it already exists in the KB, the system does not record this, and informs the user about the duplication mistake. Therefore, as training is undertaken, so the vision system builds up a KB for all the shown objects. The process is terminated by the user when all the objects have been introduced to the system.
In OM, it is assumed that only one object will appear at a time under the camera frame, and proximity sensors will be used to detect the arrival of components into the robot's working space. From the readings of the proximity sensors installed on the conveyor, an approximate location of the object will be determined. Using this data, the robot control programme will then place the camera directly above the object, and the camera will take a snapshot. Thus, the vision system will automatically be triggered to "on" once an object enters the field of vision scene.
The KB uses a C's "structure" (programming language) type to organise the required information into a form such that the AI program and search program can readily access it for analysing objects, and making decisions
Search Program
The search program is the part of the KBS that reasons or infers. Its responsibility is to draw conclusions, using data, rules, and relationships from its knowledge base, and whatever it has learned through the sensory system, and to justify those conclusions. Decision-making by the search program is a fundamental part of the operation of a KBS; indeed it is the fundamental part, since unless it can make decisions, the KBS will be valueless The search program is located at the control level of the knowledge base system. This level decides what questions are to be answered, and then selects the control strategy of how to use the data base and knowledge base to solve the problem at hand. A common but powerful approach, termed a "production system", is employed in this research.
The search program uses conditional statements for its reasoning process. Since multiple featureddata are used, the conditional statement is to be a compound statement containing multiple conditions. For example, f t h e area of object-A (in the KB) is equivnlent (i.e. very close) to the area of the test object (i.e. the object under the camera frame) and if the maximum radius of object-A is equivalent to the maximum radius ofthe test object then the object under cnmern,f?ame is the object-A. It can be noted that depending on the combination of the selected features/data, the compound statement for the reasoning process has to be changed i.e. the conditions and the combination of the conditions have to be changed. This change is automatically done in the program in a very simple and effective \\.a\..
The search program interrogates the KB and compares the values of the selected features of each object in the KB with the extracted values of the selected features of the object under the camera frame in order to find a match. The search process is terminated as soon as a match is found, otherwise it is continued until all the objects are compared. If a match is found, identification of the object will be found; otherwise, the object will be considered as an unknown object.
After identification of the object, in order to manipulate the components by the robot, the location program generates position and orientation data (xB , yB , zB ,+) using the sensory data and the data in the IU3. Position and orientation data produced by the sensory system are in camera frame coordinates. To manipulate the parts by the robot, the cell control system has to generate the data in the robot's base frame coordinates. Given the coordinates of the object with respect to the camera frame from the vision system, and that of the camera frame relative to the robot's tool frame, then the coordinates of the object with respect to the robot base frame, which is the ultimate objective. can be determined.
For each part with each view condition under the camera frame, the cell control system takes the 3-D position and orientation data for a recognised object from the KBS, and then it sends a message to the robot controller to move the robot to mate the parts or to grasp them.
Depth Perception
Depth perception has long been recognised as necessary for a truly flexible robot vision system. Although the concept of stereo triangulation for the purpose of constructing a scene range map is straightforward, this apparent simplicity is quite deceptive. The primary difficulty in passive stereo vision arises not from the geometry of the situation, but from the so-called correspondence problem. The correspondence problem arises when one seeks to identify corresponding points in the two images of the scene to establish a local triangulation. This problem has been pursued by many researchers [Grimson,1984] , [Kak,1984] , [Marr,1984] and more. Most of these techniques have been developed in ambitious attempts to emulate the human visual system, or at least our understanding of it.
When one is dealing with a more specific problem domain, such as industrial robot vision, it is possible to invoke specific restrictions and assumptions that allow the results of a more utilitarian nature to be obtained in a shorter time. Of course, the ideal would be to use the human-like stereo vision capability for generating the range maps with two or more cameras [Kak, 19841; but, in practice, for reliable and sufficiently dense data, a better engineering solution must be used, which is either laser based or structured light based [Kak,1984] ; the work presented here represents a move in that direction. In this work, a knowledge based approach with a range sensor has been used to perceive the depth of any particular point on an object.
Each range sensor employs a combination of laser diode (to create a structured light beam) and a CCD camera (to capture the image of the laser light reflected from the object surface being measured). Both the laser and the camera are mounted in a common housing for accurate alignment of their optical axes. These sensors are based on the triangulation principle (Fig. 3) where d is the distance between the camera lens and the incident beam of light, a is the angle the incident beam makes with d, f is the effective focal distance of the camera, p, is the image of p with respect to the camera frame C, and z is the vertical distance between the lens and the point p.
In the TM for each object and with each view condition, the vision system program will first calculate the xg , and y, coordinates of the gripping point, and then it will send a message to the robot control system to move the range sensor directly above the point (xg , y,) using Equations (1) and (2). The system will take the reading of the range sensor and calculate zg of the gripping point. This data will then be stored with the object identification data in a Knowledge Base. Therefore, in the normal operation mode the system needs to calculate only xg , and y, for a known object and zg will be retrieved from the knowledge base.
Conclusions
The developed vision system is used for the guidance and control of a robot in an AI based robotic assembly cell. The vision system and the control system work under the control of the same microcomputer. Whenever necessary, the control system can call the vision system program to do the appropriate object recognition tasks. The developed system is flexible in comparison to conventional systems, and has been implemented in a robotic assembly cell to recognise, locate, manipulate, and assemble a variety of objects of arbitran complex shapes. Implementing the system does not require any expertise in computer programming, and the system can also be used for other automation purposes, such as inspection and automatic sorting problems. Because the system runs from a knowledge base system, it can recall past set-ups, and therefore it becomes more flexible as it accumulates experience. These advantages are anticipated to make the technique of longstanding commercial interest.
