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Najmanjši interval zaupanja za delež
POVZETEK
Ugotavljanje "prave" vrednosti parametra je zelo pomembno področje v sklepni statistiki.
Zanimivo je, ker v splošnem "prave" vrednosti ne poznamo, lahko pa jo ocenimo. Cilj
je najti način, ki bo "pravo" vrednost čim bolje ocenil. Eden najosnovnejših in najsta-
rejših problemov je ocenjevanje deleža v populaciji. Čeprav se problem zdi zelo pre-
prost, se izkaže, da to ni tako. Prav zato je, kljub temu da je na to temo napisanega že
ogromno gradiva, še vedno aktualna tema. Za ocenjevanje deleža se kot zelo primerni
izkažejo intervali zaupanja. V primerjavi z točkovnimi ocenami so uporabni tudi pri več-
kratnem(ponovnem) vzorčenju.
Problema se lotimo tako, da določimo dva razreda enostranskih in razred dvostranskih in-
tervalov zaupanja 1−α. Za intervale iz razredov zahtevamo monotonost v mejah zaupanja
in simetrijo glede na verjetnost uspeha, parametra pri binomski porazdelitvi. V obeh eno-
stranskih razredih iščemo najmanjši interval v smislu preseka vseh intervalov iz razreda
z direktno analizo funkcije verjetnosti pokritosti. Ugotovimo, da s tako metodo dobimo
tradicionalni Clopper-Pearsonov enostranski interval zaupanja 1− α, ki je v tem primeru
tudi najmanjši. V razredu dvostranskih intervalov zaupanja najmanjši interval obstaja le,
če je izpolnjen preprost pogoj, ki ga navedemo. Če je pogoj izpolnjen, najmanjši interval
tudi izpeljemo. Predlagani intervali so enakomerno najbolj natančni in imajo enakomerno
najmanjšo pričakovano dolžino.
Smallest confidence intervals for one binomial proportion
ABSTRACT
One of the main focuses of study in inferential statistics is determining the "true" value of
a parameter. It is interesting because generally the actual value for a parameter is never
known. However, with statistical methods, it is possible to get an estimation for a para-
meter. Finding the population proportion is one of the oldest and most basic problems.
Although the problem may seem easy at first, it soon becomes clear that it is not. Because
of that, even after a lot of research, it is still a much discussed topic. Finding an interval
estimate seems a reasonable method for estimating a proportion because especially under
re-sampling, the point estimate can be very inaccurate.
We start by defining two classes of one-sided and a class of two-sided 1 − α confidence
intervals with certain monotonicity and symmetry on the confidence limits for the pro-
bability of success, the parameter in a binomial distribution. In the class of one-sided
confidence intervals we search for the smallest interval, in the sense of set inclusion, with
direct analysis of the coverage probability function. This method gives us the same inter-
val as the traditional one-sided 1− α Clopper-Pearson interval, which is in fact, although
rarely mentioned, the smallest interval in the specified class. We provide a simple suffi-
cient and neccessary condition for the existence of the smallest interval in the class of
two-sided intervals. A method is provided for deriving the smallest interval if the condi-
tion holds. The proposed confidence intervals are uniformly most accurate and have the
uniformly minimum expected length.
Math. Subj. Class. (2010): 62F25
Ključne besede: Interval zaupanja; binomska porazdelitev; verjetnost pokritosti
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1. UVOD
Intervalna ocena deleža je eden najosnovnejših problemov v statistični teoriji. Recimo,
da imamo kovanec, za katerega ne vemo, ali je pošten. Na eni strani kovanca je grb, na
drugi pa cifra, kar predpostavimo kot edina možna izida oz. dogodka pri poskusu meta
kovanca. Označimo s p verjetnost, da pade grb in naj bo n ∈ N. Za i ∈ N, i ≤ n,
definiramo Xi = 1, če pri i-tem metu pade grb, sicer Xi = 0. Predpostavimo, da so
Xi n.e.p. Ber(p) slučajne spremenljivke. Označimo z X skupno število grbov v našem
vzorcu X = X1 + X2 + . . . Xn in s p̂ = X/n delež grbov v vzorcu. X je binomsko
porazdeljena slučajna spremenljivka s parametroma n in p. Predmet našega zanimanja je
interval zaupanja za verjetnost uspeha p. Veliko rešitev je bilo predlaganih za "najboljši"
interval zaupanja, vendar večina statistikov ni sprejela nobene. Obstoječe intervale za-
upanja lahko delimo na eksaktne in aproksimativne. Aproksimativni intervali zaupanja
so izpeljani z aproksimacijsko binomsko porazdelitvijo. Večina takih metod uporablja
normalno porazdelitev, med njimi najpogosteje naletimo na t. i. Waldov interval:[︄
p̂− zα/2
√︃
p̂(1− p̂)
n
, p̂+ zα/2
√︃
p̂(1− p̂)
n
]︄
,
kjer je zα/2 zgornji 100α/2 percentil standardno normalne porazdelitve. Izpeljavo inter-
vala najdemo npr. v [12].
Zaradi preprostosti izračuna in razlage je Waldov interval zelo razširjen. Vredno pa je
omeniti, da se je v zadnjih desetletjih s temeljitimi študijami ugotovilo, da ima lahko
takšen interval precej nižjo verjetnost pokritosti od želene, tudi ko p ni blizu 0 ali 1. Za-
radi tega se njegova uporaba odsvetuje ([5],[6],[1]). Namesto Waldovega Brown ([5],
[6]) priporoča tri aproksimativne intervale: Wilsonov (1927), Agresti-Coullov (1998) in
Jeffreyjev enakorepi interval. Med njimi je najbolj preprost Agresti-Coullov (1998) inter-
val, ki je podobne oblike kot Waldov interval. Verjetnosti pokritosti vseh treh intervalov
so precej bližje nominalni stopnji 1− α kot pri Waldovem intervalu, vendar pa je, kot pri
vseh aproksimativnih intervalih, njihova stopnja zaupanja, definirana kot infimum verje-
tnosti pokritosti, manjša od 1− α.
Veliko je prizadevanja konstruirati tudi eksaktne intervale. Eksaktni intervali so izraču-
nani direktno na podlagi binomske porazdelitve in imajo stopnjo zaupanja vsaj 1 − α.
Prvi eksakten dvostranski interval sta leta 1934 objavila C. J. Clopper in E. S. Pearson
[8]. Znano je, da je Clopper-Pearsonov interval zelo konzervativen, kar pomeni, da ima
lahko stopnjo zaupanja precej večjo od 1− α. Kljub temu pa njun interval ostaja najbolj
razširjen eksakten interval, saj si ga lahko smiselno razlagamo in tudi na preprost način
izračunamo. Dobimo ga z invertiranjem dvostranskega binomskega testa za izbrano vre-
dnost α. V nadaljevanju bomo sicer videli, da obstajajo primeri, ko je Clopper-Pearsonov
interval "najboljša" izbira med diskretnimi modeli. Da bi pri eksaktnih intervalih dosegli
točno enako stopnjo zaupanja 1−α, bi lahko sicer uporabili primerno randomizirano me-
todo. To pomeni, da bi izračunali interval zaupanja za slučajno spremenljivko Z = X+Y ,
kjer je X binomska, Y pa pomožna slučajna spremenljivka, neodvisna od X . Taki in-
tervali niso pogosto uporabljeni v praksi, ker jih ne moremo smiselno interpretirati. V
nadaljevanju se omejimo le na nerandomizirane metode.
Zaradi lastnosti, ki se zdijo smiselne in primerne, se bomo osredotočili le na eksaktne
intervale zaupanja. Najpodrobneje bomo spoznali Clopper-Pearsonov interval zaupanja,
ki ga bomo tudi izpeljali.
V osrednjem delu bomo najprej iskali najmanjši enostranski interval zaupanja za delež,
ki, kot bomo videli v nadaljevanju, vedno obstaja. S pridobljenimi ugotovitvami se bomo
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lotili iskanja dvostranskega intervala, ki se izkaže za precej bolj zapleten problem. Nave-
dli bomo pogoje, ki morajo veljati, da najmanjši dvostranski interval obstaja. Za večino
konstrukcij intervalov in izrekov bomo njihovo uporabo pokazali na primerih. Izbrano
metodo bomo primerjali z drugimi metodami, ki so pogosto v uporabi, nimajo pa želenih
lastnosti.
Na koncu bomo na kratko omenili še nekaj eksaktnih metod, ki pa so, čeprav konstruirajo
krajše intervale, precej bolj zapletene in manj intuitivne za uporabo. Zaključili bomo s
pregledom ugotovitev.
2. INTERVAL ZAUPANJA
Naj bo X = (X1, . . . , Xn) vzorec neodvisnih in enako porazdeljenih slučajnih spre-
menljivk z realizacijo (x1, . . . , xn), x ∈ Rn. Predpostavimo, da ima Xi gostoto f(x; θ),
glede na σ-končno mero in θ ∈ Θ ⊆ R,
H0 : Xi ∼ f(x; θ), θ ∈ Θ ⊆ R.
Na podlagi vzorca želimo sklepati o lastnostih spremenljivk Xi. Potrebujemo preslikavo,
ki na podlagi vrednosti iz vzorca poda oceno za vrednost iskanega parametra.
Definicija 2.1. Slučajno spremenljivko θ̂, ki na podlagi vzorca ocenjuje neznani parame-
ter θ, imenujemo cenilka θ.
Opomba 2.2. V našem primeru je cenilka slučajna spremenljivka tipa g(X1, ..., Xn) za
neko funkcijo g : Rn → R.
Definicija 2.3. Naj bo X1, ..., Xn slučajni vzorec in θ neznani parameter.
Če sta L : Rn → R in U : Rn → R dve taki merljivi funkciji vzorca, da velja:
Pθ(L ≤ θ ≤ U) ≥ 1− α,
potem intervalu [L,U ] pravimo interval zaupanja s stopnjo zaupanja 1− α. Funkciji L in
U imenujemo meji zaupanja.
Opomba 2.4. Tako definirani interval zaupanja je slučajni interval, saj sta meji slučajni
spremenljivki.
Če izpustimo možnost intervala Θ, ne moremo z gotovostjo trditi, da bo interval pokril
pravo vrednost θ, saj je ne poznamo. Lahko pa za poljuben θ ∈ Θ izračunamo verjetnost,
da bo interval pokril θ.
Definicija 2.5. Funckija θ ↦→ Pθ(θ ∈ [L(X), U(X)]) se imenuje verjetnost pokritosti
intervala I(X) = [L(X), U(X)]. Označimo jo s CI(θ).
Odvisna je od metode, s katero računamo, in je neodvisna od posameznega vzorca. Ra-
zumemo jo lahko kot verjetnost, da interval, izračunan z neko metodo, vsebuje parameter
zanimanja. To pa seveda govorimo vnaprej. Ko že imamo vzorec in izračunane intervale,
je verjetnost, da prava vrednost leži v nekem intervalu, enaka 0 ali 1.
Želimo si, da bi bila verjetnost pokritosti za vse θ ∈ Θ čim bližje nominalni stopnji zau-
panja. Zelo pomembna lastnost intervalov zaupanja je stopnja zaupanja, ki jo definiramo
kot
inf
θ
Pθ(θ ∈ [L(X), U(X)]).
Osredotočili se bomo na konstrukcijo intervalov zaupanja 1− α oblike [L(X), U(X)] za
parameter θ, tj.:
inf
θ
Pθ(θ ∈ [L(X), U(X)]) ≥ 1− α.
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Če interval zaupanja [L(X), U(X)] zadošča zgornjemu pogoju, pravimo, da ima stopnjo
zaupanja 1 − α. V primeru diskretne porazdelitve se lahko dejanska stopnja zaupanja
razlikuje od nominalne stopnje zaupanja.
Definicija 2.6. Naj bo fX(θ) gostota slučajne spremenljivke X na Θ. Povprečno verje-
tnost pokritosti glede na fX(θ) definiramo kot:
(2.1)
∫︂
Θ
Pθ(θ ∈ (L(X), U(X))fX(θ)dθ.
Po navadi je natančna popvprečna verjetnost pokritosti neznana. Za njeno aproksima-
cijo se pogosto uporablja povprečje verjetnosti pokritosti pri naključno izbranih točkah
iz prostora parametrov. Povprečna verjetnost pokritosti je lahko tudi merilo pri iskanju
"najboljšega" intervala. V primerjavi s stopnjo zaupanja, ki nam pove obnašanje intervala
zaupanja v neki točki, podaja informacijo o obnašanju intervala po celotnem prostoru
parametrov. [18]
2.1. Izbira metode. Pri računanju intervala zaupanja za delež p imamo na izbiro eksak-
tne in aproksimativne intervale. Izbiramo med metodami z verjetnostjo pokritosti vsaj
1 − α za vse vrednosti p in metodami, ki morda imajo v povprečju verjetnost pokritosti
res enako 1− α, imajo pa nižjo verjetnost pokritosti za nekatere vrednosti p. Po slednjih
sicer res dobimo krajše intervale. Problem pa je v tem, da ne vemo, kje leži prava vrednost
p in ne moremo zagotoviti, da ne leži ravno na območjih z nizko verjetnostjo pokritosti.
V delu bomo obravnali intervale zaupanja s stopnjo zaupanja večjo ali enako od želene.
Poleg tega bomo iskali le povezane intervale in ne unij več intervalov.
Primer 2.7. Za a, b, c, d, e, f ∈ [0, 1], a < b, c < d < e < f želimo intervale oblike [a, b]
in ne območij oblike [c, d] ∪ [e, f ].
Prav tako bomo iskali take intervale, pri katerih sta verjetnosti, da interval leži nad oz.
pod pravo vrednostjo, enaki. Na ta način v povprečju dobimo daljše intervale, kot če bi
zahtevali le, da interval v α % ne pokriva prave vrednosti, so pa načeloma preprostejši za
uporabo.
Smiselno je dodatno še zahtevati, da bodo intervali z manjšo stopnjo zaupanja vsebovani
v intervalih z večjo stopnjo zaupanja. Želimo si, da bo npr. 90-odstotni interval zaupanja
vsebovan v 95-odstotnem intervalu zaupanja.
2.2. Clopper-Pearsonov interval zaupanja. Naj bo X = (X1, . . . , Xn) vzorec iz Ber-
noullijeve porazdelitve s parametrom p:
Xi ∼ Ber(p), f(x; p) = px(1− p)1−x, x ∈ {0, 1}, p ∈ Θ = (0, 1).
Vemo, da je X1 + X2 + · · · + Xn ∼ Bin(n, p), zato lahko za ustrezno testno statistiko
izberemo kar
X =
n∑︂
i=1
Xi ∼ Bin(n, p).
Vzorčni prostor binomske slučajne spremenljivke X je {0, . . . , n} =: SB, prostor parame-
trov pa ΘB = (0, 1). Naj bo fB(x;n, p) funkcija verjetnosti in FB(x;n, p) kumulativna
porazdelitvena funkcija slučajne spremenljivke X . Za x ∈ SB je funkcija verjetnosti
enaka
(2.2) fB(x;n, p) = Pp(X = x) =
(︃
n
x
)︃
px(1− p)n−x.
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Za vsa druga realna števila r ∈ R je f(r;n, p) = 0.
Kumulativna porazdelitvena funkcija je za x ≥ 0 enaka
(2.3) FB(x;n, p) = Pp(X ≤ x) =
⌊x⌋∑︂
k=0
(︃
n
k
)︃
pk(1− p)n−k.
Opazimo, da za x = n in vsak p ∈ (0, 1) velja FB(n;n, p) = 1.
Pri iskanju zgornje meje bomo potrebovali dejstvo, da je funkcija FB(x;n, p) strogo pa-
dajoča v p za x ≤ n− 1.
Lema 2.8. Naj bo x ∈ {0, . . . , n − 1}. Potem je FB(x;n, p) je strogo padajoča za vsak
p ∈ (0, 1).
Dokaz leme. Naj bo F ′B(x;n, p) odvod FB(x;n, p) po p. Za x = 0 imamo FB(0;n, p) =
(1− p)n in
F ′B(0;n, p) = −n(1− p)n−1 < 0 za p ∈ (0, 1).
Opazimo, da je funkcija FB(x;n, p) odvedljiva, torej tudi zvezna. Iz zgornjega odvoda
sledi, da je FB(x;n, p) padajoča na (0, 1). Predpostavimo sedaj še drug primer, ko je
x > 0. Potem je
F ′B(x;n, p) = −n(1− p)n−1 +
x∑︂
k=1
(︃
n
k
)︃[︁
kpk−1(1− p)n−k − pk(n− k)(1− p)n−k−1
]︁
= −n(1− p)n−1 + n
x∑︂
k=1
[︃(︃
n− 1
k − 1
)︃
pk−1(1− p)n−1−(k−1)
]︃
− n
[︄
x∑︂
k=1
(︃
n− 1
k
)︃
pk(1− p)(n−1)−k
]︄
= −n(1− p)n−1 + n
x−1∑︂
k=0
[︃(︃
n− 1
k
)︃
pk(1− p)(n−1)−k
]︃
− n
[︄
x∑︂
k=1
(︃
n− 1
k
)︃
pk(1− p)(n−1)−k
]︄
= −n(1− p)n−1 + n(1− p)n−1 − n
(︃
n− 1
x
)︃
px(1− p)(n−1)−x
= −n
(︃
n− 1
x
)︃
px(1− p)(n−1)−x = −nfB(x;n− 1, p).
Ker je za p ∈ (0, 1) in x < n zgornji odvod negativen, je FB(x;n, p) strogo padajoča na
(0, 1).
■
S pravkar dokazanim si lahko pomagamo do iskanega intervala zaupanja. Naj bo p ∈
(0, 1) in n ∈ N. Za dano število α ∈ (0, 1) in izid x ∈ SB binomske slučajne spremen-
ljivke X bi radi izračunali (100(1−α))% interval zaupanja I(x;n) = [L(x;n), U(x;n)] ⊂
[0, 1]. V nadaljevanju bomo namesto I(x;n) pisali samo I(x) oz. I(X), ko mislimo na
slučajni interval, saj bo iz konteksta razvidna velikost vzorca n.
Naj bo sedaj (U(x))x∈SB zaporedje zgornjih mej. Za vsak x ∈ {0, . . . , n−1}, definiramo
U(x) kot edino rešitev glede na p enačbe
FB(x;n, U(x)) = α/2.
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Za x = n definiramo U(n) = 1, ker je FB(n;n, p) = 1 za vsak p ∈ (0, 1) in rešitev
zgornje enačbe za U(n) ne obstaja.
Naj bo še (L(x))x∈SB zaporedje spodnjih mej. Za vsak x ∈ {1, . . . , n}, definiramo L(x)
kot edino rešitev glede na p enačbe
FB̂(x;n, L(x)) = α/2
v (0, 1), kjer je FB̂(x;n, L(x)) = 1−FB(x− 1;n, L(x)). Za x = 0 definiramo L(0) = 0,
ker je FB̂(0;n, p) = 1 za vsak p ∈ (0, 1) in rešitev zgornje enačbe za L(0) ne obstaja.
Opomba 2.9. Ker je FB(x;n, p) kot funkcija p za 0 ≤ x < n strogo monotona in zvezna,
po izreku o vmesni vrednosti vemo, da na intervalu (0, 1) obstaja natanko ena rešitev
zgornjih enačb.
Za (100(1 − α))% interval zaupanja vzamemo I(X) = [L(X), U(X)], L(X), U(X) ∈
[0, 1]. Pogledati si moramo še, ali tak interval res vedno obstaja, kar bomo dokazali z
naslednjo lemo.
Lema 2.10. Za x ∈ {0, . . . , n} je L(x) < U(x).
Dokaz leme. Za x = 0 in x = n očitno velja L(0) < U(0) in L(n) < U(n). Za
x ∈ {1, . . . , n− 1} bomo dokazovali s protislovjem. Predpostavimo, da je U(x) ≤ L(x).
Izberemo p, da bo U(x) ≤ p ≤ L(x). Ker je p ≤ L(x) in FB̂(x;n, p) naraščajoča, je
FB(x− 1;n, p) ≥ 1− F̂B(x;n, L(x)) = 1− α/2.
Podobno, ker je U(x) ≤ p in FB̂(x;n, p) naraščajoča, je
FB̂(x+ 1;n, p) ≥ FB̂(x+ 1;n, U(x)) = 1− α/2.
Vidimo, da velja
1 = P (0 ≤ X ≤ n) ≥ FB̂(x+ 1;n, p) + FB(x− 1;n, p) = 2− α,
iz česar sledi α ≥ 1. Tako smo prišli do protislovja, saj je α ∈ (0, 1).
■
SLIKA 1. Graf pokritosti 95-odstotnega Clopper-Pearsonovega intervala zaupanja
Interval zaupanja, izračunan po zgornji metodi, je Clopper-Pearsonov interval zaupanja
1−α za p, ki zagotavlja verjetnost pokritosti vsaj enako nominalni stopnji zaupanja 1−α.
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Na sliki 1 je prikazan graf pokritosti 95-odstotnega Clopper-Pearsonovega intervala zau-
panja za vzorec velikosti 25. Opazimo, da ima pri takšni velikosti vzorca verjetnost po-
kritosti precej večjo od 0, 95 za skoraj vse vrednosti p, na nekaterih intervalih celo strogo
večjo od 0, 975. Verjetnost pokritosti, kot pričakovano, ni zvezna funkcija. Njene točke
nezveznosti so v mejah zaupanja. Podrobnejšo analizo verjetnosti pokritosti Clopper-
Pearsonovega intervala najdemo v (Pastor, [13]). Na sliki 2 vidimo, da dejanska stopnja
zaupanja z že precej majhnim vzorcem pada proti želeni vrednosti 1 − α = 0, 95. Kljub
temu pa povprečna verjetnost pokritosti precej počasneje pada proti 0, 95. Pri velikosti
vzorca 100 je le-ta 0, 965, pri velikosti 1000 pa 0, 955. Zaradi večje verjetnosti pokritosti
imamo tudi daljše intervale zaupanja. Zanimivo je tudi, da pri nominalni stopnji zaupanja
0, 95 dobimo dejansko stopnjo zaupanja 0, 975 za 1 ≤ n ≤ 5.
Ker enačbe za izračun mej niso ravno preproste, si lahko pomagamo s podobnostjo bi-
nomske in beta porazdelitve, ki ima gostoto verjetnosti
fβ(a,b)(p) =
Γ(a+ b)
Γ(a)Γ(b)
pa−1(1− p)b−1.
Vidimo, da lahko ob primerni izbiri (celih) števil a in b dobimo binomsko funkcijo ver-
jetnosti. Če je na vzorcu opazovana vrednost (izid) enaka x, se izkaže, da je spodnja
meja enaka α/2 kvantilu porazdelitve β(x, n− x+ 1), zgornja meja pa 1− α/2 kvantilu
porazdelitve β(x + 1, n − x). Ko je x enak 0 ali n, lahko meje intervala izračunamo s
preprostim izrazom. Za x = 0 je interval oblike [0, 1 − (α/2)1/n], za x = n pa je enak
[(α/2)1/n, 1]. Za vse vmesne vrednosti X moramo meje izračunati numerično. Večina
statističnih programov ima že vgrajene funkcije za izračun Clopper-Pearsonovega inter-
vala. V programu R ga lahko najdemo v paketu "PropCis"ali pa "BinomCI", kjer imamo
na izbiro tudi druge metode. [16]
SLIKA 2. Vpliv velikosti vzorca na stopnjo zaupanja
3. NAJMANJŠI INTERVAL ZAUPANJA ZA DELEŽ
Iskanja "najboljšega" intervala zaupanja se po navadi lotimo tako, da določimo razred
intervalov zaupanja in iščemo "najboljšega" v njem. Pogosto uporabljena kriterija za
izbiro "najboljšega" intervala zaupanja sta minimiziranje pričakovane dolžine intervala
ali verjetnosti napačne pokritosti. To je verjetnost, da interval ne pokrije prave vrednosti.
10
Postopati moramo previdno, saj tak interval ne obstaja, če si izberemo neprimeren razred
intervalov.
Poglejmo najprej katere vrednosti parametra so vsebovane v območju zaupanja oz. v
našem primeru, intervalu zaupanja za p. [19]
Izrek 3.1. Naj bo X ∼ Bin(n, p), fB(x;n, p) njena funkcija gostote in I(X) interval
zaupanja za parameter p. Za vsak x ∈ SB je
I(x) = {p ∈ [0, 1] : fB(x;n, p) nastopa v izrazu za verjetnost pokritosti I(X) z utežjo 1}.
Dokaz izreka. Po definiciji je verjetnost pokritosti I(X) enaka
CI(p) = Pp(p ∈ I(X)) =
∑︂
x∈SB
1{p∈I(x)}fB(x;n, p),
kjer je p ↦→ 1{p∈I(x)} indikatorska funkcija množice I(x). Vidimo, da za vsak fiksen x
izraz fB(x;n, p) nastopa v zgornji vsoti z utežjo 1 tedaj in natanko tedaj, ko je p ∈ I(x).
■
Pokazali smo, da parametre, ki bodo vsebovani v intervalu zaupanja, lahko izbiramo s
funkcijo verjetnosti pokritosti. V posledici izreka navedemo idejo in vodilo, kako izbrati
najmanjši interval zaupanja.
Posledica 3.2. Za interval zaupanja I(X) = [L(X), U(X)] in za vsak x ∈ SB izraz
fB(x;n, p) nastopa v izrazu za verjetnost pokritosti [L(X), U(X)] z utežjo 1 tedaj in
natanko tedaj, ko velja L(x) ≤ p ≤ U(x). Torej:
L(x) = najmanjši p, za katerega fB(x;n, p) nastopa v izrazu CI z utežjo 1.
U(x) = največji p, za katerega fB(x;n, p) nastopa v izrazu CI z utežjo 1.
Poglejmo si sedaj, kako si lahko s tem pomagamo. Recimo, da nas zanima enostranski
interval zaupanja 1 − α oblike [0, U(X)]. Ravnamo tako, da za vsak (fiksen) x ∈ SB
odstranimo izraz fB(x;n, p) iz CI(p), ko je p čim manjši, in hkrati pazimo, da ohranimo
CI(p) nad 1− α. Interval manjšamo, vse dokler je verjetnost pokritosti vsaj 1− α.
Povedati moramo še, kaj mora veljati, da bo interval najmanjši. Najmanjši interval bomo
iskali skladno z naslednjo definicijo.
Definicija 3.3. [A(X), B(X)] je najmanjši interval zaupanja v razredu intervalov zaupa-
nja 1− α, A, če velja:
(i) [A(X), B(X)] je vsebovan v A;
(ii) [A(X), B(X)] je presek vseh intervalov v A.
Poleg zgornje definicije bomo potrebovali tudi naslednjo definicijo za najbolj natančen
interval zaupanja. Po obeh definicijah dobimo enak interval zaupanja. [19]
Definicija 3.4. [A(X), B(X)] je najbolj natančen interval zaupanja v razredu intervalov
zaupanja 1− α, A, če velja:
(i) [A(X), B(X)] je vsebovan v A;
(ii) če sta meji zaupanja intervala [A′(X), B′(X)] nepadajoči v X in je razlika intervalov
[A(X), B(X)]\[A′(X), B′(X)] neprazna za kakšno vrednost X , je stopnja zaupanja
intervala [A′(X), B′(X)] strogo manjša od 1− α.
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Pri iskanju najmanjšega intervala bi si lahko pomagali tudi direktno z minimiziranjem
dolžine intervala. Čeprav v delu ne bomo iskali intervala na tak način, jo vseeno defini-
ramo za primerjavo z drugimi metodami. Intervali, dobljeni po drugih metodah, imajo
precej različne lastnosti od intervalov iz razredov, ki jih bomo mi definirali. Zato na ta-
kšne primerjave raje gledamo kot "ceno", ki jo plačamo za to, da bo interval imel želene
lastnosti.
Definicija 3.5. Naj bodo n ∈ N, x ∈ SB in p ∈ [0, 1]. Pričakovana dolžina intervala pri
fiksnem p je enaka
En,p(dolžina(IZ)) =
n∑︂
x=0
((U(x)− L(x))fB(x;n, p),
kjer sta U in L zgornja in spodnja meja intervala zaupanja IZ.
Če vzamemo integral pričakovane dolžine po vseh vrednostih p med 0 in 1,
tj.
∫︁ 1
0
En,p(dolžina(IZ))dp, dobimo povprečno pričakovano dolžino. [5]
Dolžino intervala lahko proučujemo tudi v druge namene. Na sliki 3 vidimo, kako se
povprečna pričakovana dolžina Clopper-Pearsonovega 95-odstotnega intervala manjša z
velikostjo vzorca. Pri tem smo za n ≤ 4 v enačbah za izračun mej izračunali 90-odstotni
Clopper-Pearsonov interval, saj ima v tem primeru stopnjo zaupanja 95 %.
SLIKA 3. Vpliv velikosti vzorca na dolžino intervala
3.1. Najmanjši enostranski interval zaupanja za delež. Začeli bomo z iskanjem naj-
manjšega enostranskega intervala zaupanja 1 − α za p. Enostranski interval zaupanja je
interval zaupanja, pri katerem je ena od mej konstanta. Tak interval vedno obstaja, ker
se meje intervala nikoli ne prekrivajo. Najmanjši interval izberemo tako, da bo za vsako
opazovano vrednost X podmnožica poljubnega drugega intervala iz izbranega razreda in-
tervalov. Na tak način bo dobljeni interval avtomatično minimiziral pričakovano dolžino
ali verjetnost napačne pokritosti.
Za oceno zgornje meje določimo razred intervalov zaupanja 1− α za p, Bu, ki zadošča:
(a) L(x) = 0 za vsak x ∈ SB;
(b) 0 ≤ U(x) ≤ U(x+ 1) ≤ 1 za vsak x ∈ SB.
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Torej razred enostranskih nepadajočih intervalov zaupanja za oceno zgornje meje para-
metra p. Monotonost v zgornji meji je smiselna, saj se navadno verjetnost uspeha veča z
večjim številom opazovanih uspehov.
Lema 3.6. Za vsak interval zaupanja [0, U(X)] iz razreda Bu velja U(n) = 1.
Dokaz leme. Dokazovali bomo s protislovjem. Naj bo U(n) < 1. Obstaja torej p, U(n) <
p ≤ 1, za katerega je 1{p≤UB(x)} = 0 za vsak x ∈ SB. Potem je verjetnost pokritosti
intervala [0, U(X)] na intervalu (U(n), 1] enaka
CU(p) = P (p ≤ U(X)) =
n∑︂
x=0
1{p≤U(x)}fB(x;n, p) = 0.
Upoštevali smo dejstvo, da je zgornja meja nepadajoča. S tem smo dokazali, da v primeru
U(n) < 1 obstajajo p ∈ [0, 1], za katere je verjetnost pokritosti manjša od 1− α.
■
Izkaže se, da lahko najmanjši enostranski interval zaupanja izračunamo po preprosti for-
muli. Upoštevamo, da je funkcija FB(x;n, p) strogo padajoča v p, in za vsak možen
izid x najdemo najmanjši p, za katerega bo verjetnost manj ali enako izidov od x enaka
nominalni stopnji tveganja α. [19]
Izrek 3.7. Za 0 < α < 1 in vsak x(< n) ∈ SB naj bo UB(x) rešitev glede na p enačbe
(3.1) FB(x;n, p) = α;
za x = n postavimo UB(x) = 1. Tako dobljen interval zaupanja [0, UB(X)] je najmanjši
v razredu Bu.
Dokaz izreka. Hitro se lahko prepričamo, da tako dobljeni intervali res pripadajo v razred
Bu. Spodnjo mejo smo fiksirali na 0, FB(x;n, p) je naraščajoča v x in padajoča v p, zato
mora biti UB(x) naraščajoča, če hočemo, da velja FB(x;n, UB(x)) = α.
Prepričamo se lahko, da ima tako dobljeni interval ustrezno verjetnost pokritosti za vse
p ∈ [0, 1]. Za 0 ≤ p ≤ UB(0) velja p ∈ [0, UB(x)] za vsak x ∈ SB, saj je UB(x) na-
raščajoča. Sledi, da je CUB(p) = FB(n;n, p) = 1. Naj bo sedaj x0 ∈ {1, . . . , n}. Po
enačbi( 3.1) je FB(x0 − 1;n, UB(x0 − 1)) = α. Na (UB(x0 − 1), UB(x0)] je FB(x0 −
1;n, p) < α, saj je FB(x;n, p) padajoča. Potem je verjetnost pokritosti na vsakem inter-
valu (UB(x0 − 1), UB(x0)] enaka
CUB(p) =
n∑︂
x=x0
fB(x;n, p) = 1− FB(x0 − 1;n, p) > 1− α.
Potrebno je še dokazati, da je tako dobljeni interval res najmanjši v Bu. Dokazovali bomo
s protislovjem. V tem primeru obstaja interval [0, U(X)], ki je manjši od [0, UB(X)]. Brez
škode za splošnost predpostavimo, da obstaja x0 ∈ SB, x0 < n in interval [0, U(x0)],
tako da velja U(x0) < UB(x0). Ker je FB(x0;n, p) padajoča v p in je po enačbi (3.1)
FB(x0;n, UB(x0)) = α, velja FB(x0;n, p) > α za vsak p ∈ (U(x0), UB(x0)). Za p ∈
(U(x0), UB(x0)) je
CU(p) =
n∑︂
x=x0+1
1{p∈[0,U(x)]}fB(x;n, p) = 1− FB(x0;n, p) < 1− α.
Pokazali smo, da ima v tem primeru interval manjšo stopnjo zaupanja od predpisane in
zato ne pripada razredu Bu.
■
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Opomba 3.8. Zgornji interval je pravzaprav enostranski Clopper-Pearsonov interval za-
upanja 1− α za p.
V tabeli 1 so prikazane meje intervala zaupanja, izračunane z uporabo zgornjega izreka,
in graf pokritosti je prikazan na sliki 4.
TABELA 1. Meje enostranskega intervala zaupanja (n = 6, α = 0, 05)
x 0 1 2 3 4 5 6
LB(x) 0 0 0 0 0 0 0
UB(x) 0,3930 0,5818 0,7287 0,8468 0,9371 0,9915 1,0000
SLIKA 4. Verjetnost pokritosti 95-odstotnega enostranskega intervala za-
upanja [0, UB(X)]
Prav tako lahko z uporabo zgornjega izreka in upoštevanjem simetrije intervala glede na p
dobimo enostranski 1−α interval zaupanja [L(X), 1] za oceno spodnje meje. V ta namen
definiramo primeren razred 1− α intervalov zaupanja Bl:
(3.2) Bl := {[L(X), 1] : 0 ≤ L(x) ≤ L(x+ 1)}
Zgornja meja iz enačbe (3.1) je dobljena pri številu uspehov x. Spodnjo mejo definiramo
kot
(3.3) LB(X) = 1− UB(n−X).
Tako dobljeni interval zaupanja [L(X), 1] je najmanjši interval zaupanja v Bl.
Za x > 0 velja tudi:
(3.4) FB(x− 1;n, LB(x)) = 1− α.
Da je to res, je dovolj kratek premislek. Dogodek, da pri n poskusih, vsak z verjetnostjo
uspeha p, opazimo manj ali enako kot x uspehov, je enak dogodku, da opazimo več ali
enako kot n− x neuspehov, vsakega z verjetnostjo 1− p.
Iz FB(x;n, p) = 1− FB(n− x− 1;n, 1− p), (3.3) in (3.1) sledi, da je:
FB(x−1, n, LB(x)) = FB(x−1, n, 1−UB(n−x)) = 1−FB(n−x, n, UB(n−x)) = 1−α.
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3.2. Najmanjši dvostranski interval zaupanja za delež. Do sedaj smo lahko z izbiro
ustreznega razreda intervalov vedno poiskali najmanjši enostranski interval zaupanja za
p. Razlog za to je ta, da se pri enostranskih zgornja in spodnja meja nikoli ne prekrivata
(0 ≤ U(X) in L(X) ≤ 1). Kot bomo kmalu videli, se pri dvostranskih intervalih to le
redko zgodi. Obravnavali bomo tudi primer, ko prekrivanje ni preveč "hudo". Pokazali
bomo, da si lahko tudi v takem primeru pomagamo in vseeno poiščemo najmanjši interval
v izbranem razredu intervalov.
Na podoben način kot pri enostranskih intervalih definiramo primeren razred intervalov
zaupanja 1− α, B, v katerem bomo iskali najmanjši dvostranski interval zaupanja 1− α
oblike [L(X), U(X)]:
(a) 0 ≤ L(x) ≤ L(x+ 1) ≤ 1 in 0 ≤ U(x) ≤ U(x+ 1) ≤ 1;
(b) L(x) = 1− U(n− x),
za vsak x ∈ SB. V prvem pogoju ponovno zahtevamo monotonost tako zgornje kot spo-
dnje meje. Drugi pogoj pa sledi iz tega, da je tudi n−X (število neuspehov) binomsko po-
razdeljena slučajna spremenljivka z verjetnostjo uspeha 1−p, torej n−X ∼ Bin(n, 1−p).
Smiselno se je vprašati, ali bi lahko bil interval, dobljen iz enačb (3.3) in (3.1), najmanjši
dvostranski interval zaupanja v razredu B. Iz enačb pričakujemo, da bo dobljeni interval
imel stopnjo zaupanja 1 − 2α, saj smo vsako mejo računali s stopnjo tveganja α. Izkaže
pa se, da obstajajo pari n in α, za katere bo dobljeni interval najmanjši v našem razredu
intervalov zaupanja 1 − α. V naslednjem izreku navedemo zadosten in potreben pogoj,
da to velja.
Izrek 3.9. Za 0 < α < 1 predpostavimo
(3.5) FB(0;n, 0, 5) ≥ α.
Potem je interval [LB(X), UB(X)], kjer sta LB(X) in UB(X), dobljena iz enačb (3.3)
in (3.1), najmanjši interval zaupanja v B.
Pred dokazom izreka si poglejmo, kaj nam izrek pove in kaj ob izpolnjenem pogoju prav-
zaprav pridobimo. Opazimo, da je interval [LB(X), UB(X)] enak Clopper-Pearsonovemu
intervalu zaupanja 1 − 2α, ki smo ga izpeljali v poglavju 2.2. Izrek 3.9 podaja zadosten
pogoj, s katerim je Clopper-Pearsonov interval zaupanja 1− 2α najmanjši interval zaupa-
nja 1− α v B.
Pogoj (3.5) lahko z uporabo kumulativne funkcije binomske porazdelitve (3.5) preobli-
kujemo v FB(0;n, 0, 5) = Pp=0,5(X = 0) = 12n ≥ α. Na primer, če bi izbrali stopnjo
zaupanja 1 − α = 95 %, bi Clopper-Pearsonov interval bil najmanjši interval zaupanja v
B le za n ≤ 4.
Primer 3.10. S primerom si bomo pogledali, kaj gre narobe, ko pogoj ne velja. Pri n = 5
primerjamo dva primera, s stopnjo tveganja α = 0, 03 in α = 0, 0325. V prvem primeru
je FB(0; 5, 0, 5) = 0, 03125 > 0, 03, v drugem pa FB(0; 5, 0, 5) = 0, 03125 < 0, 0325.
Meje, ki jih dobimo z uporabo enačb (3.3) in (3.1), so prikazane v tabeli 2. Če pogoj
ni izpolnjen, je UB(0) < LB(5), in kot je prikazano na sliki 5, je ravno na intervalu
(UB(0), LB(5)) verjetnost pokritosti manjša od 1−α. V primeru prekrivanja mej namreč
izgubimo nekaj členov iz vsote za izračun verjetnosti pokritosti.
15
TABELA 2. Meje najmanjšega intervala zaupanja v B (n = 5, α = 0, 03).
x 0 1 2 3 4 5
LB(x) 0,0000 0,0061 0,0581 0,1567 0,2979 0,4959
UB(x) 0,5041 0,7021 0,8433 0,9419 0,9939 1,0000
TABELA 3. Meje intervala ko pogoj ni izpolnjen (n = 5, α = 0, 0325).
x 0 1 2 3 4 5
LB(x) 0,0000 0,0066 0,0606 0,1614 0,3045 0,5039
UB(x) 0,4961 0,6955 0,8386 0,9394 0,9934 1,0000
SLIKA 5. Primerjava grafov pokritosti
Dokaz izreka. Po definiciji iz izreka 3.7 je zgornja meja, UB(x), naraščajoča. Ker je
FB(0;n, p) padajoča v p, iz neenačbe (3.5) sledi, da je UB(0) ≥ 0, 5. Torej je po definiciji
(3.3) LB(x) naraščajoča v x in LB(n) ≤ 0, 5. Sledi, da se najmanjša zgornja meja UB(0)
ne prekriva z nobeno izmed spodnjih mej. Ideja je interval [0, 1] razdeliti na dva intervala
in pokazati, da imamo na vsakem izmed njiju verjetnost pokritosti vsaj 1 − α. Naj bo
CB′(p) verjetnost pokritosti intervala [LB(X), UB(X)]. Poglejmo si verjetnost pokritosti
na intervalu [0, 5, 1]. Za vsak p, 0, 5 ≤ p ≤ UB(0) bodo v izrazu za verjetnost pokritosti
nastopali vsi sumandi z utežjo 1, torej bo na tem intervalu CB′(p) = FB(n;n, p) = 1. Za
p > UB(0) je zaradi LB(n) ≤ 0, 5 verjetnost pokritosti CB′(p) enaka verjetnosti pokritosti
intervala [0, UB(X)], CB(p), ki je, kot pokazano v izreku 3.7, vsaj 1− α.
(3.6) CB′(p) =
{︄
1, če 0, 5 ≤ p ≤ UB(0);
CB(p), če p > UB(0).
Zaradi simetrije mej lahko na podoben način pokažemo, da je CB′(p) vsaj 1 − α na in-
tervalu [0, 0, 5]. Sledi, da je CB′(p) vsaj 1 − α na celotnem intervalu [0, 1] in interval
[LB(X), UB(X)] je vsebovan v B.
Potrebno je še preveriti, da je tak interval res najmanjši. Da je to res, bomo dokazali s
protislovjem. Predpostavimo, da [LB(X), UB(X)] ni najmanjši interval v B. Potem ob-
staja interval [L0(X), U0(X)] ∈ B in x0 ∈ SB, ki pokaže, da [LB(X), UB(X)] ni manjši
od [L0(X), U0(X)]. Po definiciji najmanjšega intervala velja, da je [L0(x), U0(x)] ⊂
[LB(x), UB(x)] za vsak x ∈ SB. V posebnem je [L0(x0), U0(x0)] ⊂ [LB(x0), UB(x0)].
Sledi, da sta možna naslednja primera:
16
(1) L0(x0) > LB(x0)
ali
(2) U0(x0) < UB(x0).
Brez škode za splošnost predpostavimo, da velja L0(x0) > LB(x0). Ker je U0(X) ≤ 1, je
verjetnost pokritosti intervala [L0(X), 1] večja ali enaka od tiste od [L0(X), U0(X)], ki pa
je po predpostavki vsaj 1− α. Sledi, da je [L0(X), 1] vsebovan v Bl. To pa je v nasprotju
z dejstvom, da je [LB(X), 1] najmanjši interval v razredu Bl. ■
Izkaže se, da je pogoj (3.5) tudi potreben, kar dokažemo v naslednjem izreku.
Izrek 3.11. Če pogoj (3.5) ni izpolnjen, interval [LB(X), UB(X)] ne pripada razredu B.
Dokaz izreka. Dovolj je pokazati, da ima v tem primeru interval [LB(X), UB(X)] ver-
jetnost pokritosti manjšo od 1 − α za neki p0 ∈ [0, 1]. Ker pogoj (3.5) ne velja, je
UB(0) < 0, 5 < LB(n). Po (3.1) je FB(0;n, UB(0)) = α in posledično je UB(0) > 0, saj
je α ∈ (0, 1). Iz UB(0) > 0 sledi, da je tudi c := fB(n;n, UB(0)) pozitivno število. Ker
je FB(x;n, p) zvezna v p, lahko izberemo dovolj majhen ∆p > 0, da bo veljalo:
FB(0;n, UB(0) +∆p) > α− c
in
p0 = UB(0) +∆p < LB(n).
Naprej, ker je fB(n;n, p) naraščajoča, je fB(n;n, UB(0) + ∆p) > c. Iz UB(0) < p0 <
LB(n) sledi, da p0 /∈ [LB(0), UB(0)] in p0 /∈ [LB(n), UB(n)]. V primeru več prekrivanj
p0 ni vsebovan tudi v drugih intervalih. Torej je verjetnost pokritosti pri p0 enaka
CB(p0) ≤
n−1∑︂
x=1
fB(x;n, p0) = 1− FB(0;n, p0)− fB(n;n, p0) < 1− α.
Tako smo dokazali, da je pogoj (3.5) res potreben.
■
Posledica 3.12. Clopper-Pearsonov interval zaupanja 1 − 2α [LB(X), UB(X)] je naj-
manjši interval v B tedaj in natanko tedaj, ko je izpolnjen pogoj (3.5).
Pogoj (3.5) je enak pogoju UB(0) ≥ LB(n) oz. UB(0) ≥ 0, 5. Tako vidimo, da je
Clopper-Pearsonov interval zaupanja 1− 2α [LB(X), UB(X)] najmanjši v B tedaj in na-
tanko tedaj, ko se nobena izmed njegovih spodnjih mej ne prekriva z zgornjimi.
Kaj pa če to ni tako in je recimo UB(0) manjša od katerih spodnjih mej? Zanima nas, ali
lahko v takem primeru vseeno obstaja najmanjši interval v razredu B. Videli bomo, da
lahko za nekatere primere n in α konstruiramo najmanjši interval v B, ki pa je seveda dru-
gačen od [LB(X), UB(X)]. V naslednjem izreku bomo pokazali, kako ravnati s takšnim
intervalom in kakšni so pri tem pogoji za obstoj.
Izrek 3.13. Za 0 < α < 1 naj bo a0 najmanjša rešitev enačbe g(p) = 1− α, kjer je
(3.7) g(p) := 1− fB(0;n, p)− fB(n;n, p),
če rešitve obstajajo, sicer postavimo a0 = 0, 5.
Naprej naj bo
(3.8) UB1(x) =
{︄
a0, če x = 0;
UB(x), če x > 0,
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in
(3.9) LB1(X) = 1− UB1(n−X).
Predpostavimo sedaj
(3.10) FB(0;n, 0, 5) < α
in
(3.11) UB1(0) + UB1(1) ≥ 1.
Potem je tako dobljeni interval zaupanja [LB1(X), UB1(X)] najmanjši v B.
Zgornji izrek pove, da najmanjši interval v B obstaja, če je najmanjša zgornja meja
Clopper-Pearsonovega intervala 1− 2α manjša le od ene izmed spodnjih mej, tj. LB(n−
1) ≤ UB(0) ≤ LB(n), kar sledi iz (3.11).
Podobno lahko najmanjši interval v razredu B obstaja, tudi če se več mej prekriva, npr.
LB(n− 2) ≤ UB(0) < LB(n− 1), ni pa nujno. Tudi v takem primeru nov interval ni več
Clopper-Pearsonov interval.
Pred dokazom si poglejmo še primer, kako iz intervala [LB(X), UB(X)] /∈ B pridemo do
intervala [LB1(X), UB1(X)] ∈ B.
Primer 3.14. Predpostavimo n = 6 in α = 0, 025. Pogoj (3.5) ni izpolnjen in velja
UB(0) < LB(n). Enačba g(p) = 1 − α nima rešitve, in kot predpisano v tem primeru,
postavimo UB1(0) = 0, 5 ter posledično LB1(6) = 0, 5, po (3.9).
TABELA 4. Primer uporabe izreka 3.13
x 0 1 2 3 4 5 6
LB(x) 0,0000 0,0042 0,0432 0,1181 0,2228 0,3588 0,5407
UB(x) 0,4593 0,6412 0,7772 0,8819 0,9567 0,9958 1,0000
LB1(x) 0,0000 0,0042 0,0432 0,1181 0,2228 0,3588 0,5000
UB1(x) 0,5000 0,6412 0,7772 0,8819 0,9567 0,9958 1,0000
Ker velja UB1(0) + UB1(0) = 0, 5 + 0, 6412 = 1, 1412 ≥ 1, je po izreku 3.13 tako do-
bljeni interval najmanjši v B. Res, prvotni interval [LB(X), UB(X)] ima stopnjo zaupanja
0, 965, interval s spremenjenimi mejami pa, kot želeno, 0, 975. V tem primeru se v iz-
boljšanem intervalu spodnje in zgornje meje ne prekrivajo. Ni pa to potrebno, obstajal bi
tudi, če bi se ena meja prekrivala (glej primer 3.17).
SLIKA 6. Graf pokritosti po Clopper-Pearsonovi in izboljšani metodi
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V dokazu izreka bomo potrebovali še spodnjo lemo, ki pove, da imajo vsi intervali v
razredu B najmanjšo spodnjo mejo enako 0.
Lema 3.15. Za vsak interval zaupanja [L(X), U(X)] iz razreda B velja L(0) = 0.
Dokaz leme. Dokazovali bomo s protislovjem. Naj bo L(0) > 0. Obstaja torej 0 ≤ p <
L(0), za katerega je 1{p≥L(x)} = 0 za vsak x ∈ SB. Sledi, da je verjetnost pokritosti
intervala [L(X), U(X)] za p ∈ [0, L(0)) enaka
C(p) = Pp(L(X) ≤ p ≤ U(X)) ≤ Pp(L(X) ≤ p) =
n∑︂
x=0
1{p≥L(x)}fB(x;n, p) = 0.
Neenakost je očitna, saj je [L(X), U(X)] ⊆ [L(X), 1].
Prišli smo do protislovja, saj je v tem primeru verjetnost pokritosti manjša od 1− α.
■
Dokaz izreka 3.13. Dogodek, da smo v n poskusih opazili 0 uspehov, je enak dogodku,
da smo opazili n neuspehov, torej fB(0;n, p) = fB(n;n, 1 − p). Sledi, da je g(p) si-
metrična glede na p = 0, 5. Ker iščemo najmanjšo rešitev enačbe, bo zaradi simetrije
UB1(0) = a0 ≤ 0, 5. Da bo veljal pogoj (3.11), mora biti UB1(1) ≥ 0, 5. Torej je UB1(x)
nepadajoča in ponovno zaradi (3.11) je LB1(n− 1) = 1− UB1(1) ≤ UB1(0).
Zapišimo sedaj robne točke intervala [LB1(X), UB1(X)] iz [0, 0, 5] v nepadajočem vr-
stnem redu:
LB1(0)(= 0 = LB(0)), . . . , LB1(n− 1)(= LB(n− 1)), UB1(0).
Vemo, da je LB1(n) = 0, 5, če je le UB1(0) = 0, 5. Definirajmo sedaj
Ii = [LB1(i), LB1(i+ 1)), i = 0, . . . n− 2;
In−1 = [LB1(n− 1), UB1(0));
In = [UB1(0), 0, 5] .
Očitno tvorijo {Ii}ni=0 particijo intervala [0, 0, 5]. Naj bo sedaj CB1(p) verjetnost pokri-
tosti intervala [LB1(X), UB1(X)].
(i) Na Ii, za i ≤ n− 2, velja LB1(i) ≤ p < LB1(i+ 1) ≤ UB1(y), za vsak y ∈ SB. Po
posledici 3.2 izrazi fB(x;n, p), za x ≤ i, nastopajo v CB1(p) z utežjo 1 in velja:
CB1(p) =
i∑︂
x=0
fB(x;n, p) = FB(i;n, p) > FB(i;n, LB1(i+ 1))
= FB(i;n, LB(i+ 1)) = 1− α,
kar sledi iz enakosti (3.4) in dejstva, da je FB(x;n, p) padajoča v p.
(ii) Na In−1 je verjetnost pokritosti enaka
CB1(p) =
n−1∑︂
x=0
fB(x;n, p) > FB(n− 1;n, UB1(0))
= g(UB1(0)) + fB(0;n, UB1(0)) > 1− α,
kar sledi iz dejstva, da je FB(x;n, p) padajoča v p in fB(0;n, p) > 0.
(iii) Upoštevajmo sedaj še (3.7) in (3.8), iz česar je jasno, da je g(UB1(0)) = 1−α, če je
le UB1(0) < 0, 5. Ker je odvod g′(p) = −((1−p)n)′− (pn)′ = n(1−p)n−1−npn−1
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pozitiven za p > 0, 5, je g(p) strogo naraščajoča na In. Če je UB1(0) < 0, 5, je
CB1(p) ≥
n−1∑︂
x=1
fB(x;n, p) = g(p) ≥ g(UB1(0)) = 1− α,
na In;
če pa je UB1(0) = 0, 5, sledi LB1(n) = 0, 5 in nimamo prekrivanj. Torej je p = 0, 5
vsebovan v intervalih [L(x), U(x)] za vsak x ∈ SB, in velja
CB1(p) =
n∑︂
x=0
fB(x;n, p) = 1 > 1− α
na In.
Sledi, da interval [LB1(X), UB1(X)] pripada razredu B, če sta le izpolnjeni predpostavki
3.10 in 3.11.
Preveriti je potrebno še, ali je tako dobljeni interval [LB1(X), UB1(X)] res najmanjši in-
terval v B. Dokazovali bomo s protislovjem.
Predpostavimo, da ni najmanjši v B. Potem obstaja interval [L1(X), U1(X)] ∈ B in
x0 ∈ SB tako, da bo veljalo
(1) L1(x0) > LB1(x0) in L1(x0 − 1) < L1(x0)
ali
(2) U1(x0) < UB1(x0) in U1(x0) < U1(x0 + 1).
Brez škode za splošnost predpostavimo, da se zgodi prvi primer. Po lemi 3.15 sledi, da je
x0 > 0. Naj bo sedaj C1(p) verjetnost pokritosti intervala [L1(X), U1(X)]. Obstajata dve
možnosti v odvisnosti od x0:
(a) Če je x0 < n, je za vsak p ∈ (max (L1(x0 − 1), LB1(x0)), L1(x0))
C1(p) ≤
x0−1∑︂
x=0
fB(x;n, p) = FB(x0 − 1;n, p) < FB(x0 − 1;n, LB1(x0)) = 1− α.
V zgornji enačbi nastopa stroga neenakost, ker je FB(x;n, p) strogo padajoča v p za
0 ≤ x < n. Poleg tega smo upoštevali (3.4) in da za 0 ≤ x0 < n velja LB1(x0) =
LB(x0). Pokazali smo, da ima v tem primeru nov interval stopnjo zaupanja manjšo
od 1− α.
(b) Če je x0 = n, velja L1(n) > LB1(n) ≥ UB1(0) > U1(0). Upoštevali smo UB1(0) =
a0 ≤ 0, 5 in L(x) = 1−U(n− x) za vsak interval iz B. Za vsak p ∈ (U1(0), UB1(0))
velja:
C1(p) ≤
n−1∑︂
x=1
fB(x;n, p) = g(p) < g(UB1(0)) ≤ 1− α,
kjer smo upoštevali, da je g(p) strogo naraščajoča za p < 0, 5. Tudi v tem primeru
smo prišli do protislovja, saj je verjetnost pokritosti manjša od zahtevane.
Dokazali smo, da je interval [LB1(X), UB1(X)] pod pogojema (3.10) in (3.11) najmanjši
v B.
■
Posledica 3.16. Zadosten pogoj za obstoj najmanjšega intervala v razredu B je (3.11) in
meji intervala sta izračunani iz enačb (3.1) in (3.3) ali (3.8) in (3.9), odvisno od tega, ali
je UB(0) ≥ 0, 5.
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Dokaz posledice. Iz izreka 3.9 vemo, da v primeru FB(0;n, 0, 5) ≥ α najmanjši interval
v razredu B obstaja. Dovolj je še pokazati, da iz FB(0;n, 0, 5) ≥ α sledi (3.11).
Če pogoj (3.5) drži, je UB(0) ≥ 0, 5 in FB(0;n, p) ≥ α na [0, 0, 5]. Torej je na [0, 0, 5]
g(p) ≤ 1− fB(0;n, p) = 1− FB(0;n, p) ≤ 1− FB(0;n, UB(0)) = 1− α.
Vemo, da g(p) narašča na [0, 0, 5], zato mora biti UB1(0) = a0 = 0, 5. Poleg tega velja
tudi UB1(1) = UB(1) > UB(0) ≥ UB1(0) = 0, 5, iz česar sledi UB1(0)+UB1(1) ≥ 1. ■
Primer 3.17. Naj bo sedaj n = 6 in α = 0, 045. Pogoj (3.9) ni izpolnjen. V tem primeru
imamo več prekrivanj: velja UB(0) < LB(5) < LB(6) in UB(1) < LB(6). V izboljšanem
intervalu še vedno velja UB1(0) < LB1(6), ker pa sta pogoja iz izreka izpolnjena, imamo
res 95, 5-odstotni interval zaupanja, kot je prikazano na grafu verjetnosti pokritosti.
TABELA 5. Primer izboljšave intervala
x 0 1 2 3 4 5 6
LB(x) 0,0000 0,0076 0,0593 0,1471 0,2632 0,4085 0,5964
UB(x) 0,4036 0,5915 0,7368 0,8529 0,9407 0,9924 1,0000
LB1(x) 0,0000 0,0076 0,0593 0,1471 0,2632 0,4085 0,5844
UB1(x) 0,4156 0,5915 0,7368 0,8529 0,9407 0,9924 1,0000
SLIKA 7. Graf pokritosti po Clopper-Pearsonovi in izboljšani metodi
Primer 3.18. Če pri n = 6 nominalno stopnjo tveganja iz primera 3.17 malo povečamo na
0, 05, si z uporabo izreka ne moremo več pomagati. Kljub temu da je v prvotnem intervalu
enako število prekrivanj, je v izboljšanem intervalu UB1(0) manjša od dveh spodnjih mej.
TABELA 6. Poskus izboljšave intervala
x 0 1 2 3 4 5 6
LB(x) 0,0000 0,0085 0,0628 0,1532 0,2713 0,4182 0,6070
UB(x) 0,3930 0,5818 0,7287 0,8468 0,9372 0,9915 1,0000
LB1(x) 0,0000 0,0085 0,0628 0,1532 0,2713 0,4182 0,5981
UB1(x) 0,4019 0,5818 0,7287 0,8468 0,9372 0,9915 1,0000
Z verjetnostjo pokritosti imamo težave na (UB1(0), LB1(5)) in (UB1(1), LB1(6)).
21
SLIKA 8. Graf pokritosti Clopper-Pearsonove in "izboljšane" metode
Iz do zdaj spoznanega se nam zazdeva, da je obstoj najmanjšega intervala odvisen od
števila spodnjih mej LB1(x), ki so večje od najmanjše zgornje meje UB1(0). Pogoj, ki
vpliva na to število, je (3.11). Pokazali bomo, da v primeru, ko je več kot ena izmed
spodnjih mej večja od UB1(0), najmanjši interval v razredu B ne obstaja.
Izrek 3.19. Če pogoj (3.11) ni izpolnjen, potem najmanjši interval v razredu B ne obstaja.
V dokazu izreka bomo potrebovali naslednjo lemo.
Lema 3.20. Če v razredu B obstaja najmanjši interval, je za poljubna dva intervala I1(X)
in I2(X) iz B tudi njun presek I1(X) ∩ I2(X) v B.
Dokaz izreka 3.19 je precej dolg, zato ga razdelimo na več delov. V prvem delu navedemo
osnovno idejo dokaza, nato pa ločimo dve možnosti in ju obravnavamo vsako posebej.
Dokaz izreka. Dokazovali bomo s protislovjem. Predpostavimo, da najmanjši interval
obstaja, kljub temu da pogoj (3.11) ni izpolnjen. V tem primeru velja UB1(0)+UB1(1) <
1, iz česar po (3.9) sledi LB1(n) + LB1(n − 1) > 1. Ker so vse meje naraščajoče v x, to
pomeni, da sta vsaj LB1(n) in LB1(n− 1) večji od UB1(0).
Naj bo
y0 = min {y ∈ SB : a0 = UB1(0) < LB1(y)}.
Ker pogoj (3.11) ni izpolnjen, je
y0 ≤ n− 1.
Ločimo dva primera:
(A) LB(y0)(= LB1(y0)) < 0, 5
(B) LB(y0)(= LB1(y0)) ≥ 0, 5
Prav tako bomo vsak primer posebej dokazovali s protislovjem. Ideja za dokaz prvega
primera je konstruirati dva 1− α intervala zaupanja, [L2(X), U2(X)] in [L3(X), U3(X)],
v razredu B in pokazati, da ima njun presek manjšo verjetnost pokritosti kot 1 − α, kar
je v protislovju z lemo 3.20. Dokazali bomo, da v tem primeru najmanjši interval v B ne
obstaja. Podobno bomo storili tudi v drugem primeru. Za dokazovanje bomo potrebovali
še naslednjo lemo, ki nam bo zagotavljala želeno verjetnost pokritosti v iskanih intervalih.
Lema 3.21. Verjetnost pokritosti intervala [LB1(X), UB1(X)], CB1(p), je vsaj 1 − α za
p ∈ [0, UB1(0)).
Dokaz leme. Vemo, da so LB1(x) naraščajoče in po definiciji y0 je LB1(y0 − 1) ≤
UB1(0) < LB1(y0). Interval [0, UB1(0)) lahko zapišemo kot unijo disjunktnih intervalov{︁
Ii = [LB1(i), LB1(i+ 1))
}︁y0−2
i=0
, Iy0−1 = [LB1(y0 − 1), UB1(0)).
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Na vsakem izmed Ii je verjetnost pokritosti enaka
CB1(p) =
i∑︂
x=0
fB(x;n, p) > FB(i;n, LB1(i+ 1)) = FB(i;n, LB(i+ 1)) = 1− α,
kjer smo ponovno uporabili monotonost FB(x;n, p) v p, LB1(x) = LB(x) za x < n in
enakost (3.4).
Na Iy0−1 pa je verjetnost pokritosti enaka
CB1(p) =
y0−1∑︂
x=0
fB(x;n, p) > FB(y0 − 1;n, LB1(y0)) = 1− α.
Sledi, da je CB1(p) vsaj 1− α na celotnem intervalu [0, UB1(0)).
■
Kot smo omenili, bomo za dokaz vsakega primera potrebovali dva intervala. Konstruirali
ju bomo z naslednjimi lemami. Začnimo s konstrukcijo primernih intervalov iz razreda B
za primer (A).
Lema 3.22. Če pogoj (3.11) ni izpolnjen in je LB(y0) < 0, 5, naj bo
U2(x) =
⎧⎪⎨⎪⎩
LB(y0), če x = 0;
1− LB(y0), če 1 ≤ x ≤ n− y0;
UB(x), če x ≥ n− y0 + 1.
In naj bo še
L2(X) = 1− U2(n−X).
Potem je interval [L2(X), U2(X)] vsebovan v razredu B.
Dokaz leme. Da bo [L2(X), U2(X)] vsebovan v razredu B, mora imeti nepadajoče meje
in stopnjo zaupanja vsaj 1 − α. Po predpostavki velja LB(y0) < 0, 5 < 1 − LB(y0), in
ker je LB(x) nepadajoča, je UB(x) = 1− LB(n− x) ≥ 1− LB(y0) za x ≥ n− y0 + 1.
Sledi, da je U2(x) nepadajoča v x. Iz definicje L2(X) sledi, da je tudi L2(x) nepadajoča.
Preostane nam pokazati, da je njegova verjetnost pokritosti C2(p) vsaj 1− α na [0, 0, 5].
Po definiciji je
L2(x) =
⎧⎪⎨⎪⎩
LB(x), če 0 ≤ x ≤ y0 − 1;
LB(y0), če y0 ≤ x ≤ n− 1;
1− LB(y0), če x = n.
Meje intervala zaupanja [L2(X), U2(X)] lahko na intervalu [0, 0, 5] zapišemo v nepada-
jočem vrstnem redu kot
L2(0)(= LB(0)), . . . , L2(y0 − 1)(= LB(y0 − 1)), L2(y0) = · · · = L2(n− 1) = U2(0),
saj je U2(0) = LB(y0) < 0, 5 in 1− LB(y0) > 0, 5.
Sedaj interval [0, 0, 5] razdelimo na štiri dele in na vsakem preverimo verjetnost pokrito-
sti.
(i) Na [0, UB1(0)) je C2(p) enaka CB1(p), ker je L2(y0−1) = LB1(y0−1) ≤ UB1(0) <
LB1(y0) = L2(y0) in torej po lemi 3.21 vsaj 1− α.
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(ii) Na [UB1(0), U2(0)) opazimo, da je L2(y0 − 1) = LB(y0 − 1) ≤ UB1(0) in L2(y0) =
LB(y0) = U2(0). Vidimo, da je p ∈ [L2(x), U2(x)] za 0 ≤ x ≤ y0 − 1 in verjetnost
pokritosti na tem intervalu je enaka
C2(p) =
y0−1∑︂
x=0
fB(x;n, p) >
y0−1∑︂
x=0
fB(x;n, U2(0)) = 1− α.
(iii) Za p = U2(0) = L2(y0) < 0, 5, iz 0, 5 < LB(n) in L2(x) = LB(y0) za y0 ≤ x < n,
sledi
C2(p) =
n−1∑︂
x=0
fB(x;n, p) = FB(n− 1;n, p) > FB(n− 1, n, LB(n)) = 1− α.
(iv) Na (U2(0), 0, 5] je
C2(p) =
n−1∑︂
x=1
fB(x;n, p) = g(p) > g(a0) = 1− α,
kjer je g(p) iz (3.7).
Če upoštevamo točke (i)-(iv), vidimo, da je C2(p) ≥ 1− α na [0, 0, 5].
■
Do sedaj smo konstruirali interval, ki spremeni meje intervalov, dobljenih iz enačb (3.1)
in (3.3), in ohranja verjetnost pokritosti 1 − α. Poglejmo si sedaj še drugo, podobno
metodo.
Lema 3.23. Če pogoj (3.11) ni izpolnjen, naj bo (brez predpostavke LB(y0) < 0, 5):
U3(x) =
⎧⎪⎨⎪⎩
a0, če x = 0;
1− a0, če 1 ≤ x ≤ n− y0;
UB(x), če x ≥ n− y0 + 1.
In naj bo še
L3(X) = 1− U3(n−X).
Potem tako dobljeni interval [L3(X), U3(X)] pripada razredu B.
Dokaz leme. Velja a0 < 0, 5 < 1− a0 in UB(x) = UB1(x) > a0 za x ≥ n− y0 + 1 ≥ 2.
Sledi, da sta meji intervala L3(x) in U3(x) nepadajoči v x. Za spodnjo mejo velja:
L3(x) =
⎧⎪⎨⎪⎩
LB(x), če 0 ≤ x ≤ y0 − 1;
a0, če y0 ≤ x ≤ n− 1;
1− a0, če x = n.
Na intervalu [0, 0, 5] lahko meje intervala zaupanja [L3(X), U3(X)] zapišemo v nepada-
jočem vrstnem redu kot
L3(0)(= LB(0)), . . . , L3(y0 − 1)(= LB(y0 − 1)), L3(y0) = · · · = L3(n− 1) = U3(0),
saj je U3(0) = a0 < 0, 5. Naj bo C3(p) verjetnost pokritosti intervala [L3(X), U3(X)].
(i) Ker je U3(0) = UB1(0) = a0 ≥ LB(y0 − 1), je verjetnost pokritosti [L3(X), U3(X)]
na [L3(i), L3(i+ 1)) za 0 ≤ i ≤ y0 − 2 vsaj 1− α, kot pokazano v lemi 3.21.
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(ii) Iz p ∈ [L3(y0 − 1), L3(y0)) sledi p ∈ [L3(x), U3(x)], 0 ≤ x ≤ y0 − 1. Verjetnost
pokritosti je na tem intervalu enaka
C3(p) =
y0−1∑︂
x=0
fB(x;n, p) > FB(y0 − 1;n, a0) > FB(y0 − 1;n, LB(y0)) = 1− α,
saj je L3(y0) < LB(y0) in FB(x;n, p) padajoča v p.
(iii) Za p = L3(y0) = a0, je
C3(a0) =
n−1∑︂
x=0
fB(x;n, a0) = g(a0) + fB(0;n, a0) > g(a0) = 1− α.
(iv) Na (U3(0), 0, 5] je verjetnost pokritosti enaka
C3(p) =
n−1∑︂
x=1
fB(x;n, p) = g(p) > g(a0) = 1− α,
saj je g(p) naraščajoča na [0, 0, 5].
Zaključimo lahko, da interval [L3(X), U3(X)] pripada razredu B.
■
Primer 3.24. Ponovno vzamemo n = 6 in α = 0, 05 kot v primeru 3.18. Opazimo,
da je y0 = 5 in LB(y0) = 0, 4182 < 0, 5. V tem primeru lahko z lemami 3.22 in 3.23
iz obstoječega intervala [LB, UB] konstruiramo intervala [L2, U2] in [L3, U3]. Rezultati so
prikazani v tabeli 7.
TABELA 7. Primer intervalov, izračunanih iz lem 3.22 in 3.23
x 0 1 2 3 4 5 6
L2(x) 0,0000 0,0085 0,0628 0,1532 0,2713 0,4182 0,5818
U2(x) 0,4182 0,5818 0,7287 0,8468 0,9372 0,9915 1,0000
L3(x) 0,0000 0,0085 0,0628 0,1532 0,2713 0,4019 0,5981
U3(x) 0,4019 0,5981 0,7287 0,8468 0,9371 0,9915 1,0000
SLIKA 9. Grafa pokritosti intervalov [L2, U2] in [L3, U3].
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Nadaljevanje dokaza za prvi primer.
Naj bo [L4(X), U4(X)] presek zgoraj dobljenih intervalov [L2, U2] in [L3, U3]. Vemo, da
je a0 = UB1(0) < LB(y0) in 1− a0 > 1− LB(y0). Potem je
U4(x) =
⎧⎪⎨⎪⎩
a0, če x = 0;
1− LB(y0), če 1 ≤ x ≤ n− y0;
UB(x), če x ≥ n− y0 + 1.
Ker (3.11) ne drži, je vsaj U4(1) = 1 − LB(y0). Sledi, da je U4(X) = 1 − LB(y0) s
pozitivno verjetnostjo. Ker je FB(y0 − 1;n, LB(y0)) = 1− α in je d := fB(0;n, LB(y0))
pozitiven, lahko izberemo majhen ∆p, da bo p0 = LB(y0) −∆p ∈ (a0, LB(y0)). Zaradi
zveznosti FB(y0− 1;n, p0) in dejstva, da je fB(0;n, p0) > fB(0;n, LB(y0)), je verjetnost
pokritosti intervala [L4, U4] pri p = p0 enaka
C4(p0) =
y0−1∑︂
x=1
fB(x;n, p0) = FB(y0−1;n, p0)−fB(0;n, p0) < 1−α+d/3−2d/3 < 1−α.
Sledi, da interval [L4, U4] ne pripada razredu B, kar je v protislovju z lemo 3.20. Iz
pravkar dokazanega lahko za prvi primer zaključimo, da najmanjši interval v razredu B
ne obstaja, če pogoj (3.11) ni izpolnjen.
Primer 3.25. Če izračunamo presek intervalov, podanih v tabeli 7, dobimo interval, po-
dan v spodnji tabeli. Dobljeni interval je kot presek seveda krajši, ima pa zato tudi manjšo
stopnjo zaupanja (glej sliko 3.25).
TABELA 8. Meje intervala [L4, U4]
x 0 1 2 3 4 5 6
L4(x) 0,0000 0,0085 0,0628 0,1532 0,2713 0,4182 0,5981
U4(x) 0,4019 0,5818 0,7287 0,8468 0,9372 0,9915 1,0000
SLIKA 10. Graf pokritosti intervala [L4, U4]
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Preostane nam še dokaz drugega primera, ko je LB(y0)(= LB1(y0)) ≥ 0, 5. Potrebovali
bomo interval [L3, U3] iz leme (3.23) in interval, ki ga dobimo z naslednjo lemo.
Lema 3.26. Če pogoj (3.11) ni izpolnjen in je LB(y0) ≥ 0, 5, naj bo
U5(x) =
{︄
0, 5, če x ≤ n− y0;
UB(x), če x ≥ n− y0 + 1.
In naj bo še
L5(X) = 1− U5(n−X).
Potem je interval [L5(X), U5(X)] vsebovan v razredu B.
Dokaz leme. Po definiciji je
L5(x) =
{︄
LB(x), če x ≤ y0 − 1;
0, 5, če x ≥ y0.
Meje intervala zaupanja [L5(X), U5(X)] na intervalu [0, 0, 5] lahko zapišemo v nepada-
jočem vrstnem redu kot
L5(0)(= LB(0)), . . . , L5(y0 − 1)(= LB(y0 − 1)),
0, 5 = L5(y0) = · · · = L5(n) = U5(0) = · · · = U5(n− y0).
(i) Na vsakem intervalu oblike [L5(i), L5(i+ 1)) je za 0 ≤ i ≤ y0 − 2 verjetnost pokri-
tosti [L5(X), U5(X)], označimo jo z C5(p), vsaj 1 − α. Ker je L5(x) = LB1(x) ≤
UB1(0) < U5(0) = 0, 5 za 0 ≤ x ≤ y0 − 1, lahko uporabimo lemo 3.21.
(ii) Na intervalu [L5(y0 − 1), 0, 5) je zaradi LB(y0) ≥ 0, 5
C5(p) =
y0−1∑︂
x=0
fB(x;n, p) > FB(y0 − 1;n, 0, 5) ≥ FB(y0 − 1;n, LB(y0)) = 1− α.
(iii) Za p = 0, 5 pa je
f5(p) = 1 > 1− α.
Pokazali smo, da je interval [L5(X), U5(X)] vsebovan v razredu B.
■
Nadaljevanje dokaza za drugi primer.
Pokazati želimo, da presek intervalov [L3, U3] in [L5, U5] ni vsebovan v B.
Naj bo sedaj [L6(X), U6(X)] presek intervalov [L5(X), U5(X)] in [L3(X), U3(X)]. Ker
je a0 < 0, 5 in 1− a0 > 0, 5, je
U6(x) =
⎧⎪⎨⎪⎩
a0, če x = 0;
0, 5, če 1 ≤ x ≤ n− y0;
UB(x), če x ≥ n− y0 + 1
in
L6(x) =
⎧⎪⎨⎪⎩
LB(x), če 0 ≤ x ≤ y0 − 1;
0, 5, če y0 ≤ x ≤ n− 1;
1− a0, če x = n.
Po predpostavki pogoj (3.11) ni izpolnjen. Sledi, da je U6(X) = 0, 5 s pozitivno verjetno-
stjo. Naj bo C6(p) verjetnost pokritosti [L6, U6]. Ker je a0 < 0, 5 = L6(y0), g(a0) = 1−α
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in je d :=
∑︁n−1
x=y0
fB(x;n, a0) pozitiven (y0 ≤ n − 1), lahko izberemo majhen ∆p, da bo
p0 = a0 +∆p ∈ (a0, 0, 5) in
C6(p0) =
y0−1∑︂
x=1
fB(x;n, p0) = g(p0)−
n−1∑︂
x=y0
fB(x;n, p0) < 1− α + d/3− 2d/3 < 1− α.
Upoštevali smo, da je funkcija g(p) zvezna in da je
∑︁n−1
x=y0
fB(x;n, p) naraščajoča na
[0, 0, 5]. Iz tega lahko sklepamo, da interval [L6, U6] ni vsebovan v razredu B, kar pa je
v protislovju z lemo 3.20. Upoštevamo še ugotovitev iz prvega primera in zaključimo, da
najmanjši interval v razredu B ne obstaja, če pogoj (3.11) ni izpolnjen.
■
Vse, kar smo do zdaj ugotovili in pokazali za obstoj najmanjšega intervala, strnemo v
naslednji posledici.
Posledica 3.27. Najmanjši 1 − α interval obstaja v razredu B, če in samo če je pogoj
izpolnjen.
4. PRIMERJAVA Z DRUGIMI METODAMI
Do sedaj smo računali intervale, ki izpolnjujejo precej stroge pogoje. V tem razdelku
jih primerjamo z drugimi metodami, ki lahko imajo tudi nezaželene lastnosti.
Med aproksimativnimi metodami za primerjavo uporabimo Waldov, Agresti-Coullov in
Wilsonov interval, ki uporabljajo aproksimacijo z normalno porazdelitvijo, in Jeffreyjev
interval, ki je izpeljan po Bayesovi statistiki z uporabo beta porazdelitve [9]. Pri velikosti
vzorca n = 5 in stopnji tveganja 2, 5 %, v tabeli 9 primerjamo stopnjo zaupanja, pov-
prečje verjetnosti pokritosti in povprečno pričakovano dolžino. Ker je FB(0; 5, 0, 5) =
0, 03125 > 0, 025, izračunamo 95-odstotni Clopper-Pearsonov interval. Kot pričakovano,
so aproksimativni intervali krajši od eksaktnega. Po vseh metodah, razen po Waldovi,
dobimo sicer res povprečje verjetnosti pokritosti nad 0, 975. Ne moremo pa zanemariti
dejanske stopnje zaupanja teh intervalov, ki je precej manjša od želene. Po drugi strani
pa ima eksakten interval povprečno verjetnost pokritosti 99 %, kar pomeni, da bomo za
večino pravih vrednosti p dobili zelo konzervativen interval.
TABELA 9. Primerjava metod ob izpolnjenem pogoju (n = 5, α = 0, 025)
Wald A-C Wilson Jeffrey C-P 95 % Blaker
Stopnja zaupanja 0,000 0,922 0,860 0,930 0,975 0,975
Povprečna verjetnost pokritosti 0,695 0,982 0,974 0,980 0,990 0,990
Povprečna pričakovana dolžina 0,497 0,646 0,614 0,626 0,678 0,678
Poleg Clopper-Pearsonovega intervala in njegovih izboljšav obstajajo tudi drugi eksak-
tni intervali. V literaturi so redko omenjeni, v programih za statistično analizo so precej
manj dostopni, tudi ko so, je njihov izračun precej zahtevnejši. Kljub temu pa lahko, če
smo pripravljeni opustiti kakšno zahtevo o lastnostih želenega intervala, z njimi dobimo
krajši interval. Primer so eksaktni intervali, konstruirani z namenom, da bodo krajši od
tradicionalnega tako, da bodo inverz ne nujno enakorepih binomskih testov. Poleg tega,
da so krajši, tudi njihova verjetnost pokritosti precej manj niha stran od 1 − α kot pri
Clopper-Pearsonovem. V nadaljevanju navedemo in na kratko opišemo nekaj alternativ-
nih eksaktnih metod za izračun intervalov.
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Blyth-Still-Casellov (Blyth-Still 1983, Casella 1986) interval je dokazano najkrajši ek-
sakten interval, ki pa ima nezaželeno lastnost, da tako dobljeni intervali niso gnezdeni, v
smislu da 90-odstotni interval ne bo nujno vsebovan v 95-odstotnem intervalu [3]. Enako
velja za intervale, ki jih je izpeljal Crow (1956). Interval, ki ga je izpeljal Sterne (1954),
nam vrne gnezdene intervale, ki so krajši od Clopper-Pearsonovih. Slabost je, da lahko po
tej metodi v nekaterih primerih dobimo dva ločena intervala. Blaker je leta 2000 predla-
gal gnezden interval, daljši od Blyth-Still-Casellovega, ki je vedno vsebovan v Clopper-
Pearsonovem intervalu, vendar je v nekaterih primerih podan kot unija disjunktnih in-
tervalov in njegova zgornja meja ni strogo padajoča v α pri fiksnem n in X . V tem
primeru se lahko zgodi, da tudi če povečamo α, ne dobimo krajšega intervala. Nasprotno
je Clopper-Pearsonov interval vedno gnezden, ni sestavljen iz več disjunktnih intervalov
in ima strogo naraščajoče meje v α. Kljub temu da obstajajo eksaktne metode, po katerih
dobimo krajše intervale zaupanja za delež p, z njimi izgubimo pomembne lastnosti, kot
so gnezdenost, povezanost in monotonost.[16] Ker pa so za smiselno interpretacijo rezul-
tatov potrebne, jih raje ohranimo z uporabo Clopper-Pearsonovega intervala, kljub temu
da pri tem "izgubimo" dolžino intervala.
Med eksaktnimi intervali vzamemo za primerjavo Blakerov interval, ki je edini lažje do-
stopen interval v programu R. Najdemo ga v paketu BlakerCI. Za izračun intervalov po
metodi Blyth-Still-Casella lahko uporabimo program StataXact. V tabeli 9 vidimo, da
je enak Clopper-Pearsonovemu, se pa pri večjih vzorcih kmalu začne kazati razlika med
njima. Podrobnejšo primerjavo lastnosti nekaterih eksaktnih intervalov lahko najdemo v
[3].
5. ZAKLJUČEK
Ocenjevanje populacijskega parametra je osnoven problem v statistiki. V zadnjih dese-
tletjih so kot rešitev problema prišli v ospredje intervali zaupanja. V tem primeru imamo
zaradi diskretnosti slučajne spremenljivke precej težav z iskanjem optimalne metode za
njegov izračun. Odločiti se moramo, kaj nam je pri rezultatih najpomembnejše, in narediti
kompromis med npr. stopnjo zaupanja in dolžino intervala. V diplomskem delu iščemo
najmanjši interval v smislu preseka vseh intervalov iz določenega razreda. Pri iskanju naj-
manjšega enostranskega intervala vedno obstaja najmanjši interval, ki se ga ne da dodatno
izboljšati. Zaključimo lahko, da je enostranski interval, izračunan po Clopper-Pearsonovi
metodi, najboljši v izbranem razredu. Za dvostranski interval navedemo zadosten in po-
treben pogoj, da je Clopper-Pearsonov interval 1− 2α najmanjši interval zaupanja 1−α.
Tudi če pogoj ne velja in ima metoda stopnjo zaupanja 1−2α, lahko ob izpolnjenih neka-
terih pogojih interval izboljšamo s primerno spremembo mej. Ker bodo pogoji veljali le
za dovolj majhne n ali α, so bolj teoretične narave. Vendar pa lahko zaradi neobstoja naj-
manjšega intervala razumemo, zakaj še vedno prihaja do nesoglasij pri izbiri najboljšega
intervala.
SLOVAR STROKOVNIH IZRAZOV
approximate interval približen interval
binomial distribution binomska porazdelitev
confidence interval interval zaupanja
confidence level stopnja zaupanja
confidence limit meja zaupanja
confidence set/region območje zaupanja
coverage probability verjetnost pokritosti
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expected length pričakovana dolžina
false coverage probability verjetnost napačne pokritosti
hypothesis testing testiranje hipotez
interval construction konstrukcija intervalov
interval estimate intervalska ocena
parameter estimation ocenjevanje parametra
random variable slučajna spremenljivka
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