Abstract. This paper presents a mathematical model for a chemical process used to machine cristal as glass or silica. A short physical description is presented from which we draw the mathematical model. We obtain a coupled parabolic equations system on a free boundary domain with a non-linear condition on the boundary. The existence and the uniqueness is proved in the one-dimensional case.
Introduction
In industrial application, chemical attack is employed in machining silica materials. The basic principle consists to attack a material like glass or quartz with a caustic fluid (phosphoric acid or fluoride acid). This is an usual method to build microprocessors using an etching technic. The process is also used to polish rough surface like glass micro-tips where the smoothness of the boundary is crucial. Experimental studies have been done to study the dissolution kinetic in order to predict the evolution of a silica surface in contact with the acid [7] , [8] , [1] . It is a typical free boundary problem where the surface of the solid cristal dissolved by the acid changes.
Some authors propose mathematical models to describe the chemical process and the boundary evolution [9] , [2] , [6] but they all consider a mixture with an unique compound acting on the reactive surface. Furthermore, they assume the boundary to be a given function [5] or they take a simplified boundary condition [2] .
We present a mathematical model of a multi-compounds chemical machining derived from the silica attack by a fluoride solution [8] . Conservative principle is used to formulate the diffusion processes. On the boundary, a reaction rate is given in function of the fluoride concentration [8, p. 25] or [1, p. 541] . We give an existence and uniqueness result for a coupled parabolic equations system in a free boundary domain in the one dimensional case. We first prove using the Banach fixed point theorem the existence and the uniqueness of a solution for a small time interval. Then, we show that the solution can be extended for every time interval.
The mathematical model
A classical experiment of glass SiO 2 disolution emploies a mixture of fluoride acid HF buffered with chloridric acid HCl in water H 2 O. The chloridric acid is completly split up and gives the proton concentration H + in the mixture to help the dissolution. The fluoride is partially split up in two ionic species F − and HF 6 + 2H 2 O. The rate dissolution depends both on the diffusion of the reactants and the products, and on the reaction on the boundary. It is usually admited that all the reaction is controlled by the dissolution rate on the boundary [8] .
If one considers the etching in a macroscopic way -we mean that the dimensions are the container ones where the experiment occurs -it is a good approximation to assume the concentrations to be constant, but we get few informations about the geometric evolution of the boundary. In this work, we are interested with a small layer close to the reactive boundary such that the diffusion process can not be neglected. This layer is small (10 µm) and could be linked to etching problems in semiconductor or optic technologies. The current section presents a general model describing the concentrations and the boundary evolution for the chemical attack process for a multi-dimensional geometry. In section three and the nexts, we only consider a particular configuration leading to a one dimensional formulation.
Let us consider an open bounded domain Ω 0 ⊂ R 3 constituted of two subdomains Ω 1 (t) and Ω 2 (t) divided by the reactive boundary S(t) where t denotes the time, t ∈ [0, T ]. The silica is represented by Ω 2 (t) and the acid mixture is contained in Ω 1 (t). We consider that the boundary of Ω 1 (t) is the union of three subsets, Γ N (to fix a Neumann condition), Γ D (to fix a Dirichlet condition) and S(t). We denote by w the reactive boundary velocity vector defined on S(t) and by n the outward normal vector of ∂Ω 1 (t) ∩ S(t). Remark 1.1. We can also consider some particular unbounded domain such as strips or cylinders.
For the sake of simplicity, we adopt the following notations
where c i are the concentrations in moles per liter. We assume that there is no SiO 2 dissolved in the mixture (i.e. c 8 = 0 in Ω 1 (t)) and there is no acid in the glass (i.e. c i = 0, i = 1, ..., 7 in Ω 2 (t)). In Ω 2 (t), the silica concentration is a given constant c 8 = c 0 8 . We consider that the system is thermodynamically stable, hence we can apply the chemical equilibrium laws both in Ω 1 (t) and on S(t)
where K 1 , K 2 and K 3 are given positive constants. To draw the diffusion equations which governed the concentrations, we apply the conservative principle to the Atomic species. We do not apply the principle to the molecular species in order to avoid right-hand side terms in the equations. Atomic species conservation of hydrogen, oxygen, fluoride and silicon involes four equations in Ω 1 (t) and four equations on S(t). We assume the Fick law is satisfied by the different molecular species and we obtain in Ω 1 (t) the following equations
and on the reactive boundary S(t) D∂ n (c 1 +c 2 +2c 3 +c 4 +c 6 )+(c 1 +c 2 +2c 3 +c 4 +c 6 )w.n = 0, (H')
where ∂ n denotes the normal derivative. The right-hand side members caracterize the chemical reaction which occures on the boundary. To complete the system, we add Neumann and Dirichlet conditions on
where c 0 i , i = 1, ..., 7 are given concentrations (usually equal to the initial concentrations). Remark 1.3. We take a homogeneous Neumann condition to express the non-diffusion of the compounds outside of the solution. The Dirichlet condition is justified for the non-reactive interface far of the free boundary. Indeed, during the dissolution process, the concentrations vary only in a small strip close to the reactive boundary which the width δ depend on D and the rate of dissolution (in our case δ ≈ 10 −2 m). It is physically sensible to consider the concentrations constant at a distance greater than δ. Remark 1.4. We can also consider unbounded domains like strip and cylinder where the Dirichlet condition is replace by a limit.
It remains to prescribe the reactive boundary evolution. A constitutive law is determined experimentally describing the rate of consumption in function of concentrations [8] , [1] . Following the two previous authors, the rate is given by
where A and B are non-negative constants. At last, the previous equations associated with relation (1.1) give the problem P c .
Find
On the reactive boundary ]0, T [×S(t) we have
D∂ n (c 7 ) + (c 7 )w.n = c 0 8 w.n. On the boundary we set the conditions
On the reactive boundary, the rate of consumption is given by
Physically, concentrations are bounded, non-negative hence we can expect that the rate of consumption is bounded, non-negative. Since c 7 does not play a part in relation (1.3), we only take c 1 , c 2 , c 5 into account. In order to simplify problem P c , we introduce a new problem P u using a non-linear transformation. We consider the mapping F : (c 1 , c 2 , c 5 
(1.4)
Substracting relation (H) with relation (O) and relation (F ) with relation 6(Si) (resp. relation (H ) with relation (O ) and relation (F ) with relation 6(Si )), we seek now for
and function s given by relation (1.3). We have to check that the function r = s • F −1 is well-defined and to study its properties.
Properties of F
In this section, we prove that function F is a global diffeomorphism from (R + ) 3 onto itself and F −1 is a local Lipschitz function on (R + ) 3 where
Proof. We calculate explicitly DF and obtain
The jacobian is given by
Since c 1 , c 2 and c 5 are non-negative, we see that F is a C ∞ function and
To prove Im(F ) = (R + ) 3 , we fix a point (u 1 , u 2 , u 3 ) ∈ (R + ) 3 and show the existence of (c 1,0 , c 2,0 , c
We first define the continuous functions c 2 (c 1 ) and c 5 (c 1 ) by the unique nonnegative solutions of
and we consider the continuous function
Obviously, we have h(0) = 0 and h(c 1 ) → +∞ when c 1 → ∞. Therefore, the continuity of h yields the existence of a solution c 1,0 such that h(c 1,0 ) = u 2 and relation (2.1) gives c 2,0 and c 5,0 .
Proof. We have to prove that F is a one-to-one application [ 
we draw c 1 < c 1 . On the other hand, relation
3) and relation
we draw
The last equality and relation (2.3) yield
To conclude, one can remark that equality (2.4) and relations (i), (ii), (iii) imply c 1 > c 1 and give a contradiction.
Let s(c 1 , c 2 , c 5 ) be given by relation (1.3) on (R + ) 3 , we define the rate of
Notice that we have r(u 1 , u 2 , 0) = 0 and r(u 1 , 0, u 3 ) = 0 and the function r is a well-defined local Lipschitz non-negative function on (R + ) 3 . Indeed,
is bounded when u 1 , u 2 and u 3 are bounded, and we have for every constant M with 0
where
Remark 2.1. As we shall show, local existence in time of a solution just requires the function r to be non-negative. On the other hand, properties (2.5) and (2.6) is fundamental to allow extention of the solution for large time. The relation means that the rate of consumption decreases when the reactant concentrations decrease. The crucial point is that the indices i for which constants a i are negative satisfy the relation u i = 0 ⇒ r = 0.
The one dimensional problem
In the euclidian space Ox 1 x 2 x 3 , we consider an infinite length circular cylinder of axis Ox 1 orthogonal to the interface contained in the plane Ox 2 x 3 . We assume that a homogeneous Neuman condition holds on the circular cylinder boundary x 2 2 + x 2 3 = R 2 (i. e. the compounds do not migrate outside) and we set a constant Dirichlet condition for x 1 → ∞ (i. e. the concentrations remain constant far from the reactive boundary). At t = 0, we assume that the initial concentrations are invariant in all the Ox 1 -axis orthogonal planes therefore, in relation to the variables x 2 and x 3 , the concentrations remain invariant during the dissolution process.
We then replace the three dimensional problem by a one dimensional model with domain Ω 1 (t) =]α(t), ∞[ where the interface position is described by a real function α(t) with α (t) = −r. Let y = x − α(t) and set
The functions u 0 i and the real numbers b i are non-negative. We draw the constants a i from the chemical reaction formula on the boundary, a 1 = 2c 0 8 ,
where c 0 8 is a positive real number. Two different methods can be used to solve problem P v . The first one consists to work with Hölder spaces and the strong maximum principle. Nevertheless, we adopt here a method only based on the energy equality to obtain a solution in a weak sense. As u 0 i (y) tends to a non-negative real number b i when y tends to infinity, we perform a translation of vector −b i to obtain a homogeneous Dirichlet condition at infinity. We set the notations
Let φ be a regular real function defined on R + , we seek for functions
for all φ regular enough and i = 1, 2, 3. We assume that the initial molecular concentrations are positive, so we satisfy the conditions ν i < b i , i = 1, 2, 3.
Remark 3.1. The problem P seems a priori rather easy to solve but an important constraint must be taken into account: the function r is only defined for non-negative arguments and therefore we must obtain a solution satisfying w i ≤ b i . This condition makes the problem more delicate.
In order to give a mathematical scope to the chemical attack problem, we introduce different functional spaces ( [10] and [11] ). We denote by Ω the set ]0, ∞[ and by Q T the set ]0, T [×Ω. Let X be a Banach space, we shall use the spaces L 2 (0, T ; X) and C([0, T ]; X) endowed with their usual norm. We recall also the definitions
From an interpolation result [11, Lemma 11], we have the embedding
with p = 2/θ, θ ∈]0, 1[. Applying property (3.1) with θ > 1/2, we find
Consequently, taking θ = 2/3, the trace operator is continuous from V
where c 2 does not depend on φ. Using the Hölder inequality, we draw the estimate
where the constant c 1 does not depend on φ.
We propose a proof of existence and uniqueness in two steps. Assume where K is given by
such that the fixed points of Φ give the existence of solution for problem P . Operator Φ is defined in the following way. Let α ∈ S(δ) and assume there exists a solution for the linearised problem: find (
Then we set with
Let Φ be the operator α → α = Φ(α). We shall prove that Φ is well-defined and is a contraction mapping in S(δ) for a small enough δ ∈]0, T ]. We obtain then the local existence and uniqueness of the solution for problem P .
In a second step, we shall see that the solution can be extended to the whole interval [0, T ]. We do the proof assuming w 0 i ∈ H 1 (Ω) for the sake of simplicity but the result holds if w 0 i ∈ L 2 (Ω). The main argument is based on the fact that the rate consumption tends to zero when the reactive concentrations (in our case v 2 and v 3 ) tend to zero (see relation 2.6). This property yields that functions v i remain non-negative (i.e. w i ≤ b i ).
In the next section, we present some technical lemmas. In the last section we prove the existence and the uniqueness of the solution for a small time δ. Using the property of r (see Remark 2.1), we prove that the solution can be extended on [0, T ] for every T > 0.
Some technical lemmas
In this section we study the linearised problem. We present here a serie of lemmas we shall use in the next sections to prove the existence and the uniqueness of the solution of problem P on Q δ for a small enough δ. Let a and b be two real numbers with b ≥ 0 and
For any function α ∈ S(δ), δ > 0, we consider the following linear problem: find w ∈ W 1,1 
where the constant C 1 does not depend on α, δ and K.
Proof. Existence and uniqueness of the solution w ∈ W 1,1 2 (Q δ ) can be obtained using classical tools (see for instance [3, p. 218] or [10] ). Taking φ = w in relation (4.1) and integrating in time on [0, τ ], τ ≤ δ, we obtain
Since we have α ≤ 0, the following inequality holds
We can write using relations (3.3)
Taking the upper bound for τ in relation (4.3), we obtain 1 2 w
.
From the last inequality, we draw relation (4.2) and the lemma is proved. 
Using relation (4.1), we can write
, we obtain the lower bound. 
where c does not depend on k and k . Then
We now prove that the assumption ν < b implies the existences of δ > 0 such that w ≤ b on Q δ .
Lemma 4.4. Let δ > 0, we have the following estimate
Proof. We introduce the function φ = [w − ν] + in relation (4. 
Proof. Let δ, k be non-negative real numbers and τ ∈]0, δ], we denote by
where β does not depend on w, δ and k. On the other hand, relation (4.5)
Hence, we get
Since w ≤ b − a, we can write
Using the fact that |B k (τ )| ≤ |B k (δ)| and taking the upper bound for τ ≤ δ, we draw from the last relation the estimate
and we get from relation (4.8)
Constant C does not depend on k , k, δ and K. Applying Lemma 4.3 with
, the previous inequality yields
where C does not depend on δ and K. Hence we get
Using relation (4.8) with k = ν and k = ν +(b−ν)/4, we draw the inequality
Relation (4.7) gives the following estimate
The constant C does not depend on δ and K. Taking δ 1 such that
and we get w ≤ ν
Lemma 4.6. The mapping α → w is continuous from S(δ) into V 1,0 2 (Q δ ). Furthermore, let α, α ∈ S(δ) and w, w the associated solutions, we have the estimate
Constant C 2 does not depend on α, w, α, w.
Proof. Let w 0 and b be fixed, we consider a function α in S(δ) and w the solution in W
Using the facts that α ≤ 0 and (w − w)(0, ·) = 0, we simplify the relation
Thanks to the Cauchy-Schwarz inequality we write
Using estimates (3.3) and (4.2), we draw the inequality 1 2
Since τ ≤ δ, we obtain the estimate 1 2
Taking the upper bound for τ as we do in Lemma 4.1 and the estimate (4.13) is proved.
Existence and uniqueness of the global solution
We first prove the local existence and uniqueness of the solution for problem P . We consider the non-linear operator Φ on S(δ) we introduce in Section 3 and prove the existence of a fixed point. Let α ∈ S(δ), Lemma 4.1 gives a unique solution (w 1 , w 2 , w 3 ) in W 1,1 2 (Q δ ) for problem (3.4) . Lemma 4.2 shows that the functions w i are bounded. Furthermore, since a 1 is nonnegative, estimate (4.4) yields that w 1 ≤ b 1 but a priori we have not this property for w 2 and w 3 .
We prove in Lemma 4.5 that assuming ν 2 < b 2 and ν 3 < b 3 , there exists δ 1 > 0 such that w 2 ≤ b 2 and w 3 ≤ b 3 on Q δ 1 . In that case, the functions v i = b i −w i , i = 1, 2, 3 are non-negative on Q δ 1 and operator Φ is well-defined on S(δ 1 ). One can check that estimate (4.4) yields that Φ(α) ∈ S(δ 1 ) for all α ∈ S(δ 1 ). The following lemma shows that operator Φ defines a contraction in S(δ) for a δ ∈]0, δ 1 [ small enough. To this end, let w 0 i ∈ L 2 (Ω) ∩ L ∞ (Ω) and b i be fixed, we consider two elements α, α of S(δ) and we denote by 
where C 3 does not depend on δ.
, since w i and w i are bounded solutions for the problem P we have using the Lipschitz property of r
where the constant L depends only on a i , b i and w 0 i L ∞ (Ω) . Relation (3.2) and Lemma 4.6 yield
and the lemma is proved. 
Since the function r(w 1 (·, 0), w 2 (·, 0), w 3 (·, 0) is bounded and functions
We now prove that the local solution in time given by Theorem 5.1 can be extended on the whole interval [0, T ] for every T > 0. We denote by T 0 ∈]0, T ] the unique real number defined by
Theorem 5.1 gives the existence of T 0 , we shall prove that T 0 = T . To this end, assume T 0 < T and let (w 1 , w 2 , w 3 ) an associated solution of problem P on Q T 0 , we show that assumption T 0 < T yields a contradiction. Then one of the two equalities is satisfied 
In particular, we have
Proof. Remark 5.2 says that ρ 3 (T 0 ) = b 3 . Since ν 3 < b 3 , the continuity of ρ 3 gives the existence of
. Assume γ 3 (τ ) < ρ 3 (τ ) then the monotonicity of ρ 3 says that ρ 3 (τ ) > ν 3 . We can choose a real number k such that we have max(γ 3 (τ ), ν 3 ) < k < ρ 3 (τ ). Let us consider the function φ = [w 3 − k] + , since k > ν 3 , relation (4.5) is valid (see Remark 4.2) and we obtain
The assumption k > γ 3 (τ ) yields [w 3 (t, 0) − k] + = 0, hence we deduce
L 2 (Qτ ) ≤ 0. We get then k ≥ ρ 3 (τ ) which refutes relation k < ρ 3 (τ ) and we obtain the relation (5.4). On the other hand, the definition of T 0 says that γ 3 (τ ) < b 3 for τ < T 0 . Relation (5.4) and Lemma 5.2 yield that γ 3 (T 0 ) = b 3 , hence from the continuity of w 3 we draw the equality w 3 (T 0 , 0) = b 3 and the lemma is proved.
Proof. For k real number, we denote by
On the other hand, let
. 
where the constants C, M and L do not depend on k. We obtain then
For every θ ∈]0, 1[, we set k θ = θν 3 + (1 − θ)b 3 , we have for k, k ≥ k θ
From Lemma 4.3, we know that there exists d θ such that
where C does not depend on θ. We get then the estimate 
