Least-squares migration (LSM) can produce images with improved resolution and reduced migration artifacts. We propose a method for elastic least-squares reverse time migration (LSRTM) based on different types of imaging condition. Perturbation imaging condition leads to images for squared P and S velocity models; the displacement imaging condition crosscorrelates components of the source and receiver displacement wavefields; the potential and scalar imaging conditions lead to images of various combination of P-and S-wave modes. Using each imaging condition, we form an LSM algorithm by defining the migration and demigration operators. Among the combined images, the perturbation and scalar images do not suffer from polarity changes, and thus they can be stacked over experiments without an additional polarity correction. The scalar imaging condition requires geologic dip information, while the perturbation imaging condition does not need additional information. Therefore, we apply LSRTM using the perturbation imaging condition to 2D examples. Results show that elastic LSRTM iteratively increases the image resolution and attenuates artifacts. Also, the computed LSRTM images have correct relative-amplitudes, which are suitable for reservoir characterization.
INTRODUCTION
Seismic migration is a technique for obtaining structural images of the subsurface from recorded seismic data. Starting from a linearized forward operator derived based on assumptions about the wave equation and model parameters, seismic migration can be formulated as the adjoint operator that maps seismic data to a subsurface image (Claerbout, 1992) . Migration images not only can show geologic structures, but can also provide information about material properties, such as reflectivity, that are important for reservoir characterization. In practice, however, migration images often contain various undesirable artifacts. One reason for these artifacts is that the estimated models of the subsurface properties needed for wavefield reconstruction are not of sufficient accuracy. Also, the quality of migration images degrades due to insufficient data resulting from, for example, limited bandwidth and limited acquisition coverage. Finally, migration images are usually computed under assumptions about wave propagation in the subsurface, e.g., that the earth is isotropic and acoustic, that are, to varying degrees, inaccurate. Taken together, these limitations and assumptions result in artifacts and images with poor resolution.
Advances in seismic acquisition and ongoing improvements in computational capability have made imaging using elastic waves increasingly feasible (Sun et al., 2006; Yan and Sava, 2008; Denli and Huang, 2008; Artman et al., 2009; Wu et al., 2010; Du et al., 2012; Duan and Sava, 2015; Rocha et al., 2015) . Compared to acoustic images, elastic images can provide more information about the subsurface. For example, they can provide information about fracture distributions and elastic properties. However, elastic migration also suffers from issues that negatively affect the quality of the images. Nonphysical modes are one source of artifacts in elastic images (Duan and Sava, 2014) . These nonphysical modes result from arrivals in the recorded data that cannot be separated by wave mode, and as a result are migrated using an incorrect model of wave propagation velocity. Such nonphysical modes lead to energy spreading to incorrect locations, thus generating artifacts in the image.
Least-squares migration (LSM) is an improved imaging algorithm that reduces these migration artifacts and also improves the resolution of migration images. LSM is a linearized waveform inversion that seeks to find the image that best predicts, in a least-squares sense, the recorded seismic data (Schuster, 1993; Nemeth et al., 1999; Dai et al., 2011) . Schuster (1993) proposes LSM for cross-well data while Nemeth et al. (1999) apply this technique to surface data. Their studies show that LSM can significantly improve the spatial resolution of the images, and can also reduce migration artifacts arising from limited aperture, coarse sampling, and acquisition gaps.
LSM can be implemented using a Kirchkoff engine (Nemeth et al., 1999; Dai et al., 2011) , one-way wave equation (Kuehl and Sacchi, 2002; Kaplan et al., 2010; Huang and Schuster, 2012) , or two-way wave equation, i.e., least squares reverse-time migration (LSRTM) (Dai and Schuster, 2013; Dong et al., 2012; Luo and Hale, 2014; Wong et al., 2015) . For elastic LSM, Stanton and Sacchi (2015) propose elastic least-squares migration using a one-way wave equation, and they compute PP and PS images from two-component elastic data in isotropic media. Although computationally expensive, RTM is advantageous for velocity models with complicated geologic structures that result in wavefield multi-pathing. In this paper we propose four elastic LSRTM algorithms based on different imaging conditions. We derive a new perturbation imaging condition for squared P and S velocity models. We also show an LSRTM algorithm using the displacement imaging condition crosscorrelating each component of the source and receiver displacement wavefields. Finally we derive LSRTM algorithms using the potential and scalar elastic imaging conditions, which provide images for different combinations of P and S modes. The PS and SP images computed using the potential imaging condition are vectors, while those computed using the scalar imaging condition are scalars. Among the four types of images, the perturbation image and scalar image do not suffer from polarity changes, and they can be stacked over experiments without an additional polarity correction. Compared to the scalar imaging condition, which requires the local reflector normal vector as an input, the perturbation imaging condition does not need additional information about the subsurface. Using the perturbation imaging condition, we demonstrate that we are able to obtain images with higher resolution and reduced migration artifacts, including those caused by nonphysical modes.
THEORY
LSM aims to find the image that best predicts, in a leastsquares sense, the recorded seismic data. For elastic migration, we consider a vector image m which contains both compressional and shear wave lithological information. We treat migration as an adjoint operator F T that transforms recorded data d to image m, and thus the forward process can be expressed as
where F is the demigration operator. For LSM, one typically updates the model iteratively by minimizing the objective function
which evaluates the misfit between observed data dr (e, x, t) and predicted data Fm for each experiment e. Matrix W (e, x, t) denotes the data weighting operator, which can be applied for various purposes. For example, Trad (2015) use matrix W to eliminate the impact of high-amplitude noise or missing traces on inversion; Wong et al. (2015) use matrix W to down-weight the salt reflection energy. In this paper, we use the data weighting term to balance the amplitudes of all arrivals in the recorded data. Given an imaging condition, we can define the migration and demigration operators F T and F, respectively. For algorithms based on different imaging conditions, we need to construct the source and receiver displacement wavefields, us and ur, and use the displacement wavefields to compute matrices Bs and Br. The operation that transforms recorded data dr to source displacement wavefield ur can be represented as
where operator K T injects the recorded data dr to the wavefield at the receiver locations. The adjoint wave propagation operator P T back propagates the recorded data into the receiver wavefield ur. The shape of the boxes indicates the size of the matrices and vectors. The vertical axis depicts space, s.t., every cell (highlighted in black) of the vectors ur and dr contains the wavefield or the data for all time samples at one spatial location. The operator that maps wavefield ur to data dr is KP. Operator P forward propagates the wavefield ur, and then operator K extracts the data dr at receiver locations:
x For migration, we crosscorrelate the constructed source and receiver wavefields, Bs and Br, respectively. By zooming into one spatial sample of the wavefield vector shown above, each sample is a vector as a function of time t, and use the crosscorrelation imaging condition can be represented as t Each sample of the wavefields Bs and Br represents the wavefield at one time step and at one spatial location. For elastic imaging, one sample contains multiple components of the wavefield, which can be represented by the imaging condition:
As mentioned earlier, quantities Bs and Br are source and receiver wavefields in certain formats, depending on the imaging condition, As explained in the following sections.
Perturbation imaging condition
The α and β perturbation models can be derived using Born approximation (Hudson and Heritage, 1981; Jaramillo and Bleistein, 1999; Ribodetti et al., 2011) . We consider the homogeneous elastic isotropic wave-equation:
where us (e, x, t) = [ux uy uz] T is the source displacement wavefield, which is a function of experiment e, space x, and time t. Vector ds (e, x, t) is the source function. The model m
which are squared P-and S-wave velocities, respectively. λ and µ are Lamé parameters, and ρ is the density. Introducing the perturbation m = I α I β T to model m leads to the property model α + I α β + I β T . The constructed wavefield is us+δus computed using the same source term ds:
where δus is the perturbed wavefield:
By ignoring the high order terms I α ∇(∇ · δus) and I β ∇ × (∇ × δus), and subtracting equation 3 from equation 4, we obtain a relation for the perturbed wavefield δus:
Therefore, the format of the source wavefield BsP at each time and space position is
The predicted data are extracted from the perturbed wave-field δus at the receiver locations. Therefore, for the perturbation imaging condition the demigration operator used in equation 1 can be defined as
In operator BsP = [∇(∇ · us) −∇ × (∇ × us)], the first and second components are the decomposed P-and Smodes in the source wavefield us, respectively. Operator P is the elastic forward modeling, and it computes the perturbed wavefield δus using the source term BsP m, and operator K restricts the perturbed wavefield δus to the known receiver positions. This process transforms model m to dr, and its adjoint operator
maps the recorded data dr to image m. Operator K T injects the recorded data dr into the wavefield, and then the adjoint wave propagation operator P T computes the receiver displacement wavefield ur. The image m is computed by crosscorrelating the source wavefield BsP and receiver wavefield BrP , which is displacement wavefield ur. Therefore, equation 8 indicates a perturbation imaging condition for elastic RTM: 
Quantities ui (e, x, t) and uj (e, x, t) ( i, j = x, y, z) are the x-,y-, and z-components of the source displacement wavefield us and receiver wavefield ur. In order to construct the migration operator, we define the receiver wavefield BsD as the receiver displacement wavefield ur, and source wavefield BsD for each time and space position as
where matrix E is a 3x3 identity matrix:
Then, the migration operator mapping the recorded data dr to the displacement image is
We construct the receiver wavefield ur by applying the adjoint wave propagation operator P T to the wavefield K T dr. The image m is computed by crosscorrelating the source wavefield BsD and receiver wavefield ur. Thus, the demigration operator F is:
Operator P computes the perturbed wavefield δus using the source term BsDm and then operator K restricts the perturbed wavefield δus to the known receiver positions.
Potential imaging condition
The potential image (Yan and Sava, 2008) is defined as
by crosscorrelating decomposed P and S wavefield with each P and S component of the receiver wavefield, where
PsPr ,
PsSr ,
SsPr ,
Ss · Sr .
For each time and space sample, the source wavefield BsJ is of which the
where the receiver wavefield BrJ is obtained by applying Helmholtz decomposition to the receiver displacement wavefield ur:
The Helmholtz decomposition operator H T separates the displacement wavefield ur into its P and S components:
This displacement imaging condition uses the migration operator F T that maps the recorded data dr to the potential image m:
The demigration operator F can be obtained using the adjoint operators:
The source term for Born modeling is HBsJ m, where operator H computes displacement wavefield using the decomposed P and S components BsJ m. Operator P computes the perturbed wavefield δus using the source term HBsJ m and operator K restricts the perturbed wavefield δus to the known receiver positions.
Scalar imaging condition
The scalar image (Duan and Sava, 2015) is defined as
with scalar images
where vector n (x) denote the local normal vector to the locally-planar interface. This imaging condition is derived by exploiting pure Pand S-modes obtained by Helmholtz decomposition. Similar to the LSM algorithm using the scalar imaging condition, we decompose the receiver displacement wavefield ur to P-and S-modes using Helmholtz decomposition and crosscorrelate the source wavefield BsY and receiver wavefield BrY to compute the image m.
Wavefield BsY contains the source displacement wavefield us and reflector normal n. The source wavefield at each time and space sample is
and the demigration operator F can be obtained using the adjoint of the sequential operators contained in equation 33:
The source term for Born modeling is HBsY m, where operator H computes displacement wavefield using the P and S components BsY m. Among the four proposed LSRTM images, only the perturbation image and scalar image do not change polarity, and they can be stacked over experiments without an additional correction. Although the value of each component of the scalar image is related to reflectivity, the physical interpretation of the perturbation image is more straightforward, as the two components of the image are simply perturbations of the squared P and S velocities. In addition, the perturbation imaging condition does not require additional information about the subsurface, such as the geologic dip. 
EXAMPLES

Layered model
We use a simple example to demonstrate the algorithms for elastic migration. Each of the α and β models contains one horizontal reflector, but the two reflectors are at different depths, as shown in Figures 1(a) and 1(b) . We generate 30 twocomponent shot gathers using a vertical displacement source with a 30Hz peak frequency Ricker wavelet. Figures 2(a) -2(f) show the x-and z-component snapshots of a wavefield with the source at {0.76, 0.06} km. The P wave generates reflections at the reflector in the α model, but not at the reflector in the β model. Similarly, The S wave generates reflections at the reflector in the β model, but not at the reflector in the α model. We also observe internal multiples that bounce between the two reflectors. The x-and z-components of this shot gather after direct wave removal are shown in Figures 3(a) and 3(b) , respectively. Note that four strong arrivals which are, from top to bottom, PP, PS, SP, and SS reflections. Using the perturbation imaging condition (equation 7), we obtain the perturbation images for α and β shown in Figures 4(a) and 4(b) , respectively. Notice that additional reflectors appear in both α and β perturbation images, and these reflectors are generated by fake modes in the constructed receiver wavefield.
Figures 4(c) and 4(d) are the LSRTM images after 10 iterations. Compared to the RTM images (Figures 4(a) and 4(b) ), the artifacts in the LSRTM images are attenuated. Moreover, comparing the amplitudes of the computed images with the true model at x = 0.6 km, we notice that peak values of the LSRTM images are closer to the amplitudes of the true perturbation than the values of the RTM images. Therefore, LSRTM improves elastic imaging with true amplitude information and fewer artifacts, including artifacts caused by the nonphysical modes.
Marmousi model
The Marmousi-II model (Martin et al., 2006) is full elastic, that supports not only compressional waves, but also shear waves, and converted waves. The model contains hydrocarbon units, which dramatically decrease the value of α , but slightly increase the value of β. Therefore, the true α and β are inconsistent in areas with hydrocarbon units in various sizes, which is challenging to elastic LSRTM.
We model 40 shots evenly spaced on the surface using a displacement source with a 30Hz peak frequency Ricker wavelet. The horizontal and vertical components of the source function have the same amplitude. The receiver spread is fixed for all shots and spans from 0 to 3.0 km with a 0.005 km sampling. Figures 6(a) and 6(b) show the background model for α and β, respectively, and they both contain a homogeneous layer on the top. The recorded data are modeled according to equation 8. Figures 7(a) and 7(b) show the corresponding true perturbation model for α and β, respectively. The perturbation models are not identical, e.g., only the α model shows a reflector with negative value at {2, 0.4} km.
The z-component of one shot gather with the source location at {1.54, 0.013} km is shown in Figure 8(a) . The arrival with high amplitude is the reflection from the bottom of the homogeneous layer, and its amplitude is much stronger than other arrivals in the recorded data. Thus this arrival generates strong artifacts in the computed image and the inversion mostly focuses on generating a image that best match this strong arrivals, instead of the late arrivals with weaker amplitudes. In order to obtain a more uniform update using all arrivals, we use the data weighting term W to down-weight the arrivals with strong amplitudes. We calculate an envelope around the strong arrivals in the recorded data, and define the data weighting function by assigning a small value to the strong arrival envelope. We also apply a smoothing operator in the data space to the weighting function to avoid discontinuity along time and space axises. Figure 8(b) shows the weighting function in the data domain, which we compute from the shot gather Figure 8 (Figure 8(a) ), the amplitudes of the arrivals in the down-weighted data (Figure 9(b) ) are more balanced.
The LSRTM images after 112 iterations are shown in Figures 10(a) and 10(b) . The update image for α has higher resolution than β because, in general, S waves have shorter wavelengths than P waves, and we do not consider attenuation in this experiment. The updated images are consistent with the true perturbation images. For example, only the α image (Figure 10(a) ) contains the reflector with negative value at {2, 0.4} km, which corresponds to a hydrocarbon unit in the true model that only decreases the value of α. Figures 11(a) and 11(b) show the x-and z-components of the predicted shot gather, respectively, using the updated images (Figures 10(a) and 10(b) ). The same weighting functions are applied to the two gathers. For most arrivals, the predicted data match the recorded data in both phase and amplitude. Figures 12 (a) and 12(b) compare traces from the inverted α and β images at x = 1.5 km with the true perturbation models. The amplitudes of the inverted images match the true perturbation models well. 
CONCLUSIONS
We propose methods for elastic least-squares reverse time migration based on four imaging conditions: a perturbation imaging condition, displacement imaging condition, potential imaging condition, and scalar imaging condition. Among these, only the perturbation and scalar imaging conditions yield images that do not suffer from polarity changes, and thus can be stacked over experiments without additional image corrections. Numerical tests of the perturbation imaging condition demonstrate that elastic LSRTM produces images with fewer migration artifacts and higher resolution compared to the corresponding RTM image. Compared to RTM, however, LSRTM has higher computational cost, and more work is needed to improve the convergence rate. Nevertheless, elastic LSRTM provides true-amplitude perturbations and high-resolution images, which makes the algorithm especially suitable for certain key applications such as reservoir charaterization. Figure 11 . (a) X-and (b) z-components of the predicted shot gather using the updated models (Figures 10(a) and 10(b) ). The same weighting functions (Figure 8(b) ) are applied to the two gathers. 
