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Rbumi. Nous montrons ici que les lanpages de parentheres introduits par Takahashi (1975) sont 
des langages N.T.S. Nous montrons de pius deux prop&& Ies rehant aux langages parenihktiques 
et multipatenthCtiques. 
Abstract. We prove here that nest se& forrrtcrly considered by Takahashi (1975), are N.T.S. 
languages, and we give two properties relating them with parenthesis and multiparenthesis 
languages. 
Introduction 
La famille des langages de parentheses est une giniralisation judicieuse (due % 
Takahashi [9]) de la famille des langages parenthetiques. En effet, pour cette famille 
qui jouit de nombreuses prorriitis de cloture (comme la cloture par intersection, 
par exemple), Takahashi itend ies rksultaas connus sur les parenthetiques pour 
decider de l’iquivaience [9]. A i’inverse, nous prouvons ici que la famille des langages 
de parentheses est une sous-ciasse de la famille des iangages N.T.S., retrouvant le 
resultat de Takahashi commc corollaire d’un resultat plus general [Cc]. Now etab- 
lissons ensuite deux petites proprietis des langages de parentheses qui les reliant 
aux iangages parenthittiques et multi-parenthetiques. 
1, PrtSminaires 
Nous supposons le hecteur familier des llotions classiques de grammaire algi- 
brique, derivation, langage engendre . . . . Rappelons cependant qu’un langage es: 
dit I.R.S. (Infinite Regular Set) [6] si et seulement si il ne contient aucun !angage 
rationnel infini. L’importance de cette proprieti est maintenant bien etablie. On sait 
en particulier que tous les langages parenthitiques sont 1.R.S. 
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Dans [2], une classe particulikre de grammaires algebriques a et6 introduite en 
vue d’etudier les langages congruenciels. Cette classe est dite celle des grammaires 
;i non-terminaux &pa&s, en abrig& N.T.S. Unc telle grammaire G = (X, V, P) est 
caractkike par la pr~prih? slrivante, que nous utilisons ici comme une dCfir!ition: 
si une variable v engendre le mot amp sur (X u V) et si une variable w elrpldre le 
facteur m, alors v engendre le mot a~@ On sait [2] que les langages N.T.S. sont 
tous congruenciels. 13n sait aussi [S] que l’on peut dkider si une grammaire 
algtbrique est N.T.S. ou non et que l’on peut dkider si deux grammaires N.T.S. 
sont equivalentes. 
Etant donnk un alphabet de n lettres Z,, on construit i’alphabet de parenthkses 
j,, = Z,, u z,, en definissant z,, = (5 1 z E Z,,} (2, n z,, = v)). 
Difinition 1.1 ([9, 101). UL grarnmaire algibrique G = (&, V, P) est dite pxww~aire 
de parenthhses si toutl:s ses rkgles sont de la forme 
ou 
(2) c: --, 1 (oti I designe le mot videj. 
Un !~r?gsr,nr est an langage de parentheses ( = ‘nest set’ dans [9, 101) s’il existe une 
grammaire de parentheses qui I’engendre, i.e., s’il existe une grammaire de paren- 
theses G - L?,,, V, P) et un sous-ensemble A de V tel que L,;(A) soit le langage donn6. 
itemargue 1.2. (a) On a parfois appelC le langage de Dyck langage des parentheses. 
II convient de remarquer que la classe de langages d8inis ici est plus vaste: les 
langages de parenthkses ne se riduisent pas aux langages des parenthPse<. 
(b) On connait depuis longtemps les families de langages parenthktiques [7], 
multi-parenthitiques [5], complktement parenthMs . . . . Rappelons qu’une gram- 
maire CI == (X u i,,, V, P) est dite multi-parenthitique si toutes ses r6gles smt de la 
forme ~3 --, z,mZ, avec nl E (X u V)*; dans le cas oti n = I, I’alphabet .& se rkduit ;i 
une seule sorte de Qarenthises, la grammaire est dite parenthPtique. 
A nouveau touies ces f‘amilles se distinguent de Ia famille des langages de 
parenth&es. 
!c) Orl notera que tout langage dt.! parentheses est inclus dans un langage de 
Djck. On sait [IO] que certains sowensemhlcs du iangage de Dyck ne sont pas des 
langages de parent h&es. 
La frtmiile des iangages de parentheses jouit de nombreuses propriCtis 6tabhes 
dans f9] et [IO]. Nous HOUS bornerons ;i en titer ici deux particulittrement remar- 
qnables: 
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Proposition 1.4 ([9]). LYquivalence de langayi engendrks par Jeux grammaires de 
parenthkes est dkidable. 
Ccc deux propriitis, tout comme la plupart de celles etablies dans [9, LO], viennent 
de la fagon m6me dont la famille des langages de parentheses peut &re d&rite a 
partir de fork rationnelles. On designe par ,FA,@ l’ensemble des arbres binaires dont 
les noeuds internes sont etiquetks par des lettres de 2”. A chaque arbre de ~4,,, on 
associe (bijectivement) un mot de de la faGon suivante: 
(i) si l’arb;E: es1 Wbre vide F, le mot associi est le mot vide 1: O(E) = 1. 
(ii) si l’arbre t s’ecrib t = z( t,, t2)* z E: Zrl et si 5 f, et t2 sont associks les mots m, 
et m,, le mot associe a t s’ecrit zmJm,: 
On appellera e(t) le mot lassocii: a f. De la m^eme facon, si m est un mot de Dyck 
sur i,,, il lui correspond un arbre assock 8 ‘l(m). On peut ainsi a une for3 F d’arbres 
de .4,, associer un langage sur & et a un suus-ensemble du langage de Dyck associer 
une for& d’arbres de S-I,. On montre alors facilement [9]: 
Fait 1.5. 1-e la*-yJgs- I sur .?,, est din langage de parenthkes si et seulement si il existe 
me _fi)r?t ratiowxlk F d’arbres de A$, t~llr L = 6( F). 
(On trouvera dans [9] une definition des for&s rationnelles et des grammaircs 
rationnelles d’arbres.) I 
On peut aisement de ce fait deduire que IC langage de Dyck sur z,, est le langage 
maximal dans IS famille des langages de parentheses sur &: !,a forzt associee nest 
autre que .d,, tout entier. 
2. Rhltats 
A chaque for& rationnelle F, on peut associer une relation d’equivalence d’index 
fini de la fagon suivante: la for& F est reconnue par un automate d’arbres Y 
deterministe ascendant. Get automate definit une application 6 de Q x F dans Q, 
oti Q designe I’ensemble des etats de I‘automate, de la maniere suivante: etant 
donne un couple (q,f) de Q x F, on etiquette chaque feuille de l’arbre .f’ par I’itat 
initial q. de \‘I, exceptee la feuille la plus .i droite qui, elle, est etiquetee par q. 
L‘autornate d’tirbre lisant I’tirbre f; associe ,I sa racine un etat qui definit S(qJ). 
Ainsi, a I’arbre .f, est associee I’application im, de Q dans Q, don&e par 
Deux arbres .fi et _& sont equivalents si ils d8inissent la meme application de Q 
darts Q. Cettc relation d’equivalence, notie -, jouit de deux proprietes remarquables. 
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(I) Dkfinissons sur la famille J& I’opCration notke * qui B deux arbres fi et f2 
associe l’arbre J; =_f, *fz obtcnu en confondant la racine de fi avec la feuille la plus 
ti droite de fi. On vkrifie aiskment que 1’6quivalence - est une congruence relative- 
ment A i’operation *: 
I1 convient de remarquer que 1’6quivalence - est plus fine que la corgruence 
syntaxique = definie par 
Nous affirmons ici seulement que fz - fg implique _f2 =j’i. Nous remercions l’un des 
referees d’avoir mis en evidence ce fait, a!ors que, dans une premikre version, nous 
avions suppose que l’iquivalence -- pouvait Ctre remplacee par la congruence =:. 
(2) Si, au Lieu de greffer l’arbre f; a la feuilie la plus ti droite de _fi, on le gretie 
;i la i &me feuille de f,, operation notee f’, *J, on note que - est riguliere a droite: 
Soit maintenant L un langage de parentheses et Fr_ la for6t rationneile qui lui est 
canoniquement associee. 
F! definit done une equivalence d’index fini. ,C’hoisissons dans chaque classe 
d’dquivalence un representant I et notons cette classe [l]. 
Muni de l’operation [ t,][ t2] = [ f, * L], l’ensemble des classes d’equivalence recoit 
une structure de monoi’de. Ce monoi’de est, bien entendu, fini. 
Nous construisons a present, en utilisant 1’0quivalence associee a F,, une gram- 
maire algebrique engendrant L. Nous montrerons ulterieurement que cette gram- 
maire est une grammaire N.T.S. 
Soit done G = (&, V, P) ou 
& est l’alphabet de L; 
V est un ensemble en bijection avec 
jyntaxique dssociee i FL.. Nous notons [_r 
[ rj_ 
l’ensemble des L-lasses de la congruence 
7 la variable de V correspondant A lcl classe 
L’ensemble d’axiomes A est donne par 
I ,,., anpartient i Fr et Fj = UI’ I [,r ,,., ‘); 
L i[ to ,I, ’ * ’ -.* - , [ t,, J} tels que p0ur i = 1, . . . , p. -L 
P, l’cnsemble des rtigles, est constitue de productions de trois typ 3s difkents: 
( I ) VI, f ,, 1, tels que t - l, * I,, [_t].- [_t,]Lt2 1. 
(2) VW,, w, de lonyueur minimum et MI, est le mot de 2:: irssocie ii un arbre t’ de 
[l], [_r] -+ b’,. 
13)~) V[r), It,] tels que WE [/], t’, c [t,], t’ de la forme 
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/ (W V[t], [fl] tels que 3& [f], rl, E [r,], t’ de k &I~C -_ a 
A 
l’r 
[_r] + zQ]; 
1 (c) V[ t], [[J, [zJ tels que NE [t], t\ E [I,], t> E [ tJ, 1’ de la forme 
I 
I 
t ‘r 
A 
ti 
[_t3 -* z[ I, ]t’[ t-b]. - - 
Remarquons que I’on pourrait se restreindre aux 
0) Vl, f,, t2 tels que t - tl * f,, b]+ [ 1, ][ f,]. - - 
(2) l-d-+ 1. 
(3) si r-/Z\ 
I! tz‘ 
alors [_!I --) z[ fJi[ 21. 
Dans la suite, nous supf>oserons G riduite. 
trois types de rtgles suivants: 
Proposition 2.1. La grammaire G engendre le langage L d partir de l’ensemble 
d’asiomes A. 
Prewe. Nous commenGons par une remarque. 
Remarque 2.2. Comme nous I’avons deja clip!; ; ue, on peut associer, canoniqwment, 
i tout mot bien parenthisi de z,,, un arbre de ~4,. 
Cette association peut s’etendre aux mots du langage elargi &A), c’est-a-dire 
aux mots de @,, u V)* qui peuvent &re dtkives de l’un des axiomes. Comme cette 
extension est naturek, nous nous contenterons de la decrire sur un cas particulier. 
Pw excmpie, au mot a[ 1, ]a[ t,]ti[ !,]a[ t&iii, nous associons l’arbre - - - - 
Certe extension a bien un sens, pukque si 
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alors les deux arbres 
a 
et 
a 
sont 6quivalents. 
Par abus, nous notons 
Preuve de la Proposition 
dans L. 
[a] la clawe d’equivalence associke au mot cy de &(A). 
2.1 (continudP). Montrons d’abord que L,;(A) est inclus 
Soit _f~ L,,(A). 91 existe un element [t,, , ] de A tel que W-L 
Nous pouvons toujours ordonner les r’egles de cette dkivation de faGon h n’utiliser 
d’abord que des ri%gles du type (1) et (3), puis que des rkgies de type (2): 
ok MY E (z,, u V)*: MY est canoniquement assock! 5 un arbre I, et, puisque pour chaque 
regle de type (1) ou (3), I’arbre associe au membre droit est dans la classe 
d’kquivalence constituant le membre gauche: 
t 0.1 - 1. 
Done, I,,_, CL F@ t F: F et puisque _f‘ est ie loot dc -2: associ6 ;i t,fc L. 
Pour montrer I’inclusion inverse, L c &;(A) nous utiliserons le lernme !wivant. 
Preuve. Ce lemwe se prouve en montr:wt, par rkurrence sur la longueur des mots, 
que pour tout [J], L&j]) est le langage des mats associk aus arbres de la classe 
&tQivalence de t. 
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Pour tout [t], soit J un mot de longueur minimum associe a un arbre de [t]. Alors, 
par construction, il existe dans G une regle u]+jI 
Faisons l’hypothise de recurrence que toute variable [_t] peut engendrer les mots 
associes aux arbres de [r] de longueur strictement inferieure a un certain entier k. 
Soit $ un mot de longueur k associi a un arbre t’ E [t], f s’ecrit f = afi irf2 pour 
un a de 2,. f’ est done de la forme 
pour certains arbres I: et ti non simultanement vides. 
11 et fi coclent les mots .J et j& et l’hypothltse de recurrence ntraine que, dans 
G, on a des derivations 
ou [I,] et [L] sont respecti\rement les classes d’equivalence de ti et ti. Posons 
a 
1“ \
ty=,/ \. 
t; 
On a ty*ti= 4 , et, par cons&quent,  - t;’ * ft. PIP construction on a dans G les rkgles 
M-+ r Cl[ 4, -2 [ r;]-+ a[ t&i. _- - 
En combinant, nous obtenons une derivation dans G: [_t] + [ t’,‘][ t2] + a[ t,]b[ t,] +, 
-- - - 
aji i& = .f: Cl 
Preuve de la Proposition 2.1 (continut;e). Montrons maintenant L ~7 L,(A). 
Soit j* un mot de L. Alors J’ est associi % un arbre de E Soit [to,;] la classe de t 
(la classe de t est incluse dans F et [ t,, ,] est done un axiome) le Lemme 2.3 entraine 
qu’il existe dans G une dkivation [T,] -Ir, .f: Cl ; 
Montrons maintenant quc la grammaire G que nous venons de construire est 
N.T.S. 
Pour cela, rappelons notre difinition des grammaires N.T.S. [2]: 
Soit G une yrammaire algibrique, G est N.T.S. si et seulement si on a la propriitk 
suivante: 
avec v et w dans V, (Y, u et p dans (& u V)*. 
Demontrons la proposition suivante. 
Proposition 2.4. La grammaire G satisjh-it la condition (c). 
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Preuve. Remarquons tout d’abord que tout mot terminal engendri par une variable 
de G est un mot de Dyck. 
Soient deux derivations [_t]*az.@ et [s] *, u. 11 nous faut montrer que, dans G, 
on a [ I]-+o[_s]~. Nous envisageons deux cas. 
(3s 1. Les mots cy et p de (2” u V)* sont associh ti deux arbres dont PIOUS notons 
Cal et [PI 1 es c asses d’6quivalence Notons que cela entrahe que tout mot terminal 1 
obtenu par dkrivation dans G & part], de [21] et [p] est un mot de Dyck. Puisque 
nous supposons qu’il existe une dirivation [_s] *, ti,L classe d’kquivalence de I’arbre 
associe i u est [.CJ. Mais, puisque, dans G, b]* a~@, alors les classes d’kquivalence 
[I], [ a~.+], [cu][u][p] et [cu][s][p] sont identiques. Si [r] denote la classe d’kquivalence 
[a][ s], les classes [z] et [r][P] sont identiques: 
t-r*p. 
Done, dans G. existent des rkgles (de type ( 1)) 
[rl-+ [Ly]l?l et E!l+MPl. - 
Or [ CY] et [p] engendrent, wspectivement, dans G, tous les mots associ&s B des arbres 
des classesd’Cquivalence [a] et [$?I respectivement. On a done aussi, dans G, des 
derivations: 
En combinant toutes ces dkivations, on obtient 
Cus 2. Vest le compEment.lire du premier: aux mots CY et p de (& ti 1,‘)” on ne 
peut associer aucun arbre. 
Nous ferons ici unc rkcurrem e sur !a longeur du mot ~$3. 
Si la Iongeur de a/3 est nulle, ICING = 0, c’est que l’on es\ en fait, dans les hypothkses 
du Gas 1. 
Faisons I’hypoth& Ze rkurrence que si lcy/3l< k alors la condition (c) est satisfaite 
par ia grammaire G et soient dcux dtkivations [_t]” w/3 et [?]A if avec lcvpl = k. 
Puisque, cy n’est pas assock! i un arbre et done pas ;i un mot terminal de Dyck, 
Lest yu’il existe nkessairement une occurrence de la lettre a que I’on peut associer 
de manik-e unique 5 une occurrence n’ de /3 (car, puisque [Cj-?i 14, If ne peut se 
dkiver qu’erti mots terminaux de Dyck). Choisissons I‘occurrence de (1 ci-dessus, la 
plus A gauche possible. On a done 
Au w de la construction de G, les occurrences de Q et ,-i figurant ci-dessus, 
puisqu’elles sont associkes clans une rkducticn de Dyck, sont nkessairement 
;~pp;lrtw\ .4multan&-nent dans I’application d’une rkgle [t,]-+ a[CJ[ !“I. On a done - - 
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aussi 
avec IcY~&~ s I@I-2 et done /c~~P-,l< k, et [_s]-=+ U. 
D’aprks I’hypothese de rkurrence, il existe une dirivation 
et done une dtkivation 
Les langages de parentheses &ant N.T.S., on retrouve la proposition suivante de 
PI . 
Corollaire 2.5. L’dgnlite’ de deux langages de parenthkes est decidable. 
Ceci dkoule en effet directement du caractkre dkidable de l’&alitC de deux 
langages N.T.S. [RI. II convient de noter qu’ici ce rksultat apparait comme une 
restriction d’un &ultat plus g~ntZra1, alors que la preuve de [9] ktait une extension 
de rkultats classiques. 
La famille des langages de parentheses etant close par ‘qtersection, et la grammaire 
de l’intersection de deux tels langages &ant constructible 5 partir des grammaires 
des deux langages, ce corollaire est iquivalent h la proposition suivante. 
Proposition 2.6 ([9]). L’inclusion de deux langages de parenthhses est de’cidable. 
Cette proposition est, elle, fausse pour les langages N.T.S. en gehei-al [I&]. 
Elle reloit wssi une preuve directe: montrer une telle inclusion revient i montrer 
I’inclusion des deux for&s rationnelles d’arbres associks; or on sait que cettc 
inclusion est decidable. 
La cl;ture par intersection des fork rationnelles d’arbres est aussi ;i l’origine de 
la proposition ci-dessous. Rappelons tout d’abord la c!%r.iticn des familles com- 
pletes. 
Difinition 2.7 ([I]). Une famille de langages algkbriques Y est dite complite si 
‘lwsque L,cL2~.*~cl,,c~ . 2s: une suite de langages de 3’ et lorsque L, leur 
union infinie, appartiwt i Y’, il existe une suite de grammakes { G,,ln > 0) (G,, 
engendrant L,,) et une equivalence d’index fini = sur l’ensemble V, rkmicn des 
ensembles de non-terminaux des grammaires G,, telles que la grammaire (U. +) Gij/ -= 
engendre L. 
Proposition 2.1. La _famille des 1 wg figes de paren th& s est complkte. 
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Preuve. L 6tant un langage de parenthkses, il lui correspond une fortt rationneiie, 
done reconnue par un automate k.ni d’arbres VI, diterministe ascendant. Soit Gi une 
grammaire d’arbres engendrant la foret correspondant au iangage Lie On construit 
canoniquement la grammaire Gf = ( Gj) n YI; ies non-terminaux de G: sont les 
non-terminaux de .Q, indices par ies &ats de 3. On considkre aiors I’Cquivaience 
d’index fini = d%nie par Q, = u:, si et seuiement si 4 = 9’. 
Soit G = (IJi>o Gi)/,. 
On a alors clairement: 
(i) G: engendre L, /I L = Li (nous confondons la grammaire d’arbres et la gram- 
maire de parenthises associkes). 
(ii) L c A!+, car rendre des non-terminaux iquivalents ne peut qu’ilargir ie langage 
engendri. 
(iii) Lr, = Lc;,-,:Ir et comme LCir+, c L puisque ‘!I ne reconnait que des arbres de la 
forct correspondant 6 L, on a Z_. = icz. Cl 
Cette derniire proposition renforce la similitude entre ies famiiles des iangages 
de parentheses et des langages parenthetiques, qui forment aussi une famiile com- 
plete [I]. La proposition suivante prkise ieurs relations. 
Proposition 2.9. Un Iangage de parenth~ses’qui vdrjfie la condition I.R.S. est me wion 
jinie de produits de langages muitiparenthdtiqtres. 
Preuve. Soit L un langage de parentheses v&ifiC~nt la conditic>n I.R.S. I1 est engendri 
par we grammaire G = &, V, P> avec V = (t+, IL, . . . , rp} et P est un ensemble de 
rkgles de la forme L’ 3 zc’2’ ou bien L’ + 1. 
Si I’on considkre la relation < dOfinie par 
lz langage &ant I.R.S., c’est une relation antireflexive qui ordonne les non-terminaux. 
On peut done en un nombre fini d’opkrations substituer dans toutes tes rPgies au 
non-terminal le plus ;i droite tous ses membres droits de Ggle (en partant des 
non-terminaux de bouts de chakes et en remontant jusqu’;i I’axiome), On a done 
une prammaire iquivalente pour laquellts toutes les rPgles sont de la forme 
Introduisons de nouve;lus non-terminaus A,, et les r&les A,, -+ .y,f,. 
On obtient une grammaire ~quiv~lttnte G en remplafant alors les rPgles 
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quel que soit A,; L&A,) est multiparenthitique. Comme toutes les rkgles ayant 
l’axiome de G comme membre gauche sont de la forme 1 dans e, on a bien le 
rksultat annonck El 
Le Proposition 2.9 permet d’titendre un rksultat concernant les langages gin& 
rateurs I.R.S. Rappelons qu’un langage L est dit ghkateur si le c&e rationnel qu’il 
engendre st la familie des langages algibriques. 11 est dit I.R.S. s’il ne contient aucun 
langage rationnel infini. I1 est dit exapansif si toute grammaire G = (X, V, P} qui 
I’engendre st telle qu’il existe une dirivation 
u+ckwpuy, VE V, f&p, YECXLJ V)“. 
Dans [6], Greibach a proposC la conjecture: tout langage expans$ I.R.S. ‘est gin& 
rufew. Bien que l’on sachc; que cette conjecture est en g&-kale fausse [3], on connait 
des sous familles des l?ngages algibriques oii elle est vraie. En particulier, cette 
conjecture tient pour les langages parenthitiques. Nous obtenons ici qu’elk tient 
Cgalement pour les langages de parenthkses. 
Cmollaire 2.10. 01 langage de parenthtises expansif 1.R.S 
rtrtiomel des languges alggbriques. 
Ce corollaire dkoule directement des rkwltats SW les 
de [4] et de la Proposition 2.9. 
est ghhateur du c&e 
angages parenthitiques 
3. Oonclusions 
Nous commenfons ce paragraphe conclusif par une remarque: les rksultats p&en- 
tks ici s%tendent directement aux ‘generalized nest sets’ de [lo]. Nous avons prifkrt?, 
pour des raisons de clart6, nous limiter aux langages de parenthkses. 
Au vu des Gsultats obtenus ici comme de ceux obtenus dans [q, lo], on peut 
tenter de construire diverses familles jouissant de propriktis analogues en utilisant 
le m$me type de technique: codage de for&s rationnelles. 
(1) On peut garder le m6me code r[) et considker des arbres sans aritk. Par 
exemple, on pose O(P) = 1 et 
On obtient alors ta mime famille [lo]. 
(2) On peut gk-der la famille d’arbres & et changer le code. Ainsi, on peut 
penser ;i utiliser t_~ dkfini par P.(E) = 1 et p[z(t,, f,)] - zp(fl)p(t2)Z On vkrifie que 
cette fois, nous obtenons une sous-famille (stricte) des langages de parenth2ses. 
(3) On peut changer h la fois le code et la famille d’arbrec. 
348 J.-M. Autebert, J. Beauquier, L. Boasson, G. Sdnizergues 
Consid&ant comme ii est d’usage un alphabet A de symboles avec atit& on difinit 
l’alphab.st 2 ={a,, s,, . . . , ar+l i a E A, a d’arite r}. On pose alors 
h(F)= 1, 
On obtient a!ors une famille de mcme type toujours formic de langages N.T.S. 
qui cegendant n’apporte rien de vraiment nouveau: en particulier, on ne recouvre 
ainsi auw . e autre famille classique que celles di_iii. couvertes par les langages de 
parenth &es. 
Now ‘;, par ailleurs, que l’on peut tenter un codage de type notation polonaise: 
Dans ce cas surgit une difficult6 particuliire: ou bien, comme nous l’avons fait 
jusqu’ri prisent, ies feuilles n’ont pas d’etiquettes mais alors q n’est plus un codage: 
ont tous les dew le mot ah comme image par q. 
Ou bien, on etiquette les feuilles (mettons par un symhole # ). Mais alors, on 
retrouve les mzmes critiques que celles formul6es pour les arhres avec arite (cf. 
13)). 
De ce point de vue, il rtpparait bien que la gPn&alisation des Iangages de Dyck 
proposee dans [9] est judicieuss: ii est dificile de faire minus d‘une faGon sig- 
nificati-;e. 
(4) lJne derniPre approche possible pour trouver des r&ultats voisins est la 
suivante: tenter de trouver une famille analogue oti I>;‘;’ (langage de Dyck) soit 
remplaci par I>;, le langage de Dyck bilatltre engendrP par (S+ a,Sti,S +ti,Sa,S + 1: 
I 5~ i c nl. Pour ce fstire.. on peut revenir i la dkfinition d‘une grammaire de paren- 
theses et tenter de construire des grammaires sur &, ayant 3 types de rPgles 
( I ) L’ ---, Zl!,3~,, 
(2) Z’-* 1, 
(3) L‘ -’ ;“L’g_L 
hLis Aor~, on perd imrrAi:wnw~t la. cl?urt‘ p;lr intersection: 
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la grammaire ci-dessous n’a que des rigles de type ( 1 ), (2) ou (3): 
R -B aRa’E’ + aEli W, 
W-, liWaE’+ I, 
Et+ 1. 
Cette fois Lc;B(R)=(an+‘ciP+’ p-n 
( un+‘P+ 
a a 1 n, p 2 0). Or I’intersection L&S) f7 L,.(R) = 
a’%” 1 n a 0) n’est pas algkbrique. Ainsi nous laissons complktement ouverte 
la question d e ssvoir si I’on peut trouver une telle g&kalisation, et si oui comment. 
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