Abstract. For k^2 denote by Vk the class of normalized functions, analytic in the unit disc, which have boundary rotation at most k-n. Let a" be the «th Taylor coefficient of/(z) e Vk. Let L(r,f) and L(r,f) be the A-integral mean of/'(z) and/(r) respectively. We determine asymptotic formulas for/'(z), and these formulas are then applied to study the behavior of \a"\ as n -*■ oo, and the behavior of L(r,f) and TA(r,/)asr^l.
(1.2) dp.(t) = 2tt, \dp.(t)\ ¿ ktr.
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Vk is the class of functions with boundary rotation at most k-n. It is clear that k ^ 2, and when k=2, Vk is the class of normalized convex functions. It is also known [10] that, for 2^ k ^4, Vk contains only schlicht functions. If f(z)=z + a2z2+ ■ ■ -, consider the problem ,4n(A:) = max{|an| :feVk}. This problem has been solved for all « only when k = 2 [8] and when k = 4 [13] . Also, the problem has been solved for all k ä 2 only when « = 2 [6] , « = 3 [6] , and « = 4 [2] . In all the above cases, the extremal function has been (1.3) F(z) = I{(|±-y,2-l} = z+|/nz".
The purpose of this paper is to examine the asymptotic behavior of Vk functions. We shall derive asymptotic formulas for f'(z) which show that for any fixed f(z) =z4-a2z2H-e Vk, there exists a positive integer n0(f) depending on/(z) such that n^n0(f) implies |an| iAn, where An is as in (1.3) . These same formulas will also be used to study the behavior of the integral means hir,fi') = ^fo"\fi'ire^dd, hir,f) = f PViVT dB.
¿t ¡o
The method used to derive these asymptotic formulas is due originally to Littlewood [7, pp. 93-95] , and it was later generalized by Hayman [3, pp. 106-108 ].
Our method is that of Hayman, although the proofs are different because we have no assumption on the mean-valency of/(z) e Vk.
2. Notation and background material. In order to insure uniqueness (up to additive constants) of the integrator fi(t) in (1.1), we shall require that n(t) be normalized in the sense that p.(t) = (p(t+0)+fi(t-0))/2, where at i=0, t=2n we extend fi(t) periodically before normalizing. We shall also write p.
where v(t) = fat) + V0 (fi))/2, o(t) = (V0 (p)-p(t))/2, and where V0 (p) is the total variation of p. from 0 to t. In addition we write a(9) = v(9+0)-v(9-0), ß(6) = a(9+0) -a(9 -0), with the usual modifications at 6=0, 2n. Since p.(t) is normalized, it follows that a(8)>0 implies ¿3(0) = 0.
Let a = max8 a(0), and let M(r,/') = max{|/'(z)| : lzl='-}-Then as r-^1 we have that (2.1) (log M(r,/'))/(log 1/(1-r))-*a, (2.2) (log \f'(re«)\)/(log 1/(1 -r)) -> a(6)-ß(9).
The proofs of these facts are similar to the proof of Theorem 1 in [12] , and complete details may be found in [9, pp. 15-21 ].
3. Asymptotic formulas for the coefficients. Following Hayman [3, p. 100] we first prove a regularity theorem. Theorem 3.1. Letfi(z) e Vk with fi(t) = v(t) -a(t) as its integrator. Then the limit ai = limr_1 (1 -r)kl2 + 1M(r,fi) exists finitely, and a> = 0 unless v(t) is a step function with a single jump of height (k/2 + l)n. In this case
Proof. Since/'(z) 7^0 in U, logfi'(z) is analytic. Let 9 be fixed but arbitrary, and let 8 eief" (relB) u(r) + iv(r) = Trlogf\re») = -ffßsf'
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By a result of Robertson [14, Theorem 1] f"(z) m . 2\z\+k 2+k
Thus u2(r) + v2(r)è((2+k)/(l-r2))2. Therefore jr log \f(rë% = u(r) á \u(r)\ S B y taking rx < r2 and integrating, we find (3.1) logjl/Xr^ld^)"'2'1} á loë{\fXrxe")\(^y2
By choosing 6 such that \f'(r2ew)\= M(r2,fi), we see that
is a decreasing function of r, and thus approaches a limit as r-*-i. Therefore w exists and is finite.
Since (1.2) implies j2* dv(t)<i(k/2+ 1)tt, it follows directly from (2.1) that a>=0 Before we study the behavior of an as « -> oo, we need two technical lemmas. for r^ 1/4 and for all 0^0. By using well-known distortion theorems to bound |z/j2(z)|, we have
forra 1/4 and 0^0.
Let C be any positive constant, and let y={6 : (1-r)Ci \6\ in}. Then for r sufficiently close to 1 we have
kbn'e'^6=-{LA, }W * 2*/vt/a 1
Letting C=C(o) = 27r/(^S)2"£, we obtain the lemma. For notational purposes let u>(r) = (l -r)kl2 + 1f'(r exp (i00)) where 60 is as above.
We then have as n -> oo, uniformly for z e D".
Proof. We again assume d0=0. As above we have (3.3) with Ji(z)=z/(l-z)2. Thus
To prove the lemma it clearly suffices to prove s2(z)/s2(rn) -> 1 as n -*■ oo, uniformly for z e Dn. We see that w=limr_1 |r/52(r)|<fc"2)'4, so 0<limr_1 |j2(r)|<co. We also know [12, Lemma 1] lim,,,! arg s2(r) exists. Thus F=limr_1 s2(r) exists. Let Sx be a Stolz angle properly containing S in its interior. Since s2(z) is schlicht, it omits in Sx at least two values, so by Lindelöf's theorem [4, p. 260] we have limz^i s2(z)=L where the limit is approached uniformly as |z| -*■ 1 for zeS. Therefore, since 0< |F| <co, the inequality \s2(z)/s2(rn)-l\ i \s2fa)fa{\s2(s)-L\ + \L-s2(rn)\} shows that s2(z)/s2(rn) -*-1 as n -*■ oo, uniformly for z e Dn. This proves the lemma.
We are now able to determine the asymptotic behavior of an when to > 0. Let S>0 be given and choose C(8) as in Lemma 3.1. Then by Lemma 3.1, there exists n0 (8) such that «à«0(â) implies (1/2tt) j"^ \f'(pnei6)\ dô<8nkl2 where yn = {6 : (1 -pn)C{8)^ |0 -0O| ^tt}. Also, using the fact that |con| ->a><oo, we see that the conclusion of Lemma 3.1 holds forfi(z) also. Thus Let y'n=[-TT,Tr]-yn = {6:0^\e-eo\^(l-pn)C(8)}.
Since 6ey'n implies |arg(l-Pnexp/(0-0o))|átan-1(|0-0o|/(l-pn))^tan-1C(S)<7r/2, we may choose a Stolz angle S (depending on 8) with vertex exp (i60) such that {z=pnew : 0 e y'n}<=S for large «. Then by Lemma 3.2,fi(pneie)~f'(pnew) as « -> oo, uniformly for 0 e yñ-Therefore/'(Pnei") -fú(pneie) = o{/ñ(/3nei9)} as « ^ oo, where the term o is uniform for 6ey'n. Since |wn| ->tu<oo, |/¡(pei9)| = 0(l -p)~ikl2 + 1\ so f'(pneie) -fú(pneiB) = o{nkl2 + *} as « ^ oo, uniformly for 0 e yn-Therefore 3-6) I f {f'(pneie)-fi(pneie)}e-Kn-™ dB^ 2C(8)(l-pn).o(«W2 + 1) = o(«k/2) as n -*■ oo. Note that although the first o depends upon 8, once we fix S and thus C(8), we have that o approaches zero independently of S, so its product with C(8) also approaches zero as n -*■ oo.
Since yn u y'n = [-n, n], by combining (3.4), (3.5), and (3.6) we see
Pr1|«aB-o.nCB_1 exp(-/(«-1)Ô0)| < {2S + 0(1)K'2 for large n. But p^"1 ->e as n-^oo. Since 8>0 was arbitrary and since o(l) approaches zero independently of S as explained above, we have
Since Cn-x~nkl2/T(k/2 +1) as n -> oo, (3.8) shows Proof. From Theorem 3.4, L(k,f) = a>/T{k/2+l). Since w^*'2-1 with equality if and only if f(z) = e'wF(ewz), the corollary is proved. A lengthy but straightforward computation shows that the above rate of convergence improves the estimate given by Robertson.
From our results so far, as well as from the definition of w, it is evident that the quantity oe acts as a dividing line between those functions which have (in some sense) maximal growth (i.e. w > 0) and those which do not. As is to be expected, we can say more about the coefficients of functions with co > 0 than we can say about the coefficients of an arbitrary Vk function. We have Corollary 3.7. Fei/(z)=z4-a2z2 + a3z3-|-■ ■ -eVk, and let p.(t) be the normalized integrator for f(z). Suppose a>=limr-.i (1 -r)kl2 + 1\f'(r exp (/0O))| > 0. Then for each n we may choose a value of arg an such that (3.12) lim {arg an + n80} = fi(80).
n-*co Also, (3.13) Iim^ = exp(-i0o).
Thus the radius argz=0o of maximal growth off(z) may be determined from the coefficients an.
Proof. From Theorem 3.3 we have as n -> oo (3.14)
where pn= 1 -l/n. Thus
In [9, p. 12] it is shown that (3.16) lim argf'fa exp (/0O)) + 0O = fi (80) where the existence of the limit is part of the conclusion. (See also the proof of Lemma 1 in [12] .) By combining (3.15) and (3.16) we arrive at (3.12). Also, (3.13) follows directly from (3.14). 4 . Asymptotic formulas for the integral means. In this section we shall use techniques similar to those of §3 to study the asymptotic behavior of IK(r,f) and IA(r,f). In [5] it was shown that, with Aï; 1, ™ * (rhmr r)
In [1] it was shown that for any real A with X(k/2+1)> 1, we have
The exact value of the constant A(k, X) was given in [1] , and it was shown that A(k, X) cannot be improved over the whole class Vk. We shall show that if
A(jt/24-l)>l,then
It is interesting to note that here again the quantity o> plays the role of a dividing line between those functions for which I^(r,f) has maximal growth and those for which it does not.
We first need two technical lemmas. for r^r0, where 8 = X(2-ß)(k + 2)/4>0. We now let r -> 1 to complete the proof of the theorem.
Theorems 4.1 and 4.2 improve the results in [1] in the sense that we can say that the limit in (4.1) exists. Also, since o)S2M_1 with equality if and only if f(z) = e~wF(ewz) where F(z) is given by (1.3), we can state the conditions under which equality may hold in the result in [1] .
After examining these results on h(r,f), it might seem natural to expect that corresponding results would hold for IÁ(r,f). We have not been able to show this, but we do have the following theorem. In particular, if co=0, then the limit exists and is zero. This in turn implies the theorem. We now turn our attention to lim,^ inf (1-r)Afc/2-1FA(r,/). We first need a technical lemma. which is equivalent to the conclusion of the lemma.
