Abstract. We study the SIMEX estimators in an errors-in-variables linear structural regression model. The SIMEX method was introduced by Cook and Stefanski (1994) . We investigate the behavior of adjusted SIMEX estimators proposed by Polzehl and Zwanzig (2005) as the size of a sample increases. We prove that the estimators are consistent and asymptotically normal.
Introduction
We consider an errors-in-variables linear structural regression model. It is known that the method of moments estimators as well as least squares estimators are consistent for this model, while the "naive" estimator is not, since the latter ignores the errors in variables. The idea of the SIMulation and EXtrapolation (SIMEX) method is to determine the measurement errors experimentally via simulation and then to exclude the errors. To achieve the result, the variables are mixed with random variables with a known variance described by a parametric model. As estimates of the parameters of the model, one can use the naive estimators. Then an extrapolation procedure allows one to exclude the errors in variables.
There are three modifications of the SIMEX estimator proposed in the paper by Polzehl and Zwanzig [6] .
1. SIMEX (Ordinary SIMEX). This estimator is used if the variance of the errors in variables is known. This variance influences the extrapolation procedure essentially. Polzehl and Zwanzig [6] study the estimators if the size of the sample of observations is fixed, while the number of simulated samples is growing. We consider the case where the number of simulated samples is fixed, while the size of the sample of observations is growing.
ASIMEX (Adaptive SIMEX
The paper is organized as follows. Section 2 contains the description of the structural errors-in-variables regression model. The construction of the SIMEX and ASIMEX estimators is described in Section 3. We prove that these estimators are consistent and asymptotically normal in Section 4. The construction and properties of the SYMEX estimator are given in Section 5. Results of the simulation of SIMEX estimators are described in Section 6.
The model
Consider the following errors-in-variables linear structural model:
where y i ∈ R and x i ∈ R p are observed variables, i = 1, 2, . . . , n, while β ∈ R p is the parameter to be estimated. Hidden variables ξ i ∈ R p are independent and identically distributed random vectors. The unknown mean value of ξ i is denoted by E ξ i = µ. Assume that the covariance matrix of ξ i is such that Cov(
ξ is a positive unknown number. The errors ε i ∈ R and δ i ∈ R p are independent random variables with zero mean value and covariance matrix
as n → ∞. The symbol
→ stands for the convergence with probability one. Thus θ P 1 → σ 2 ξ β and every entry of the matrix M ZZ converges as n → ∞ to that of the matrix
Since the matrix M ZZ is symmetric, its minimal eigenvalue converges to the minimal eigenvalue of the limit matrix. The latter is an almost sure solution of the following equation:
The minimal solution of the latter equation is
The number c is such that
4.1. The convergence of estimators. 
Proof.
Here and in what follows the symbol d → stands for the convergence in distribution. The strong consistence of β SIMEX follows from
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To prove the asymptotic normality of the estimator β SIMEX consider the asymptotic covariance matrix of the method of moments estimator β MME defined by (4):
where
.
To prove the asymptotic normality of β SIMEX we introduce the notation
First we prove the asymptotic normality of η k . Note that
Here
Furthermore,
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use where Σ is a block diagonal matrix whose diagonal entries are the corresponding covariance matrices. Applying the Cramér-Wald device [1] we get
Note that
We have
Turning back to the initial expression we get
Remark 4.1. The matrices Σ SIMEX and Σ MME coincide if K = 0 (λ 0 = 0), since the estimators themselves coincide in this case. 
b) If the size of the sample is growing, the asymptotic behavior of the ASIMEX estimator is the same as that of the least squares estimator β T LS (5), namely
a) The consistence of the estimator β ASIMEX follows from the relation
To prove that the estimator β ASIMEX is asymptotically normal we use the asymptotic covariance matrix of the method of moments estimator
Further, reasoning similarly to the preceding proof we obtain
almost surely for all σ 
, and Cov(ε) = σ 2 I p+1 . We assume that min l=0,...,p
Dividing (10) by −β l , l = 1, . . . , p, yields:
where 
Here M (−l)(−l) is a p × p matrix and M (−l)(l) and M (l)(−l) are p × 1 and 1 × p vectors, respectively; M (l)(l) is a number. If the 1 × (p − 1) vector ζ (−l) is formed from the coordinates of the vector ζ with excluded coordinate l, then
5.2. SYMEX procedure. Denote by P l the diagonal matrix whose entry ll is equal to 1, while all other entries are zero.
• Simulation of auxiliary samples. For every λ ∈ {λ k , k = 0, . . . , K}, a sample
is simulated, where ε * ib
• Approximation. We assume that α l (−l) (λ) depends on λ in the following way: The point of minimum can be either the boundary point of B or its interior point. The point of minimum not necessarily coincides with the minimal eigenvalue of the limit matrix of observations.
Simulation
The simulation is performed with the help of the statistical software R. The slope in the linear model y = 5 + 3x is estimated with the help of the SIMEX estimator. The variables are simulated as the normal random variables with zero mean and unit variance. The errors in variables and responses are simulated as centered normal random variables with the variance 0.25. We consider the behavior of the SIMEX estimator for small (n = 20), moderate (n = 100), and large (n = 1000) sizes of a sample of observations. The size of the bootstrap sample is B = 100. To estimate the parameter θ defined by (6), we use the following values of λ: 0, 0.25, 0.5, . . . , 3.5, 3.75, 4. The number of iterations is 1000 (see Figure 1) .
The results of the simulation are exhibited by the empirical probability densities of SIMEX and the total least squares estimators. As seen from Figure 1 , the distribution of the SIMEX estimator has lighter tails as compared to that of the total least squares estimator.
Concluding remarks
We considered three modifications of the SIMEX method for the linear structural errors-in-variables model. We showed that these estimators are close to the known consistent estimators; namely, the estimator β SIMEX has a structure similar to the method of moments estimator β MME , while the estimator β ASIMEX behaves similarly to the total least squares estimator β T LS . It would be an interesting problem to study the SIMEX estimator for nonlinear models.
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