This research has a purpose to compare ARIMA Model and Holt-Winters Model based on MAE, RSS,
INTRODUCTION
Forecasting is a very important matter in business or economy. Forecasting can help a person to determine the trend of a data and can provide an information about how fluctuations in a data so that users, in this case, policy makers can use it as one of the tools for decision making. Forecasting is an effort that is used to know what will happen in the future. Random data fluctuation requires a policy maker to think about how is the strategy that should be done in the future in order to give maximum results and in line with expectations.
Data changes from time to time can be predicted or predictable. Forecasting is an activity to predict what will happen in the future. Its data is usually associated with time, so that it can be stated that the data is the time series data. To predict a time-series data, the time series forecasting method is used i.e. ARIMA Box-Jenkins method, Holt-Winters method, and linear regression model, either without season or with season. There are two types of time series forecasting that are often used in data forecasting i.e. ARIMA [1] [2] and Holt-Winters [3] [4] . The comparison of forecasting between ARIMA and Holt-Winters has been studied by several researchers including: Da Veiga, et. al. 2014 discussed the comparison of performance between Holt-Winters model and ARIMA in predicting the group of degradable dairy products, the result of this study is that the Holt-Winters method is better than ARIMA model in terms of performance [5] . The next research is a study conducted by Omane-Adjepong, Oduro, Oduro in 2013. This study discussed the best approach between seasonal ARIMA model and Holt-Winters in forecasting short-term inflation in Ghana and the results of this research indicate that the seasonal ARIMA model is the most appropriate model in predicting short-term inflation in Ghana [6] . And the third research was conducted by Mini, Kuriakose and Sathianandan in December 2015, this research discusses about Catch Modeling per unit effort (CPUE) series for the fishery along the northeast coast of India by comparing 3 methods i.e. Holt-Winters, ARIMA and NNAR method. Based on the comparison of these 3 methods, Holt-Winters method is the method that gives the 
ARIMA Model
If the observations in the time series can be predicted with certainty, and does not require further investigation, it is called deterministic time series and if observations can only show the structure of the probabilistic of the future condition of a time series, it is called stochastic time series [7] .
In forming analysis model of a time series by assuming that the data is in a stationary state. The time series is said to be stationary if there is no change in tendency in the mean and changes in variance. The stationary time series of relative neither extreme increase or decline in value of data or data fluctuations is at about a constant average value.
The stationary can be seen by using the time series diagram i.e. a scatter diagram between the Z changing values and T time. If the time series diagram fluctuates around a line that parallels to the time axis (t) then the stationer is said to be in the average. If the condition of stationary is in the unmet average, it needs a differentiating or differencing process [8] .
The process of differencing in the first order is the gap between the t data and t -1 data,
. The form for the second-order differencing is,
If the stationary condition in variance is not met, Box and Cox [9] introduced the rank transformation, namely 1 Autoregressive Integrate Moving Average (ARIMA) models have been studied by George Box and Gwilym Jenkins in 1976 and their names are then often synonymous with ARIMA process that is applied to the analysis of time series. In general ARIMA model was rendered with the notation ARIMA (p, d, q), where p denote the order of the process autoregresive (AR), d express distinction (differencing), and q express order of the moving average (MA). The Autoregressive Model (AR) was first introduced by Yule in 1926 [10] and later developed by Walker in 1931 [11] , while the Moving Average (MA) model was first used by Slutzky in 1937 [12] . And in 1938, then Wold produced the theoretical underpinnings of the ARMA combination process [13] . And these combinations are then used frequently.
Box and Jenkins have effectively reached agreement on relevant information needed to understand and use ARIMA models for a time series of one variable [14] .
A process ( Z t ) is said to follow a mixed-auto-regressive-moving average or ARMA (p, q) model (Eq. 1) if it meets: If there is a differencing then the model becomes ARIMA as show in Eq. 2 [14] : (for MA(q)) [14] .
In performing Time Series data forecasting methods ARIMA (p, d, q) there are so-called steps or stages. The stages in doing the forecasting is [14] .
Model Identification
Model identification is done to see the meaning of autocorrelation and data stationary, so whether or not necessary transformation or process differencing is done. From this stage, it is obtained a temporary model that will be done its model testing process whether it is appropriate or not on the data.
Model Assessment and Testing
After the process of identifying the model, the next step is the assessment and testing model. At this stage, it is divided into two parts: parameter assessment and diagnostic examination model. a. Parameter Assessment Having obtained one or more interim models then the next step is to look for estimates for the parameters in the model.
b. Model Diagnostics
Diagnostic checking is passed to check whether the estimated models fit enough or adequately with existing data. Diagnostic checking based on residual analysis. The basic assumption of the ARIMA model is that residuals are normal independent distributed random variables with zero mean constant variance.
Holt-Winters
Holt This HW method can also be used to predict time series in the short, medium and long term. This HW forecasting method is different from other forecasting methods in the sense that this model is independent of the match model of any statistical modeling technique but it uses an iterative approach in generating approximate values. In general, there are two versions of the Holt-Winters smoothing model that are additive and multiplicative models. The HW model for seasonal multiplication does not apply if data from a time series contains a null value or a negative value. The HW model equation is presented as follows;
METHOD
The data to be forecast is data on the Primary Energy Consumption Total. This data is obtained from the US Energy Information Administration (EIA) website (https://www.eia.gov). Primary Energy Consumption Total data is the total consumption data of primary energy consumed by the residential sector, primary energy consumed by the commercial sector, primary energy consumed by the industrial sector, primary energy consumed by the transportation sector, primary energy consumed by the electric power sector, and energy consumption balancing item. Data from this research from January 1973 to December 2016. This data will be processed using R Software.
To see the comparison of the accuracy level of ARIMA Model and Holt-Winters Model, four criteria were used e.g. mean absolute error (MAE), residual sum of squares (RSS), mean squared error (MSE), and root mean square error (RMSE). In general, to obtain the best model will be compared the value of the four criteria. The model is said to be good if the value of MAE, RSS, MSE, and RMSE has the smallest value. 
RESULT AND DISCUSSION
Data modeling of a time series data is usually influenced by previous data. Time series data are analyzed to understand the past and predict the future. In order for a data modeling to produce good results then the data should be divided into 2 groups i.e. data groups used to understand the past (data train) and data groups used for validation of modelers from the data train results in order to obtain predictions of the future that is more Directed (data cross validation). In modeling the Primary Energy Consumption Total data, 70% of the data will be used as data train and 30% of the remaining data will be used as cross validation data.
Before doing the modeling process, the data is first decomposed in order to see whether the data contained the trend and seasonal. This decomposition process is needed to assist the researcher in determining a suitable forecasting analysis method. The results of data decomposition are as shown in Fig. 1 and 2 .
From the conducted analysis, it is found ARIMA (0,0,2) (1,0,1) 12 and Holt-Winters model with α = β = γ = 1. The accuracy of the comparison table between the ARIMA model and Holt-Winters Model is shown in Table 1 . From the table above, it can be seen that the MAE, RSS, MSE, and RMSE values of the HW model are smaller than the ARIMA model in other words that the HW model is more precise in predicting the Primary Energy Consumption Total data in the US. Of the two appropriate HW models then the most appropriate one is HW additive model. In addition to the table, we can also see the comparison of the following Fig. 3 and 4 . 
