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On harmonic function for the killed process upon hitting zero of
asymmetric Le´vy processes
Kouji Yano∗
Abstract
For a certain class of asymmetric Le´vy processes where the origin is regular for
itself, the renormalized zero resolvent is proved to be harmonic for the killed process
upon hitting zero.
1 Introduction
Let {X(t),Px} be the canonical representation of a reflecting Brownian motion on [0,∞)
and let {X(t),P0x} denote its killed process upon hitting zero. Let n denote the charac-
teristic measure of excursions away from zero. It is then well-known that
E
0
x[X(t)] = x for all t > 0 and x ≥ 0 (1.1)
and
n[X(t)] is finite constant in t > 0, (1.2)
where we write n[F ] for
∫
Fdn. In this case, we say that the function h(x) ≡ x is
harmonic for the killed process. Moreover, it is well-known that the harmonic transform
{X(t),Phx} of the killed process with respect to h is the 3-dimensional Bessel process, and
that the excursion measure n enjoys the disintegration formula
n(·) =
∫ ∞
0
P
h
0(·|X(t) = 0)ρ(t)dt, (1.3)
where ρ(t) is a certain non-negative function.
The author [9] has obtained disintegration formula similar to (1.3) for one-dimensional
symmetric Le´vy processes, where the renormalized zero resolvent was proved to be har-
monic for the killed process. In this paper, we study the asymmetric case.
This paper is organized as follows. In Section 2, we recall, without proofs, several the-
orems of the excursion theory for Le´vy processes. In Section 3, we study the renormalized
zero resolvent. In Section 4, we recall the earlier results in the symmetric case. In Section
5, we discuss strictly stable case. Section 6 is devoted to the study of the asymmetric
case.
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2 General discussions
Let {X(t),Px} be a Le´vy process on R. We have E0[e
iλX(t)] = e−tΨ(λ) for λ ∈ R, where
the Le´vy–Khintchine exponent Ψ(λ) may be represented as
Ψ(λ) = ibλ + vλ2 −
∫
R
(
eiλx − 1− iλx1(−1,1)(x)
)
ν(dx) (2.1)
for some constants b ∈ R and v ≥ 0 and some measure ν on R such that ν({0}) = 0
and
∫
R
(|x|2 ∧ 1)ν(dx) <∞. The real and imaginary parts are denoted by θ(λ) and ω(λ),
respectively:
θ(λ) =ReΨ(λ) = vλ2 +
∫
R
(1− cosλx) ν(dx), (2.2)
ω(λ) = ImΨ(λ) = bλ+
∫
R
(
λx1(−1,1)(x)− sinλx
)
ν(dx). (2.3)
Note that θ(λ) ≥ 0, θ(−λ) = θ(λ) and ω(−λ) = −ω(λ) for all λ ∈ R.
For x ∈ R, we denote
Tx = inf{t > 0 : X(t) = x}. (2.4)
We say that the state 0 is regular for itself if P0(T0 = 0) = 1. The following theorem is
due to Kesten [5] and Bretagnolle [1].
Theorem 2.1 ([5] and [1]). The process {X(t),Px} is not a compound Poisson process
and is such that the state 0 is regular for itself if and only if the following conditions hold:
(L1)
∫
R
Re
1
q +Ψ(λ)
dλ <∞ for all q > 0;
(L2) either v > 0 or
∫
(−1,1)
|x|ν(dx) =∞.
We introduce the following condition which is stronger than (L1):
(L1′)
∫ ∞
0
1
q + θ(λ)
dλ <∞ for all q > 0.
By (L1′), we have
|e−tΨ(λ)| = e−tθ(λ) ∈ L1(dλ), (2.5)
and hence we may invert the Fourier transform so that the function
pt(x) =
1
2pi
∫
R
Re e−iλx−tΨ(λ)dλ, t > 0, x ∈ R (2.6)
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is a continuous transition density with respect to the Lebesgue measure, i.e.,
Ex[f(X(t))] =
∫
R
f(y)pt(y − x)dy. (2.7)
Again by (L1′), the Laplace transform of pt(x) can be expressed as
rq(x) :=
∫ ∞
0
e−qtpt(x)dt (2.8)
=
1
2pi
∫
R
Re
e−iλx
q +Ψ(λ)
dλ (2.9)
=
1
2pi
∫
R
(q + θ(λ)) cosλx+ ω(λ) sinλx
(q + θ(λ))2 + ω(λ)2
dλ (2.10)
and thus rq(x) is a continuous resolvent density, i.e.,
Rqf(x) := Ex
[∫ ∞
0
e−qtf(X(t))dt
]
=
∫
R
f(y)rq(y − x)dy. (2.11)
We now recall the excursion theory. Let D denote the set of ca`dla`g paths on [0,∞)
taking values in R. We set
D
0 ={w ∈ D : w(t) = w(t ∧ T0) for all t ≥ 0} , (2.12)
which is sometimes called the excursion space. We denote the coordinate process on D
by X(t): X(t)(w) = w(t) for w ∈ D. The set D is equipped with the σ-field generated by
the totality of cylinder sets of D. We denote
Ft = σ(X(s) : s ≤ t). (2.13)
Since the state 0 is regular for itself, there exists a local time at 0, i.e., a positive
continuous additive functional which increases only when X(t) stays at 0. We denote by
L(t) the version of the local time normalized so that
Ex
[∫ ∞
0
e−qtdL(t)
]
= rq(−x) for all q > 0 and x ∈ R. (2.14)
We write η(l) for the right-continuous inverse of the local time:
η(l) = inf{t ≥ 0 : L(t) > l} for l ≥ 0. (2.15)
Then the process {η(l),P0} is a subordinator which explodes at time λ := L(∞) when
X(t) is transient.
We now recall the excursion theory for our Le´vy process. Let n be a σ-finite measure
on D such that
n[T0 ∧ 1] <∞ and n(D) =∞. (2.16)
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Let p(l) = (p(l; t))t≥0 be a Poisson point process with characteristic measure n defined
on a probability space (Ω,F ,P); see [4] for the precise definition. We set
ηp(l) =
∑
s≤l
T0(p(s)) (2.17)
and set
λp = inf{l > 0 : ηp(l) =∞}. (2.18)
By the condition (2.16), we see that ηp(l) is strictly-increasing in l ∈ [0, λp), and hence
that there exists a continuous inverse process Lp(t). We define
Xp(t) =


p(l; t− ηp(l−)) if ηp(l−) ≤ t < ηp(l)
for some l ∈ [0, λp],
0 otherwise.
(2.19)
The following theorem is due to Itoˆ [4] and Meyer [6].
Theorem 2.2 ([4] and [6]). There exists a unique σ-finite measure on D0 such that the
condition (2.16) is satisfied and that, for a Poisson point process p(l) with characteristic
measure n defined on a probability space (Ω,F ,P), it follows that
{ηp, Lp, Xp, λp,P}
law
= {η, L,X, λ,P0}. (2.20)
Using compensation formula, we can obtain the following.
Theorem 2.3. For any non-negative measurable function f , one has
n
[∫ T0
0
e−qtf(X(t))dt
]
=
1
rq(0)
∫
R
f(y)rq(y)dy. (2.21)
Consequently, taking f ≡ 1, one has∫ ∞
0
e−qtn(T0 > t)dt =
1
qrq(0)
. (2.22)
A non-negative Borel function h on R is called harmonic for the killed process if the
following conditions hold:
(i) E0x[h(X(t))] = h(x) for all x ∈ R;
(ii) n[h(X(t))] is finite constant in t > 0.
It is easy to see that h is harmonic for the killed process if and only if
qRqh(x) = h(x) + rq(−x) for all q > 0 and x ∈ R. (2.23)
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If h is harmonic for the killed process and if h(x) > 0 for all x 6= 0, then we may define
h-transform {X(t),Phx} by
E
h
x[Ft] =


1
h(x)
E
0
x[Fth(X(t))] if x 6= 0,
n[Fth(X(t))] if x = 0
(2.24)
for all t > 0 and all non-negative Ft-measurable functional Ft. Note that the process
{X(t),Phx} may be regarded as the process conditioned to avoid zero; see [10] for the
precise explanation. The following theorem is a generalization of the formula (1.3).
Theorem 2.4. Suppose that the following conditions are satisfied:
(H) h is harmonic for the killed process and h(x) > 0 for all x 6= 0;
(T) there exists a density ρ(t) such that n(T0 ∈ dt) = ρ(t)dt on (0,∞).
Then the excursion measure n enjoys the following disintegration formula:
n(·) =
∫ ∞
0
P
h
0(·|X(t−) = 0)ρ(t)dt + κP
h
0(·), (2.25)
where
κ = n(T0 =∞) = lim
q→0+
1
rq(0)
. (2.26)
3 Renormalized zero resolvent
For q > 0, we set
hq(x) = rq(0)− rq(−x), x ∈ R. (3.1)
We call h0 := limq→0+ hq the renormalized zero resolvent, if the limit exists. We shall
prove the following proposition.
Proposition 3.1. Suppose that h0 exists. Then
Rqh0(x) <∞ for all q > 0 and all x ∈ R. (3.2)
Suppose, moreover, that there exists a non-negative measurable function f(x) such that
Rqf(x) <∞ for all q > 0 and all x ∈ R (3.3)
and
hq(x) ≤ f(x) for all q > 0 and all x ∈ R. (3.4)
Then h0 is harmonic for the killed process.
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To prove Proposition 3.1, we need the following lemma.
Lemma 3.2. Suppose that the conditions (L1′) and (L2) are satisfied. Then the following
assertions hold:
(i) θ(λ)→∞ as λ→∞.
(ii)
∫ 1
0
λ2
θ(λ)
dλ +
∫ ∞
1
1
θ(λ)
dλ <∞.
(iii) lim
q→0+
qrq(0) = 0.
Proof. (i) Since e−Ψ(λ) =
∫∞
−∞
eiλxp1(x)dx, the Riemann–Lebesgue theorem yields e
−θ(λ) =
|e−Ψ(λ)| → 0 as λ→∞. This proves Claim (i).
(ii) By the dominated convergence theorem, we have
θ(λ)
λ2
≥v +
∫
(−1,1)
1− cos λx
(λx)2
x2ν(dx) (3.5)
−→
λ→0
v +
1
2
∫
(−1,1)
x2ν(dx) > 0, (3.6)
which shows
∫ 1
0
λ2
θ(λ)
dλ < ∞. By (i), we have θ(λ)/(1 + θ(λ)) → 1 as λ → ∞. Hence, by
(L1′), we obtain
∫∞
1
1
θ(λ)
dλ <∞.
(iii) Since we have ∣∣∣∣Re qq + Ψ(λ)
∣∣∣∣ ≤ qq + θ(λ) ≤ min
{
1,
1
θ(λ)
}
, (3.7)
we may apply the dominated convergence theorem and we obtain
lim
q→0+
2piqrq(0) = lim
q→0+
∫
R
Re
q
q +Ψ(λ)
dλ (3.8)
=
∫
R
lim
q→0+
Re
q
q +Ψ(λ)
dλ (3.9)
=0. (3.10)
The proof is now complete.
We now prove Proposition 3.1.
Proof of Proposition 3.1. Let q > 0 and p > 0. Using the resolvent equation
rq(z − x)− rp(z − x) + (q − p)
∫
R
rq(y − x)rp(z − y)dy = 0 (3.11)
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for x, z ∈ R, we have
Rqhp(x) =
hp(x)
q − p
+
rq(−x)
q − p
−
prp(0)
q(q − p)
. (3.12)
By Fatou’s lemma and by (iii) of Lemma 3.2, we have
qRqh0(x) ≤ lim inf
p→0+
qRqhp(x) = h0(x) + rq(−x) <∞. (3.13)
By the assumption (3.4) and by the integrability (3.13), we may apply the dominated
convergence theorem to (3.12) being taken limit as q → 0+, and thus we obtain the
identity (2.23) for h = h0. This proves the claim.
4 Symmetric case
Let us recall several results of the symmetric case obtained in [9]. Assume that {X(t),Px}
is symmetric, i.e., {X(t),Px} is identical in law to {−X(t),P−x}. In this case, we have
ν(−B) = ν(B) for all B ∈ B(R), where −B = {−x ∈ R : x ∈ B}. Hence we have
ω(λ) ≡ 0 and
rq(x) =
1
pi
∫ ∞
0
cosλx
q + θ(λ)
dλ for all q > 0 and x ∈ R. (4.1)
Theorem 4.1 ([9, Theorem 3.2]). Suppose that {X(t),Px} is symmetric and that the
conditions (L1′) and (L2) are satisfied. Then there exists a σ-finite measure σ∗ on [0,∞)
such that
1
qrq(0)
=
∫
[0,∞)
1
q + ξ
σ∗(dξ) for all q > 0. (4.2)
Consequently, it holds that κ = σ∗({0}) and the condition (T) is satisfied with
ρ(t) =
∫
(0,∞)
e−tξξσ∗(dξ). (4.3)
Theorem 4.2 ([9, Theorems 1.1 and 1.2]). Suppose that {X(t),Px} is symmetric and
that the conditions (L1′) and (L2) are satisfied. Then h0 exists and is given as
h0(x) =
1
pi
∫ ∞
0
1− cos λx
θ(λ)
dλ for all x ∈ R. (4.4)
Moreover, h = h0(x) is harmonic for the killed process and the condition (H) is satisfied.
Here we note that Theorem 4.2 is immediate from Proposition 3.1 and the fact that
hq(x) increases as q decreases to 0, which can be seen by the expression
hq(x) =
1
pi
∫ ∞
0
1− cosλx
q + θ(λ)
dλ. (4.5)
The dominating function f in Proposition 3.1 can be chosen to be h0.
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5 Strictly stable case
Let us consider the case where {X(t),Px} is a strictly stable process and is not a Brownian
motion. The Le´vy measure ν is given as
ν(dx) =
{
c+|x|
−α−1dx on (0,∞),
c−|x|
−α−1dx on (−∞, 0),
(5.1)
where 1 < α < 2 and c+ and c− are non-negative constants such that c+ + c− > 0, and
the Le´vy–Khintchine exponent is given as
Ψ(λ) = cθ|λ|
α
(
1− iβ sgn(λ) tan
piα
2
)
, (5.2)
where cθ > 0 and β ∈ [−1, 1] are constants given as
cθ = (c+ + c−)
pi
αSα
, β =
c+ − c−
c+ + c−
, (5.3)
with Sα = 2Γ(α) sin
piα
2
. We then have
θ(λ) = cθ|λ|
α and ω(λ) = cω|λ|
α sgn(λ), (5.4)
where cω = cθβ · (− tan
piα
2
).
By (5.4), we have
pt(0) = cpt
− 1
α , rq(0) = crq
1
α
−1, (5.5)
where cp and cr are constants given as
cp =
1
pi
∫ ∞
0
(cos cωλ
α) e−cθλ
α
dλ, (5.6)
cr =
1
pi
∫ ∞
0
1 + cθλ
α
(1 + cθλα)2 + (cωλα)2
dλ. (5.7)
The condition (T) is satisfied with ρ(t) being given as
ρ(t) =
1− 1
α
crΓ(
1
α
)
t
1
α
−2. (5.8)
By the direct computation, we can obtain the following formula:
h0(x) =
1− β sgn(x)
cθ
(
1 + β2 tan2 piα
2
)
Cα
|x|α−1, (5.9)
where Cα = 2Γ(α) · (− cos
piα
2
).
Note that this function h0 has been appeared in Port [7, Theorem 2]: in the case
−1 < β < 1, he obtained the asymptotic result
Px(T0 > t) ∼ C(α, β)t
−ρh0(x) as t→∞, (5.10)
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where ρ = 1 − 1
α
∈ (1
2
, 1) and C(α, β) is a certain positive constant and where f ∼ g
means f/g → 1. In the case β = 1, i.e., the spectrally positive case, we have
h0(x) =
{
0 if x ≥ 0,
c(α)|x|α−1 if x < 0
(5.11)
for some constant c(α) > 0. In this case, we consult Port [7, Theorem 2] for the case
x < 0 and Chaumont [3, third line on pp.386] for the case x > 0 and we obtain
Px(T0 > t) ∼
{
C+(α, 1)t
−
1
αx if x > 0,
C−(α, 1)t
−ρ|x|α−1 if x < 0
(5.12)
as t→∞, where C+(α, 1) and C−(α, 1) are some positive constants.
For harmonicity of h0, we obtain the following.
Theorem 5.1. Suppose that {X(t),Px} is a strictly stable process of index 1 < α < 2. If
−1 < β < 1, then the condition (H) is satisfied. If β = 1 or −1, then h0 is harmonic for
the killed process.
Theorem 5.1 will be proved in Section 6.2.
Remark 5.2. In the case β = 1, Silverstein proved in [8, Theorem 2] that the function
h0 satisfies
Ex
[
h0(X(t));T[0,∞) > t
]
= h0(x) for all x < 0, (5.13)
where T[0,∞) = inf{t > 0 : X(t) ∈ [0,∞)}. We can recover this result from Theorem 5.1.
In fact, once the process starting from x < 0 changes sign, then it stays positive until
hitting zero. We thus obtain
Ex
[
h0(X(t));T[0,∞) > t
]
= E0x[h0(X(t))] = h0(x) (5.14)
for all x < 0. We also note that the transformed process {X(t),Ph0x }, which is defined
only for x < 0, is nothing else but the process conditioned to stay negative, which was
introduced by Chaumont [2].
6 Asymmetric case
6.1 Existence of renormalized zero resolvent
Proposition 6.1. Suppose that the conditions (L1′) and (L2) are satisfied. Suppose, in
addition, that the following condition is satisfied:
(L3) θ and ω have measurable derivatives on (0,∞) which satisfy∫ ∞
0
(|θ′(λ)|+ |ω′(λ)|)(λ2 ∧ 1)
θ(λ)2 + ω(λ)2
dλ <∞. (6.1)
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Then h0 exists and is given as
h0(x) =
1
pi
∫ ∞
0
θ(λ)(1− cosλx) + ω(λ) sinλx
θ(λ)2 + ω(λ)2
dλ. (6.2)
Proof. Note that
hq(x) = rq(0)− rq(−x) = h
(1)
q (x) + h
(2)
q (x), (6.3)
where
h(1)q (x) =
1
pi
∫ ∞
0
(q + θ(λ))(1− cosλx)
(q + θ(λ))2 + ω(λ)2
dλ, (6.4)
h(2)q (x) =
1
pi
∫ ∞
0
ω(λ) sinλx
(q + θ(λ))2 + ω(λ)2
dλ. (6.5)
By (ii) of Lemma 3.2, we have∫ ∞
0
1− cosλx
θ(λ)
dλ <∞ for all x ∈ R. (6.6)
Hence we may apply the dominated convergence theorem and see that h
(1)
q (x) → h
(1)
0 (x)
as q → 0+, where
h
(1)
0 (x) =
1
pi
∫ ∞
0
θ(λ)(1− cos λx)
θ(λ)2 + ω(λ)2
dλ. (6.7)
Suppose that x 6= 0. Integrating by parts, we have
h(2)q (x) =
1
pix
∫ ∞
0
fq(λ)(1− cosλx)
{(q + θ(λ))2 + ω(λ)2}2
dλ, (6.8)
where
fq(λ) =ω(λ)
∂
∂λ
{(q + θ(λ))2 + ω(λ)2}
− ω′(λ){(q + θ(λ))2 + ω(λ)2}
(6.9)
=ω(λ) · 2(q + θ(λ))θ′(λ)
− ω′(λ){(q + θ(λ))2 + ω(λ)2}.
(6.10)
We now have
|fq(λ)| ≤ (|θ
′(λ)|+ |ω′(λ)|){(q + θ(λ))2 + ω(λ)2} (6.11)
and hence we have
|fq(λ)|(1− cosλx)
{(q + θ(λ))2 + ω(λ)2}2
≤
(|θ′(λ)|+ |ω′(λ)|)(1− cosλx)
θ(λ)2 + ω(λ)2
. (6.12)
Therefore, by the dominated convergence theorem, we obtain h
(2)
q (x)→ h
(2)
0 (x) as q → 0+,
where
h
(2)
0 (x) =
1
pix
∫ ∞
0
f0(λ)(1− cosλx)
{θ(λ)2 + ω(λ)2}2
dλ. (6.13)
Again by integration by parts, we obtain the desired result.
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6.2 Harmonicity of renormalized zero resolvent
Theorem 6.2. Suppose that θ and ω have measurable derivatives on (0,∞) which satisfy
the following conditions:
(i) there exist constants cθ > 0 and cθ > 0 such that
αcθλ
α−1 ≤ θ′(λ) ≤ αcθλ
α−1 for all λ > 0; (6.14)
(ii) there exist constants cω > 0 and cω > 0 such that
αcωλ
α−1 ≤ ω′(λ) ≤ αcωλ
α−1 for all λ > 0. (6.15)
Then h0 exists and there exists a constant C such that
hq(x) ≤ C|x|
α−1 for all q > 0 and all x ∈ R. (6.16)
Suppose, moreover, that the following condition is satisfied:
(iii) it holds that
cθ(c
2
θ + c
2
ω)
c2θ + c
2
ω
· (− tan
piα
2
) > max{cω, cθ − cω}. (6.17)
Then one has
c|x|α−1 ≤ h0(x) ≤ c|x|
α−1, x ∈ R (6.18)
for some positive constants c and c. Consequently, h0 is harmonic for the killed process
and the condition (H) is satisfied.
Proof. We recall the following formula (see, e.g., [11, Proposition 7.1]):
Cα :=
∫ ∞
0
1− cos x
xα
dx (6.19)
=
pi
2Γ(α)(− cos piα
2
)
for α ∈ (1, 3). (6.20)
Note that ∫ ∞
0
x− sin x
xα+1
dx =
Cα
α
for α ∈ (1, 3) (6.21)
and
Cα
αCα+1
= − tan
piα
2
for α ∈ (1, 2). (6.22)
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Suppose that the conditions (i) and (ii) are satisfied. Since we have θ(0) = ω(0) = 0,
we have
cθλ
α ≤ θ(λ) ≤ cθλ
α for all λ ≥ 0 (6.23)
and
cωλ
α ≤ ω(λ) ≤ cωλ
α for all λ ≥ 0. (6.24)
We now notice that the conditions (L1′), (L2) and (L3) are all satisfied, which yields by
Proposition 6.1 that h0 exists. From the proof of Proposition 6.1, it holds, for all q > 0
and x 6= 0, that
hq(x) ≤
1
pi
∫ ∞
0
1− cosλx
θ(λ)
dλ +
1
pi|x|
∫ ∞
0
4c3(1− cosλx)
λθ(λ)
dλ (6.25)
≤
1
pi
·
Cα
cθ
|x|α−1 +
4c3
pi|x|
·
Cα+1
cθ
|x|α (6.26)
=c5|x|
α−1 (6.27)
for some constant c5 > 0.
Suppose that the condition (iii) is also satisfied. To prove the claim, it suffices to prove
that h0(x) ≥ c|x|
α−1 for some constant c > 0. Note that
h
(1)
0 (x) ≥
cθ
pi(c2θ + c
2
ω)
∫ ∞
0
1− cos λx
λα
dλ (6.28)
=
cθ
pi(c2θ + c
2
ω)
Cα|x|
α−1. (6.29)
First, we let x > 0. Since we have
−f0(λ) =2(−ω(λ))θ(λ)θ
′(λ) + {θ(λ)2 + ω(λ)2}ω′(λ) (6.30)
≤{θ(λ)2 + ω(λ)2} · αcωλ
α−1, (6.31)
we have
−h
(2)
0 (x) ≤
1
pix
∫ ∞
0
αcωλ
α−1(1− cosλx)
θ(λ)2 + ω(λ)2
dλ (6.32)
≤
1
pix
·
αcω
c2θ + c
2
ω
∫ ∞
0
1− cosλx
λα+1
dλ (6.33)
=
cω
pi(c2θ + c
2
ω)
αCα+1|x|
α−1. (6.34)
Hence we have
h0(x) ≥
(
cθ
c2θ + c
2
ω
(− tan
piα
2
)−
cω
c2θ + c
2
ω
)
αCα+1
pi
|x|α−1. (6.35)
12
Second, we let x < 0. Since we have
f0(λ) =2ω(λ)θ(λ)θ
′(λ)− {θ(λ)2 + ω(λ)2}ω′(λ) (6.36)
≤{θ(λ)2 + ω(λ)2}{θ′(λ)− ω′(λ)} (6.37)
≤{θ(λ)2 + ω(λ)2} · α(cθ − cω)λ
α−1, (6.38)
we have
−h
(2)
0 (x) ≤
1
pi|x|
∫ ∞
0
α(cθ − cω)λ
α−1(1− cosλx)
θ(λ)2 + ω(λ)2
dλ (6.39)
≤
1
pi|x|
·
α(cθ − cω)
c2θ + c
2
ω
∫ ∞
0
1− cosλx
λα+1
dλ (6.40)
=
cθ − cω
pi(c2θ + c
2
ω)
αCα+1|x|
α−1. (6.41)
Hence we have
h0(x) ≥
(
cθ
c2θ + c
2
ω
(− tan
piα
2
)−
cθ − cω
c2θ + c
2
ω
)
αCα+1
pi
|x|α−1. (6.42)
The proof is now complete.
We now proceed to prove Theorem 5.1.
Proof of Theorem 5.1. The proof in the case −1 < β < 1 has been already done by the
former half of Theorem 6.2 and by the expression (5.9) of h0.
The proof in the case β = 1 or −1 is a direct consequence of [8, Theorem 2], but we
give the proof for convenience of the reader. We shall prove the claim only for the case
β = 1. Denote
(x)+ = max{x, 0} and (x)− = max{−x, 0}. (6.43)
By Proposition 3.1, we see that Rqf−(x) <∞ for all q > 0 and x ∈ R with f−(x) = (x)
α−1
− .
It is now sufficient to prove that f+(x) := (x)
α−1
+ satisfies
Rqf+(x) <∞ for all q > 0 and x ∈ R; (6.44)
in fact, if we assume that (6.44) is satisfied, then we have Rqf(x) <∞ for all q > 0 and
x ∈ R with f(x) = |x|α−1, and hence, by Proposition 3.1, we conclude that h0 is harmonic
for the killed process.
To prove (6.44), we recall the following formula from Corollary 2 on pp.94 of [12]:
P0(X(1) ≥ x) ∼ Z(α, β)x
−α−1 as x→∞, (6.45)
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where Z(α, β) is a certain positive constant. Let x ∈ R be fixed. Then we have
Rqf+(x) =
∫ ∞
0
dte−qtEx
[
(X(t))α−1+
]
(6.46)
=
∫ ∞
0
dte−qtE0
[
(x+ t1/αX(1))α−1+
]
(6.47)
≤
∫ ∞
0
dte−qtE0
[
(|x|+ t1/αX(1))α−1+
]
. (6.48)
It is obvious that ∫ ∞
0
dte−qtE0
[
(|x|+ t1/αX(1))α−1+ ;X(1) ≤ 1
]
(6.49)
≤
∫ ∞
0
dte−qt{|x|+ t1/α}α−1 <∞. (6.50)
Since P0(X(1) ≥ y) ≤ cy
−α−1 for all y > 1 for some constant c > 0, we have∫ ∞
0
dte−qtt1−αE0
[
X(1)α−1 − 1;X(1) > 1
]
(6.51)
=
∫ ∞
0
dte−qtt1−α
∫ ∞
1
(α− 1)yα−2P0(X(1) ≥ y)dy (6.52)
≤c(α− 1)
∫ ∞
0
dte−qtt1−α
∫ ∞
1
y−3dy <∞. (6.53)
Since (a+ b)p ≤ ap + bp for all a, b > 0 and all 0 < p < 1, we obtain∫ ∞
0
dte−qtE0
[
{|x|+ t1/αX(1)}α−1;X(1) > 1
]
(6.54)
≤
∫ ∞
0
dte−qtE0
[
|x|α−1 + t1−αX(1)α−1;X(1) > 1
]
<∞. (6.55)
We thus obtain (6.44). The proof is now complete.
6.3 Existence of duration density
Lemma 6.3. Suppose that (L1′) and (L2) are satisfied. Then the function z 7→ rz(0) can
be analytically continuated to a holomorphic function on the domain {z ∈ C : Re z > 0},
and the formula
rz(0) =
1
pi
∫ ∞
0
z + θ(λ)
(z + θ(λ))2 + ω(λ)2
dλ (6.56)
is still valid on {z ∈ C : Re z > 0}.
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Proof. For z ∈ C and λ > 0, let
Fλ(z) = (z + θ(λ))
2 + ω(λ)2. (6.57)
Let z = q + ix with q > 0 and x ∈ R. We have
|Fλ(q + ix)|
2 (6.58)
=
∣∣(q + ix+ θ(λ))2 + ω(λ)2∣∣2 (6.59)
=
∣∣(q + θ(λ))2 + ω(λ)2 − x2 + 2ix(q + θ(λ))∣∣2 (6.60)
=
{
(q + θ(λ))2 + ω(λ)2 − x2
}2
+{2x(q + θ(λ))}2 (6.61)
=x4 + 2{(q + θ(λ))2 − ω(λ)2}x2 + {(q + θ(λ))2 + ω(λ)2}2 (6.62)
=(x2 − ω(λ)2)2 + (q + θ(λ))2{(q + θ(λ))2 + 2ω(λ)2 + 2x2}. (6.63)
Note that
∂z
z + θ(λ)
Fλ(z)
=
Fλ(z)− (z + θ(λ))∂zFλ(z)
Fλ(z)2
(6.64)
=
−(z + θ(λ))2 + ω(λ)2
Fλ(z)2
. (6.65)
If q > q0 > 0, we obtain∣∣∣∣∂z z + θ(λ)Fλ(z)
∣∣∣∣ ≤|z + θ(λ)|2 + ω(λ)2|Fλ(z)|2 (6.66)
≤
(q + θ(λ))2 + x2 + ω(λ)2
(q + θ(λ))2{(q + θ(λ))2 + 2ω(λ)2 + 2x2}
(6.67)
≤
1
(q + θ(λ))2
(6.68)
≤
1
q0(q + θ(λ))
∈ L1(dλ). (6.69)
Hence, by (L1′), we see that the right hand side of (6.56) is holomorphic on {z ∈ C :
Re z > 0}. The proof is now complete.
Let us give a sufficient condition for (T) to be satisfied.
Theorem 6.4. Suppose there exist constants 1 < α < 2, cθ > 0 and cθ > 0 such that
cθλ
α ≤ θ(λ) ≤ cθλ
α, λ > 0 (6.70)
and cω > 0 and cω > 0 such that
cωλ
α ≤ ω(λ) ≤ cωλ
α, λ > 0. (6.71)
Then it follows that the conditions (L1′), (L2) and (T) are satisfied.
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Proof. The condition (L1′) is obviously satisfied. If the condition (L2) were not satisfied,
i.e., v = 0 and
∫
(−1,1)
|x|ν(dx) <∞, then it would hold that
θ(λ)
λ
≤
∫
(−1,1)
1− cosλx
λx
xν(dx) +
4
λ
ν((−1, 1)c) (6.72)
→0 as λ→∞, (6.73)
which would contradict the assumption. Thus we see that (L2) is satisfied.
By Theorem 2.3 and by Lemma 6.3, we see that∫ ∞
0
e−ztt2n(T0 ∈ dt) =− (∂z)
2 1
rz(0)
=
∂2z rz(0)
rz(0)2
−
2(∂zrz(0))
2
rz(0)3
(6.74)
holds for Re z > 0. Once we prove that
ϕ(x) :=
[
∂2zrz(0)
rz(0)2
−
2(∂zrz(0))
2
rz(0)3
]
z=1+ix
∈ L1(dx), (6.75)
we may invert the Fourier transform so that∫ ∞
0
e−ixte−tt2n(T0 ∈ dt) = ϕ(x) (6.76)
and obtain n(T0 ∈ dt) = ρ(t)dt, where
ρ(t) =
1
e−tt2
·
1
2pi
∫ ∞
−∞
eitxϕ(x)dx. (6.77)
Let us obtain estimates involving variables x ∈ R and λ > 0. On one hand, using the
assumption, we can easily obtain
c1(1 + |x|+ λ
α)2 ≤ |Fλ(1 + ix)| ≤ c2(1 + |x|+ λ
α)2 (6.78)
for some constants c1 > 0 and c2 > 0. We can also obtain
|r1+ix(0)| ≥|Re r1+ix(0)| (6.79)
=
1
pi
∫ ∞
0
θ(λ)
|Fλ(1 + ix)|
dλ (6.80)
≥c3(1 + |x|)
1
α
−1 (6.81)
for some constant c3 > 0. By (6.66) and (6.63), we have∣∣∣∣
[
∂z
z + θ(λ)
Fλ(z)
]
z=1+ix
∣∣∣∣ ≤|1 + ix+ θ(λ)|2 + ω(λ)2|Fλ(1 + ix)|2 (6.82)
≤
1
c2(1 + |x|+ λα)2
. (6.83)
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We now obtain
∣∣[∂zrz(0)]z=1+ix∣∣ ≤ 1pi
∫ ∞
0
∣∣∣∣
[
∂z
z + θ(λ)
Fλ(z)
]
z=1+ix
∣∣∣∣ dλ (6.84)
≤c4(1 + |x|)
1
α
−2 (6.85)
for some constant c4 > 0. Hence we obtain∣∣∣∣
[
2(∂zrz(0))
2
rz(0)3
]
z=1+ix
∣∣∣∣ ≤2c24(1 + |x|)
2
α
−4
c33(1 + |x|)
3
α
−3
(6.86)
≤c5(1 + |x|)
− 1
α
−1 (6.87)
for some constant c5 > 0. On the other hand, since we have∣∣∣∣
[
∂2z
z + θ(λ)
Fλ(z)
]
z=1+ix
∣∣∣∣ ≤
∣∣∣∣
[
−4(z + θ(λ))ω(λ)2
Fλ(z)3
]
z=1+ix
∣∣∣∣ (6.88)
≤c6(1 + |x|+ λ
α)−3 (6.89)
for some constant c6 > 0, we obtain∣∣∣[∂2zrz(0)]z=1+ix
∣∣∣ ≤1
pi
∫ ∞
0
∣∣∣∣
[
∂2z
z + θ(λ)
Fλ(z)
]
z=1+ix
∣∣∣∣ dλ (6.90)
≤c7(1 + |x|)
1
α
−3 (6.91)
for some constant c7 > 0. We thus obtain∣∣∣∣
[
∂2zrz(0)
rz(0)2
]
z=1+ix
∣∣∣∣ ≤c7(1 + |x|)
1
α
−3
c23(1 + |x|)
2
α
−2
(6.92)
≤c8(1 + |x|)
− 1
α
−1 (6.93)
for some constant c8 > 0.
Therefore we conclude that
|ϕ(x)| ≤ (c5 + c8)(1 + |x|)
− 1
α
−1, (6.94)
which proves that ϕ(x) ∈ L1(dx). The proof is now complete.
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