Abstract: Semi-linear elliptic boundary problems with non-linearities of product type are considered, in particular the stationary Navier-Stokes equations. Regularity and existence results are dealt with in the Besov and Triebel-Lizorkin spaces, and it is explained how difficulties occurring for boundary conditions of a high class may be handled.
 1 
Summary
For simplicity's sake the following two model problems are considered on a bounded open set Ω ⊂ R n , where n ≥ 2 and Γ := ∂Ω is C ∞ -smooth: first there is the Dirichlét problem −∆ u + u∂ x 1 u = f in Ω, γ 0 u = ϕ on Γ.
(1.1)
Here γ 0 u = u| Γ and −∆ u = −(∂ 2 x 1 + · · · + ∂ 2 xn )u. Secondly there is the corresponding Neumann problem
where γ 1 u = γ 0 ( n · grad u) with n denoting the unit outward normal vectorfield near Γ. For the stationary Navier-Stokes equations and other problems, see Theorem 1.3 and Section 6. The regularity of the solution u(x) is studied here together with the question of carrying over weak solutions to other spaces. To obtain a unified treatment of various well-known scales of function spaces, the Besov spaces B s p,q are considered together with the Triebel-Lizorkin spaces F s p,q ; hereby s ∈ R and p and q ∈ ]0, ∞] in general, although p < ∞ is required throughout for the F s p,q spaces. Among the various identifications, recall eg that B s ∞,∞ = C s * for s > 0 (the Hölder-Zygmund spaces); B s p,p = W s p for s ∈ R + \ N, 1 < p < ∞ (Sobolev-Slobodetskii); F s p,2 = H s p for s ∈ R, 1 < p < ∞ (Bessel-potentials) so in particular this encompasses the W k p and L p ; F 0 p,2 = h p for 0 < p < ∞ (local Hardy space). The scales coincide when p = q, so B s 2,2 = F s 2,2 = H s is the usual Sobolev space for s ∈ R.
On R n the spaces are defined by means of Littlewood-Paley decompositions, B s p,q (Ω) = r Ω B s p,q (R n ) etc denotes the restriction to Ω; on Γ local coordinates are used. A concise review of the definition and the properties of the Besov and Triebel-Lizorkin spaces is given in [11] , so details are omitted here; for a proper exposition the reader is referred to the books of H. Triebel [14, 15] and to Theorems 3.6 and 3.7 in M. Yamazaki's article [16] .
For the Dirichlét problem above there is the following result:
r,r (Γ), and suppose that , problem (1.1) becomes
Then, if δ(s, p) > 0 and δ(t, r) > 0, ie if B(·) respects the direct regularity properties of A D at (s, p, q) and (t, r, o), the theorem asserts that B(·) also respects the inverse regularity properties of A D at these two parameters. Moreover, this holds for both of the B s p,q and F s p,q
scales. For the Neumann problem
(Γ), and suppose that
Then u(x) belongs to F t r,o (Ω). The analogous result holds in the B s p,q (Ω) spaces.
It turns out that Theorem 1.2 is rather more complicated to prove than Theorem 1.1. The reason for this is that the requirement s > 
need not satisfy (1.5) even if both (s, p, q) and (t, r, o) do so. As outlined in Section 5 below the fine theory of pointwise multiplication provides estimates of B(·), that may be used to overcome the difficulties. Instead of the model problems above, the methods may be applied to eg the stationary Navier-Stokes equations. For each of the five boundary conditions considered in [7] one finds regularity results for the solutions that correspond to either Theorem 1.1 or Theorem 1.2. See [9, Thm. 5.5.5] or [8] for this.
In addition the existence of weak solutions of the Dirichlét problem may be carried over to the B s p,q and F s p,q spaces in this way. In more details the problem is:
Here the solution (u, p) and the data (f, g, ϕ) are sought such that
for s > max( Let Ω ⊂ R n , where n = 2 or 3, be a C ∞ -smooth open bounded set, and let Ω be connected with finitely many components of Γ, ie
Suppose that the data (f, 0, ϕ) belong to the spaces indicated in (1.7) for a parameter (s, p, q) satisfying one of the following conditions:
Then there exists a solution (u, p) of (1.6) as in ( 1.7) above. For the F s p,q spaces the analogous result holds (for any q ∈ ]0, ∞] in (2)). The special case with (s, p, q) = (1, 2, 2) is identical to the classical result on weak solutions, cf [13] . As a particular case the theorem gives a solvability theory in the Hölder-Zygmund spaces C s * (Ω) for s > 1. In addition solutions may be constructed by successive approximations for any s > max(
and that the norms of the data are small enough; for the present spaces, this is elaborated in [9] . In comparison Theorem 1.3 asserts that when g = 0 and s is sufficiently large (plus some stricter conditions on Ω and ϕ), then solutions exist for arbitrarily large data.
In view of this even the C s * result should be new.
The purpose of this paper is only to indicate the proofs of the theorems; a detailed exposition is in preparation [8] . The results are based on [11, 10] .
The pseudo-differential boundary operators
For an efficient treatment of the problems in (1.1), (1.2) and (1.6) one can utilise the calculus of pseudo-differential boundary operators of L. Boutet de Monvel [1] for the linear parts. An extension of this calculus to the B s p,q and F s p,q scales may be found in [11, 9] (with the results of J. Franke (partially contained) in [2] [3, Sect. 4] , so here it is recalled that the generic object to study is a Green operator
whereby P Ω = r Ω P e Ω denotes the truncation to Ω of a pseudo-differential operator on R n ; T is a trace operator, K a Poisson operator and S is a pseudo-differential operator on Γ; finally G is a singular Green operator. To assure that P Ω (C ∞ (Ω) N ) ⊂ C ∞ (Ω) N ′ the so-called transmission condition at Γ is imposed on P (cf the elementary exposition in [4, Sect. 1]). More precisely, the results in [11] have been established for the space-uniformly estimated calculus, for which the Hörmander class
is the basic symbol class on R n ; this version of the calculus has been introduced systematically in [6] . Hence P is required to satisfy the uniform two-sided transmission condition at Γ, and for A of the described kind the main result in [11] is:
Theorem 2.1. Suppose all entries in A have order d ∈ Z and that both T and P Ω + G are of class r ∈ Z. Then there is continuity of A :
2)
A :
3)
for s > r + max(
In both cases, boundedness can only hold for s < r + max(. . . ) if both class(T ) and class(P Ω + G) are < r.
When all symbols are poly-homogeneous and A is elliptic, the theorem applies also to any parametrix A, and it was shown in [3, Thm. For convenience D k , with k ∈ Z, will denote the admissible parameters (s, p, q) for which the inequality
holds. Equivalently this means that
Product estimates
The bilinear operator B(v, w) = v∂ 1 w, that has been used above with B(v) := B(v, v), is analysed as the composite
where π(f, g) denotes f (x) · g(x). More precisely, π(·, ·) is the following generalisation, that eg allows s > 
whenever the limit, calculated in D ′ (R n ): (i) exists for each ψ ∈ C ∞ 0 (R n ) equal to 1 near 0, and (ii) is independent of such ψ's.
This product has been studied in [10] , where it is shown that it fills a part of the gap between two immediate meanings of 'pointwise multiplication': π(f, u) = f u for f ∈ O M and u ∈ S ′ , and π(f 0 , f
. Moreover, for an open set Ω ⊂ R n there is a restriction to Ω defined as For simplicity's sake only the needed F s p,q results will be recalled. For the Besov spaces it is necessary with a stricter control over the sum-exponents q, but in the end this does not affect the results in Theorems 1.1-1.3; hence these technicalities are omitted here.
and then there is boundedness
if all of the following conditions are fulfilled:
Here it suffices with
For this result the reader is referred to the theorems in [10, Sect.s 6 and 7]. Since π Ω (·, ·) is commutative, it may be assumed that s 0 ≥ s 1 , and then the value, p * 1 , of p 2 for which there can be equality in both (3.6) and (3.7) is given by the formula
(3.10)
Remark 3.3. In Theorem 3.2 the receiving spaces F s 2 p 2 ,q 2 are determined implicitly by (3.6)-(3.9). But, since Ω is bounded, F
(Ω) holds in any case, if q = q 1 for s 0 > s 1 and if q = max(q 0 , q 1 ) for s 0 = s 1 . Thus the receiving space with (s 2 , p 2 , q 2 ) = (s 1 , p * 1 , q) may be considered as optimal.
The Dirichlét model problem
This section concerns the proof of Theorem 1.1. Preference will be given to the Triebel-Lizorkin spaces for simplicity, however, everything holds mutatis mutandem for the Besov spaces as well.
Firstly, for the linear parts of (1.1), there is boundedness of
for each parameter (s, p, q) with s > 1 + max(
Secondly, when the non-linear term u∂ x 1 u is taken into consideration too, it is found from (1.1) that
This turns out to be meaningful when s > max(
2 ) for n = 2 and for s > max(
To obtain this one can derive from Theorem 3.2 that u → (u, ∂ x 1 u) → u∂ x 1 u is bounded, for some δ(s, p), Thirdly, after these preparations, an iteration yields that u ∈ F t r,o (Ω): observe that in (4.2) one has, by (4.4) and Theorem 2.1 applied to A D , for the summands on the right hand side that
In the case r = p one may take p 1 = p, and, because δ(s, p) > 0, the process ends with the conclusion that u ∈ F s p,q in approximately |t−s|/δ(s, p) steps (as is well known).
For r = p the conclusion follows by consideration of four different cases, namely those with the combinations of s + δ(s, p) t and t − n r s − n p . The procedure is far easier to sketch with a diagram than with words, so the reader is referred to Figure 1 . etc. Note that one of the four cases is trivial since F s+δ p,q ֒→ F t r,o , while another in finitely many steps (indicated by '•') reduces to this or to one of the cases with either the "sawtooth" or the "staircase" manoeuvres.
Altogether this leads to the proof of Theorem 1.1.
Remark 4.1. The procedure followed above has been used by S. I. Pohozaev, at least in the case with s = t and r > p, cf [12] .
The Neumann problem
For the Neumann problem in (1.2) the arguments in Section 4 turn out to require more detailed estimates of the non-linear term. The reasons for this will be described in the following.
For the problem in (1.2), one should take (s, p, q) ∈ D 2 , for then
is bounded. It is important here that γ 1 can not be continuous from F s p,q (Ω) unless s ≥ 2 + max( Since A N is elliptic, the Boutet de Monvel calculus asserts that there exists a parametrix A N = R N K N of class 0 -but not lower -that is bounded
when (s, p, q) ∈ D 2 . Hence the class of R N is 0, so R N can not be extended to an operator that is continuous from F s−2 p,q (Ω) when s − 2 < max( In principle also the cases with t > s + δ and t − n r < s + δ − n p need a special argument, but also here (5.7) may be applied. Altogether the iteration used for the Dirichlét problem applies also to the Neumann problem.
Final remarks
(1) To prove Theorem 1.3, notice that each of the conditions (1)- (3) there implies that the data belong to the spaces considered in Theorem 2.1 of [13, App. 1]. Hence there is a weak solution to which the regularity results apply. For details, see [9, Thm. 5.5.5] or [8] .
(2) The iteration methods apply also to the von Karman equations for a plate in Ω ⊂ R 2 , or to problems with a suitable semi-linear perturbation of an injectively elliptic Green operator
in the calculus.
