SMART, the acronym of scalable media adaptation and robust transport, is a suite of compression and transmission technologies for efficient, scalable, adaptive, and robust video streaming over the best-effort Internet. It consists of two indispensable parts: SMART video coding and SMART video streaming. The SMART video coding part is an efficient DCT-based universal fine granularity scalable coding scheme. Since the SMART video coding scheme adopts multiple-loop prediction and drifting reduction techniques at the macroblock level, it can achieve high coding efficiency at a wide range of bit rates. More importantly, it provides all sorts of scalabilities, that is, quality, temporal, spatial, and complexity scalabilities, in order to accommodate heterogeneous time-variant networks and different devices. The SMART video streaming part is a transport scheme that fully takes advantages of the special features of the scalable bitstreams. An accurate bandwidth estimation method is first discussed as the prerequisite of network adaptation. Then, flexible error resilience technique and unequal error protection strategy are investigated to enhance the robustness of streaming SMART bitstream. The SMART system shows excellent performances with regard to high coding efficiency, flexible channel bandwidth adaptation, smooth playback, and superior error robustness in static and dynamic experiments.
INTRODUCTION
With the recent developments in computing technology, compression and transmission technologies, high-capacity storage devices, and high-speed wired and wireless networks, more and more users expect to enjoy high-quality multimedia services over the Internet [1, 2, 3] . In general, there are two approaches to provide multimedia services on demand: offline downloading and online streaming. Since the streaming approach enables users to experience a multimedia presentation on the fly while it is being downloaded from the Internet, it has prevailed in both the academia and the industry. In virtue of the streaming techniques, users no longer have to suffer from long and even unacceptable transport time for full download. Figure 1 exemplifies a typical scenario for streaming the same content to users. Raw video sequences are usually compressed in advance and then saved in the storage device. Upon the client's request, the streaming server retrieves compressed bitstream from the storage device and delivers it through the Internet that consists of many heterogeneous subnetworks. Receivers may use different devices for decoding, presenting the received video data at different resolutions, different frame rates, and different qualities depending on their connection speeds and device capabilities.
In fact, such multimedia streaming services create several challenges which may lie in technical fields even beyond video compression. These challenges mainly include but are not limited to the following.
(1) Contents Multimedia contents are huge and growing rapidly. For example, only from RealNetworks Company's statistics in 2001 [4] , over 350 000 hours of live sports, music, news, and entertainment contents were transmitted over the Internet every week. Furthermore, there are several hundred thousand hours of contents available on demand. To efficiently and effectively deliver such huge multimedia contents, advanced compression and transmission technologies are crucial.
(2) Networks
The networks used to deliver multimedia contents are becoming more and more complicated and heterogeneous. Additionally, unlike traditional dedicated networks, since the general best-effort Internet lacks quality of service (QOS) guarantee, network conditions themselves may be changing from time to time. This requires that compressed multimedia contents are deliverable over different networks from narrowband to broadband and from wired to wireless networks. It also requires that the delivery mechanism is able to adapt to network variations while providing a consistent user experience. In addition, since packet loss or channel error is inevitable during transmission, advanced error control technologies are required to protect the transmitted data.
(3) Devices End-user devices are also becoming very different in processing power, memory, display resolution, and bandwidth. This requires tailoring multimedia contents and delivery schemes to best fit each device in order to provide the best possible multimedia user experience.
A straightforward solution would be to independently compress the same video sequence into many nonscalable bitstreams for every possible bit rate, frame rate, resolution, and device complexity. Actually, this solution has been extensively applied to most of the commercial streaming products, such as Windows Media Player system and Real Player system [4, 5] . When a video sequence is retrieved, the streaming server chooses an appropriate version of bitstream according to actual connection speed and device capability, and then transmits it to the user.
Obviously, video streaming systems based on the nonscalable compression techniques have several problems in taking the above challenges. Firstly, nonscalable video bitstreams are not able to adapt to time-variant networks. Even though switching among multiple nonscalable bitstreams is allowed at some key frames that are either compressed without prediction or coded with an extra lossless coded switching bitstream, such streaming systems only provide coarse and sluggish capability in adapting to bandwidth variations due to limitation in both the number of bitstreams and the number of key frames. Some studies have tried to solve this problem by switching at a special predictive frame, for example, S frame in [6] , SP frame in [7] , and SF frame in [8] , which can reduce switching overhead and provide more switching points at the same cost. Secondly, nonscalable video bitstream is very sensitive to transmitted errors because almost every bit in the bitstream is very important and indispensable for decoding a group of pictures (GOP).
On the other hand, the scalable media adaptation and robust transport (SMART) system proposed in this paper is based on scalable compression techniques and is able to provide efficient, adaptive, and robust video streaming over the Internet. The core of the system is an efficient and universal fine granularity scalable (FGS) video codec. It uses multiple versions of references with increasing quality to make motion prediction more accurate for improved coding efficiency. At the same time, a drifting reduction technique is proposed to prevent possible error propagation due to corrupted highquality references. When the two techniques are applied at the macroblock level, the SMART system can achieve a good trade-off between low drifting errors and high coding efficiency. Besides efficient fine granularity quality scalability, the SMART system supports efficient temporal and spatial scalabilities by utilizing similar techniques. Furthermore, the fine granularity scalability on complexity is also achieved by adjusting the decoding resolution, frame rate, and bit rate. In fact, the SMART system provides a universal scalable coding framework. For a sequence, the generated bitstreams can be served to a vast range of applications from low bit rate to high bit rate and from a PC device to a non-PC device without complicated transcoding.
The SMART video streaming part is a transport scheme that fully takes advantage of the special features of SMART video bitstream. It first estimates the available channel bandwidth through a hybrid model-based and probe-based method. Afterward, the transmitted video bitstreams are truncated to a bit rate that fits well in the estimated channel bandwidth. Since packet losses are inevitable in the general Internet, error control mechanism is a key component in this part. A flexible error resilience technique is proposed to adaptively enhance the robustness of SMART video bitstream. In addition, the SMART system provides a layered bitstream structure with a more important base layer and less important enhancement layers. Forward error correction (FEC) and automatic retransmission request (ARQ) techniques are applied to the base layer so as to reduce packet loss ratio and retransmission delay.
The rest of this paper is arranged as follows. Section 2 gives a brief overview of the SMART system. The SMART video coding techniques are discussed in Section 3. Section 4 introduces the channel estimation method used in the SMART system. The flexible error resilience technique and unequal error protection are described in Section 5. The experimental results presented in Section 6 demonstrate the advantages of the SMART system. Finally, Section 7 concludes this paper.
OVERVIEW OF THE SMART SYSTEM
This section gives an overview of the SMART coding and streaming system. At present, there are two modes for a streaming server to deliver video data to users: multicast and unicast. In the multicast mode, the server needs to send only one bitstream to a group of users, which is automatically replicated to all group members [9, 10] , but this requests that the network has to be equipped with multicast-enable routers. In the unicast mode, the server delivers video bitstream to each user individually. The connection conditions between the server and each user can be estimated and monitored during transmission.
Since many routes in the current Internet do not enable the multicast mode, the SMART system discussed in this paper will focus on the unicast applications. Figure 2 illustrates the block diagram of the SMART system. Source video is first input into the SMART encoder module to generate a base layer bitstream and one or two enhancement layer bitstreams. Besides bitstreams, the SMART encoder generates a description file for each enhancement bitstream that contains all information for flexible error resilience and packetization. The detailed coding techniques will be discussed in Section 3, and the description file is introduced in Section 5. If the SMART encoder is powerful enough for real-time compression, the generated bitstreams can be directly packed and delivered just as in the live streaming applications. For the on-demand streaming applications, both the generated bitstreams and description files are saved in the storage device for future retrieval.
When the user submits a request to the SMART streaming server, like the real-time streaming protocol (RTSP) [11] , the retrieved content, destination address, and user device capability are first transmitted by the transmission control protocol (TCP). After the control module in the SMART server receives the request, one user datagram protocol (UDP) connection is established immediately between the server and the user. Both the video data and the feedback from the SMART client are transmitted by this UDP connection. At the same time, the control module informs the server to retrieve the requested content from the storage device.
In the initial stage, the SMART system does not know the current channel conditions between the server and the client. Thus the base layer bitstream is packed with the real-time transport protocol (RTTP) [12] format using default channel parameters. At the same time, a prespecified FEC strategy is used in the base layer bitstream to generate parity packets. In general, since the base layer bit rate is very low in the SMART system, several seconds of source and parity packets can be rapidly delivered to the client as prebuffering. By transmitting these packets, the statistic channel parameters, such as packet loss ratio and latency, are packed with the real-time control protocol (RTCP) format [12] and sent back to the network monitor module in the SMART server. Accordingly, the SMART server can estimate the current available channel bandwidth.
With the obtained channel parameters, the SMART server starts to optimally pack the base layer and enhancement layer bitstreams with RTTP format. FEC protection depth to the base layer can be also adaptive to the channel conditions. In order to avoid network congestion, the actual bandwidth for the enhancement layer is the remaining part of the estimated channel bandwidth after delivering the base layer and FEC packets. Since the enhancement layer bitstream provides bit level scalability, it can be readily and precisely truncated to fit in the given bandwidth. Consequently, the SMART system can fully utilize available channel bandwidth and provide the user with better quality. Packet loss ratio and latency are periodically sent back by the client. The SMART server can timely adjust data transmission according to the feedbacks and the estimated channel bandwidth.
In the SMART system, another important feedback from the client is the negative acknowledgement (NACK) to notify the SMART server in which base layer packets are lost during transmission. Since the base layer is still a nonscalable bitstream, any lost packet would make the quality of the frames followed in the same GOP degrade rapidly. Therefore, the ARQ technique is also used to protect the base layer in the SMART system. Once the client detects lost packets at the base layer, a feedback is immediately sent out. The server will rapidly retransmit the lost packets. At the same time, any ARQ request received by the server will affect the sending rate to prevent further congestion in the channel. Since the base layer bit rate is very low in the SMART system, they can be strongly protected with small overhead bits. In addition, SMART video coding also provides the enhancement layer with an inherent error recovery feature. Any lost packet does not cause obvious visual artifacts. Moreover, it can be gracefully recovered in the following frames. Therefore, the current SMART system does not have any protection to the enhancement layer bitstreams.
In the following sections, the key techniques used in the SMART system, such as SMART video coding, bandwidth estimation, error resilience, and unequal error protection, will be discussed in detail.
SMART VIDEO CODING
How to efficiently compress video data with various scalabilities of rate, quality, temporal, spatial, and complexity is an active research topic in video coding field. Scalable video coding techniques have been developed rapidly in the past decade. Among them, spatial and temporal scalable coding techniques that provide video presentation at different resolutions, and frame rates have been accepted in some main video coding standards such as MPEG-2, MPEG-4, and H.263++ [13, 14, 15] .
In addition, FGS video coding techniques have been extensively studied in recent years. MPEG-4 standard already accepted the bit plane coding technique in the streaming video profile (SVP) [16, 17] . In MPEG-4 FGS, an encoder using the motion-compensated discrete cosine transformation (DCT) transform coding generates a base layer video as the lowest quality layer. The residue between the original image and the reconstructed base layer image forms the enhancement layer with the bit plane coding technique, which provides an embedded bitstream and fine granularity quality and temporal scalabilities.
One major feature in MPEG-4 FGS is that the base layer and all the bit planes at the enhancement layer in a predicted frame are always compensated from the reconstructed version of the base layer in the reference. Therefore, it provides a remarkable capability in both bandwidth adaptation and error recovery. By predicting the enhancement layer from the base layer, any bitstream truncation and lost packets at the enhancement layer have no effect on the frames followed. However, this also makes MPEG-4 FGS suffer from severe degradation in coding efficiency due to the lowest quality reference. Furthermore, it is difficult for MPEG-4 FGS to compress different-resolution video at different layers; otherwise, the coding efficiency at the enhancement layer would be further degraded.
Therefore, the SMART video coding is proposed based on our previous works [18, 19] . The multiple-loop prediction and drifting reduction techniques are first used at the quality enhancement layer to achieve a good trade-off between high coding efficiency and low drifting errors. Then, these techniques are extended to the temporal and spatial scalabilities, consequently, forming an efficient and universal scalable video coding framework.
Multiple-loop prediction
The multiple-loop prediction technique was first proposed in [18, 19] to improve the coding efficiency of MPEG-4 FGS. The basic idea is to use as many predictions from the enhancement layer as possible instead of always using the base layer as in MPEG-4 FGS. Because the quality of a frame is higher at the enhancement layer than at the base layer, this will make motion prediction more accurate, thus improving the coding efficiency. Considering the cost by introducing multiple references at the enhancement layer, Figure 3 illustrates a typical multiple-loop prediction scheme with one additional reference used in the enhancement layer coding.
In Figure 3 , the gray rectangular boxes denote the reconstructed base layer or the reconstructed enhancement layer at a certain bit plane as references for the next frame coding. Solid arrows with solid lines between two adjacent frames are for temporal prediction, solid arrows with dashed lines are for prediction in the transform domain, and hollow arrows with solid lines are for reconstruction of high-quality reference from the previous base layer. Each frame at the base layer is always predicted from the previous frame at the base layer (low-quality reference) so as to avoid any effect from the lost enhancement data. Each frame at the enhancement layer is predicted from the previous frame at the enhancement layer (high-quality reference) for high coding efficiency.
In the FGS video coding schemes, the base layer bit rate is usually very low. It is reasonable to assume that the base layer bitstream can be completely transmitted to the client. Since the base layer is still predicted from the previous base layer, any bitstream truncation and lost packets at the enhancement layer have no effect on the base layer video. However, when those bit planes used to reconstruct the high-quality reference are truncated or corrupted during transmission, this would inevitably cause drifting errors at the enhancement layer. As a result, the decoded enhancement layer video may be deteriorated rapidly.
Drifting reduction
In order to effectively reduce drifting errors at the enhancement layer, the basic idea is to make sure that the encoder and the decoder have the same reconstructed reference for any future frame prediction, although the reconstructed reference may not have the best quality it could get if reconstructed using the high-quality reference.
We will show this idea through an example in Figure 3 . In the decoder end, if the third bit plane in Frame 1 is truncated or dropped which is used in the encoder end to get the high-quality reference, the enhancement layer in Frame 2 will have to use the previous low-quality reference instead. Of course, some quality losses would be introduced by doing so. However, as long as in both the encoder end and the decoder end the reconstruction of the high-quality reference of Frame 2 always uses the base layer of Frame 1 as the reference, then the errors in Frame 1 could not further propagate to any frames followed. In other words, the reference used for prediction could be different from that used for reconstruction. This feature will prevent the errors drifting and preserve all the bandwidth adaptation and error recovery features as in MPEG-4 FGS.
As shown by hollow arrows with solid lines in Figure 3 , some frames, such as Frames 2 and 4, reconstruct the highquality references from the previous low-quality reference at both the encoder and the decoder to prevent the errors propagating into future frames. However, if the third bit plane of Frame 1 is available at the decoder end, a better second bit plane quality of Frame 2 can still be reconstructed from the high-quality reference for display purpose only. In other words, the reconstruction of display image can be different from that of reference image.
Although the proposed technique significantly reduces the drifting errors from the previous frames, it still has a negative effect on coding efficiency because the high-quality reference does not always get the best quality it could get. If the reference for prediction and reconstruction is chosen as frame-based, that is, all enhancement layer macroblocks in a frame with the same reference, it is very difficult for the SMART video coding to provide a good trade-off between high coding efficiency and low drifting errors.
Macroblock-based mode selection
The technique choosing the proper reference for prediction and reconstruction at each enhancement layer macroblock is first proposed in [20] . Derived from MPEG-4 FGS and Figure 3 , three intercoding modes as shown in Figure 4 are defined for coding the enhancement inter macroblock. The rectangular boxes in the first row denote the base layer and the rectangular boxes in other rows denote bit planes at the enhancement layer. Gray rectangular boxes indicate those to be reconstructed as references. Solid arrows with solid lines between two adjacent frames are for temporal predictions, solid arrows with dashed lines are for prediction in the transform domain, and hollow arrows with solid lines are for reconstruction of high-quality reference from the previous base layer. In Mode 1, the base layer and the enhancement layer are both predicted and reconstructed from the previous lowquality reference. Since the low-quality reference is always available at the decoder, there is no drifting error in this mode. The coding efficiency of this mode is low due to lowquality temporal prediction. If all enhancement layer macroblocks are encoded with this mode, the proposed scheme is similar to MPEG-4 FGS.
In Mode 2, the base layer is predicted and reconstructed from the previous low-quality reference, but the enhancement layer is predicted and reconstructed from the previous high-quality reference. It can significantly improve the coding efficiency at moderate and high bit rates. There is no drifting error at the base layer. When the channel bandwidth is not high enough to transmit the high-quality reference, this mode would cause drifting errors at the enhancement layer.
In Mode 3, the enhancement layer is predicted from the previous high-quality reference while reconstructed from the previous low-quality reference at both the encoder and the decoder. This mode was for the purpose of drifting reduction. Since the low-quality reference is always consistent at both the encoder and the decoder, the drifting errors propagated from previous high-quality references can be eliminated with Mode 3.
More intercoding modes could be readily added in the SMART coding as long as they have the virtue in improving coding efficiency or reducing error propagation. In order to achieve a good trade-off between low drifting errors and high coding efficiency, a mode selection algorithm is proposed to choose the proper coding mode for each macroblock. Besides the above three intermodes, intramode is allowed in the enhancement layer coding. Intramode or intermode is determined by motion estimation. If a macroblock is encoded with the intramode at the base layer, the corresponding enhancement macroblock is also encoded with the intramode without temporal prediction. If a macroblock at the base layer is encoded with temporal prediction, the proposed mode selection algorithm has to determine which intercoding mode should be used at the corresponding enhancement macroblock.
The reference for prediction in Mode 1 is of low quality but the reference used in Mode 2 and Mode 3 is of high quality. If the absolute mean of the predicted DCT residues produced in Mode 1 is less than that in Modes 2 and 3, the current macroblock is coded using Mode 1; otherwise, the mode selection algorithm further determines the coding mode between Mode 2 and Mode 3. Both Modes 2 and 3 are predicted from the high-quality reference, the difference between them lies in the reference for reconstruction. In general, most of the enhancement macroblocks should be coded with Mode 2 for high coding efficiency. Mode 3 is used only when the drifting errors are more than a given threshold. In order to estimate the potential drifting errors at the encoder, the iterative drifting model proposed in [21] is given as follows:
Here, N is the total number of frames in a GOP, MC(·) and DCT 1 denote motion compensation and IDCT, respectively, y(n−1) is the accumulative error propagated to the (n−1)th frame, and X(n − 1) is DCT coefficients encoded in those bit planes for reconstruction of the high-quality reference in the (n − 1)th frame. With motion compensation, their sum forms the next drifting errors in the nth frame. If the estimated drifting error y(n) is more than the given threshold, this macroblock is encoded with Mode 3; otherwise, this macroblock is encoded with Mode 2.
For the convenience of a better understanding of the proposed multiple-loop prediction, drifting reduction, and macroblock-based mode selection, Figure 5 illustrates an exemplified block diagram of the SMART decoder with quality scalability. There are two reference frames in the decoder. The first one is located in the base layer decoder and stored in the frame buffer 0 as a low-quality reference, while the second one is located in the enhancement layer decoder and stored in the frame buffer as a high-quality reference.
Only the low-quality reference is allowed in the reconstruction of the base layer in order to assure that no drifting error exists at this layer. The enhancement layer can use two different quality references for reconstruction. The enhancement bitstream is first decoded using bit plane variable length decoding (VLD) and mode VLD. The bit planes at the enhancement layer are categorized into a lower enhancement layer and a higher enhancement layer. Only the bit planes at the lower enhancement layer are used to reconstruct the high-quality reference. In Figure 5 , n(t) is the number of bit planes at the lower enhancement layer and m(t) is the number of additional bit planes for the reconstruction of the display frame.
The decoded block-based bit planes are used to reconstruct the DCT coefficients of the lower and higher enhancement layers using the bit plane shift modules. After inverse DCT, the lower enhancement DCT coefficients plus the reconstructed base layer DCT coefficients generate the error image for reference, and all DCT coefficients including the higher enhancement layer generate the error image for display. Furthermore, there are two switches S1 and S2 at the SMART decoder that control which temporal prediction is used at each enhancement macroblock. The decoded macroblock coding mode decides the actions of the two switches. When one macroblock is coded as Mode 1, the switches S1 and S2 connect to the low-quality prediction. When it is coded as Mode 2, both of the switches S1 and S2 connect to the high-quality prediction. When it is coded as Mode 3, the switch S1 connects to the low-quality prediction. However, the switch S2 still connects to the high-quality prediction. Since the display frame does not cause any error propagation, the display frame is always reconstructed from the high-quality prediction in Mode 3.
Universal scalable coding framework
The techniques discussed in Sections 3.1, 3.2, and 3.3 can be readily extended to the temporal and spatial scalable video coding. The basic idea is to use more than one enhancement layer based on a common base layer to implement fine granularity quality, temporal, and spatial scalabilities within the same framework. In order to achieve high coding efficiency for various scalabilities, multiple prediction loops with different quality references are employed in the proposed framework. For example, by utilizing the high-quality reference in the spatial enhancement layer coding, the proposed framework can likewise fulfill efficient spatial scalability. The complexity scalability is inseparable with other scalabilities in the SMART codec. It is achieved by increasing/decreasing the bit rate, frame rate, and resolution. The changes in the frame rate and resolution provide coarse scalability on complexity. Because of the property of fine granularity of each layer on bit rate, the SMART codec also provides fine scalability on complexity by adjusting the bit rate of each layer. The lowest complexity bound is the lowresolution base layer decoding, which should be sufficiently low for many applications. Figure 6 illustrates the proposed universal scalable coding framework. Source video with two resolutions is compressed in the proposed framework. Narrow rectangles denote low-resolution video and wide rectangles denote highresolution video. There are two different enhancement layers sharing a common base layer, and two optional enhancement ones. The bottom layer is the base layer. It is usually generated as the lowest quality, lowest resolution, least smoothness, and least complexity. The quality enhancement layer compresses the same resolution video as that at the base layer. It will improve the decoded quality of the base layer. The temporal enhancement layer improves the base layer frame rate and makes the decoded video look smooth. The rest two enhancement layers improve the video quality and frame rate at high resolution. These two enhancement layers are optional in the proposed framework and appear only if the video with two different resolutions is encoded. The same resolution enhancement layers are stored in the same bitstream file. Therefore, the SMART coding scheme generates at most three bitstreams: one base layer bitstream and two enhancement layer bitstreams.
Except that the base layer is encoded with the conventional DCT transform plus VLC technique, all of the enhancement layers are encoded with the bit plane coding technique. In other words, every enhancement layer bitstream can be arbitrarily truncated in the proposed framework. In , each rectangle denotes the whole frame bitstream at one enhancement layer. The shadow region is the actual transmitted part, whereas the blank region is the truncated part. Hence the proposed SMART video coding provides the most flexible bit rate scalability.
Since the multiple-loop prediction technique is used in the proposed framework, every layer, excluding the base layer, can select the prediction from two different references. As shown by solid arrows with solid lines in Figure 6 , the quality enhancement layer use the reconstructed base layer and the reconstructed quality enhancement layer at a certain bit plane as references. As shown by hollow arrows with solid lines, the temporal enhancement layer is bidirectionally predicted from the base layer and the quality enhancement layer. The predictions for the two high-resolution enhancement layers are denoted by solid arrows with dashed lines and hollow arrows with dashed lines, respectively.
Similarly, some intercoding modes are defined at the temporal and spatial enhancement layers, which can be found in [22, 23, 24] . Each coding mode has its unique references for prediction and reconstruction. The similar mode selection algorithm discussed in Section 3.3 can be also applied to the temporal and spatial enhancement layers. In fact, some other techniques proposed in [25, 26, 27, 28] can be easily incorporated into the framework by defining several new coding modes.
CHANNEL ESTIMATION
In the streaming applications, one important component is congestion control. Congestion control mechanisms usually contain two aspects: estimating channel bandwidth and regulating the rate of transmitted bitstream. Since the SMART video coding provides a set of embedded and full scalable bitstreams, rate regulation in the SMART system is essentially equal to truncating bitstreams to a given bit rate. There is not any complicated transcoding needed. The remaining problem is how to estimate the channel bandwidth.
Typically, channel estimation techniques are divided into two categories: probe-based and model-based. The probebased techniques estimate the channel bandwidth bottleneck by adjusting the sending rate in a way that could maintain packet loss ratio below a certain threshold [29] . The modelbased techniques are based on a TCP throughput model that explicitly estimates the sending rate as a function of recent packet loss ratio and latency. Specifically, the TCP throughput model is given by the following formula [30] :
where λ is the throughput of a TCP connection (in B/s), MTU is the packet size used by the connection (in bytes), RTT is the round-trip time of the connection (in seconds), and p is the packet loss ratio of the connection. With formula (2), the server can estimate the available bandwidth by receiving feedback parameters RTT and p from the client.
Among all existing model-based approaches, TCPfriendly rate control (TCP-FRC) [31] is the most deployable and successful one. The sending rate formula, by considering the influence of time out, is given as follows:
where RTO is the TCP retransmission time-out value (in seconds). However, TCP-FRC has one obvious drawback undesirable for the SMART system, that is, the estimated bandwidth always fluctuates periodically even if the channel bandwidth is very stable. The reason is that TCP-FRC is trying to increase the sending rate when there is no lost packet. This unfortunately leads to a short-term congestion. Since TCP-FRC is very sensitive in the low packet loss ratio case, the sending rate is greatly reduced again to avoid further congestion.
Therefore, the SMART system adopts a hybrid modelbased and probe-based method to estimate the available channel bandwidth. TCP-FRC is first used to calculate an initial estimated bandwidth by packet loss ratio and RTT. If there is no lost packet, the estimated bandwidth should be more than the previous estimation. On the other hand, some packets that contain less important enhancement data are transmitted with the probing method. This is a feature of the SMART bitstream. Even though those packets are lost for probing, they do not affect other data packets. In general, the estimated bandwidth by the probing method is viewed as the bottleneck between the server and the client. The estimated bandwidth in TCP-FRC should be not more than that estimated by the probing method. Therefore, the probing method provides an upper bound for TCP-FRC so as to reduce fluctuations in bandwidth estimation.
Video packets in the SMART system are categorized into three priorities for bandwidth allocation. The retransmitted and base layer packets have the highest priority. Estimated bandwidth is first used to deliver them to the client. The FEC packets of the base layer have the second priority. If the estimated bandwidth is more than that needed by the highest priority packets, they are delivered prior to the enhancement packets. Finally, the remaining channel bandwidth is used to deliver the truncated enhancement bitstreams. In fact, the enhancement packets also implicates several different priorities, For example, the bit planes for reconstruction of the high-quality reference are more important than other bit planes, and at low bit rates, the quality enhancement layer may be more important than the temporal enhancement layer, and so on. Because of limitation in pages, this paper no longer further discusses this issue.
ERROR CONTROL
In the streaming applications, error control mechanism is another important component to ensure received bitstreams decodable, which often includes error resilience, FEC, ARQ, and even error concealment [32, 33] . In this section, we will discuss the error resilience technique and unequal error protection used in the SMART system.
Flexible error resilience
Packet losses are often inevitable while transmitting compressed bitstreams over the Internet. Besides the necessary frame header, some resynchronization markers and related header information have to be inserted in the bitstream generation so that the lost packets do not affect other data packets. This is the most simple error resilience technique, but very useful. The resynchronization marker plus the header and data followed is known as a slice. In MPEG-4, the resynchronization marker is a variable length symbol from 17 bits to 23 bits [14] . The slice header only contains the index of the first macroblock in this slice. In general, the resynchronization marker and the slice header are inserted at a given length or number of macroblocks.
However, this method has two obvious problems when it is applied to the enhancement layer bitstream in the SMART system. Firstly, although the SMART enhancement layer bitstream provides bit level scalability, the actual minimum unit in the packetization process is a slice. This would greatly reduce the granularity of scalability. Secondly, the slice length is decided in the encoding process and fixed in the generated bitstream. For the streaming applications, it is impossible to adjust the slice length again to adapt to channel conditions. In general, longer slice means lower overhead bits and bigger effects of lost packet. On the contrary, shorter slice means higher overhead bits and lower effects of lost packet. Adaptively adjusting the slice length is a very desirable feature in the streaming applications. Therefore, a flexible error resilience technique is proposed in the SMART enhancement layer bitstream.
In the SMART system, there are no resynchronization markers and slice headers in the enhancement layer bitstream. Thus, the generated bitstream is exactly the same as that without error resilience. But the positions of some macroblocks and their related information needed in the slice header are recorded in a description file. Besides the index of the first macroblock, the slice header at the enhancement layer also contains the located bit plane of the first macroblock. We call these macroblocks resynchronization points. Note that each resynchronization point is always macroblock aligned. In this stage, resynchronization points do not cause actual overhead bits in the generated bitstreams. Thus, the description file could even record every macroblock. Figure 7 exemplifies the structure of the description file. The fields Frame and Bits in the same row are used to locate the start position of a frame in the bitstream. The units of these two fields are byte and bit, respectively. The field Bits is always zero in the first row of every frame due to bytealigned. The field Type indicates the frame type: 0 for I frame, 1 for P frame, and 2 for B frame. The field time is the relative time of the current frame. The first digit in this field denotes the number of seconds, and the second digit denotes the frame index in a second. The field Max Layer is the maximum number of bit planes in a frame. The fields VP start and Bits are used to locate the start position of a macroblock. The field BP num is the located bit plane of the current macroblock. The field isGLL indicates whether this macroblock is used to reconstruct the high-quality reference or not. It provides a priority to transmit the enhancement bitstreams. The field MB num is the first macroblock index in a slice.
The proposed flexible error resilience is used only at the enhancement DCT data. If the motion vectors exist at the enhancement layer, for example, in temporal frames, they are differentially coded together before DCT coefficients. The VOP header and coded motion vectors are processed as a slice. There is not any resynchronization point within them in case that the lost motion vectors in a slice affect other motion vectors decoded in another slice due to motion vector prediction. Similar to the entropy coding used in MPEG-4 FGS, there is not any DC and/or AC coefficient prediction among neighboring blocks. Therefore, the slices in a frame have no dependency except for the inherent relationship among bit planes.
With the description file, the proposed error resilience technique in the SMART system can choose any resynchronization points to chop an enhancement layer bitstream into slices. However, since the position of the resynchronization point may be not byte-aligned in the bitstream, one lost packet probably makes many packets followed undecodable. As showed in Figure 8 , macroblock N is a resynchronization point. It shares byte m in the bitstream with macroblock N − 1. If the macroblock N is selected as the start of a slice, these two macroblocks may not locate in the same transport packet. If byte m belongs to the previous packet, the packet of macroblock N is even received undecodable when the packet of macroblock N − 1 is lost during transmission.
A simple technique is proposed to solve this problem as shown in Figure 8 . When a resynchronization point is selected as the start of one slice, the first byte of this macroblock is duplicated into two slices so that the lost packet cannot affect each other. This leads to the probability that the head and tail of each slice may have several useless bits. The decoder has to know how many useless bits should be skipped. Therefore, the numbers of useless bits in the head and tail generated from the description file need to be encapsulated into the transport packet and transmitted to the client. The fields MB num and BP num at the slice header also need to be encapsulated into the transport packet and transmitted to the client. We evaluate the proposed error resilience technique compared with that in MPEG-4. In the proposed technique, a byte has to be duplicated for every selected resynchronization point. In addition, the corresponding numbers of useless bits are also contained in the packet. But, bits for the resynchronization marker in MPEG-4 bitstream can be saved. Therefore, the proposed technique has the similar overhead bits in each slice. However, it enables the SMART system to adaptively adjust the slice length according to rate-distortion optimization and channel conditions. This is a very desirable feature in the streaming applications.
Unequal error protection
Since the SMART video coding provides a layered bitstream structure with a more important base layer and less important enhancement layers, error protection techniques such as FEC and ARQ are unevenly applied to the base layer and the enhancement layer.
In general, if the streaming systems have no request on delay, FEC would not play an important role because the lost packets can be recovered by ARQ. In the SMART system, the bit rate of the base layer is very low and it may only occupy a small part of the total bit rate (usually less than 20%). When four data packets are protected by one FEC packet, the overhead for FEC is only about 5%. In return, if the lost packets take place randomly, most of them may be recovered by FEC. It will considerably reduce the system delay due to ARQ. Based on these considerations, the SMART system uses FEC as an option at the base layer if low delay is requested in some applications. It also provides a space to achieve a better tradeoff between ARQ delay and FEC overhead.
When FEC is enabled, the base layer packets are divided into many groups containing K source packets per group. Assume that N − K parity packets will be produced with a Reed-Solomon codec. When these N packets are transmitted over the best-effort Internet, any received subset of K source or parity packets can be used to reconstruct the original K source packets. In the SMART system, K is often set as N − 1 in order to avoid too much overhead introduced by FEC. The target using FEC is mainly to recover occasional lost packet and reduce the delay caused by ARQ.
The base layer bitstream in the SMART system is a nonscalable one. Furthermore, the motion compensation technique is used in the base layer coding. Any lost packet will make the quality of the frames followed in a GOP degrade rapidly. Therefore, the ARQ technique is also applied to the base layer to handle burst packet losses. If the lost packets that cannot be recovered from FEC are detected at the base layer, a NACK feedback is immediately sent to the server. If no acknowledgement feedback is received, the transmitted base layer packets are saved in a special buffer. The SMART will get the lost base layer packets from the special buffer and retransmit them to the client until time out. If the base layer packets arrive too late or are not able to be recovered by FEC and ARQ, the SMART system will skip to the next GOP. In addition, the client periodically sends the acknowledgement feedback so that the server discards the received base layer packets from the special buffer.
From the discussions in Section 3, we know that the SMART video coding provides the embedded enhancement bitstreams. Any truncation and lost packets at the enhancement bitstream are allowed. It can be gracefully recovered by the drifting reduction technique. Therefore, no error protection techniques are applied to the enhancement packets in the current SMART system. In fact, consider that the lost packets in low bit planes used to reconstruct the high-quality reference may still have a big effect on maintaining high decoded quality. The techniques for partly protecting the enhancement layer packets should be further investigated.
EXPERIMENTS
Both static and dynamic experiments are designed to evaluate the performances of the SMART system on coding efficiency, channel estimation, bandwidth adaptation, error robustness, and so on. In the first set of experiments, the testing sequences are coded at 10 Hz encoding frame rate. Only the first frame is encoded as I frame and the rest of the frames are encoded as P frames. The main parameters in the MPEG-4 FGS base layer are given as follows: (i) motion estimation: ±32 pixels, (ii) motion compensation: quarter-pixel precision, (iii) quantization: MPEG, (iv) direct search range: 2 (half-pixel unit), (v) advanced prediction: Enable, (vi) skipped macroblock: Enable.
Static tests
The results of the first set of experiments are depicted in Figure 9 . In the curves of MPEG-4 FGS, the base layer is coded with quantization parameter 31, and the quality enhancement layer bitstream is truncated at an interval of 32 kbps. By adjusting the quantization parameter, the SMART curve has a bit rate at the base layer similar to MPEG-4 FGS. The curves of SMART FGS are obtained with the SMART system by only using Mode 1. The curves of SMART are obtained with all the discussed coding techniques in this paper. SMART FGS and SMART use the same coding technique at the base layer. Since only Mode 1 is used in SMART FGS, the enhancement layer coding is essentially the same as that in MPEG-4 FGS. WMV8 provides a very good base layer compared with MPEG-4; the coding efficiency gain at the base layer is close to 2.8 dB in Foreman and 1.6 dB in Coastguard compared with MPEG-4 FGS. But without the proposed enhancement prediction technique, the coding efficiency gain is becoming smaller and smaller with bit rates increasing. The coding efficiency gain of SMART FGS is only 1.6 dB in Foreman and 0.44 dB in Coastguard at the highest bit rate. However, the SMART curves with the proposed techniques present the consistent performance in a wide range of bit rates. The bit rate for the high-quality reference is about 346 kbps in Foreman and 322 kbps in Coastguard. The coding efficiency gain, when the high-quality reference is available, is 2.9 dB in Foreman and 1.7 dB in Coastguard. In addition, although the high-quality references are used in the enhancement layer coding, the SMART curves still have the similar performance as the SMART FGS curves at low bit rates. The SMART curve has only about 0.15 dB loss at 150 kbps. This proves that the proposed drifting reduction technique can effectively control the drifting errors.
In the second set of experiments, the testing sequences are coded at 30 Hz encoding frame rate. Only the first frame is coded as I frame. There are two temporal frames in the scalable coding scheme between a pair of I and P or two P frames. Other experimental conditions are the same as in the first set of experiments. The same experimental results given in Figure 10 are observed as in the first set of experiments.
Since neither MPEG-4 FGS nor the SMART codec contains one of the switching techniques, for example, S frame, SP frame, or SF frame, the readers who are interested in the comparisons between the scalable video coding and the SP frame on H.26L TML can read the MPEG proposal in [35] .
Dynamic tests
The dynamic experiments try to test the SMART system under the dynamic channel, such as streaming video over the Internet, where the channel bandwidth varies in a wide range of bit rates. are used in this experiment [36] . Two CIF sequences, bs one and bs two, each with 4032 frames (168 seconds at 24 fps) are used. The channel bandwidth varies from 1024 kbps to 256 kbps and then recovers to 1024 kbps again with a step of 256 kbps. Every bit rate lasts 24 seconds. The dynamic channel simulation is done by the commerce simulator, the Cloud software (http://www.shunra.com).
By using the hybrid model-based and probe-based bandwidth estimation scheme, when the sequences bs one and bs two are transmitted over the simulated dynamic channel, the estimated bandwidth is recorded and plotted in Figure 11 . The dashed-line curves are the actual channel bandwidth limited by the Cloud simulator. When the channel bandwidth switches from high bit rate to low bit rate, the estimated bandwidth with TCP-FRC can rapidly decrease in order to avoid network congestion. When the channel bandwidth increases, the estimated bandwidth can also catch this variation at a short time. Furthermore, the curves in Figure 11 fully demonstrate the advantage of the hybrid bandwidth estimation method, where the probing method gives an upper bound to prevent TCP-FRC from raising the sending rate over the network bottleneck. Therefore, the SMART system has a stable estimation when the channel bandwidth stays in a constant.
The decoded quality of sequences bs one and bs two are also recorded and plotted in Figure 12 . Each sample is the average PSNR in a second. Two factors, channel bandwidth and video content, will affect the final decoded quality. Sometimes, even if the channel bandwidth is high, the decoded PSNR may not be high due to active content. In order to eliminate the video content factor in evaluating the performance of the SMART system on bandwidth adaptation, the PSNR curves decoded at 1024 kbps are drawn in Figure 12 as reference. The distances between the dynamic curve and the 1024 kbps curve reflect the bandwidth adaptation capability of the SMART system.
As shown in Figure 12 , the decoded PSNR is less than that at 1024 kbps up to 4.4 dB from 73 to 96 seconds because the estimated bandwidth is only 240 kbps around. From 49 to 72 seconds and from 97 to 120 seconds, the estimated channel bandwidth is about 480 kbps. The decoded PSNR is significantly improved compared with that at 240 kbps. From 25 to 48 seconds and from 121 to 144 seconds, the estimated bandwidth is about 720 kbps. The decoded PSNR is only slightly less than that at 1024 kbps. The SMART system provides almost the same quality as that at 1024 kbps from 1 to 24 seconds and from 145 to 168 seconds. The estimated bandwidth in these two periods is about 950 kbps. Thus, the SMART system shows excellent performance on bandwidth adaptation.
Although there are a lot of packet losses while switching the channel bandwidth from high bit rate to low bit rate, with the proposed error resilience technique and unequal error protection, all packet losses at the base layer are recovered in the simulation. No green blocks appeared in the decoded video. For the enhancement bitstreams, there is not any error protection. The effects of packet losses at the enhancement layer are gradually recovered by the drifting reduction technique. There are also no obvious visual artifacts and quality degradation in the average PSNR curves.
At last, the SMART video player is given in Figure 13 . It can real-time decode the CIF sequence at 1024 kbps with PIII 800 MHz. The decoded video is presented in the biggest window. The right-upper window shows the curve of the estimated channel bandwidth and the right-bottom window is for the program list. The packet loss ratio is drawn in the window between them. A progress bar is used to indicate the status of the received buffer.
The proposed SMART system is also used to run the results of MPEG-4 FGS verification tests, where the SMART codec is replaced by MPEG-4 FGS codec. The experimental results have been released in [37] .
CONCLUSIONS AND FUTURE WORKS
The SMART system presents an efficient, adaptive, and robust scheme for streaming video over the Internet. Firstly, since the multiple-loop prediction and drifting reduction techniques are applied at the macroblock level, the SMART system can outperform MPEG-4 FGS up to 3.0 dB. Secondly, the SMART system has excellent capability in network bandwidth and device adaptation due to the embedded enhance- ment bitstreams and the universal scalabilities. Thirdly, with the proposed bandwidth estimation method, the SMART system can rapidly and stably catch bandwidth variations. At last, since a layered bitstream structure with a more important base layer and less important enhancement layers is provided in the SMART system, the base layer bitstream is highly protected by the proposed error resilience and unequal error protection techniques with small overhead. The SMART system can provide users with much smooth playback experience and much better visual quality in the best-effort Internet.
Although the SMART system shows good performances on coding efficiency, bandwidth adaptation, channel estimation, and error robustness, there are still several problems needed to be further studied in the future, such as how to further improve the coding efficiency to cover an even wider bit rate range; how to optimally allocate the available bandwidth to different enhancement layers so that the perception quality looks better; how to optimally packetize the base layer and the enhancement layer bitstreams so that the packet losses have less effects; how to optimally decide the parameters in FEC and ARQ to achieve a better trade-off between ARQ delay and FEC overhead; and how to protect those bit planes for reconstruction of the high-quality reference at the enhancement layers with small overhead. In addition, how to effectively utilize the features and techniques of the SMART system in the multicast applications is another topic worthy of further study.
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Special Issue on Multirate Systems and Applications
Call for Papers
Filter banks for the application of subband coding of speech were introduced in the 1970s. Since then, filter banks and multirate systems have been studied extensively. There has been great success in applying multirate systems to many applications. The most notable of these applications include subband coding for audio, image, and video, signal analysis and representation using wavelets, subband denoising, and so forth. Different applications also call for different filter bank designs and the topic of designing one-dimensional and multidimentional filter banks for specific applications has been of great interest.
Recently there has been growing interest in applying multirate theories to the area of communication systems such as, transmultiplexers, filter bank transceivers, blind deconvolution, and precoded systems. There are strikingly many dualities and similarities between multirate systems and multicarrier communication systems. Many problems in multicarrier transmission can be solved by extending results from multirate systems and filter banks. This exciting research area is one that is of increasing importance.
The aim of this special issue is to bring forward recent developments on filter banks and the ever-expanding area of applications of multirate systems.
Topics of interest include (but are not limited to): 
Source signal extraction from heterogeneous measurements has a wide range of applications in many scientific and technological fields, for example, telecommunications, speech and acoustic signal processing, and biomedical pattern analysis. Multiple signal reception through multisensor systems has become an effective means for signal extraction due to its superior performance over the monosensor mode. Despite the rapid progress made in multisensor-based techniques in the past few decades, they continue to evolve as key technologies in modern wireless communications and biomedical signal processing. This has led to an increased focus by the signal processing community on the advanced multisensorbased techniques which can offer robust high-quality signal extraction under realistic assumptions and with minimal computational complexity. However, many challenging tasks remain unresolved and merit further rigorous studies. Major efforts in developing advanced multisensor-based techniques may include high-quality signal extraction, realistic theoretical modeling of real-world problems, algorithm complexity reduction, and efficient real-time implementation.
The purpose of this special issue aims to present state-ofthe-art multisensor signal extraction techniques and applications. Contributions in theoretical study, performance analysis, complexity reduction, computational advances, and realworld applications are strongly encouraged.
Topics of interest include (but are not limited to):
• Multiantenna processing for radio signal extraction • Multimicrophone speech recognition and enhancement • Multisensor radar, sonar, navigation, and biomedical signal processing • Blind techniques for multisensor signal extraction • Computational advances in multisensor processing
With the general availability of 3D digitizers, scanners, and the technology innovation in 3D graphics and computational equipment, large collections of 3D graphical models can be readily built up for different applications (e.g., in CAD/CAM, games design, computer animations, manufacturing and molecular biology). For such large databases, the method whereby 3D models are sought merits careful consideration. The simple and efficient query-by-content approach has, up to now, been almost universally adopted in the literature. Any such method, however, must first deal with the proper positioning of the 3D models. The two prevalent-in-the-literature methods for the solution to this problem seek either
• Pose Normalization: Models are first placed into a canonical coordinate frame (normalizing for translation, scaling, and rotation). Then, the best measure of similarity is found by comparing the extracted feature vectors, or • Descriptor Invariance: Models are described in a transformation invariant manner, so that any transformation of a model will be described in the same way, and the best measure of similarity is obtained at any transformation.
The existing 3D retrieval systems allow the user to perform queries by example. The queried 3D model is then processed, low-level geometrical features are extracted, and similar objects are retrieved from a local database. A shortcoming of the methods that have been proposed so far regarding the 3D object retrieval, is that neither is the semantic information (high-level features) attached to the (low-level) geometric features of the 3D content, nor are the personalization options taken into account, which would significantly improve the retrieved results. Moreover, few systems exist so far to take into account annotation and relevance feedback techniques, which are very popular among the corresponding content-based image retrieval systems (CBIR). Most existing CBIR systems using knowledge either annotate all the objects in the database (full annotation) or annotate a subset of the database manually selected (partial annotation). As the database becomes larger, full annotation is increasingly difficult because of the manual effort needed. Partial annotation is relatively affordable and trims down the heavy manual labor. Once the database is partially annotated, traditional image analysis methods are used to derive semantics of the objects not yet annotated. However, it is not clear "how much" annotation is sufficient for a specific database and what the best subset of objects to annotate is. In other words how the knowledge will be propagated. Such techniques have not been presented so far regarding the 3D case.
Relevance feedback was first proposed as an interactive tool in text-based retrieval. Since then it has been proven to be a powerful tool and has become a major focus of research in the area of content-based search and retrieval. In the traditional computer centric approaches, which have been proposed so far, the "best" representations and weights are fixed and they cannot effectively model high-level concepts and user's perception subjectivity. In order to overcome these limitations of the computer centric approach, techniques based on relevant feedback, in which the human and computer interact to refine high-level queries to representations based on low-level features, should be developed.
The aim of this special issue is to focus on recent developments in this expanding research area. The special issue will focus on novel approaches in 3D object retrieval, transforms and methods for efficient geometric feature extraction, annotation and relevance feedback techniques, knowledge propagation (e.g., using Bayesian networks), and their combinations so as to produce a single, powerful, and dominant solution.
• 3D content-based search and retrieval methods (volume/surface-based) • Partial matching of 3D objects • Rotation invariant feature extraction methods for 3D objects
• Graph-based and topology-based methods • 3D data and knowledge representation • Semantic and knowledge propagation over heterogeneous metadata types • Annotation and relevance feedback techniques for 3D objects
EURASIP JOURNAL ON APPLIED SIGNAL PROCESSING
Special Issue on
Robust Speech Recognition Call for Papers
Robustness can be defined as the ability of a system to maintain performance or degrade gracefully when exposed to conditions not well represented in the data used to develop the system. In automatic speech recognition (ASR), systems must be robust to many forms of signal degradation, including speaker characteristics (e.g., dialect and accent), ambient environment (e.g., cellular telephony), transmission channel (e.g., voice over IP), and language (e.g., new words, dialect switching). Robust ASR systems, which have been under development for the past 35 years, have made great progress over the years closing the gap between performance on pristine research tasks and noisy operational data. However, in recent years, demand is emerging for a new class of systems that tolerate extreme and unpredictable variations in operating conditions. For example, in a cellular telephony environment, there are many nonstationary forms of noise (e.g., multiple speakers) and significant variations in microphone type, position, and placement. Harsh ambient conditions typical in automotive and mobile applications pose similar challenges. Development of systems in a language or dialect for which there is limited or no training data in a target language has become a critical issue for a new generation of voice mining applications. The existence of multiple conditions in a single stream, a situation common to broadcast news applications, and that often involves unpredictable changes in speaker, topic, dialect, or language, is another form of robustness that has gained attention in recent years.
Statistical methods have dominated the field since the early 1980s. Such systems tend to excel at learning the characteristics of large databases that represent good models of the operational conditions and do not generalize well to new environments.
This special issue will focus on recent developments in this key research area. Topics of interest include (but are not limited to):
• Channel and microphone normalization 
Call for Papers
The possibility of allowing elderly people with different kinds of disabilities to conduct a normal life at home and achieve a more effective inclusion in the society is attracting more and more interest from both industrial and governmental bodies (hospitals, healthcare institutions, and social institutions). Ambient intelligence technologies, supported by adequate networks of sensors and actuators, as well as by suitable processing and communication technologies, could enable such an ambitious objective.
Recent researches demonstrated the possibility of providing constant monitoring of environmental and biomedical parameters, and the possibility to autonomously originate alarms, provide primary healthcare services, activate emergency calls, and rescue operations through distributed assistance infrastructures. Nevertheless, several technological challenges are still connected with these applications, ranging from the development of enabling technologies (hardware and software), to the standardization of interfaces, the development of intuitive and ergonomic human-machine interfaces, and the integration of complex systems in a highly multidisciplinary environment.
The objective of this special issue is to collect the most significant contributions and visions coming from both academic and applied research bodies working in this stimulating research field. This is a highly interdisciplinary field comprising many areas, such as signal processing, image processing, computer vision, sensor fusion, machine learning, pattern recognition, biomedical signal processing, multimedia, human-computer interfaces, and networking.
The focus will be primarily on the presentation of original and unpublished works dealing with ambient intelligence and domotic technologies that can enable the provision of advanced homecare services.
This special issue will focus on recent developments in this key research area. Topics of interest include (but are not limited to): Spatial sound reproduction has become widespread in the form of multichannel audio, particularly through home theater systems. Reproduction systems from binaural (by headphones) to hundreds of loudspeaker channels (such as wave field synthesis) are entering practical use. The application potential of spatial sound is much wider than multichannel sound, however, and research in the field is active. Spatial sound covers for example the capturing, analysis, coding, synthesis, reproduction, and perception of spatial aspects in audio and acoustics. In addition to the topics mentioned above, research in virtual acoustics broadens the field. Virtual acoustics includes techniques and methods to create realistic percepts of sound sources and acoustic environments that do not exist naturally but are rendered by advanced reproduction systems using loudspeakers or headphones. Augmented acoustic and audio environments contain both real and virtual acoustic components.
Spatial sound and virtual acoustics are among the major research and application areas in audio signal processing. Topics of active study range from new basic research ideas to improvement of existing applications. Understanding of spatial sound perception by humans is also an important area, in fact a prerequisite to advanced forms of spatial sound and virtual acoustics technology.
• 
Recently, end users and utility companies are increasingly concerned with perturbations originated from electrical power quality variations. Investigations are being carried out to completely characterize not only the old traditional type of problems, but also new ones that have arisen as a result of massive use of nonlinear loads and electronics-based equipment in residences, commercial centers, and industrial plants. These nonlinear load effects are aggravated by massive power system interconnections, increasing number of different power sources, and climatic changes.
In order to improve the capability of equipments applied to monitoring the power quality of transmission and distribution power lines, power systems have been facing new analysis and synthesis paradigms, mostly supported by signal processing techniques. The analysis and synthesis of emerging power quality and power system problems led to new research frontiers for the signal processing community, focused on the development and combination of computational intelligence, source coding, pattern recognition, multirate systems, statistical estimation, adaptive signal processing, and other digital processing techniques, implemented in either DSP-based, PC-based, or FPGA-based solutions.
The goal of this proposal is to introduce powerful and efficient real-time or almost-real-time signal processing tools for dealing with the emerging power quality problems. These techniques take into account power-line signals and complementary information, such as climatic changes.
This special issue will focus on recent developments in this key research area. Topics of interest include (but are not limited to): Digital signal processing techniques applied to power quality applications are a very attractive and stimulating area of research. Its results will provide, in the near future, new standards for the decentralized and real-time monitoring of transmission and distribution systems, allowing to closely follow and predict power system performance. As a result, the power systems will be more easily planned, expanded, controlled, managed, and supervised.
Special Issue on
Super-resolution Enhancement of Digital Video
Call for Papers
When designing a system for image acquisition, there is generally a desire for high spatial resolution and a wide fieldof-view. To achieve this, a camera system must typically employ small f-number optics. This produces an image with very high spatial-frequency bandwidth at the focal plane. To avoid aliasing caused by undersampling, the corresponding focal plane array (FPA) must be sufficiently dense. However, cost and fabrication complexities may make this impractical. More fundamentally, smaller detectors capture fewer photons, which can lead to potentially severe noise levels in the acquired imagery. Considering these factors, one may choose to accept a certain level of undersampling or to sacrifice some optical resolution and/or field-of-view.
In image super-resolution (SR), postprocessing is used to obtain images with resolutions that go beyond the conventional limits of the uncompensated imaging system. In some systems, the primary limiting factor is the optical resolution of the image in the focal plane as defined by the cut-off frequency of the optics. We use the term "optical SR" to refer to SR methods that aim to create an image with valid spatial-frequency content that goes beyond the cut-off frequency of the optics. Such techniques typically must rely on extensive a priori information. In other image acquisition systems, the limiting factor may be the density of the FPA, subsequent postprocessing requirements, or transmission bitrate constraints that require data compression. We refer to the process of overcoming the limitations of the FPA in order to obtain the full resolution afforded by the selected optics as "detector SR." Note that some methods may seek to perform both optical and detector SR.
Detector SR algorithms generally process a set of lowresolution aliased frames from a video sequence to produce a high-resolution frame. When subpixel relative motion is present between the objects in the scene and the detector array, a unique set of scene samples are acquired for each frame. This provides the mechanism for effectively increasing the spatial sampling rate of the imaging system without reducing the physical size of the detectors.
With increasing interest in surveillance and the proliferation of digital imaging and video, SR has become a rapidly growing field. Recent advances in SR include innovative algorithms, generalized methods, real-time implementations, and novel applications. The purpose of this special issue is to present leading research and development in the area of super-resolution for digital video. Topics of interest for this special issue include but are not limited to:
• Detector and optical SR algorithms for video Dr Tony Jones, President of the Institute of Acoustics, comments, "A B Wood was a modest man who took delight in helping his younger colleagues. It is therefore appropriate that this prestigious award should be designed to recognise the contributions of young acousticians."
Further information and an nomination form can be found on the Institute's website at www.ioa.org.uk.
A B Wood
Albert Beaumont Wood was born in Yorkshire in 1890 and graduated from Manchester University in 1912. He became one of the first two research scientists at the Admiralty to work on antisubmarine defence. He designed the first directional hydrophone and was well known for the many contributions he made to the science of underwater acoustics and for the help he gave to younger colleagues. The medal was instituted after his death by his many friends on both sides of the Atlantic and was administered by the Institute of Physics until the formation of the Institute of Acoustics in 1974.
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EDITORS NOTES
The Institute of Acoustics is the UK's professional body for those working in acoustics, noise and vibration. It was formed in 1974 from the amalgamation of the Acoustics Group of the Institute of Physics and the British Acoustical Society (a daughter society of the Institution of Mechanical Engineers). The Institute of Acoustics is a nominated body of the Engineering Council, offering registration at Chartered and Incorporated Engineer levels. The Institute has some 2500 members from a rich diversity of backgrounds, with engineers, scientists, educators, lawyers, occupational hygienists, architects and environmental health officers among their number. This multidisciplinary culture provides a productive environment for cross-fertilisation of ideas and initiatives. The range of interests of members within the world of acoustics is equally wide, embracing such aspects as aerodynamics, architectural acoustics, building acoustics, electroacoustics, engineering dynamics, noise and vibration, hearing, speech, underwater acoustics, together with a variety of environmental aspects. The lively nature of the Institute is demonstrated by the breadth of its learned society programmes.
For more information please visit our site at www.ioa.org.uk. T he popularity of multimedia content has led to the widespread distribution and consumption of digital multimedia data. As a result of the relative ease with which individuals may now alter and repackage digital content, ensuring that media content is employed by authorized users for its intended purpose is becoming an issue of eminent importance to both governmental security and commercial applications. Digital fingerprinting is a class of multimedia forensic technologies to track and identify entities involved in the illegal manipulation and unauthorized usage of multimedia content, thereby protecting the sensitive nature of multimedia data as well as its commercial value after the content has been delivered to a recipient.
"Multimedia Fingerprinting Forensics for Traitor Tracing" covers the essential aspects of research in this emerging technology, and explains the latest development in this field. It describes the framework of multimedia fingerprinting, discusses the challenges that may be faced when enforcing usage polices, and investigates the design of fingerprints that cope with new families of multiuser attacks that may be mounted against media fingerprints. The discussion provided in the book highlights challenging problems as well as future trends in this research field, providing readers with a broader view of the evolution of the young field of multimedia forensics.
Topics and features:
Comprehensive coverage of digital watermarking and fingerprinting in multimedia forensics for a number of media types; Detailed discussion on challenges in multimedia fingerprinting and analysis of effective multiuser collusion attacks on digital fingerprinting; Thorough investigation of fingerprint design and performance analysis for addressing different application concerns arising in multimedia fingerprinting; Well-organized explanation of problems and solutions, such as order-statistics-based nonlinear collusion attacks, efficient detection and identification of colluders, group-oriented fingerprint design, and anticollusion codes for multimedia fingerprinting. Genomic data, especially the recent large-scale microarray gene expression data, represents enormous challenges for signal processing and statistics in processing these vast data to reveal the complex biological functionality. This perspective naturally leads to a new field, genomic signal processing (GSP), which studies the processing of genomic signals by integrating the theory of signal processing and statistics. Written by an international, interdisciplinary team of authors, this invaluable edited volume is accessible to students just entering this emergent field, and to researchers, both in academia and industry, in the fields of molecular biology, engineering, statistics, and signal processing. The book provides tutorial-level overviews and addresses the specific needs of genomic signal processing students and researchers as a reference book.
The book aims to address current genomic challenges by exploiting potential synergies between genomics, signal processing, and statistics, with special emphasis on signal processing and statistical tools for structural and functional understanding of genomic data. The book is partitioned into three parts. In part I, a brief history of genomic research and a background introduction from both biological and signal-processing/ statistical perspectives are provided so that readers can easily follow the material presented in the rest of the book. In part II, overviews of state-of-the-art techniques are provided. We start with a chapter on sequence analysis, and follow with chapters on feature selection, clustering, and classification of microarray data. The next three chapters discuss the modeling, analysis, and simulation of biological regulatory networks, especially gene regulatory networks based on Boolean and Bayesian approaches. The next two chapters treat visualization and compression of gene data, and supercomputer implementation of genomic signal processing systems. Part II concludes with two chapters on systems biology and medical implications of genomic research. Finally, part III discusses the future trends in genomic signal processing and statistics research. 
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