Abstract. Let Y denote a D-class symmetric association scheme with D ≥ 3, and suppose Y is almostbipartite P-and Q-polynomial. Let x denote a vertex of Y and let T = T (x) denote the corresponding Terwilliger algebra. We prove that any irreducible T -module W is both thin and dual thin in the sense of Terwilliger. We produce two bases for W and describe the action of T on these bases. We prove that the isomorphism class of W as a T -module is determined by two parameters, the dual endpoint and diameter of W . We find a recurrence which gives the multiplicities with which the irreducible T -modules occur in the standard module. We compute this multiplicity for those irreducible T -modules which have diameter at least D − 3.
Introduction
The Terwilliger algebra of a commutative association scheme was introduced in [24] . This algebra is a finite-dimensional, semisimple C-algebra, and is noncommutative in general. The Terwilliger algebra has been used to study P-and Q-polynomial schemes [5] , [24] , group schemes [1] , [3] , strongly regular graphs [27] , Doob schemes [21] , and schemes over the Galois rings of characteristic four [17] . Other work involving this algebra can be found in [6] , [7] , [8] , [9] , [11] , [13] , [14] , [15] , [16] , [18] , [25] , [26] , and [28] .
The Terwilliger algebra is particularly well-suited for studying P-and Q-polynomial schemes; nevertheless, it is apparent from [24] that the intersection numbers of these schemes do not completely determine the structure of the algebra. In this article, we consider the Terwilliger algebra of an almost-bipartite P-and Q-polynomial scheme. We show that with the added almost-bipartite assumption, the intersection numbers of the scheme completely determine the structure of the algebra.
To describe our results, let Y = (X, {R i } 0≤i≤D ) denote a symmetric association scheme with D ≥ 3. Suppose Y is almost-bipartite P-and Q-polynomial. Fix any x ∈ X, and let T = T (x) denote the Terwilliger algebra of Y with respect to x. T acts faithfully on the vector space C X by matrix multiplication; we refer to C X as the standard module. Since T is semisimple, C X decomposes into a direct sum of irreducible T -modules.
Let W denote an irreducible T -module contained in C X . We show that W is thin and dual thin in the sense of Terwilliger (Lemma 10.3). We produce two bases for W with respect to which the action of T is particularly simple (Theorem 8.1). To describe this action, we use two sets of scalars, the intersection numbers of W and the dual intersection numbers of W . We compute these scalars in terms of the eigenvalues of Y , the dual eigenvalues of Y , and two additional parameters, called the dual endpoint and diameter of W (Theorems 11.4, 12.4). We show that the dual endpoint and diameter of W determine its isomorphism class as a T -module (Theorem 14.1).
Combining our above results, we find a recurrence which gives the multiplicities with which the irreducible T -modules occur in C X (Theorem 16.7). We compute this multiplicity for those irreducible T -modules which have diameter at least D − 3. (Example 16.9).
In a future paper, we intend to use these results to study the subconstituents of an almost-bipartite Pand Q-polynomial scheme. We hope this will produce a classification of these schemes. Our work is closely related to that of B. Curtin concerning 2-thin distance-regular graphs [8] .
2 Association Schemes 2.1 Definition. By a symmetric association scheme (or scheme for short) we mean a pair Y = (X, {R i } 0≤i≤D ), where X is a nonempty finite set, D is a nonnegative integer, and R 0 , . . ., R D are nonempty subsets of X ×X such that (i) {R i } 0≤i≤D is a partition of X × X;
(ii) R 0 = {xx | x ∈ X}; (iii) R t i = R i for 0 ≤ i ≤ D, where R t i = {yx | xy ∈ R i }; (iv) For all h, i, j (0 ≤ h, i, j ≤ D), and for all x, y ∈ X such that xy ∈ R h , the scalar p h ij = |{z ∈ X|xz ∈ R i , and zy ∈ R j }| is independent of x, y.
The constants p h ij are called the intersection numbers of Y . For the rest of this section, let Y = (X, {R i } 0≤i≤D ) denote a scheme. We begin with a few comments about the intersection numbers of Y . For all integers i (0 ≤ i ≤ D), set k i := p 0 ii , and note that k i = 0 since R i is nonempty. We refer to k i as the i th valency of Y . Observe that p 0 ij = δ ij k i (0 ≤ i, j ≤ D). We now recall the Bose-Mesner algebra of Y . Let Mat X (C) denote the C-algebra of matrices with entries in C, where the rows and columns are indexed by X. For each integer i (0 ≤ i ≤ D), let A i denote the matrix in Mat X (C) with xy-entry
We refer to A i as the i th associate matrix of Y . By Definition 2.1, the associate matrices satisfy: (i)
A 0 = I, where I is the identity matrix in Mat X (C); (ii) the conjugate-transpose
It follows from (i)-(iv) that A 0 , ..., A D form a basis for a subalgebra M of Mat X (C). M is known as the Bose-Mesner algebra of Y . Observe that M is commutative, since the associate matrices are symmetric.
By [4, p.45] , the algebra M has a second basis E 0 , ..., E D satisfying:
We refer to E i as the i 
By [2, pp. 59, 63] , the p i (j), q i (j) are real. We refer to p i (j) (resp. q i (j)) as the j th eigenvalue (resp. j th dual eigenvalue) associated with A i (resp. E i ). By [2, p.63] , the eigenvalues and dual eigenvalues satisfy
We now recall the Krein parameters of Y . Observe that
, where • denotes the entry-wise matrix product. It follows that M is closed under •, so there exist complex scalars q h ij satisfying 
We now recall the dual Bose-Mesner algebra of Y . For the rest of this section, fix any x ∈ X. For each
The Terwilliger Algebra and its Modules
Let Y = (X, {R i } 0≤i≤D ) denote a scheme. Fix any x ∈ X, and write M * = M * (x). Let T = T (x) denote the subalgebra of Mat X (C) generated by M and M * . We call T the Terwilliger algebra of Y with respect to x.
In [24, Lemma 3.2] , it is shown that for all integers h,i,
where
By a T -module, we mean a subspace W of V such that T W ⊆ W . We refer to V itself as the standard module for T . Let W , W ′ denote T -modules. By a T -module isomorphism from W to W ′ , we mean an isomorphism of vector spaces φ :
W , W ′ are said to be T -isomorphic whenever there exists a T -module isomorphism from W to W ′ . A T -module W is said to be irreducible whenever W = 0 and W contains no T -modules other than 0 and W .
Because T is closed under the conjugate-transpose map, T is semisimple. It follows that for any T -module W and any T -module U ⊆ W there exists a unique T -module U ′ ⊆ W such that
Moreover, W is an orthogonal direct sum of irreducible T -modules. Now let W denote an irreducible T -module. Observe that
where the sum is taken over all the indices i (0 ≤ i ≤ D) such that E * i W = 0. We set d := |{i | E * i W = 0}|−1, and observe that the dimension of W is at least d + 1. We refer to d as the diameter of W . W is said to be thin whenever dim(E * i W ) ≤ 1 (0 ≤ i ≤ D). Note that W is thin if and only if the diameter of W equals dim(W ) − 1.
Similarly,
where the sum is taken over all the indices i (0 ≤ i ≤ D) such that E i W = 0. We set d * := |{i | E i W = 0}|−1, and observe that the dimension of W is at least d * + 1. We refer to d * as the dual diameter of W . W is said to be dual thin whenever dim(E i W ) ≤ 1 (0 ≤ i ≤ D). Note that W is dual thin if and only if the dual diameter of W equals dim(W ) − 1.
We wish to emphasize the following point, which follows immediately from the above discussion.
3.1 Lemma. Let Y = (X, {R i } 0≤i≤D ) denote a scheme. Fix any x ∈ X, and write T = T (x). Let W denote an irreducible T -module that is both thin and dual thin. Then the diameter and dual diameter of W are equal.
The P-Polynomial Property
Let Y = (X, {R i } 0≤i≤D ) denote a scheme. We say that Y is P-polynomial (with respect to the ordering R 0 , ..., R D of the associate classes) whenever for all integers h, i, j (0 ≤ h, i, j ≤ D), p h ij = 0 if one of h, i, j is greater than the sum of the other two, 
For the rest of this section, assume Y is P-polynomial. We abbreviate c i : 
Of particular interest are the matrix A := A 1 and the scalars
It is shown in [2, p.190 ] that
and also that
, where v i is a polynomial with real coefficients and degree exactly i.
In particular, A multiplicatively generates M , the Bose-Mesner algebra. By (2), it follows that
We now recall the raising, lowering, and flat matrices of Y . Fix any x ∈ X, and write
Note that R, F , and L have real entries by (1), (4) . Also, observe that F is symmetric and R = L t . By (8) and (11) ,
Using (15) and recalling E * −1 = 0, E * D+1 = 0, we find
. (17) 5 The T -Modules of P-Polynomial Schemes
In this section, we describe the irreducible T -modules of P-polynomial schemes. Let Y = (X, {R i } 0≤i≤D ) denote a scheme which is P-polynomial with respect to the ordering R 0 , ..., R D of the associate classes. Fix any x ∈ X and write T = T (x). Let W denote an irreducible T -module. We define the endpoint r of W by
We observe that 0 ≤ r ≤ D − d, where d denotes the diameter of W .
In [24, Lemma 3.9] , it was shown that RE *
, and also that
By [5, Lemma 5.1], we have
where d * denotes the dual diameter of W .
Lemma.
[24, Lemma 3.9] Let Y = (X, {R i } 0≤i≤D ) denote a scheme which is P-polynomial with respect to the ordering R 0 , ..., R D of the associate classes. Fix any x ∈ X, and write
(iii) W is dual thin.
The Q-Polynomial Property
Let Y = (X, {R i } 0≤i≤D ) denote a scheme. We say that Y is Q-polynomial (with respect to the given ordering E 0 , E 1 , . . . , E D of the primitive idempotents) whenever for all integers h, i, j (0 ≤ h, i, j ≤ D), the Krein parameters satisfy q h ij = 0 if one of h, i, j is greater than the sum of the other two, q h ij = 0 if one of h, i, j equals the sum of the other two.
For the rest of this section, assume Y is Q-polynomial with respect to the ordering E 0 , ..., E D . We abbreviate c * 
Fix any x ∈ X and write
Of particular interest are the matrix A * := A * 1 (x) and the scalars θ *
It is shown in [2, p.193 ] that
, where v * i is a polynomial with real coefficients and degree exactly i. In particular, A * generates the dual Bose-Mesner algebra M * = M * (x). By (6), it follows that
We now recall the dual raising, lowering, and flat matrices of Y . Define the matrices R * = R * (x),
Note that R * , F * , and L * have real entries by (6), and since the q i (j) are real. Also, observe that F * is symmetric and R * = L * t . Moreover,
Using (21) and recalling E −1 = 0, E D+1 = 0, we find
The T -Modules of Q-Polynomial Schemes
In this section, we describe the irreducible T -modules of Q-polynomial schemes. Let Y = (X, {R i } 0≤i≤D ) denote a scheme which is Q-polynomial with respect to the ordering E 0 , ..., E D of the primitive idempotents. Fix any x ∈ X and write T = T (x). Let W denote an irreducible T -module. We define the dual endpoint t of W by
By [5, Lemma 7.1], we have
where d denotes the diameter of W .
denote a scheme which is Q-polynomial with respect to the ordering E 0 , ..., E D of the primitive idempotents. Fix any x ∈ X, and write
(iii) W is thin.
The T -Modules of P-and Q-Polynomial Schemes
Let Y = (X, {R i } 0≤i≤D ) denote a scheme which is P-polynomial with respect to the ordering R 0 , ..., R D of the associate classes, and Q-polynomial with respect to the ordering E 0 , ..., E D of the primitive idempotents. Fix any x ∈ X and write T = T (x). Let W denote a thin irreducible T -module. Observe W is dual thin by Lemma 5.1, and the diameter and dual diameter of W coincide by Lemma 3.1. We now present two bases for W , one of which diagonalizes A and the other diagonalizes A * . We then consider the action of T on these bases.
denote a scheme which is P-polynomial with respect to the ordering R 0 , ..., R D of the associate classes, and Q-polynomial with respect to the ordering E 0 , ..., E D of the primitive idempotents. Fix any x ∈ X, and write
. Let W denote a thin irreducible T -module with endpoint r, dual endpoint t, and diameter d.
Proof. (i). Recall W is dual thin by Lemma 5.1 so v spans E t W . Fix any i (r ≤ i ≤ r + d), and observe E * i W = 0 by (18) . Also E * i v spans E * i W , since by Lemma 7.1 and the construction,
We have now shown that E * i v is a basis for E * i W . Applying (10), (18), we find E * r v, ..., E * r+d v is a basis for W .
(ii). Similar to the proof of (i). 2 8.2 Definition. Let Y = (X, {R i } 0≤i≤D ) denote a scheme which is P-polynomial with respect to the ordering R 0 , ..., R D of the associate classes, and Q-polynomial with respect to the ordering E 0 , ..., E D of the primitive idempotents. Fix any x ∈ X, and write
where v is any nonzero vector in E t W . Since E t W has dimension 1, we see 
where v is any nonzero vector in E * r W . Since E * r W has dimension 1, we see c * 
. Let W denote a thin irreducible T -module with endpoint r, dual endpoint t, and diameter d. (ii). Immediate from (19) .
(iii). Similar to the proof of (i).
(iv). Similar to the proof of (ii). 2 8.5 Corollary. Let Y = (X, {R i } 0≤i≤D ) denote a scheme which is P-polynomial with respect to the ordering R 0 , ..., R D of the associate classes, and Q-polynomial with respect to the ordering E 0 , ..., E D of the primitive idempotents. Fix any x ∈ X, and write T = T (x). Let W denote a thin irreducible T -module with endpoint r, dual endpoint t, and diameter d.
(i) The eigenvalues of B(W ) are θ t , θ t+1 , ..., θ t+d .
(ii) The eigenvalues of B * (W ) are θ * r , θ * r+1 , ..., θ * r+d .
8.6
Corollary. Let Y = (X, {R i } 0≤i≤D ) denote a scheme which is P-polynomial with respect to the ordering R 0 , ..., R D of the associate classes, and Q-polynomial with respect to the ordering E 0 , ..., E D of the primitive idempotents. Fix any x ∈ X, and write
. Let W denote a thin irreducible T -module with endpoint r, dual endpoint t, and diameter d. Then (i), (ii) hold below.
Proof. 9 Almost-Bipartite P-and Q-Polynomial Schemes
Let Y = (X, {R i } 0≤i≤D ) denote a scheme which is P-polynomial with respect to the ordering R 0 , ..., R D of the associate classes. We say Y is almost-bipartite (with respect to the P-polynomial ordering) whenever a i = 0 for 0 ≤ i ≤ D − 1 and a D = 0.
For the remainder of this article, we shall be concerned with P-and Q-polynomial schemes for which the P-polynomial structure is almost-bipartite. We thus make the following definition.
9.1 Definition. Let Y = (X, {R i } 0≤i≤D ) denote a scheme with D ≥ 3 which is almost-bipartite Ppolynomial with respect to the ordering R 0 , ..., R D of the associate classes, and Q-polynomial with respect to the ordering E 0 , ..., E D of the primitive idempotents. Fix any x ∈ X, and write T = T (x) to denote the Terwilliger algebra of Y with respect to x. (Where the context allows, we will also suppress the reference to x for the individual matrices in T -e.g., E * 0 = E * 0 (x), R = R(x), etc.).
9.2 Lemma. Let Y be as in Definition 9.1. Then (i)-(iii) hold below.
Proof. (i)
(ii), (iii). Immediate using (i)
Each Irreducible T -Module is Thin and Dual Thin
Let Y be as in Definition 9.1, and let W denote an irreducible T -module. In this section, we show that W is both thin and dual thin.
10.1 Lemma. With reference to Definition 9.1, let W denote an irreducible T -module with dual endpoint t, and fix any nonzero v ∈ E t W . Then
Proof. Observe that Av = θ t v. Fix an integer i (0 ≤ i ≤ D). Now by (16) , (17), we have
Assertion (i) follows since F E * i = 0 for 0 ≤ i ≤ D − 1. Assertion (ii) similarly follows since E * D+1 = 0. 2 10.2 Lemma. With reference to Definition 9.1, let W denote an irreducible T -module with dual endpoint t, and fix any nonzero v ∈ E t W . Suppose v is an eigenvector for F * with eigenvalue α. Then (23), and F * v = αv by assumption, so R * v = (A * − αI)v in view of (22) . Since
Fix an integer i (0 ≤ i ≤ D). We may now argue that 
By Lemma 10.2,
where θ * −1 is indeterminate. By (33), (35), and (20), we find
By (34), (36), and (20), we find RE *
Combining the above information with Lemma 9.2(iii) and recalling that RE * D = 0, LE * 0 = 0, we see
We claim that
To see this, let W ′ denote the right side of (40 We conclude this section with a comment.
10.4 Theorem. With reference to Definition 9.1, let W denote an irreducible T -module with diameter d ≥ 1, endpoint r, and dual endpoint t. Then
Proof. Fix any nonzero v ∈ E t W . Setting i = r in the equation in Lemma 10.1(i), we find that
By Lemma 10.3 and (30), v is an eigenvector for F * , with eigenvalue a * 0 (W ). Setting i = r, α = a * 0 (W ) in the equation in Lemma 10.2(i), we find
Eliminating LE * r+1 v in (43) using (42), and since E * r v = 0, we obtain
and (41) follows. 2
Computation of c i (W ), a i (W ), b i (W )
Let Y be as in Definition 9.1, and let W denote an irreducible T -module with diameter d. In this section, we compute the parameters c i (W ), a i (W ), b i (W ) (0 ≤ i ≤ d). We begin with a i (W ).
11.1 Lemma. With reference to Definition 9.1, let W denote an irreducible T -module with diameter d. Then
Proof. (i). Immediate from (27) 
Proof. Fix any nonzero v ∈ E t W , and fix an integer i (0 ≤ i ≤ d). Using (26)- (28), Lemma 10.1, and Lemma 9.2(iii), we find
Since E * r+i v = 0 by Theorem 8.1(i), we have 
Proof. Fix any nonzero v ∈ E t W , and fix any integer i (0 ≤ i ≤ d). By (30), v is an eigenvector for F * with eigenvalue a * 0 (W ). Using (26)- (28), Lemma 9.2(iii), Lemma 10.2, and (41), we find 
Proof. Let t denote the dual endpoint of W . Pick any nonzero v ∈ E * r W , and observe that A * v = θ * r v. We may now argue that
The result now follows, since E t+i v = 0 by Theorem 8.1(ii). 2 12.2 Lemma. With reference to Definition 9.1, let W denote an irreducible T -module with endpoint r, dual endpoint t, and diameter d. Suppose d ≥ 1, and fix any integer i (0
where θ −1 , θ D+1 are indeterminates.
We may now argue that
(by (13)) The result now follows, since E t+i v = 0 by Theorem 8.1(ii). 2
12.3 Lemma. With reference to Definition 9.1, let W denote an irreducible T -module with endpoint r, dual endpoint t, and diameter d. Suppose d ≥ 2, and fix any integer
Proof. For notational convenience, set α := b 0 (W )c 1 (W ). Pick any nonzero v ∈ E * r W . We first claim that LRv = αv. To see this, observe by Theorem 8.1(i), there exists a nonzero z ∈ E t W such that v = E * r z. Applying Definition 8.2,
and the claim follows.
Observe r + 1 < D since d ≥ 2, so F v = 0, F Rv = 0 by Lemma 9.2(iii). By these remarks, the above claim, line (16) , and since Lv = 0,
By (56), and since R 2 v ∈ E * r+2 V by (17),
(by (13)).
The result now follows, since E t+i v = 0 by Theorem 8.1(ii). 2 12.4 Theorem. With reference to Definition 9.1, let W denote an irreducible T -module with endpoint r, dual endpoint t, and diameter d.
In particular, c * (i) For any nonzero v ∈ E t W ,
Proof. (i). By (26) , (28) , and since R = L t ,
Recall that b i−1 (W ) is real by Theorem 11.4, so the result follows.
(ii). Similar to the proof of (i). 2 13.2 Corollary. With reference to Definition 9.1, let W denote an irreducible T -module with diameter d. Then
Proof (ii). Similar to the proof of (i). 2 
The Isomorphism Classes of Irreducible T -Modules
With reference to Definition 9.1, in this section we prove that the isomorphism class of any given irreducible T -module is determined by its dual endpoint and diameter.
14.1 Theorem. With reference to Definition 9.1, let W , W ′ denote irreducible T -modules with endpoints r, r ′ , dual endpoints t, t ′ , and diameters d, d ′ , respectively. Then the following are equivalent.
(i) W and W ′ are isomorphic as T -modules.
( 
By Lemma 11.1 and Lemma 11.2, the sum of the entries in each row of B(W ) equals θ t , and the sum of the entries in each row of B(W ′ ) equals θ t ′ . Hence θ t = θ t ′ , so t = t ′ in view of (14) . 
We show φ is an isomorphism of T -modules. Since A * , E 0 , . . . , E D generate T , and since
Line (69) is immediate from the construction. To see (66), observe that c * 
The Parameters in Terms of q and s
With reference to Definition 9.1, we now explicitly compute the intersection matrices and dual intersection matrices of the irreducible T -modules. For convenience, we exclude a small class of examples.
Let D denote any integer at least 3. Let O D+1 denote the Odd graph with diameter D, and let 2 2D+1 denote the folded (2D + 1)-cube [4, pp. 259, 264] . It is well-known that O D+1 , 2 2D+1 are almost-bipartite P-and Q-polynomial schemes with diameter D. In [20] , it was shown that O D+1 is uniquely determined by its intersection numbers. By [4, p. 264 ], 2 2D+1 is uniquely determined by its intersection numbers. For more information on the structure of the irreducible T -modules for these schemes, see [26] .
15.1 Lemma. With reference to Definition 9.1, suppose Y is not one of O D+1 , 2 2D+1 . Then there exist scalars q, s, h, h * ∈ C, with q, h, h * nonzero, such that
Proof. By [4, pp. 237,240] , there exist scalars β, γ, γ * ∈ R such that
We show β = 2, β = −2. Since β = 2 and β = −2, there exists q ∈ C such that q ∈ {1, 0, −1}, and such that β = q + q −1 . Solving the recurrence in (72), we obtain
for some h, h ′ , h ′′ ∈ C. By (14) , h, h ′ are not both zero. Replacing q by q −1 if necessary, we may assume h = 0. Now there exists s ∈ C such that h ′ = sqh. Eliminating h ′ in (74) using this, we find
and (70) follows. Solving (73), we obtain 
Proof. Evaluate (14), (20) 
Proof. We apply (55) 
b 0 (W ) = hq −t (sq 2t+1 + 1),
where q, s, h are from Lemma 15.1.
Proof. Routine using Theorem 11. 
where q, s, h * are from Lemma 15.1.
Proof. Routine using Theorem 12. 
Multiplicities of the Irreducible T-Modules
With reference to Definition 9.1, in this section we compute the multiplicities with which the irreducible T -modules appear in the standard module V .
16.1 Definition. With reference to Definition 9.1, fix a decomposition of the standard module V into an orthogonal direct sum of irreducible T -modules. For any integers t, d (0 ≤ t, d ≤ D), we define mult(t, d) to be the number of irreducible modules in this decomposition which have dual endpoint t and diameter d. It is well-known that mult(t, d) is independent of the decomposition (cf. [10] 
