In a present note we give a new proof of Etingof-Kazhdan quantization theorem.
1. Introduction 1.1. Main result. A quantization of Lie bialgebras is a functorial way to associate with a conilpotent 1 Lie bialgebra g a certain conilpotent bialgebra Q(g), called a quantization of g, in a such way that a quantization induces an equivalence between the corresponding categories (an inverse functor is called dequantization). After the original construction by Etingof and Kazhdan [EK] many others proofs appeared latter (for example [Tam] ). In a preset paper we are going to give an another "motivic" construction of Lie bialgebras quantization.
1.2. Technique. There are three main ingredients in our construction of a quantization (resp. a dequantization) of Lie bialgebras (resp. bialgebras):
The first one is the equivalence between category of factorization algebras on Ran(A 1 ) in the sense of Beilinson and Drinfeld and conilpotent Lie bialgebras, which can be though as a geometric instance of Quillen duality: Λ : LieB c ∼ −→ F A un (Ran(A)), g −→ Λ(g) := {Λ(g)) I } I∈F in .
Here Λ(g) I is a unipotent D-module on A I . This equivalence is achieved by using a quiver description of a category of unipotent D-modules on A I following [Kho] . For example when |I| = 2 out of Lie bialgebra g we can define the following double quiver: A − : (g 1 ⊗ g 1 ⊕ g 1 ⊗ g 1 ) −Σ2 ←→ g 2 : A + , where −Σ 2 indicates skew invariants with respect to a symmetric group and operators are defined from a bracket and a cobracket:
The quasi-inverse functor to Λ is given by computing vanishing cycles of D-modules.
The second one is the equivalence between category of factorizable sheaves on Ran(A 1 ) (topological incarnations of factorization algebras) and conilpotent bialgebras, which can be though as a topological instance of Koszul duality: A perverse sheaf Ω(A) I on A I is defined using Cousin resolutions. Note that our construction is essentially parallel to the recent result of Kapranov and Schechtman 1 For a bialgebra A with a reduced comultiplication ∆ (resp. a Lie bialgebra g with a cobracket δ) a canonical filtration A k := {x ∈ A + | ∆ k (x) = 0} (resp. g k := {x ∈ g | δ(x) = 0} )is exhaustive.
[ KS2] , where instead of conilpotent bialgebras they have considered graded ones.
As it was explained in ibid Cousin resolution approach is essentially equivalent to an elementary quiver description of categories of perverse sheaves on Sym n (A 1 ) 2 for small values of n.
For an example when |I| = 2 using the classical quiver description of perverse sheaves on Sym 2 (A) [Bei] we have a perverse sheaf E 2 associated with a quiver:
where m is a multiplication in bialgebra A. Then we define Ω(A) I := p ! E 2 (A), where p : A I −→ Sym |I| (A) is a natural projection.
Inverse functor to Ω is defined by computing cohomology of perverse sheaves with support in real dimensional strata i.e. hyperbolic stalks in the sense of [KS1] .
The third one is given by the Riemann-Hilbert correspondence which relates factorization algebras to factorizable sheaves:
Then we define a quantization functor Q and a dequantization functor DQ :
In the first section, we recall some basic facts about conilpotent Lie bialgebras and collect all necessary information about unipotent D-modules which we will need.
In the second section, we recall some basic facts about conilpotent bialgebras and collect all necessary facts about perverse sheaves on symmetric powers that we need. In our exposition about perverse sheaves, we will mostly follow the work [KS2] . We omit proofs and refer to ibid for details.
In the third subsection, we define a quantization and a dequantization functors and give some insights about how one can see associators in our setting.
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Special thanks are due to Sasha Beilinson for his interest which has encouraged the author to write this note and Sergei Merkulov for his constant help and support during the preparation of this note. This work was supported by the FNR project number PRIDE15/10949314/GSM and partially supported by the Simons Foundation 1.5. Notation. Category of all finite sets and surjective maps between them will be denoted by F in. By V ect we denote category of C-vector spaces with the corresponding subcategory of finite-dimensional vector spaces V ect f . Let I ∈ F in be a finite set and {V } i∈I be a collection of vector spaces indexed by I with the corresponding tensor product ⊗ I V i . For a permutation π ∈ Σ |I| we denote by σ π a standard twisting operator σ π :
Quillen duality
2.1. Lie bialgebras. Recall that a Lie bialgebra is a vector space g with skew symmetric operations [−, −] : g ⊗ g −→ g (bracket) and δ : g −→ g ⊗ g (cobracket) which satisfies Jacobi and coJacobi identity. Moreover a bracket and a cobracket are compatible in the following way: δ is a 1-cocycle of g with values in g ⊗ g [Dri] . We say that a Lie bialgebra g is conilpotent if a canonical filtration g k := {x ∈ g | δ k (x) = 0} is exhaustive and for every k a component g k is finite dimensional. An important property of this filtration is that a bracket and a cobracket respect this filtration:
For an element x ∈ g we will use notation δ(x) ij for a component of δ(x), which lies in the a g i ⊗ g j . The category of conilpotent Lie bialgebras will be denoted by LieB c .
D-modules. For every finite set I ∈ F in we consider the corresponding complex affine space
The unique minimal closed stratum of S ∅ will be denoted by ∆ and the unique maximal open stratum will be denoted by U I . We say that a stratum S is adjusted to a stratum S ′ if S ⊂ S ′ . Strata of dimension k can be identified with a set of equivalence classes of surjections [π], where we say that two surjections π : I ։ [k] and π ′ : I ։ [k] are equivalent if π ′ = π • τ, where τ is a bijection. Set of equivalence classes of surjections will be denoted by Q(I) and has a structure of a poset where we say that [π] : I ։ T is less or equal to [π ′ ] : I ։ T ′ if T is a quotient of T ′ . Set of equivalence classes of surjections of a cardinality k will be denoted by Q (I, k) . For an equivalence class [π] the corresponding stratum will be denoted by S [π] . We will freely switch between these two notations. For [π] : I ։ T ∈ Q(I) and i = j we associate another surjection [π ij ] : I ։ T ij , where T ij = T − {ij} ⊔ * , by the following rule let γ ij : T ։ T ij be a map sending i and j to * and every k not equal to i or j to k, then we define [π ij ] = γ ij • [π]. In this way we get all codimension one adjunctions.
By M dR un (A I , S ∅ ), we denote a category of D-modules on A I which are generated by delta functions with a support on diagonals. This is a subcategory of the category of holonomic D-modules smooth along stratification S ∅ . Objects of the category M dR un (A I , S ∅ ) are called unipotent D-modules. For every finite set I with an affine space A I we can associate a quiver Γ I whose vertices correspond to elements of S ∅ and arrows correspond to an adjusted strata of codimension one:
We will use a notation [α 1 ] • · · ·• [α n ] for a minimal path in a quiver which passes through vertices [α i ], such that it starts at [α 1 ] and ends at [α n ].
Following [Kho] 
Then we define an exact functor from a category unipotent D-modules to a category finite dimensional vector spaces by the rule:
Under the equivalence from ibid we have the identical isomorphism between a functor ω dR and a forgetful functor from Rep un (Γ I ) to vector spaces. Thus a quiver description of category M dR un (A I , S ∅ ) can be considered as an instance of Tannakian duality. Note that by a construction ω dR carries a natural C × -action i.e. grading. We will denote the first grading component by Φ, which corresponds to the vector space associated with the smallest diagonal in the quiver description. It is easy to see that this construction extends to an exact functor:
For every surjection π : J ։ I of finite sets we have the corresponding diagonal embedding ∆ (π) : A I ֒→ A J , which induces a pair of adjoint functors for D-modules:
where a pushforward functor is exact and a !-pullback functor is left exact. Let us recall following [KV] a definition of a quiver pushforward functor ∆ For all other strata we define ∆ (π) * M to be zero. For a pair of non zero vector spaces we take corresponding operators from M and for all others we set operators to be zero. It is easy to see that ∆ (π) * M ∈ Rep un (Γ J ) and the under equivalence between quiver representations and D-modules quiver pushforward corresponds to D-modules pushforward. Now we will define a quiver !-pullback functor: Definition 2.2.2. For every π : J ։ I we define quiver ∆ (π)! M by the following rule. It π is a bijection we set (∆ (π)! M ) [α] := M [απ] with induced operators. In the case when π is not a bijection we set:
where intersection is taken over all admissible paths τ :
Proposition 2.2.3. The construction above defines functor ∆ (π)! which is the right adjoint to a quiver pushforward ∆ (π) * : Rep un (Γ I ) ←→ Rep un (Γ J ) : ∆ (π)! , and thus under the equivalence between double quiver representations and unipotent D-modules a quiver !-pullback functor corresponds to a !-pullback functor for D-modules.
Proof. First we will show that operators in a quiver representation M induce will defined operators in ∆ (π)! M. In the case when π is a bijection there is nothing to prove. Let us consider a case when π is not a bijection:
Without loss of a generality we can consider a case when |J| ≥ 3 (in the case when |J| < 3 there is nothing to prove). Let [π] → [π ′ ] be an adjusted pair of strata
, because we have the condition one from [Kho] . More precisely let τ =
be an arbitrary admissible path to the stratum [π] then we have an admissible path τ 1 (resp. τ 2 ) to the stratum [π ′ ] which passes through [α 1 ] and equal to τ everywhere except vertex [β] (resp. [δ]) (these strata have the same dimension as [α 1 ]). We have a picture like this:
Then by the first condition from ibid we have:
, because we have the last condition from ibid. More precisely let τ = [γ] • · · · • [α 1 ][π ′ ] be an arbitrary admissible path to the stratum [π ′ ]. Then we have an adjusted strata [π 1 ] → [π]. We have a picture like this:
✲ Now due to the last condition from ibid we have the following: 
. All conditions from ibid for A + operators and A − operators are satisfied because they descend from a double quiver representation M. Moreover it is easy to see that ∆ (π)! extends to a functor which is the right adjoint to a quiver direct image functor ∆ (π) * by the construction. Thus by the uniqueness of the right adjoint functor we obtain that under the equivalence with D-modules a !-quiver pullback ∆ (π)! corresponds to a !-pullback functor for D-modules.
With every surjection π :
inherits a diagonal stratification from A J : strata of U (π) are given by equivalences classes of surjections [γ] : J ։ T which are greater or equal to [π] : J → I. We have an exact * -pullback functor along map j (π) for D-module:
is a stratified subspace of A J methods of [Kho] can be used to study category of unipotent D-modules on it. Let us recall following [KV] a definition of a quiver * -pullback functor j (π) * :
Let π : J ։ I be a surjection. For unipotent D-modules we have a standard operation of the exterior tensor product, which is a functor
Following [KS3] we define a quiver exterior tensor product:
where γ i : J i ։ T i , and T i = β −1 (i). Otherwise we define (⊠ I M i ) [γ] to be zero. Operators in a quiver representation are defined by the following rule: if [γ] and [γ ′ ] is a pair of adjusted strata which satisfy a property above we define A + operators and A − operators as a tensor product of appropriate operators acting between vector spaces assigned to a strata [γ i ] and [γ ′ i ], otherwise operators are defined to be zero. It is easy to see that ⊠ I M i is an element of Rep un (Γ J ) and moreover ⊠ I extends to a functor and under the equivalence between quiver representations and D-modules corresponds to D-module exterior tensor product.
2.3. Factorization algebra Λ(g). In this subsection out of conilpotent Lie bialgebra we built a certain factorization algebra. Proof. We will use quiver description of a category M dR un (A I , S ∅ ) from [Kho] : Let [π] ∈ Q(I, k) be a k-dimensional strata, then with an element of the equivalence class π : I ։ [k] ∈ [π] we can associate a vector space g π = g i1 ⊗ · · · ⊗ g i k , where i j = |π −1 (j)|. Hence for a stratum [π] we define the corresponding vector space by the rule
For an adjusted pair of strata [π] ։ [π pq ] we choose a representative I ։ [k] ∈ [π], such that p will be the first coordinate and q will be the second one. Then we can define a map A − πpq,π : g π −→ g πpq by the rule ([−, −] ⊗ id ⊗ · · · ⊗ id). Thus we define a map g π −→ g [πpq] as:
And finally we define a map A − [πpq,T ] : g [π] −→ g [πpq] by the rule:
Analogically we define a map A + [π],[πpq] : g [πpq] −→ g [π] but instead of a bracket we use a cobracket. Thus we set A + π,πpq := δ i1,i2 ⊗ id ⊗ · · · ⊗ id and then:
and thus:
We need to check conditions from ibid:
The first two identities follow from Jacobi and coJacobi identities for a Lie bialgebra g. Let us consider a case of a map A − [πij ,π] . Choice a representative π : I ։ [k] such that i, j, k ∈ [k] will be a first three coordinates. Then A − [π jk ],π acts on π component as A −
[πij ],π • τ (ijk) and A − [π ki ],π acts on π component as A −
[πij ],π • τ (ijk) 2 . Hence from Jacobi identity we obtain that:
[π] = 0. Case of +-map can be treated analogically and follows from coJacobi identity for a Lie cobracket.
The third condition from ibid follows from 1-cocycle property for a Lie bialgebra. Choice a representative π : I ։ [k] such that i, j, k ∈ [k] will be first three coordinates. Then A + π jk ,π ijk • A − π ijk ,πij acts between π ij and π jk component as τ (ij) • A + πij ,π ijk • A − π ijk ,πij and A − π,π jk • A + π,πij acts as A − π,πij • τ (ijk) • A + π,πij . Thus by 1-cocycle property of a Lie bialgebra we obtain that:
[πij] = 0. In remains to show that monodromy operators are nilpotent ibid. This obviously follows from a Lie property of a canonical filtration. Proof. We will use a description of quiver !-pullback from Proposition 2.2.3. Let us first consider a case when π : I ∼ −→ I is a bijection. For every stratum [γ] : I ։ T we have a new stratum [γ π ]. Then we define an operator:
for a representative γ ∈ [γ] by taking a signed twist morphism τ π associated with a permutation π :
Due to skew symmetry of a bracket and a cobracket isomorphisms ρ extend to an isomorphism of quivers Λ(g) I ∼ −→ ∆ (π)! Λ(g) I . It is easy to see that defined isomorphisms are compatible with compositions of bijections, i.e. D-module Λ(g) I is equivariant. Now we need to consider a case of a non bijective surjection π : J ։ I. For a given stratum [α] in A I and any stratum [γ] of dimension |J| − dim[α] in A J choose a representatives α and γ. Denote by τ a sequence of elementary surjections from γ to α π . Denote by A + τ a component of an operator A + [τ ] which acts between g απ and g γ . Operator A + τ acts as a composition of appropriate components of δ and signed twisting maps. We have a canonical colimit map can : g α −→ g [α] . Then it is easy to see that we have an isomorphism can :
Since we have proved that D-module Λ(g) J is Σ |J| -equivariant it is enough to consider equivalence classes of admissible pathes with respect to a natural symmetric group action on A J . Thus by a skew symmetry of a cobracket and remarks above for a stratum [α] in A I we obtain:
It is easy to see that constructed isomorphisms extends to an isomorphism of quivers which are compatible with compositions of surjections. [BD] it is natural to call Λ(g) := {Λ(g) I , θ(π)} F in • an unipotent left D-module on Ran prestack of A 1 . These objects with obvious morphisms form a category which will be denoted by M dR un (Ran(A 1 )). Proposition 2.3.4. Unipotent D-module Λ(g) on Ran(A) has the following additional structure:
Remark 2.3.3. Following Beilinson and Drinfeld
• For every surjection π : J ։ I, we have a natural isomorphism:
• Compatibilities between c ′ s and compositions of surjections of finite sets.
• Compatibilities between maps c and θ.
Proof. Let π : J ։ I be a surjection and let [γ] : J ։ T be a stratum in A J , then if π can be factored as π = β • γ, where β : T ։ I we have
where γ i : J i ։ T i , and T i = β −1 (i). On another hand we have:
Note that a diagram which underlies (⊠ I Λ(g) Ji ) [γ] is naturally a subdiagram of a diagram which underlies (Λ(g) J ) [γ] thus we obtain a canonical map:
which is an isomorphism obviously. According to the definition of a quiver pullback j (π) it is easy to see that canonical maps define an isomorphism of quivers:
which satisfies all properties listed above.
Remark 2.3.5. Following Beilinson and Drinfeld [BD] we say that an object N in M dR un (Ran(A), S ∅ ) is an unipotent factorization algebra on A 1 if conditions above are satisfied. Factorization algebras naturally organize into a category denoted by F A un (Ran(A 1 ) ). It is obvious that the construction defined above is functorial i.e. we have a functor: (Ran(A) ), Λ : g −→ Λ(g).
Vanishing cycles.
In this subsection we will prove that functor Λ induces equivalence between conilpotent Lie bialgebras and unipotent factorization algebras on A :
Proposition 2.4.1. We have the following functor:
(1)
Such that Φ Ran is a quasi inverse a functor to Λ.
Proof. Let K ∈ F A un (Ran(A) ) then for every I ∈ F in we define a vector space Φ Ran (K) |I| := Φ(K I ) Σ |I| . Note that for every π : J ։ I we have an inclusion ∆ (π) * K I ֒→ K J , which comes as an adjoint map to an isomorphism from Proposition 2.3.2. These maps descends to an injection: Φ Ran (K) |I| ֒→ Φ Ran (K) |J| . Thus we have:
Φ Ran (K) 1 ⊂ · · · ⊂ Φ Ran (K) n ⊂ · · · ⊂ Φ Ran (K).
Note that A + operators together with factorization isomorphisms from Proposition 2.3.4 define the following map:
From the quiver description of a category of unipotent D-modules, we obtain that δ satisfies coJacobi identity. Also from the Koszul sign rule for the exterior tensor product ⊠ of D-modules we obtain that δ is skew-symmetric.
Analogically using A − operators and factorization isomorphisms we define the following map:
Which is skew-symmetric and satisfies Jacobi identity. Operators δ and [−, −] are compatible in the sense of Drinfeld (δ is 1-cocycle for the bracket [−, −]) because of the last condition of quiver description of category of unipotent D-modules.
Thus we have defined a structure of conilpotent Lie bialgebra on Φ Ran (K). It is obvious that Φ Ran is a quasi-inverse functor to Λ.
Remark 2.4.2. Analogically to Remark (2.2.1) we can define functor ω dR on a category of D-modules on a Ran prestack:
Denote by AlgCB c is a category of conilpotent coPoisson bialgebras. We have a primitive elements functor P rim : AlgCB c −→ LieB c , defined by taking the underlying Lie algebra i.e. P rim(A) := {x ∈ A + | ∆(x) = 0}. One can show that a functor (2) makes the following diagram into the commutative:
Note that a primitive elements functor P rim defines an equivalences of categories. This is corollary from the Milnor-Moore equivalence [Dri] .
Koszul duality
3.1. Hopf algebras. For a bialgebra A we denote by ∆ : A −→ A ⊗ A the corresponding comultiplication with the corresponding reduced comultiplication ∆(x) = ∆(x)−x⊗1−1⊗x and by m : A⊗A −→ A we denote the corresponding multiplication and ε : A −→ k the counit. By A + := Ker(ε) we denote an augmentation ideal. An operator ∆ defines a coalgebra structure on A + . Let A be a conilpotent bialgebra, that is a bialgebra such that a canonical filtration
is exhaustive and dim A k < ∞. Note that m and ∆ respect a canonical filtration i.e. m(A i , A j ) ⊂ A i+j and ∆(A k ) ⊂ ⊕ i+j=k A i ⊗A j and by ∆ ij we denote a component which lies in A i ⊗ A j . Conilpotent bialgebras form a category AlgB c in the obvious way which is equivalent to the category of conilpotent Hopf algebras AlgH c . Further we will not distinguish between conilpotent bialgebras and conilpotent Hopf algebras.
Perverse sheaves.
With every I ∈ F in we associate complex affine space A I (in analytic topology) equipped with a diagonal stratification S ∅ . Let M B un (A I , S ∅ ) be a category of unipotent perverse sheaves on A I smooth with respect to a diagonal stratification.
For every I we will also consider A I R with a real diagonal stratification denoted by S ∅,R . Real strata of dimension |T | correspond to a surjections ρ : I ։ T. We denote by i : A I R −→ A I embedding of A I R as x-axes. A category of constructible sheaves smooth with respect to S ∅,R will be denoted by Const(A I R , S ∅,R ). In [KS1] it was proved that a functor i ! :
is an exact functor. Moreover using this functor explicit description of a category M B un (A I , S ∅ ) was given in ibid. A category of perverse sheaves was identified with a category of double representations with relations of a certain quiver Γ I,R (which is defined as a quiver Γ I mutatis mutandis with respect to a real diagonal stratification of A I R .). Remark 3.2.1. Denote by ∆ R the unique closed minimal stratum of S ∅,R . For every I we define the following functor:
The equivalence from ibid can be though as an instance of Tannakian duality with respect to a functor ω B .
By Sym |I| (A) we denote a geometric quotient of A I for the natural symmetric group action. Geometric quotient Sym |I| (A) can be naturally identified with a space Div |I| (A) of effective Cartier divisors on A of degree |I|. The diagonal stratification on A I induces a stratification on Sym |I| (A), which by the abuse of notation will be denoted by the same symbol S ∅ . From point of view of Cartier divisors elements in S ∅ can be identified with partitions. By M B (Sym |I| (A), S ∅ ) we denote a category of perverse sheaves on Sym |I| (A) smooth with respect to a diagonal stratification.
We also consider a space Sym n (A R ) := A n R /Σ n . This space also has a real diagonal stratification denoted by S ∅,R . Elements of this stratification can be identified with ordered partitions. Following [KS2] a poset of ordered partitions, equipped with a partial order of reverse inclusion of subsets will be denoted by 2 n−1 . The corresponding category of combinatorial (constructible) sheaves on Sym n (A R ) will be denoted by Const(Sym n (A R ), S ∅,R ). By Rep(2 n−1 ) we will denote a category of functors from 2 n−1 to the category V ect f . Note [KS1] that a category Const(Sym n (A R )) is equivalent to a category Rep(2 n−1 ).
For every ordered partition (n 1 , . . . , n k ) of n we have the corresponding embedding of strata: ∆ (n1,...,n k ) : Sym k (A R ) → Sym n (A R ) and the corresponding pair of adjoint functors:
between constructible sheaves. We have the corresponding functors between combinatorial data:
(4) ∆ (n1,...,n k ) *
: Rep(2 k−1 ) ←→ Rep(2 n−1 ) : ∆ (n1,...,n k )! Note that we have the following commutative square:
(5)
Where p I and p R,I are projection maps and i σ is the induced map between quotient. Note that map p I is finite flat and surjective.
Let π : J ։ I be a surjection with a corresponding ordered partition |π| := (|π −1 (i)|) I . Then we have the following commutative square:
It is easy to see that this square is fibered.
3.3. Factorizable sheaf Ω(A). In this subsection out of a conilpotent bialgebra we built a certain factorizable sheaf.
Proposition 3.3.1. With every conilpotent bialgebra A and for every n we associate perverse sheaf E(A) n on Sym n (A.)
Proof. We essentially follow a construction from [KS2] which goes mutatis mutandis in a conilpotent case. This construction consists of the following steps:
We have a natural map Sym n (A) −→ Sym n (A R ), which sends a complex tuple to its imaginary part I : Sym n (A) −→ Sym n (A R ). Following ibid we will call a preimage of a real diagonal stratification an imaginary stratification. We denote by S J α := I −1 (K α ), and j α : S J α ֒→ Sym n (A). Then for every n and α ∈ 2 n−1 we have a sheaf E α (A) on S I α . Stalk of this sheaf at the point x = Σλ i x i is identified with A λ1 ⊗ · · · ⊗ A λ k and generalization maps are given by the appropriate component of ∆. We omit proof and refer reader to ibid. We call E α (A) := Rj α * E α (A) the αth Cousin sheaf of A.
For α, β ∈ 2 n−1 we define the morphism of sheaves on S I β :
, using multiplication in a bialgebra A, we again refer to ibid for details. By an adjunction this map gives a morphism of sheaves on Sym n (A) :
Thus have the following complex of sheaves:
where l(α) is a length of an ordered partition.
The last step is to show that E q n (A) is a perverse sheaf on Sym n (A), constructible with respect to a diagonal stratification S diag . This is Proposition 4.2.16 from ibid.
For every I we put Ω(A) I := p ! I E(A) |I| . Since p is a finite flat and surjective map a sheaf Ω(A) I will be perverse. Note that because p ! is a submersion we have p ! ∼ = p * . Proof. By the definition of a quiver !-pullback (4) and the definition of a conilpotent filtration for every surjection π : J ։ I we have an isomorphism:
this map lifts to an isomorphism:
compatible with compositions of surjections. This follows from the standard diagram chasing: (6)).
For every π : J ։ I we also have the following morphism:
This morphism follows from the fact that a multiplication respects the filtration on A. More precisely a functor i * σ sends perverse sheaf E(A) to a complex of sheaves (in a t-structure dual to the standard one). The later complex is equivalent to a datum of cosheaf on Sym n (A R ) associated with an algebra underlying A (See [KS2] ). Then map (10) lifts to a morphism:
Once again this follows from the standard diagram chasing: (6)). Hence from the quiver description of a category M B (A I , S ∅ ) from [KS1] isomorphism (7) extends to an isomorphism of perverse sheaves.
Note that for every I ∈ F in sheaf Ω(A) I belongs to the subcategory of unipotent perverse sheaves. (Ran(A 1 ) ). Proposition 3.3.4. Unipotent perverse sheaf Ω(A) over Ran(A) has the following additional structure:
• For every surjection π : J ։ I, bialgebra structure induces an isomorphism:
• Compatibilities between v's and compositions of surjections.
• Compatibilities between maps φ and v.
Proof. For every n and an ordered partition (n 1 , . . . , n k ) of n we have an addition map: a (n1,...,n k ) : Sym n1 (A) × · · · × Sym n k (A) −→ Sym n (A).
Denote by Sym (n1,...,n k ) (A) disj ֒→ Sym n1 (A) × · · · × Sym n k (A) a subspace which consists k-tuples of divisors with a disjoint support. Then following [KS2] one can show that we have natural isomorphisms:
v (n1,...,n k ) : j (n1,...,n k ) * a * (n1,...,n k ) E(A) n ∼ −→ j (n1,...,n k ) * E(A) n1 ⊠ · · · ⊠ E(A) n1
which is associative in a natural case.
Quantization and complements
4.1. Quantization. Recall that we have a de Rham functor which induces Riemann-Hilbert equivalence RH : M dR un (A I , S ∅ ) ∼ −→ M B un (A I , S ∅ ). Important property of this equivalence that RH commutes with a six functor formalism and therefore induces an equivalence between unipotent D-modules and unipotent perverse sheaves on Ran(A 1 ) and also an equivalence between categories of unipotent factorization algebras and unipotent factorizable sheaves. Now we are ready to give a construction of Lie bialgebras (resp. Hopf algebras) quantization (resp. dequantization):
Definition 4.1.1. We define a quantization functor Q over C as a functor which makes the following diagram into commutative:
Remark 4.1.2 (Associators). Recall that all proofs of Etingof-Kazhdan quantization (for example [EK] [Tam] ) require a choice of associator. Here we will briefly sketch how associators appear in our construction. To define a connection with Drinfeld associators let us note that categories M B un (Ran(A 1 )) and M dR un (Ran(A 1 )) can be equipped with certain natural tensor structures. These tensor structures come from fusion tensor structure on category of perverse sheaves (resp. D-modules) on A I . The definition of the fusion tensor product in the case of perverse sheaves is the following:
Denote by ∆ a flat in a product stratification of A I R × A I R which corresponds to a A I R and (17) k : ∆ C = ∆ + i∆ ֒→ (A I R × A I R ) + i∆, j ∆ : (A I R × A I R ) + i∆ ֒→ A I × A I . Then for two perverse sheaves K 1 and K 2 on A I the corresponding exterior tensor product K 1 ⊠ K 2 is naturally a perverse sheaf on A I × A I smooth with respect to a product stratification. We define new perverse sheaf K 1 ⊗ * ! K 2 by the rule:
(18) K 1 ⊗ * ! K 2 := k * j ! ∆ K 1 ⊠ K 2 [|I|], This operation naturally extends to the symmetric unital product on M B un (A I , S ∅ ). Categories M B un (Ran(A 1 )) and M dR un (Ran(A 1 )) are equipped with "fiber" functors ω B Ran and ω dR Ran to vector spaces. Composing the functor ω B Ran with the Riemann-Hilbert functor we obtain two "fiber" functors from category of D-modules on Ran(A). Then we have the following: Conjecture 1. Denote by Isom ⊗ (ω dR Ran , ω B Ran RH) scheme of tensor isomorphisms between "fiber" functors, then we have an isomorphism of schemes:
Isom ⊗ (ω dR Ran , ω B Ran RH) ∼ = Ass(C) Note that equivalences Λ and Ω can be easily defined over Q. It seems that together with methods from [Dre] this allows us to extend the above conjecture to the case of rational associators.
