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ABSTRACT
This thesis deals with the formulation of a computation­
ally efficient adaptive grid system for two-dimensional 
elliptic flow and heat transfer problems. The formulation 
is in a curvilinear coordinate system so that flows in 
irregular geometries can be easily handled. An equal order 
pressure-velocity scheme is formulated in this thesis to 
solve the flow equations. An adaptive grid solution proce­
dure is developed in which the grid is automatically refined 
in regions of high errors and consecutive calculations are 
performed between the coarse grid and adapted grid regions 
in the same spirit as that of a Multi-Grid method.
In orthogonal coordinate systems, checkerboard pressure 
and velocity fields are avoided by using staggered grids. 
In curvilinear coordinates however, the geometric complica­
tions associated with staggered grids are overwhelming and 
therefore a non-staggered grid arrangement is desirable. To 
this end, an equal order pressure-velocity interpolation 
scheme is developed in this thesis. This scheme is termed as 
the SIMPLEM algorithm and is shown to have good convergence 
characteristics, and to suppress checkerboard pressure and 
velocity fields.
The adaptive grid technique developed flags the important 
regions in the calculation domain from an initial coarse 
grid calculation. Then, adaptation is performed by generat­
ing a nonuniform mesh in the flagged region using Poisson's
xv
equations in which the nonhoraogeneous terms are chosen so 
that a denser clustering of grid points is obtained where 
needed most in the flagged region. Coarse grid calculations 
in the whole domain, and fine grid calculations in the 
flagged region are consecutively performed until convei—  
gence, with correction terms from the fine grid solution 
added to the coarse grid equations in the flagged region in 
every cycle of calculation. Thus, the solution in the non­
refined regions improves due to the influence of the correc­
tion terms added to the coarse grid equations.
The effectiveness of the method is demonstrated by solv­
ing a variety of test problems and comparing the results 
with those obtained on a uniform or fixed grid. The adaptive 
grid solutions are shown to be more accurate than the fixed 
uniform grid solutions for the same level of computational 
effort.
xvi
CHAPTER 1 
INTRODUCTION
1.1 MOTIVATION
Flow, heat, and mass transfer in domains of irregular 
geometry arise in many practical applications, and methods 
for predicting the flow, temperature, and concentration 
fields have received increasing attention during the last 
two decades. In a numerical method, the continuous informa­
tion contained within the governing partial differential 
equations is transformed into discrete information at speci­
fied grid points. Therefore, it is necessary to choose these 
grid points in such a way that the error in the computa­
tional solution is minimized. The grid points should be 
optimally distributed with the more "important" regions in 
the domain having a denser clustering of grid points. 
"Important" regions, in a uniformly discretized computa­
tional domain, are typically characterized by higher levels 
of an estimated error norm, and since this error norm (say 
the gradient of the dependent variable) is generally propoi—  
tional to the local mesh size, refinement in the "important" 
regions leads to a reduction in the error.
Important physical regions occur in many problems. Shear 
layers and shock waves are good examples. Therefore, as men­
tioned earlier, to resolve the higher errors in the impoi—  
tant regions, more grid points are needed in these regions 
compared to the locations where the errors are smaller. How­
1
2ever prior to the solution, these regions of high errors or 
gradients are not known and therefore an optimal grid system 
is one which has the ability to identify the important 
regions and to readjust itself in order to increase the num­
ber of grid points in such regions. A grid system having 
this feature is known as an "Adaptive Grid System"[1].
To avoid checkerboard pressure and velocity fields, a 
staggered grid is normally used, in which the pressure is 
stored at the main grid points and velocities are stored at 
staggered x and y locations along the control volume faces. 
In an adaptive grid system, such a practice becomes computa­
tionally cumbersome and it is desirable to use a scheme in 
which the pressure and velocities are stored at the same 
grid point. Such a scheme is termed an "equal order" scheme.
The objective of this dissertation is to develop a suit­
able equal order adaptive grid procedure for elliptic flows 
in curvilinear coordinate systems.
1.2 CONVENTIONAL GRID GENERATION
The numerical solution of any partial differential equa­
tion, requires the discretisation of the computational 
domain and therefore, grid generation is the first step in 
the solution process. In a non-adaptive grid method, the 
solution is obtained on a fixed grid. This method will be 
referred to as the conventional (or uniform) grid method in 
the rest of this dissertation. In the discussion below, con­
3ventional grid generation techniques are first described.
Conventional grid generation techniques can be divided 
into two main categories: the algebraic grid generation
method and grid generation by the solution of partial dif­
ferential equations. Grid generation by partial differen­
tial equations can be further divided into three subclasses: 
the elliptic system, the hyperbolic and parabolic systems, 
and the classical approach.
1.2.1 Algebraic Techniques:
In this method, grid points are first distributed (using 
a variety of techniques) along the boundary of the physical 
domain and the internal grid points are interpolated from 
the boundary points or intermediate surfaces in the field. 
Algebraic systems are usually the fastest procedures to gen­
erate grids. Smith[2] discussed the attractive features of 
using such an approach with interactive graphics. The multi­
surface method, first developed by Eisman[3], involves 
selecting points at two opposite boundaries and generating a 
smooth curve connecting the end points. The shape of this 
curve is controlled by adding additional grid points inside 
the grid prior to interpolation. The interpolation procedure 
is then used to generate all unspecified grid points. It is 
clear that explicit control of the grid point distribution 
is an advantage of this method and a feature of the alge­
braic approach in general. Gordon and Thiel[4] developed the 
theory of transfinite interpolation. Using this technique.
4functions which essentialy represent boundaries or interme­
diate curves or surfaces in the domain are first defined. 
Grid points are generated by interpolation from these func­
tions. rather than from point values. The techniques devel­
oped by Markatos[5] and Hossfield[6] can be viewed as spe­
cial cases of Eisman's algebraic method but they have 
limited usefulness because they are only valid for their 
specific domains of interest. Eriksson[7] developed a pro­
cedure based on the concept of transfinite interpolation for 
generating a three-dimensional, non-orthogonal, surface fit­
ted mesh system around wing fuselage configurations.
The main disadvantage of the algebraic approach is the 
absence of any inherent smoothing mechanism, which causes 
boundary slope discontinuities to propagate into the 
field[1].
J..2.2 Grid Generation Using Partial Differential Equations:
The first step in generating a grid using partial diffei—  
ential equations is to select boundary grid points. These 
points are used as boundary Cor initial) conditions when 
solving the partial -differential equations. The values of 
the independent variables satisfying the given partial dif­
ferential equations and the selected boundary (or initial) 
conditions are the grid point locations resulting from this 
approach. In the subsections that follow, the three catego­
ries of this approach are discussed.
5Elliptic Systems: Since some elliptic systems have harmonic
characteristics and satisfy the extremum principle, they 
ensure a one to one mapping between the physical and the 
transformed planes. For this reason grid generation tech­
niques using elliptic equations are widely used. The most 
commonly used elliptic partial differential equation to gen­
erate a grid is the Poisson's equation. The non-homogeneous 
terms in the Poisson’s equation may be selected to control 
the coordinate line spacing. Warsi[8] showed that a coordi­
nate system obtained as a result of transforming a grid ini­
tially generated by Laplace's equation, may be obtained in 
one step by solving Poisson’s equation with properly 
selected non-homogeneous terms (control functions). In some 
cases, it is better to use a stretching transformation than 
to directly solve a Poisson equation because the convergence 
becomes slower as the control functions become larger. 
Thompson[9,10] presented a general method for generating 
elliptic grid systems that is applicable to any domain. 
Because of its universal applicability, this method is prob­
ably the most commonly used. However, the idea of using 
elliptic systems for grid generation was not originated by 
Thompson. The literature shows that Winslow[ll], Bai—  
field[l2], Chu[13], and others have applied it to two-dimen­
sional, simply connected regions prior to Thompson[9,10]. 
Thomas and Middlecoff[14] constructed a method based on a 
modified elliptic system containing free parameters. For the 
case of simply connected regions, these parameters are cal­
6culated from the Dirichelet boundary values. The interior 
point distribution is completely controlled by selection of 
the grid point distribution along the boundaries. This 
method allows control of the angle of intersection between 
the boundary and transverse grid lines. Visbal and 
Knight[l5] developed a method, based on the solution of 
Poisson's equation, applicable to two-dimensional simply- 
connected regions. This technique is capable of generating 
either orthogonal grids with partial control of the mesh 
spacing, or nearly orthogonal grids with full control of the 
mesh spacing. The method consists of an intermediate and a 
final transformation. In the intermediate transformation, an 
orthogonal mesh is generated with a specified distribution 
of one set of coordinate lines, say S=ct, along the 
/^-boundary lines. The final transformation allows control, 
as needed, of either orthogonality or mesh spacing. 
Thomas[16] developed a technique based on elliptic equations 
for constructing a boundary conforming grid in a general 
three-dimensional flow region as a composite of subregion 
grids. This method ensures smoothness and continuity of the 
grid across common surfaces joining any two adjoining subre­
gions. Shieh[l7] generated boundary-fitted coordinate 
meshes by solving a system of elliptic partial differential 
equations. Grid points are arbitrarily distributed along the 
boundaries. An iterative process ensures grid line orthogo­
nality at the boundaries. The propagation of the boundary 
shape into the computational domain is controlled by an
7exponential interpolating function. Shankar and Rudy[l8] 
applied a two-dimensional elliptic grid solver to generate 
interior and exterior body fitted grids for three-dimen­
sional configurations. This method has the power of cluster—  
ing grid points near boundaries and allows grid lines to 
intersect the boundary at a specified angle. Ghia and 
Ghia[l9] studied the flow domain of a turbine cascade by 
generating curvilinear coordinates for the case where the 
physical coordinates are cylindrical. Winslow[l1] and 
Chu[l3] considered the transformed coordinates to be solu­
tions of Laplace's equation in the physical plane. Due to 
the harmonic nature of these equations, the coordinate lines 
are equi-potential lines, which in the absence of source 
terms, permits a one to one mapping between the physical and 
transformed domains. Sparis[20] generated a curvilinear 
coordinate system, orthogonal at the boundaries, using the 
biharmonic equation. Since two boundary conditions along the 
entire boundary are needed to solve this system of equa­
tions, this method permits direct and complete control of 
the mesh spacing and of the angle of intersection of the 
coordinate lines along the boundary. The biharmonic system 
of equations can be solved directly or by using the coupled 
approach. The coupled approach splits the biharmonic equa­
tion into one Laplace equation and one Poisson equation. 
This causes more computation to be done in order to generate 
the coordinate system. Steger and Sorenson[21] used grid 
points obtained from the converged solution of the Laplace
8equation as the basis o£ their coordinate system. They 
redistributed these grid points by means of simple stretch­
ing relations. An implicit elliptic method was developed by 
Amsden and Hirt[22]. This method is equivalent to solving 
Laplace’s equation, or the modified Laplace's equation, with 
a multiplicative constant on one term. The physical coordi­
nates of the internal nodes are expressed in an iterative 
manner as the weighted average of the physical coordinates 
at the neighboring nodes. The grid spacing is partially con­
trolled, and the boundary is allowed to move at each itera­
tion. This is equivalent to allowing the deformation of uni­
form networks of rectangular zones into more complex 
configurations. This process increases the possibility of 
intersections among lines of the same family.
Parabolic. Hyperbolic. And Orthogonal Systems: Parabolic
and hyperbolic systems are easier to solve than elliptic 
systems, but, unlike elliptic systems, the grid point loca­
tions cannot be specified everywhere on the boundary. 
Although such systems cannot be used for simply connected 
regions where the whole boundary should be specified, they 
can be used to efficiently generate grids for problems in 
which the outer boundary is not constrained. Hyperbolic sys­
tems propagate boundary slope discontinuities into the 
field. Nakamura[23] generated grids using a parabolic system 
of equations. Aston[24] solved a parabolic system, formed by 
adding a time dependent term to the usual elliptic sytem, to 
generate grids. Nicolet[25] and Nietubicz[26] generated
9grids in which the cell area can be specified by solving a 
hyperbolic system of equations. This system generates 
orthogonal coordinates along the boundary and nearly orthog­
onal coordinates elsewhere. Steger and Sorenson[27] also 
used a hyperbolic system for grid generation.
Orthogonal systems have also been used. Their primary 
feature is the smaller number of terms, compared with non- 
orthogonal coordinate systems, in the transformed partial 
differential equations for the flow problem under considera­
tion. The method developed by Meyder[28] generates orthogo­
nal curvilinear coordinate systems using the potential and 
force lines as the grid lines. The general differential 
equation for the orthogonal coordinate transformation devel­
oped by Pope[29] provides good grid control only if well 
chosen local scale factor ratios are given at each grid 
point.. Determining the scale factors which will provide good 
grid control is difficult. Mobely and Stewart[30] generated 
an orthogonal grid with good control of the grid spacing, 
but their method is not applicable to all irregular domains. 
This method can be viewed as a generalization of Pope's 
method. Potter and Tuttle[3l] developed a technique by which
one set of coordinates can be chosen arbitrarily. The sec­
ond set of coordinates is forced to be normal to the arbi­
trarily chosen coordinate lines. The extension of these
orthogonal methods to three-dimensions is very difficult, if 
not impossible, since orthogonality in three dimensions is 
hard to achieve with a complicated geometry. However, local
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orthogonality may be obtained over the boundaries.
Classical Approach: Conformal mappings are examples of the
classical approach. Their primary feature is the use of non­
iterative. non-algebraic techniques for coordinate transfoi—  
mation. The work done by Jou[32,33], Dujikravich[34], Cau- 
ghey[35], and Mortti[36] all fall into this class. Even 
though numerical techniques are becoming more popular than 
analytical methods, applications of novel conformal mapping 
by clever investigators have extended the method to many 
intricate configurations. The advantage of this technique is 
the introduction of the fewest possible additional terms to 
the transformed differential equation. Expertise in confoi—  
mal mapping requires significant knowledge of the theory of 
functions of complex variables. 0'Brien[37] has given sim­
ple functions capable of transforming distorted walls into 
symmetric duct-like configurations. Akai[38] has shown that 
the effectiveness of the Theodorsen procedure, which is used 
to map a near— circular shape to a circle , is dependent upon 
how closely the neai— circular contour matches a perfect cii—  
cle. A procedure for choosing the parameters in the first 
transformation, where contours are transformed into near 
circles, is suggested. Ives[39] has extended the Shwarz- 
Christoffel transformation to accommodate curved contours.
All conformal systems suffer from two deficiencies. The 
first is the difficulty of controlling the grid line spac­
ing. The second is the complexity of extending the methods
to three-dimensional coordinates.
Comments: Grid generation is domain dependent. A good
understanding of the physics of the situation under consid­
eration is essential to generating a useful grid. Intelli­
gent selection of the body fitted coordinate system is 
valuable for efficiency and accuracy of calculations in the 
transformed domain.
Even though all grid generation techniques tackle the 
same problem from different angles, the grid network genei—  
ated should always have a number of desirable characteris­
tics . These characteristics are smoothness, orthogonality, 
and dynamism. Smoothness of the mesh is a very important 
aspect which ensures continuity in the metric quantities. 
Grid lines attributed to the same family should never intei—  
sect. Since grid lines of the same family generated using 
Laplace and Poisson type equations can never cross, these 
methods are usually preferred. Skewness generally reduces 
accuracy. and therefore the coordinate lines should not be 
very skewed. Orthogonality along boundaries is desirable 
because it is easier to specify the boundary conditions for 
orthogonal coordinates. Orthogonality of the mesh is also a 
desirable feature since fewer terms in the transformed 
finite-difference equations are created. However, such a 
feature is not easy to acquire, and if acquired, its cost 
would be loss of any control of the grid spacing. The most 
important characteristic of a grid however is the ability to
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cluster the grid lines in places where higher numerical 
resolution is needed. Since the locations needing higher 
resolution are not known a priori, a dynamic grid is desira­
ble. Such systems are described in the next section.
None of the aformentioned systems possess all these qual­
ities. Thompson’s method[9,10] permits some control on the 
grid spacing, but it does not provide complete orthogonal­
ity. Because one sided finite-difference approximations of 
the metric coefficients must be used at the boundaries, any 
inaccuracies there may be magnified. Many tech­
niques [28 , 29 , 30 , 3 1 ] produce orthogonal meshes along the 
boundaries. It is known that a skewed grid near the boundary 
reduces the accuracy there. This inaccuracy is then trans­
mitted to the interior, and therefore the over all accuracy 
is destroyed.
In the next section attention will be focused on dynamic 
methods for grid generation.
1.3 ADAPTIVE GRID GENERATION
In the past few years, the research on grid generation 
has been directed towards the development of an adaptive 
grid system. As mentioned earlier, a good grid system 
should have the ability to readjust itself in order to get 
the most accurate results with the least computational 
effort.
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Even though an adaptive grid will need more computational 
effort for grid generation, it does not imply that solu­
tions obtained using adaptive grids require more time than 
the ones obtained without adaptation. In the former, fewer 
grid points will be needed to maintain the same level of 
accuracy. Ushimaru[40] developed an adaptive grid technique 
which reparameterizes the boundary point distribution based 
on the results of a preliminary grid solution. In Dwyer's 
method[41,42,43], based on the changes in the dependent
variable, grid points are readjusted and concentrated in 
regions where the change between two grid points is large. 
But, by so doing, the accuracy in other regions where the 
grid concentration has diminished can be lost. The method 
developed by Gnoffo[44,45] is similar to Dwyer's tech-
nique[41,42] and the adaptation is done along only one fam­
ily of coordinate lines. The adaptive method of Acharya[46] 
is valid for two-dimensional parabolic situations. This 
method redistributes the grid using a solution obtained on a 
preliminary grid. The adaptation criterion is based on the 
changes in the gradients of all dependent variables. Hind­
man and Spencer[47] developed a method in one-dimensional 
space, in which the grid adaptation is related to the grid 
speed which in turn is dependent upon the solution gradients 
and the grid location at a given time. This method relates 
the dynamic characteristics of a grid point to a user speci­
fied function of a chosen dependent variable at a given 
time.
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Brackbill[48] used the variational approach for adapta­
tion. In this technique, three quantities representing 
smoothness, orthogonality and local mesh error are opti­
mized. The approach of Saltzman and Brackbill[49] uses the 
same ideas. Anyiwo[50] constructed an ideal computational 
space, called a Tau space, for finite-difference calcula­
tions. This ideal Tau space is uniform and orthogonal. Both, 
the physical and the Tau spaces are related through reason­
ably simple formulae. The grid distribution is controlled 
through constraints on.dynamism, orthogonality, and smooth­
ness .
Anderson[5l] and Rai[52] developed an approach in which 
it is not necessary to solve a differential equation each 
time the grid has to be readjusted. Instead, the grid points 
move directly under the influence of mutual attraction or 
repulsion among points. This is done by assigning to each 
grid an attraction force proportional to the difference 
between the magnitude of a measure of error at a given point 
and the magnitude of the average measure of error over all 
points. Therefore, points with values exceeding the average 
attract other points, and points with values less than the 
average repel other points. In the alternating direction 
method developed by Eisman[53], a surface is defined above 
the physical region. The grid is projected onto this surface 
and pointwise weights are used to compute the grid movement 
on this surface. The displaced grid is then projected back 
to determine the new locations of the grid points in the
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physical domain. The effect of the properly selected weights 
is to cluster grid points where needed. Kennon and Dulikra- 
vich[54] generated computational grids using nonlinear pro­
gramming. This is not an adaptive method but could be 
extended to become one. The generation process optimizes 
the total cost function which is formed by combining orthog­
onality and smoothness measures. Carey and Humphrey[55] 
calculated a residual error on a mesh for finite element 
computations in their adaptive method. This error is a 
pointer which indicates whether mesh refinement is needed. 
The moving finite element method was developed by Miller and 
Miller[56] . Dupont[57] has proved the convergence of Mill­
er's method in one dimensional situations for the case of 
smooth solutions to parabolic flows.
The method of Phillips and Schmidt[58] for diffusion type 
problems is based on the use of a fine mesh in regions where 
the gradients are large while a coarse mesh is maintained in 
regions of low gradients. A converged solution is obtained 
by sequentially solving for both grid networks. Interpola­
tion is needed to update the zonal boundary conditions where 
the coarse and fine grids meet. Douglas[59] developed a 
general theory for Multi-Grid schemes which apply to ellip­
tic boundary-value problems. The procedures used are shown 
to be optimal under appropriate conditions and to be discre­
tization independent. Berger and Jameson's method[60] poss­
esses the facility for automatically adding more grid points 
in the regions where the error is found to be large. It is
16
possible to estimate the global and local truncation errors 
by using Richardson extrapolation-type estimates. While 
these estimates are not valid for regions where the flow is 
discontinuous, they act as a signal which indicates that 
more grid points are needed. The grid points are added in a 
uniform manner between existing ones. This method requires 
interpolation to determine the solution at the newly added 
grid points. Caruso et al.[61] used ideas similar to the 
ones used by Berger and Jameson [60] and proposed two adap­
tive grid methods, one passive and one active. The passive 
method is applicable to flows having weak viscous-inviscid 
interactions. The active method is for flows with strong 
viscous-inviscid interactions. A major limitation of these 
methods is the fact that they can be applied for rectangular 
computational domains only. Many other Multilevel-Multigrid 
techniques have been reported[61-67]. All these methods are 
based on the additive correction strategy, in which the 
solution error is smoothed out by iterating among levels.
Anderson and Steinbrenner[68] generated adaptive grids 
with a conventional grid scheme. By using appropriate con­
trol functions, the Thompson scheme[9,10] is shown to be 
capable of generating an adaptive grid. The basis of this 
adaptive scheme is the arc equidistribution concept. The 
grid generation scheme is the well known Poisson equation 
method.
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Comments: From the preceding literature survey it is easily
seen that the adaptation techniques used presently can be 
divided into two categories known as the "global" and the 
"local” mesh refinement methods. In the global mesh refine­
ment techniques no grid points are added, and a simple read­
justment of the existing grid points is performed during 
adaptation. On the other hand, in the local mesh refinement 
methods more grid points are added to regions where the 
error is found to be large. For the sake of comparison, 
attention will be focussed on a representative method of 
each type.
The two methods developed by Dwyer[4l] and Berger[60], 
are chosen as representatives of the global and local mesh 
refinement methods respectively. By carefully inspecting 
these two methods, some useful conclusions which guide this 
research are drawn.
The basic adaptation criterion in Dwyer’s method[4l] does 
not involve the solution of an elliptic equation, therefore 
it consumes less computer time. The calculations are carried 
out on a normalized computational space which is fixed in 
time. In the physical space, grid points move in time in 
order to improve the resolution of high gradient regions. 
The technique begins by an adaptation along arcs in space 
and no grid points are added. Although the behavior of this 
method still needs more investigation, the introduction of 
very large mesh spacing in non-critical regions is a likely
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possibility. This introduces additional error in regions 
other than the critical ones which, in turn, affects the 
solution in the important regions at the next step. This 
method requires the specification of weight function con­
stants and suffers from the major disadvantage of oscilla­
tions between grid adaptation and solution on the grid. In 
Berger's method[60], starting with an initial guess, the 
solution is first computed on two different mesh sizes, and 
the resulting error in the solution is then calculated. The 
regions where the error is high are flagged, and then a 
finer grid is generated in the flagged region by refining in 
the same coordinate system as that of the coarse grid. The 
refinement is done uniformly over the flagged region. There­
fore, in the flagged region, regions with very high errors 
and regions with lower levels of error are refined equally. 
This results in an inefficient grid distribution which, in 
turn, leads to unnecessary computational expense.
It is clear that very large mesh spacing reduces accuracy 
while ovei— refined regions increase computational cost. It 
is desirable to refine regions according to the region's 
error levels, the finest refinement being associated with 
the highest error level or the largest profile variation.
In Dwyer's method, the grid distribution is based prima­
rily on the changes in the dependent variable. Since no grid 
points are added, the accuracy in some regions may improve, 
but it may deteriorate in other regions. On the other hand,
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in Berger's method, readjustment of the grid is done along 
rectangular slabs by subdividing the existing grid uni­
formly. Such a subdivision is computationally inefficient, 
since it requires the same level of refinement for regions 
with different error levels.
In Berger's method, to obtain the solution on the refined 
grid, the flagged grid points are first enclosed by large 
rectangles. More than one rectangle is usually needed in an 
attempt to reduce the unnecessary grid points which might be 
enclosed if only one large rectangle is used. These rectan­
gles might have points in common. These common points are 
known as overlapping grid points. Solution is obtained by 
iterating between the two rectangles. It is clear that some 
unnecessary grid points are used in order to achieve a rec­
tangular shape. Further, grid overlap implies duplicate cal­
culation on the overlapping points which is again computa­
tionally wasteful.
1.4 SOLUTION METHODS USING CURVILINEAR COORDINATES
As mentioned earlier, in this research the formulation is 
done in curvilinear coordinate systems, and therefore a 
brief review of available methods in that area is appropri­
ate .
Several workers have reported numerical solutions for 
recirculating flows. In these solutions, the Naviei— Stokes 
equations are written in cartesian or cylindrical coordi­
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nates with the wall boundaries representing coordinate 
lines. Unless the grid lines and the boundaries coincide 
exactly. control volumes at the boundaries need special 
treatment, and this introduces additional errors. Further, 
grid points will no longer be coincident with the surface 
along the boundary and boundary values must be interpolated. 
Clearly this limits the accuracy of these methods for most 
curved surfaces.
Pope[29] presented the conservation equations in orthogo­
nal curvilinear coordinates, and applied the procedure of 
Gosman and Pun[69] to solve the resulting system of alge­
braic equations. Because this method requires an orthogonal 
coordinate system, grid control is restricted. Thames[70] 
used a vorticity-stream function formulation for potential 
and viscous flow calculations. The attractive features of 
this method are the absence of pressure terms from the equa­
tions and the need to solve only two equations to obtain the 
stream function and the vorticity. A primary disadvantage 
is the difficulty of specifying the vorticity at a wall 
which often causes divergence. A second disadvantage is that 
the pressure, which frequently happens to be an important 
result, may be needed as an intermediate outcome required 
for the calculation of other fluid properties, but it is not 
available. The major shortcoming of the method, however, is 
the difficulty of extending this method to three-dimensional 
situations, for which a stream function does not exist. 
Markatos[5] developed a method for three-dimensional flow
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around bodies of cylindrical shapes. To obtain the solution 
in primitive variables, a marching type procedure was pro­
posed. Vanka[71] proposed a method for the solution of 
three-dimensional parabolic flows with an irregular cross- 
section. Primitive variables were also used in the formula­
tion. In this scheme, pressure is stored at the center of 
the control volume, while velocities are stored at the coi—  
ners. L i [72] advocated a method capable of solving the 
unsteady, Naviei— Stokes equations. This technique has the 
ability of minimizing the equation's stiffness. A finite- 
difference scheme is used to discretize the equations writ­
ten in general computational coordinates. The Marker and 
Cell scheme(MAC) in boundary fitted curvilinear coordinates 
was developed by Patel and Briggs[73]. This is an explicit 
finite-difference method which extends the classical MAC 
method to curvilinear quadrilateral cells. The Multilevel- 
Multigrid technique for recirculating flows was developed by 
Phillips and Schmidt[6l]. In this method, the QUICK diffei—  
encing scheme is used along with a "local" mesh refinement 
technique. Velocities are stored at staggered locations. 
Chima and Johnson[67] also used a multigrid algorithm for 
Naviei— Stokes calculations. The explicit MacCormack algor—  
ithm was used for fine grid computations.
Hsu[74] developed a method for the solution of two-dimen­
sional transfer phenomena in general curvilinear coordi­
nates. The control volume approach was used in the formula­
tion. The flux across the control-volume face was
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discretized by two procedures known as the conventional and 
the flux-spline methods. A solution procedure on a non-stag- 
gered grid method was presented. The formulation is general 
and can be extended to three-dimensional situations. A simi­
lar method was also developed by Rhie and Chow[75]. This 
method was also formulated in general curvilinear coordi­
nates using the control volume approach. A non-staggered 
grid arrangement was used and instability was successfully 
suppressed by a special pressure-velocity coupling treat­
ment. The last two methods are modifications of the proce­
dure developed by Pun[69].
1.5 SCOPE OF THE PRESENT WORK
In the last two sections, some of the deficiencies of the 
available techniques have been discussed. The aim of this 
research is to eliminate these shortcomings and to formulate 
an equal order, solution-adaptive grid procedure in curvili­
near coordinates. The first task is the formulation of an 
equal-order scheme for the solution of flow problems in gen­
eral curvilinear coordinates using the control volume 
approach. The adoption of a non-staggered grid, called an 
equal-order method, eliminates the geometrical complexities 
associated with the use of staggered meshes in irregular 
geometries. The second task is the formulation of an adap­
tive grid method which is capable of identifying "important" 
regions with high error levels and of clustering grid points 
non-uniformly inside these regions i.e., regions are refined
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according to their error levels and not uniformly. This 
helps in resolving the "important" regions efficiently, and 
gives the method the rezoning capability of the "global" 
adaptive grid methods and the stability of the "local" adap­
tive grid techniques.
A general purpose computer program embodying the equal- 
order, solution-adaptive grid procedure is developed and 
tested on a variety of test problems. This program should be 
able to handle many practical situations with little effort 
from the user's part.
1.6 SURVEY OF THE THESIS
This chapter has been devoted to a discussion of the 
available techniques in grid generation and solution proce­
dures. It has also provided the reader with the motivation 
behind this work.
In Chapter 2, the conservation equations are transformed 
into curvilinear coordinates, and discretized using the con­
trol volume approach. The solution method used for convec- 
tion-diffusion problems is presented.
Chapter 3 extends the formulation of the solution method 
in Chapter 2 to situations involving fluid flow, and an 
equal-order scheme is developed. This equal-order scheme is 
systematically tested and a comparison of the convergence 
characteristics and conservation properties of the new 
scheme with those presented in [75] , is made. The new
24
scheme is shown to be considerably superior.
Chapter 4 deals with the solution adaptive grid procedure 
for convection-diffusion type problems. Test problems demon­
strating the capabilities of the method are presented.
Chapter 5 extends the adaptive grid method formulation 
described in Chapter 4 to flow situations. Capabilities of 
the method are again demonstrated through test problems.
In Chapter 6, the adaptive grid technique is used for 
predicting the flow characteristics of a turbulent separated 
flow.
Chapter 7 describes the implementation of the method into 
a computer program and provides a brief description of the 
computer program.
Chapter 8 contains the major conclusions of this thesis 
and suggestions for future work.
1.7 CLOSING REMARKS
The motivation and objectives of this thesis have been 
presented. A literature survey of the available methods has 
been given. The next step is the formulation of the convec­
tion-dif fusion problem in curvilinear coordinates and is 
described in the next chapter.
CHAPTER 2
SOLUTION METHOD FOR CONVECTION-DIFFUSION PROBLEMS
In this chapter, the use of Laplace's equation for grid 
generation is presented first. The conservation equations 
are transformed in terms of curvilinear coordinates and cast 
in an appropriate form for discretization. In addition, the 
general numerical solution method for conduction and convec- 
tion-diffusion type problems is discussed.
2.1 GRID GENERATION USING LAPLACE'S EQUATION
It is well known that harmonic functions are smooth and 
attain their minimum and maximum at the boundaries of their 
domains (Extremum Principle). When generating boundary-con- 
forming curvilinear coordinate systems on general closed 
boundaries, one seeks monotonic changes in the coordinate 
generated. Harmonic functions backed up by the "Extremum 
Principle" guarantee such a monotonic increase or decrease. 
In view of this, the harmonic Laplace's equation is widely 
used for grid generation.
If E(x,y) and t?(x ,y) are the curvilinear coordinates, 
then they should be the solution of the following system of 
Laplace equations,
v z£=0, (2.1a)
v z t?=0 .  ( 2 . 1 b )
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In practice, lines of constant £ and 77 are used. Since it
is easier to specify £ and T) than to specify x and y, this
system of equations is transformed in terms of x and y.
Partial derivatives are transformed by
3^/3x=[ (3y/3 7?) ( 3,4/3 £)-( 3y/3 £ ) (3,4/37?) ]/J, (2.2a)
3^/3y=[-(3x/3/?) ( 3 ,4/3 £ ) + ( 3x/3 £ ) (3,4/37?) ]/J, (2.2b)
where ,
J=(3x/3£) (3y/37?)-( 3x / 377) (3y/3£) (2.2c)
is the Jacobian of the transformation.
Using equation (2.2) the derivatives of £ and 7? are 
expressed as
£« = ( 3y/37? )/J, (2.3a)
£y = - O x/3 t?)/J, (2.3b)
7?x =-(3y/3£)/J, (2.3c)
7)y = ( 3x/3£ )/J. (2.3d)
Substituting £x , £y , rjx , and T)y from equations(2.3)
into equation(2.1) the Laplace's equations are transformed 
t o :
[ ( 3y/3 7? )/J ] x -[ (3x/3 t?)/J] y = 0, 
-[ (3y/3£)/J] x +[(3x/3£)/J] y = 0.
(2.4a)
( 2 . 4 b )
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After differentiating, rearranging, and using the follow­
ing definitions
a= ( 3 x/3 77) 2 + ( 3y/977) 2 , (2.5a)
i8=(3x/3S ) Ox/3/?) + O y / 3 £ ) O y / 3  7?) , (2.5b)
7 = ( 3 x / 3 0 2+(3y/3£)2 , (2.5c)
the system of equations finally becomes
a (3 2 x/3E 2) —2 /8( 3 zx/3£37?) + 7 (3 2 x/3 772 ) =0 , (2.6a)
a ( 3 2 y/3 £ 2 ) -2/3 ( 3 2 y/3 £ 3 77) +7 (3 2y/3 772 ) =0. (2. 6b)
This system of equations, gives equally spaced coordinate 
lines in the absence of any boundary curvature due to the 
strong smoothing effect of the harmonic equations used. In 
many practical situations however, clustering is needed in 
specific regions. To control the grid spacing, nonhomogene- 
ous terms known as control functions are added to the equa­
tions [9,10]. The resulting system of Poisson equations are
a( 3 2 x/3 £ 2 ) -2/3 ( 3 2 x/3 i; 3 77) + 7  ( 3 2 x/3 7?2 ) =P 1 , . (2.7a)
a (3 2 y/3 £ 2 ) —2/8 ( 3 2 y/3 £ 3 77) + 7  ( 3 2 y/3 772 ) = P Z , (2.7b)
where
P 1=-J2 [(3x/30P(S, 77 ) + ( 3x/3 77 )Q(£,7?)] , (2.7c)
P z=-J2 [(3y/3£)P(S,T7) + (3y/3 7?)Q(£,77)] . (2.7d)
P($,77) and Q ( £ , 77) are the control functions. This system 
possesses an extremum principal if the control functions do
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not change sign in the field.
In discretizing the equations, finite-difference approxi­
mations are used. Using the conventional notation in indi­
cating positions in the discrete (£,t?) plane and assuming 
increments of 1 in both £ and r? coordinate directions, the 
following central-difference approximations for the deriva­
tives of any variable 4 (x or y for this case) can be writ­
ten
+  ^i - i , j )/2, (2.8a)
0^/37?) i , j = (^4 . j + 1 -  ^ . j - » ) X 2 . (2.8b)
( 32 ^ /3 6z)i,j=i/i + i,j - 2* ipJ + rfi-i.j, (2.8c)
( 3 ztf/3r?z ) . . j =•/ i . j + ! - 2^i,j + (2. 8d)
Special formulae are used for boundary points (one sided 
differences).
Applying these approximations to any of the above two
systems, the following algebraic system of equations is
obtained
3i i j 4i > j =bi , j ' ^ i + 1 , j + b i , j 4 i - I t j +
Ci j j + i 4 i »j - i + d i . j , (2. 9a)
where 4 is x or y and the coefficients are
a i,j=2(b1,j + c i,j) (2.9b)
b i ,j=«i,j (2.9c)
Ci,j=7i,j (2.9d)
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-2(83 2 3 T) (Laplace's equation)
-2832^/3i;3 7J-Pi or P z (Poisson’s equation)
(2.9e)
The system of algebraic equations is highly non-linear. 
Therefore, an iterative procedure is preferable in obtaining 
the solution. For simply connected domains, the line-by- 
line Tri-Diagonal Matrix Algorithm procedure can be applied 
to obtain the solution for the x and y values of the grid 
points in the physical plane.
2.2 TRANSFORMATION OF THE GOVERNING EQUATION
The equation expressing the conservation principle for a 
general specific property 4 for a two-dimensional, steady 
state situation can be written in the following form,
v . (pV<j>) = v.(Tvtf) + S, (2.10)
where T is the diffusion coefficient and S is the source 
term. The two quantities T and S are specific to a particu­
lar meaning of 4- If J t denotes the total flux i.e.,
J t = 4 - Tv?!, (2.11)
then equation (2.10) can be written as
V.J t = S. (2.12)
Any term which cannot be represented by the gradient of 
the relevant variable is expressed as part of the source
3 0
term. This practice permits a general formulation and appli­
cation of the numerical method.
In the discussion below, equation(2.12) is first trans­
formed into curvilinear coordinate systems and shown to rep­
resent conservation in the transformed plane. The transfoi—  
mation is from the cartesian coordinates x and y to any 
curvilinear coordinates E and J?.
The two dimensional cartesian form of equation(2.12) is
where Jj and J 2 are the total fluxes in the x and y direc­
tions respectively. For convenience, the subscript t has 
been dropped. Using equation(2.2), equation(2.13) in the
transformed plane can be written as
[ O J , / 3 0  Oy/a^-OJi/aT?) O y / a o  ] +
By simple manipulation, equation(2.14) is easily shown to 
be
3 [ Ji O y/3^)-Jz Ox/a??) +
OJi/ax) + O J 2/ay) = S, (2.13)
[ O J z/a7?) Ox/aS )-(3J2/a£) Ox/37?) ] = SJ. (2.14)
a[ (J2Ox/as)-Ji (ay/ao ]/a/? = s j , C 2.15)
Where J t and J 2 (equationC2.11)) are
= pu4 - rca^/ax), C 2 . 16a)
J 2 = pv4 -  T O v S / a y )  . ( 2 . 16b)
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Their equivalent expressions in the transformed plane are
J t = pu<fi - (T/J) t O y / 3  7?) 0 ^ / 3  5) -
(3y/3E ) (3^/37?) ] , (2.17a)
J 2 = pv4 - (r/J)[(3x/3{)(3^/3(l)-
(3x /3 t?) (3^/30 ] . (2.17b)
Using these values for J t and J 2 . equation (2.15) becomes
3 { [/ou( 3y/3 7?) —pv (3x/3r?) ] ^  -
(r/J)[«(3^/3?)-|30^3J))])/3E +
3([pv(3x/35)-pu(3y/30]?! -
(T/J) [ 7 O  ?(/377)-6O //30 ] }/3)7 = SJ. (2.18)
If S is a function of x and y or contains derivatives with
respect to the original independent variables it should be
transformed in terms of the new independent variables. 
Defining the following,
G t =u3y/37?-v3x/377, (2.19a)
G z=v3x/3£-u3y/3£, (2.19b)
equation(2.18) reduces to
3 {/oGt*-(r/J) [aO^/ae )-0( 3^/37?) ] }/3? +
3 {,°G2^-(r/J) [7(3‘7S/37?)-£(3 //3S) H/Bh = SJ. (2.20)
The left hand side of this equation represents fluxes 
across lines of constant E and T] respectively. The terms '•fix 
and yfy (equation(2.5)) are the scale factors of the trans­
formation. For an orthogonal grid, 8 is identically zero.
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Therefore, it can be interpreted as a measure of 
non-orthogonality. In the physical plane, Gi/-Jot and Gz/-Jy 
are velocities normal to the lines of constant £ and rj 
respectively. For the case where the original and the trans­
formed planes are identical, a and 7 are unity, and G t and 
G 2 are u and v respectively.
The conservation equation is solved over a region "R" 
with boundaries ”B” in the physical plane which corresponds 
to a region "r" with boundaries "b" in the transformed 
plane. Since the control volume approach is used in the foi—  
mulation, the integral form of equation(2.20) is desired. By 
integrating and using Green’s theorem, the following conset—  
vation relation in integral form is obtained,
J b [ pG i ^ d7)-/oG2 ^ d£ ] =J b [<rVJ)
(73^/3 tj-33 ?(/3£ )d£]+JJ r SJd£d T). (2.21)
It is clear that the equations in the,transformed plane 
are more complicated than their equivalent equations in the 
original cartesian plane. But the transformed form offers 
the advantage of mapping complex configurations in the phys­
ical plane into simple rectangles in the transformed plane.
2.3 BOUNDARY CONDITIONS
Boundaries are classified as inflow, outflow, and noflow 
boundaries. The inflow boundary conditions are those where 
the flow enters the domain. These conditions are usually
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easy to specify because the characteristics of an incoming 
flow are usually known.
The outflow boundary conditions are the conditions of the 
flow when it leaves the domain.. Nothing is usually known 
about the flow at the exit. In the absence of any useful 
information. the diffusive flux is assumed to be very small 
and is neglected. Therefore, the total flux is assumed to be 
purely convective. This is actually similar to assuming a 
high Peclet number flow or an inviscid flow.
A noflow boundary is the boundary where the flow does not 
enter or leave the domain. Walls and symmetry lines are typ­
ical noflow boundaries. Along a symmetry line, the diffusive 
flux is neglected. Along a wall boundary the value of the 
dependent variable or its diffusive flux is generally known.
2.4 DOMAIN DISCRETIZATION
An important task before discretizing the equations is 
the subdivision or discretization of the domain into subdo­
mains or control volumes. A typical discretized domain is 
shown in figure(2.1a). In this figure the solid lines rep­
resent the boundaries of the domain while the dashed lines 
represent grid lines of constant E and J) which are generated 
by solving equationsC2.6) and (2.7) in the domain together 
with the appropriate boundary conditions. These boundary 
conditions are usually the x and y values along the bound­
aries. The x and y values at the intersection of two dashed
3 4
Fig.
Fig.
it
2 . la The discretised domain in physical plane
•1b The discretised domain in computational
plane
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lines are obtained from the solution of the Poisson equa­
tions^.7a) and (2.7b). The first step in the discretiza­
tion procedure is to locate these lines. Each quadrilateral 
formed by the intersection of four lines, two of each fam­
ily, is called a control volume. The third dimension of the 
domain is assumed to be "1". Therefore, areas are actually 
volumes and lines represent areas. Depending on the position 
of a control volume, i.e., either along the boundary or at a 
corner or in the interior of the domain, the control volume 
is termed either as boundary, corner, or interior control 
volume. The boundaries of a control volume are called faces. 
For two dimensional situations, a control volume has four 
faces. The crosses along the solid lines (figure 2.1a), are 
the boundary points where the boundary conditions are sup­
plied. The geometric locations of these nodes are at the 
middle of the boundary control volume faces. The dot or 
solid circle inside each control volume is the node where 
the dependent variables are stored. Each of these nodes is 
at the geometric center of the control volume surrounding it 
and is determined after defining the locations of the con­
trol volume faces. The only disadvantage of this practice, 
as discussed by Patankar[76], is the fact that control vol­
ume faces are not midway between grid points. If a simple 
profile approximation is made, this practice of defining 
grid points causes an additional error in the calculation of 
the spatial derivatives at the control volume faces. There­
fore, accurate dependent variable profiles have to be used
3 6
in obtaining the discretized equation. The grid shown in 
figure(2.1a) is in the physical plane, and its equivalent in 
the computational plane is shown in £igure(2.1b). The four 
boundaries of the rectangle in the computational domain rep­
resent the boundaries of the physical domain. The horizontal 
and vertical lines are lines of constant 6 and T) (dashed- 
lines in the physical plane).
2.5 FINITE DIFFERENCE EQUATIONS
The control volume approach is used to discretize the 
transformed conservation equations. In this approach consei—  
vation is sought over each control volume and therefore, 
conservation is always satisfied over any number of control 
volumes. As shown in equation(2.21) the conservation rela­
tion over a control volume can be written in an integral 
form to represent balance between the net total flux along 
the boundaries of the control volume and the source genei—  
ated inside that control volume. The evaluation of this 
integral is accomplished through piecewise profiles express­
ing the variation of 4 between nodes. These auxiliary pro­
files are only needed to evaluate the integral. Different 
profiles can be used to approximate different parts of the 
integral. The resulting discretized algebraic equation rep­
resents conservation over the finite control volume chosen. 
Such discretization is considered next.
In this section, the flow field is assumed to be known 
and the solution for an unknown scalar variable 4 is sought.
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In compact form, equation(2.21) is
J b (J,d7? - J 2d £ )=JJ SJd£d T), (2.22)
where J t and Jz are fluxes along lines of constant £ and T) 
respectively. Figure(2.2) shows a typical grid point P
enclosed by its control volume and surrounded by its neigh­
boring points E, W, N, and S. The control volume faces are 
named e, w, n, and s respectively.
Integrating equation(2.22) over the control volume shown, 
the following discretized equation is obtained
(Ji « - Ji w )ar) + (Jz n - J 2 s )a£ = SJa£at?. (2.23)
Jx e . J i w » Jz n . and J 2 s are the total fluxes
across the e, w, n, and s faces of the control volume.
The best profile approximation for i would be that 
obtained from the solution of equation(2.23). Such an ana­
lytical solution is very complicated to obtain, if not 
impossible, and if it would be obtained there would be no 
need for actually solving the problem numerically. With 
this in mind, the profile for 4 is obtained from a simpler 
one dimensional form of equation(2.23).
As stated earlier, the fluxes represent the sum of the 
convective and diffusive fluxes. Once these fluxes are dis­
cretized, the discretized equation for can be obtained. 
Attention is focussed next on the discretization of these
Fig. 2.2a Finite-difference grid representation in
physical plane.
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Fig. 2.2b Finite-difference grid representation
in transformed plane.
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fluxes.
For simplicity of presentation the flux Jj (in the ? 
direction) is chosen. Ji is
J l=/oG, <*-(IVJ) [a(3,S/3&)-j3(3^/377 )] . (2.24)
For an orthogonal grid 3 is zero. Assuming this, J t is 
reduced to
J , =pG j <j>— (r a/J) 3 £ . (2.25)
The profile approximation for / is obtained from the 
solution of the one-dimensional form of equation(2.23) with 
zero source term, and with Ji given by equation(2.25). For 
a non-orthogonal grid, the contribution to the total flux 
due to non-orthogonality is added to the source term in 
equation(2.23).
The one dimensional form of the flux equation is
JJ i o J i w =0, (2.26a)
or
d J t/d£=0. (2.26b)
Replacing J! by its value from equation(2.25), the new 
form of equation(2.26b) is
d (/=Gi ^ )/dJ| = d [ (Ta/J) (d^/dS ) ]/d£ . (2.27a)
4 0
The relevant boundary conditions are
at £ = £p ,
at £ = £g
( 2 . 2 7 b )
(2.27c)
The solution is to be evaluated between P and E. The exact 
solution to this boundary value problem is easily shown to 
be
(*-rfp )/(^E -rfp )={exP [Pe e (£-£p )/
where the Peclet number Pe a in the above equation is 
defined as
If T is known at two consecutive nodes, its value at any 
point in between, is obtained by harmonic mean between the 
two nodes.
The variation of 4> as given by equat ion (2.28) , between P 
and E can be plotted for different values of the Peclet num­
ber. The results are shown in figure(2.3). From this figure 
it is clear that the variation of •/ is far from being lin­
ear except for a small range of Peclet number in the neigh- 
berhood of zero. This implies that a piecewise linear pro­
file for <f> will give unsatisfactory results unless the mesh 
size is very small. By using this profile for <f> in equa- 
tion(2.29) the tot.a i flux at an east face is expressed by
(£e -6p )]-1}/[exp(Pe « )-1], (2.28)
Pe . [ /oG 1 J ( £e -£p )/r<x] e (2.29)
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e=+
Fig. 2.3 The  ^ profile for different, Pe, exact 
solution of one-dimensional convection- 
diffusion problem
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Jx • = IpGx) • U p + (*p ~4£ )/[exp(Pe . ) - U  }. (2.30)
By introducing new notations, the above equation is writ­
ten as
(JiATj) e =(pGtAr)) e 4p +D ,  C -4  ) A (Pe e ) ,  (2.31)
where
D o = (Ta/J) « (A7?/S£ ) 0 , (2.32)
and
A(Pe o )= Pe • /[exp(Pe # )-1]. (2.33)
D e is known as the diffusion conductance.
The function A(Pe * ) contains an exponential term which 
is expensive to calculate in a computer. This function is
modified according to the power law scheme of Patankar[76]
as fol.lows.
A(Pe e >= MAX[ 0 , (1 - .1 |Pe „ |)s ]. (2.34)
Denoting the flow rate past the 'e' control volume face as
F o = (pG,A7f> « (2.35)
then,
(J1A 77) « = F e 4p +D e (4p — ) A(Pe q ). (2.36a)
The fluxes Ji w . Jz n » and J 2 a can be discretized in a 
similar way. Their discretized forms are
(djA/7) w = F w 4 p +D w (4 yy ~~4 p ) A (Pe w ) 1 (2.36b)
(J2a O  n = F n ^p +D n (4 p  ^A (Pe n ), (2.36c)
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(JzAg) . = F . 4p +D ■ (flig ~ip ) A(P© . ). (2.36d)
EquationsC2.36) are the discretized form of the fluxes in 
equation(2.23). The source term S is usually linearized as
S = S C + S P i P , (2.37)
where S e is always positive and S p is always negative. 
For further information concerning the source term, the 
reader is directed to reference[76].
Substituting equations(2.36,2.37) into equation(2.23), 
the resulting discretized equation is
+ (2. 38a)
where
a E
n a • AC |Pe e + MAXC-F o . 0 ) , (2.38b)
a W - D w AC IPe w I) + MAX(F w , 0 )  , (2.38c)
a N = D n AC IPe n 1)
+ MAXC-F n , 0 )  , (2.38d)
a S = D s AC |Pe 9 b + MAX(F s , 0 )  , (2.38e)
a p = aE + aw + alN + aas + S p JAiiATJ, (2.38f)
b = b c + b n o $ (2.38g)
and b s is the contribution from the original source S over
the volume. The second term b „o is the contribution due to
non-orthogonality. Their expanded forms are
b a = S c Ja Sat?, (2.38h)
b „o = [ (TiSatj/J) Otf/3J7) ] w -
[ (nSA77/J) 0,4/3 77 ) ] e +
[ (n8AS/J) 0^/3 0  ] s -
[creAg/j) (3^/30] „
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(2.38i)
The continuity principle has been used in deriving the 
above equations. For completeness of presentation the D's 
and F ’s are given by
(2.39a) 
(2.39b) 
(2.39c) 
(2.39d)
F . =  ( pC i AT? ) . , D . =(ra/J) . (ATJ / S £ )
F w = ( pG i AT? ) w , d  w =(r«/j) w ( A 7 ? / S £ )
F n = ( p G z A £ )  n , D n =(T7/J) n ( A £ / S  7?)
F 3 = (p&za £ ) a > D 3 =(T7/J) s  ( A  £ / S t?)
In these equations a represents the control volume length 
and S represents the distance between two nodes. In practice 
it is customary to choose square control volumes with unit 
dimensions in the computational plane. Since the grid points 
are at the geometric centers of the control volumes. the 
distance between two nodes is also one except for the bound­
ary control volumes where the distance is one half. There­
fore a £  and .17? can be dropped from the equations. The ratios 
( a £ / S t ? )  and ( a t ? / & £ )  can also be dropped, except for the 
boundary control volumes where they should be replaced by 2.
In evaluating the source terms all partial derivatives in 
the transformed plane are approximated by second order 
finite-differences and evaluated from updated values during 
the iterative process. The constant b no can be evaluated
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as
b no = ( —C n — C s ) ^ g ■*" (C n “C 3 )
<-C . +C w ) ^ N + (C e -C W ) *5 +
(— C e —C n ) ^NE"^" ^  w n  ^ ^NW"*"
(C • +C . ) 7iSE + (-c „ -c , ) 9Sgw> C2.40a)
where
C i=^(r0/J)i, i= e, w, n, or s. (2.40b)
In deriving the above equation the following approxima­
tion has been used
[ (n8M/J) < 3^/37?) ] e =
*(r/3AJ7/J) e ^ N E - ^ S E ^ N  “^S 5 ' (2.41)
Equation(2.40) is used for interior control volumes. For 
boundary control volumes, the equation is somewhat different 
since one sided differences are needed.
Equation(2.38) is the discretized equation for all inter­
nal grid points. The formulation of the discretization equa­
tions for boundary control volumes depend on the boundary 
conditions given at the control volume faces. If the value 
of the dependent variable is known at a control volume face, 
say ^ . this is the algebraic equation for the boundary
point and has the same form as equation(2.38). If the flux 
is known at the control volume face, then its value can be 
used directly in equation(2.23) and only the remaining
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fluxes are discretized. This is accomplished by setting r at 
the boundary to zero and adding the value of the boundary 
flux (expressed per unit volume) to the source term of the 
first interior point. By this treatment the number of alge­
braic equations obtained is always equal to the number of 
unknowns. Therefore, the problem is mathematically well 
defined. All the coefficients of the system of algebraic 
equations are positive, as can be seen from equations(2.38). 
Therefore unrealistic solutions are not obtained. The sys­
tem of algebraic equations is nonlinear because of the 
dependence of the coefficients on r which may be themselves 
functions of the dependent variables. The source term may 
also depend on </> , an additional source of nonlinearity. 
Therefore, compared to a direct solution method, an itera­
tive process is more attractive. Iterative procedures do not 
guarantee convergence, but if the coefficients of the alge­
braic equations satisfy the Scarbourough criterion, convei—  
gence of the system of equations can be obtained if solved 
by the Gauss-Siedel iterative method. Therefore, if the 
coefficients are linear, the system of algebraic equations 
will converge for at least one iterative technique. However 
this method does not have a high rate of convergence, and a 
combination of iterative and direct methods is preferable. 
The method used in this thesis is the line-by-line Tri-Diag­
onal Matrix Algoritm (TDMA). The Tri-Diagonal Matrix Algoi—  
ithm is a direct method for one dimensional situations. 
Thus, it can be used for two dimensional situations if
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applied repeatedly along lines of constant £ or J]. During 
this process, points which are not on the line along which 
the solution is being calculated are treated as known, and 
their latest values are used. This procedure has a faster 
rate of convergence than point by point methods. Block cor—  
rection[77] can also be used to accelerate convergence. 
Underrelaxation may be required for highly nonlinear situ­
ations. The optimum underrelaxation factor to be used is 
often problem and domain dependent.
2.6 SOLUTION PROCEDURE
The procedure to solve the system of algebraic equations 
can be summarized as follows:
(1) Start with a guessed 4 at all internal nodes.
(2) Use 4 calculated in the previous iteration (or 
guessed 4 for the first iteration) to update the 
coefficients and the source term.
(3) Solve the linearized system of equations by an 
iterative method (line by line TDMA) to 
obtain a new 4 field.
(4) Go back to step 2 and repeat until a converged 
solution is reached.
In general the convergence rate of this solution proce­
dure is satisfactory. However, the number of iterations 
needed is problem dependent and increases with the skewness 
of the grid and with increasing number of grid points.
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2.7 CLOSING REMARKS
The solution method for the convection-diffusion problems 
has been presented. Conduction problems are a special case 
of the general convection-diffusion problems and can be 
solved by the same method.
Attention in the next chapter is focussed on the flow 
problem. The only new term that will be added to the equa­
tion is the pressure gradient. The addition of this term 
however. introduces a new difficulty. This difficulty is 
solved in the cartesian plane by using a staggered grid in 
which pressure and velocity are stored at different loca­
tions. In curvilinear coordinates such a practice is unat­
tractive and a non-staggered grid arrangement where all 
variables are stored at the same location is desirable. 
Therefore, the first task in this thesis is to develop an 
equal order scheme where velocity and pressure are stored at 
the same grid point . This matter is discussed in detail in 
the next chapter.
CHAPTER 3 
FORMULATION OF THE FLOW PROBLEM
3.1 PRESSURE-VELOCITY COUPLING
In chapter 2, the flow field was assumed to be known and 
the methodology to solve for any scalar variable was pre­
sented. In this chapter, the solution method for situations 
where the flow field is unknown is presented. For such situ­
ations the momentum and mass conservation equations should 
be solved. In solving these equations, a staggered grid 
(figure 3 . 1a) is generally used in finite difference methods 
to eliminate the possibility of predicting checkerboard 
pressure and velocity fields[76]. Such unrealistic fields 
are linked to the fact that the first derivative of pressure 
appears in the momentum equation, but pressure does not have 
an explicit equation for itself, although its values are 
implicitly specified by the continuity constraint. When 
pressure and velocities are stored at the same grid point 
(non-staggered grid. figure 3.1b), and central differences 
are used to express the first order derivatives of pressure 
in the momentum equations and velocity in the continuity 
equation, pressure and velocity differences between alter—  
nate grid points result in the system of equations. There­
fore the momentum equations will detect no difference 
between a uniform and checkerboard pressure field, while the 
continuity equation will be satisfied by both a uniform and 
checkerboard velocity fields. These spurious pressure and 
velocity fields are eliminated if a staggered grid arrange-
4 9
50
u c.v.
Fig. 3 . la Staggered grid arrangement for 2-D situations
Fig. 3 . 1b Non-staggered grid arrangement for 2-D 
situations.
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ment shown in figure(3.1a) is used. In such a grid system, 
pressure and velocity differences between adjacent (rather 
than alternate) grid points are involved in the system of 
equations, and hence checkerboard pressure and velocity 
fields are inadmissible.
The primary disadvantage of the staggered grid arrange­
ment is the greater geometrical, and related mathematical, 
complexity associated with three sets of grids (one for the 
x-component of velocity, one for the y-component of veloc­
ity, and one for the pressure and other scalar variables). 
These complexities are particularly overwhelming in curvili­
near coordinate systems. It is therefore desirable to calcu­
late the pressure and velocity components at the same loca­
tion, but in such a way that unrealistic fields are not 
predicted. Such methods have been presented by Abdallah[78], 
Hsu[74], Reggio and Camarero[79], and Rhie and Chow[75]. In 
reference [78] the pressure Poisson equation is obtained by 
adding the derivatives of the momentum equations. The 
momentum equations are solved by an explicit formulation. 
Unrealistic fields are avoided by ensuring that the boundary 
conditions exactly satisfy compatibility conditions. In 
references[74,75,79] and the present thesis, the pressure 
equation is obtained by combining the continuity and momen­
tum equations as in the SIMPLE (Semi Implicit Method for 
Pressure Linked Equations) method[80] or the SIMPLER (SIM- 
PLE-Revised) method[81]. Hsu[74] developed special interpo­
lation expressions from the momentum equations for the mass
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fluxes leaving the faces of a control volume surrounding a 
grid point. These expressions containing pressure differ—  
ences between adjacent nodes, are used in the continuity 
equation to obtain the equation for pressure and a SIMPLER 
type algorithm is used in the calculations. Reggio and 
Camarero[79] have used an overlapping non-staggered grid 
with forward and backward differencing for mass and pressure 
gradients respectively. The SIMPLE algorithm is used in the 
calculations. Rhie and Chow[75] have added a correction 
term to the mass fluxes along the control volume faces. This 
correction term is proportional to the difference between a 
pressure gradient calculated by a centered 2-a £ difference 
scheme and a pressure gradient calculated by a 1-a S diffei—  
ence scheme. Thus the correction term will immediately 
detect and suppress the development of checkerboard pressure 
fields. Only the SIMPLE algorithm was used in the calcula­
tion, and the method was applied to the flow over an aii—  
foil. Unfortunately, no results were presented regarding the 
convergence characteristics of the momentum and continuity 
equations, and the degree to which conservation was satis­
fied.
The objective of this chapter is twofold. The first 
objective is to extend the method in reference[75] (which 
uses the SIMPLE algorithm) to the SIMPLER algorithm, and to 
evaluate the convergence characteristics of the two methods, 
and the degree to which conservation over each control vol­
ume is satisfied. The second objective of the chapter is to
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develop and present a new algorithm, SIMPLEM (SIMPLE-Modi- 
fied), which is shown to be considerably superior to the 
SIMPLE and SIMPLER algorithms on non-staggered curvilinear 
grids. The unique features of this algorithm are its sim­
plicity, its good convergence characteristics, and its abil­
ity to suppress checkerboard pressure and velocity fields.
In the following sections, pressure and pressure correc­
tion equations are presented. A detailed comparison between
the new SIMPLEM algorithm and SIMPLE and SIMPLER algorithms
is also given.
3.2 PRESSURE CORRECTION EQUATION
This equation is obtained by combining 
tinuity equations which are given by
u p = 2 A 1 u + S 1 + (B^P/aS + C ^ P / 3 /?),
v p = 2 a zv + sz+ (Bzap/as + c zap/aj?),
(. p G  i A7) )  e  — C/oGiAT))  w +  ( p G z Ai j )  n —C/oGz a £ )  
where:
Bi = (-ay/3 77 )A£A7?/2a1 , (3.Id)
C 1 — ( Sy/ai:) A£A7?/2a1 , (3.1e)
B z = ( ax/37)) a £ A7)/2az , (3.If)
Cz = (—3x/3£ ) Ai;A77/2az , (3.1g)
A 1 = a 1 /2 a 1 , (3.1h)
A z=az/2az, (3.1i)
S 1=S(u)/2a1, (3.1j)
momentum and con-
(3.1a) 
(3.1b)
a =0, (3.1c)
S z=S(v)/2az .
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(3.1k)
To derive the pressure correction equation, a pressure 
field P° is guessed for which an incorrect velocity u° and 
v° can be calculated. This velocity field, unless converged,
will not satisfy continuity. For this velocity field the
momentum equations are
u° = 2  A 1 u° + S 1 + (Bjapo/as + C^po/a^), (3.2a)
P
v° = 2  A zv° + S z+ (BzaP°/a£ + C zap°/a7?). (3.2b)
p
The correct pressure P is proposed to be obtained from 
P=P°+P', (3.3)
where P' is the pressure correction. The velocity field 
responds to this correction in pressure through the velocity 
corrections u ’ and v ’. Therefore the correct velocity field 
is given by
u=u°+u’. (3.4a)
v=v°+v'. (3.4b)
By combining equations(3.1) and (3.2), expressions for u ’ 
and v' are obtained as follows
u ’ = 2  A 1 u ’ + (Bi3P’/ae + CjaP'/aT?), (3.5a)
P
v^ = 2 A zv ' + (B23P'/a£ + C zaP'/37?). (3.5b)
Since u'p and v^ are correction terms, approximate coi—  
rection equations can be obtained by dropping the summation 
terms. This approximation affects the convergence rate, but
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not the final solution. The resulting equations are
u' =Bj3P’/3£ + C,3P'/3/?, (3.6a)
P
v' =B23P’/3£ + C 23P'/37?. (3.6b)
P
By substituting for u ’p and v^ from the above equations, 
equation(3.4) can be written as
u =u0+B13P’/a£ + CtdP'/dT), (3.7a)
V =v°+B2aP’/a£ + C 2a P ’/37?. (3.7b)
The subscript p is omitted for convenience.
Since Gi and G 2 appear in the continuity equation rather 
than u and v, they should be written in terms of the pres­
sure and velocity corrections. The final forms of the 
expressions for Gi and G 2 are
G l=G? + (Bl3y/3^-Bz3x/3/?) O P ’/ a O  +
(C, 3y/3/?-Cz3x/3??) (3P'/3/?) , (3.8a)
G z=G§ + (Cz3x/a£-Ci3y/3£ ) (3P’/37?) +
(B 2 3x /3 £-B j 3y/3£)(3P’/3£), (3.8b)
where:
G?=u°ay/a77-v°ax/a77. (3.9a)
G2=v°ax/a£-u°ay/a£. (3.9b)
If the grid is orthogonal, the last terms in the equations 
for G t and G z are negligible. Neglecting these terms, Gi and 
G z can be written as
Gi=G?+B3P’/a£, (3.10a)
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G 2= G g + C a P ' / 3n, (3.10b)
where:
B=Bi dy/dT)-BzdX/'dTI, (3.10c)
c ^ z a x / a s - C i  a y / a s . o . i o d )
These approximate relations for Gi and Gz (equation 3.10). 
can be used to derive new correction equations for u and v 
as follows
u=u°+[ (ax/a£)BcaP’/ a o  + (ax/ar?)C(aP’/a7?)]/j. (3. i la)
v=v°+[(ay/as )B(ap’/a £) + ( ay/a 7?)C(aP’/a7?)]/j. (3.11b)
The pressure correction equation is obtained by substitut­
ing Gi and G z from equation(3.10) into the continuity equa­
tion. Its final form is given by
a p P ’ = 2 a P' +b, (3.12a)
r  “  nb nb nb
where:
(3.12b) 
.(3. 12c) 
(3.12d) 
(3.12e) 
(3.12f)
+ (/oG8a O  s -(pCgAS) „ . (3.12g )
In the above equation, b is the local imbalance of mass. 
Equation(3.12) has the same general form derived in Chap-
a E
=  - ( p B ) Q ( A 7 ? / S O
aw = - ( / o B ) W ( A 7 ? / S £  )
3 N
= -(/»C) n ( A S / S T ? )
as = - ( P d s ( A  Z / h T ) )
3 P
=a_ +a 
E W
+a + B  ,
N S ’
b = ( , o G j A 7 ? )  w ( p G? A7)  )
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ter 2. Its solution yields a pressure correction field. 
Pressure is updated using equation(3.3), while velocities 
are updated using equations (3.10) and (3.11). When updating 
u and v, a second order centered 2-a £ difference scheme for 
the pressure correction gradients at the grid nodes are 
used. Gi and G 2 are needed at the interfaces and after solu­
tion of the pressure correction equation are updated using a
1-a E difference scheme for the pressure correction gradients 
at the control volume faces. This procedure helps in detect­
ing any oscillatory variation of the pressure field since 
such oscillatory fields are felt by Gi and G 2 which are 
always used in the momentum equations(2.21). This practice 
alone is, however, insufficient to suppress spurious oscil­
lations completely. This is because after the momentum 
equations are solved to obtain u and v, the contravariant 
velocities Gi and G 2 are calculated at the nodes using equa­
tions^. 19a) and (2.19b) and linear interpolation is used to 
calculate the interface values. These interface contravari­
ant values (Gi and G z) are used in calculating the source 
term of the P' equation, but since they are obtained by lin­
ear interpolation and since a 2-a £ (or 2-at?) scheme for VP 
is used in the momentum equation, spurious oscillations may 
not be easily destroyed. In view of this, Rhie and Chow[75] 
added the following correction term to G° in the source term 
of the pressure correction equation to eliminate oscilla­
tions in the predicted solutions,
(G?) e - G ? + B [ (P 0 -P° )/&6-OP<V3£ ) ] . (3.13)
E P
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The overbar indicates that the results are obtained by lin­
ear interpolation between grid nodes.
This practice, although successful in suppressing oscil­
lations, suffers from the problem of continuity satisfaction 
which will be discussed later in this chapter.
Neumann boundary conditions are used to solve the pres­
sure correction equation. This corresponds to a zero first
derivative along the boundaries.
3.3 PRESSURE EQUATION
The pressure equation is derived by writing the momentum 
equations in the following form
u =u +B!3P/3£ + CiBP/ar?, (3.14a)
v = v + b 2 a p/a ? + c2ap/a/7 , (3.14b)
where:
u” Z A ‘u + S 1 , 
" EWNS
(3.15a)
v= Z A zv + S 2. 
” E W N S
(3.15b)
Using the above definition of u and v, expressions are
obtained for G t and G 2 ae follows
Gi=Gi + (Bi ay/a7)-B2ax/a7?) op/a?) + 
(C4 ay/a^-c2ax/a/?) (ap/a^) 
G 2=G2+(c2ax/a?-c,ay/a?) o p / a t?) + 
(b 2ax/a?-Biay/a?) op/a?) (3.16b)
(3.16a)
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where:
G i =u3y/37?-v3x/3 /?, (3.17a)
Gz=v3x/afc-u3y/3£. (3.17b)
Introducing these values of Gi and G 2 into the continuity 
equation, the final form of the pressure equation is 
obtained as
a P PP = E W N S a P  + b ' <3',8a)
where:
(3.18b) 
(3.18c) 
(3.18 d ) 
(3.18e) 
(3.18f)
- ( p G 2a 5) n +b no . (3.18g)
In the above equation b no is the contribution due to non­
orthogonality. Its expression is given by
b  n o  =  [ ( C i S y / a ^ - C z B x / a r ? )  O P / 3 7 ? )  ] w -  
t ( C i 3 y / 3  77-C2 3 x / 3 7 7  ) O P / 3  77 ) ] e  +
[ (Bz3x/3£-B,3y/aO O P / 3 0  ] s -
[ (B23x/3£-BOy/3£) (3P/3S) ] n ■ (3.19h)
The pressure equation is similar in many aspects to the
pressure correction equation. Neumann boundary conditions
a ^  = -(/oB) • ( a t ? / & £ ) •
a yy =  ~ ( p B )  W ( A 7 J / S . O w >
a ^  =  - ( p C )  n ( a £ / S t?) n *
a s  =  - ( p C )  s  ( a £ / S 7 7 ) 6 •
a P =aE +aW +aN +V
b = ( p G i A 7 ? )  w - ( p G j  A77) e  + ( ^ > G z a 5 )
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are also used.
In the next sections, SIMPLE, SIMPLER, and SIMPLEM solu­
tion procedures are described.
3.4 SIMPLE PROCEDURE
(1) Start with guessed fields u°, v°, and P°.
(2) Calculate the coefficients of the momentum equations 
using a 2-a£ or 2-Ar) scheme for vP, and solve the 
momentum equations to.obtain a new velocity field.
(3) Calculate new G? and G2 at the grid nodes using the new 
values of velocity components. Interpolate to find G? 
and Gg at the control volume faces.
(4) Calculate correction terms to be added to G? and Gi in 
the continuity equation only.
(5) Calculate the coefficients of the pressure correction 
equation and solve to obtain the pressure correction 
field.
(6) Use the pressure correction field to update P°, u°, v°, 
G?, and Gg. The contravariant velocities G? and Gg
are updated at the control volume faces without interpo­
lation and using the centered 1-Ai; difference scheme.
(7) Return to step 2 and repeat until a converged solution 
is obtained.
3.5 SIMPLER PROCEDURE
(1) Start with guessed fields u ° , v° , and P ° .
(2) Calculate the coefficients of the momentum equations and
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then u and v . Use these values to find Gi and G z at 
the grid nodes. Interpolate linearly to find Gi and G 2 
at the control volume faces.
(3) Calculate the coefficients of the pressure equation and 
solve the pressure equation to obtain new pressure 
field.
(4) Use this new pressure field to calculate the pressure 
gradients in the momentum equations using a 2-a E or
2-47? centered difference scheme.
(5) Solve the momentum equations to obtain a new velocity 
field.
(6) Use this field to obtain new G? and G5 at the grid 
nodes. By linear interpolation, obtain G? and G2 at the 
control volume faces.
(7) Calculate the correction terms that will be added to G?
and G§ in the continuity equation.
(8) Solve the pressure correction equation to obtain a 
pressure correction field.
(9) Use this field to update u°, v ° , G ? , and G§. Do not 
update the pressure. Update G? and G§ directly at the 
interface using a 1 - a £  or 1 - a t ?  centered difference 
scheme for vP'.
(10) Return to step 2 and repeat until convergence.
3.6 SIMPLEM PROCEDURE
(1) Start with guessed fields u ° , v°, and P ° .
(2) Calculate the coefficients of the momentum equations and
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then u and v. Use these values to find Gi and G z at the 
grid nodes. Interpolate linearly to find G t and G z at 
the control volume faces.
(3) Calculate the coefficients of the pressure equation and 
solve it to obtain a new pressure field.
(4) Use this new pressure field to calculate the pressure 
gradients in the momentum equation using a 2-a £ or 2-at) 
centered difference scheme.
(5) Update G? and Gg at the interfaces using the new 
pressure field (equation(3. 1 6) ) , and using 1-a $ or 1-at? 
centered difference scheme for vP.
(6) Based on the new G? and Gg recalculate the coefficients 
and solve the momentum equations to obtain new velocity 
field u° and v°.
(7) Use these u° and v° as a new guess. Return to step 2 and 
repeat until a converged solution is obtained.
3.7 TEST PROBLEMS AND RESULTS
The three algorithms are used to solve two test problems 
to determine the convergence characteristics and the degree 
to which conservation is satisfied.
The first problem is the driven flow in a square cavity 
shown in figure(3.2). It is one of the standard problems 
used in the literature[74,75,82] to test the solution meth­
odology for fluid-flow problems.
By introducing the following dimensionless variables
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Y
▲
Recirculating flow in a square cavity.
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U=u/u s , (3.19a)
V=v/u fl . (3.19b)
P=P/puz „ . (3.19c)
X=x/L, (3.19d)
Y=y/L, (3.19e)
where u s is the velocity of the moving boundary and L is 
the length of the square cavity, the governing equations of 
this problem can be written as
U.vU = -3P/3X + v zU/Re, (3.20a)
U . W  = -3P/3y + v zV/Re, ' (3.20b)
V.U=0. (3.20c)
The Reynolds number, defined by 
Re= pu s L/p, (3.21)
is the only variable parameter in this problem. The results 
presented are for a value of 100. The boundary conditions
for this problem are zero velocities along all boundaries
except the moving wall where U is set to 1.
The second problem is the sudden expansion in a pipe 
shown in figure(3.3). This problem is chosen because of the 
strong pressure gradients in the field which may give rise
to spurious oscillations if the difference scheme is not
appropriately formulated.
The governing equations for this problem can be written
as
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Fig. 3.3
■d 2 - 7
H = 2 D 2
i
Y
A
t .
V = 100 m/ s
■5= 2 / 7
Recirculating flow due to sudden expansion 
in a pipe.
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3 (puz )/3x+3 (/ouv)/3y= ( 3/3x) (/u3u/3x) +
(3/3y) (yu3u/3y)—3P/3x, (3.22a)
3 (/ouv)/3x+3 (/ov2)/3y=(3/3y) (M3v/3x)+
(3/3y) (yu3v/3y)-3P/3y, (3.22b)
3(/DuT)/3x+3(puT)/3y=(k/c P )[(32T/3x2)+(32T/3y2)], (3.22c)
where ai is the viscosity of the fluid used, k is the thei—  
mal conductivity, and c P is the specific heat. At the
inlet, a uniform v velocity of 100 m/s is used. Along the
outflow boundary, a high Peclet number, unidirectional flow
is assumed, and the velocity is modified to satisfy continu­
ity .
The first problem is solved for both orthogonal and non- 
orthogonal coordinates. The solution for the second problem, 
is obtained for both constant and variable density on an 
orthogonal grid. As mentioned, the solution itself is not 
of primary interest here. Rather, the residuals of the equa­
tions solved and the convergence rate are of importance.
Figures(3.4-3.15) show the maximum imbalances of mass and 
momentum as a function of the number of iterations for both 
problems using the three algorithms.
In the discussions that follow, the term 'modified conti­
nuity equation' designates the continuity equation in which
the correction term proposed by Rhie and Chow[75] is added 
to the source term. The terminology 'disturbed continuity' 
is used to denote the discretized form of the continuity
6 7
equation after interpolating the terms from which it is 
being calculated. This means that pressure and pressure 
correction equations are disturbed continuity equations
since interpolation is used to evaluate their different 
terms.
In figures(3.4), (3.5), and (3.12) the maximum residuals 
of momentum, continuity (equation(3.1c)), and modified con­
tinuity (pressure correction equation) equations using 
SIMPLE are presented. All results predict the same behavior. 
The residuals of the momentum equations and the modified 
continuity equation (including the correction terms) are 
driven to zero. However, the residuals of the continuity
equation reach a certain level of convergence and stop
decreasing further with iterations.
The residuals of the momentum, pressure, and pressure 
correction equations when using SIMPLER are presented in 
figures(3.6), (3.7), and (3.13). From these figures, it is 
clear that all residuals, with the exception of the residu­
als of the pressure equation, stabilized after reaching a 
certain level of convergence.
Figures(3.8), (3.9), (3.14), and (3.15) show the residu­
als of the various quantities using the new algorithm 
SIMPLEM. In all figures, the maximum residuals of u, v, p, 
and equation(3.1c) (the continuity equation) are presented 
using two different practices. The first practice is to 
update the contravariant velocity components, needed at the
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RESIDUALS
A continuity 
O  u, v momentum 
• modified continuity5
9
►  ITER
2 0 60 100 140
Fig. 3.4 Residuals of conservation equations for the 
flow in a square cavity calculated by 15x15 
grid points using SIMPLE, Re=100, orthogonal
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RESIDUALS
continuity 
o  u, v momentum 
% modified continuity- 5
- 9
■►ITER
14010020 60
Fig. 3.5 Residuals of conservation equations for the
flow in a square cavity calculated by 15x15 
grid points using SIMPLE, Re=100, non-ortho- 
gonal
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RESIDUALS
O  continuity(pressure correction) 
A u., v momentum 
• continuity (pressure)
- 9
ITER
1401006020
Fig. 3.6 Residuals of conservation equations for the 
flow in a square cavity calculated by 15x15 
grid points using SIMPLER, Re=100, orthogonal
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RESIDUALS
A u, v, continuity(pressure correction) 
0  continuity (pressure)
5
■9
►  ITER
1401006020
Fig. 3.7 Residuals of conservation equations for the
flow in a square cavity calculated by 15x15 
grid points using SIMPLER, Re=100, non-ortho- 
gonal
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RESIDUALS
wher. updated from momentum 
without updating them from momentum 
v, and P for both cases
-5
1401006020
Fig. 3.8 Residuals of conservation equations for the
flow in a square cavity calculated by 15x1 
grid points using SIMPLEM, Re=100, orthogon n> 
oi
7 3
RESIDUALS
A 2G when updated fromii S  momentum 
O  2C without updating them from fomentum 
• u. v, and P for both cases
-5
-9
■►ITER
100 14020 60
Fig. 3.9 Residuals of conservation equations for the
flow in a square cavity calculated by 15x15 
grid points using SIMPLEM, Re=100, non-ortho- 
gonal.
VE
LO
CI
TY
7 4
SIMPLE
SIMPLER
SIMPLEM with G interp. 
SIMPLEM without G interp. 
BURGGRAF solution
AT X / L = . 5
rs
- 0 . 2 -
1 .00.80.60.2 0 . 40
Y / L
Fig. 3.10 U-velocity profile along vertical center
line. (Driven flow in a square cavity).
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Fig. 3.11a u-velocity profile along £=8
(Driven flow in a square cavity)
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Fig. 3.11b v-velocity profile along r}=3
(Sudden expansion)
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RESIDUALS
-3
continuity 
Q  u, v momentum 
• modified continuity
-19
►  ITER
20012040
Fig. 3.12 Residuals of conservation equations for the
Recirculating flow due to sudden expansion, 
calculated from 14x14 grid pointsCorthogonal, 
variable density), using SIMPLE.
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RESIDUALS
O  continuity(pressure correction) 
fau, v momentum,
• continuity (pressure)- 5
- 9
*ITER~ i  i 1 i i 1 r —
40 120 200 280
Fig. 3.13 Residuals of conservation equations for the
recirculating flow due to sudden expansion, 
calculated from 14x14 grid points(orthogonal, 
variable density), using SIMPLER.
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when updated from momentum 
without updating them from momentum, 
v when updating the G's
1 SG 
• SG
T V  u  •u, v without updating tne i A p when updating the G’s 
O  P without updating the G’s
RESIDUALS
►  ITER
40 120 200 280
Fig. 3.14 Residuals of conservation equations for the
recirculating flow due to sudden expansion, 
calculated from 14x14 grid pointsCorthogonal, 
variable density), using SIMPLEM.
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RESIDUALS
m  2G when updated from momentum 
• 2G without updating them from momentum 
Vu, v when updating the G’s
»u, v without updating the G's A  P when updating the G’s O  P without updating the G's
- 4
r 8
>  ITER
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Fig. 3.15 Residuals of conservation equations for the
recirculating flow due to sudden expansion, 
calculated from 14x14 grid points(orthogonal, 
constant density), using SIMPLEM.
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interfaces, after solving the momentum equations. In the 
second practice, these components are not updated from 
momentum, and therefore they always satisfy the pressure 
equation. All results show the same trend with maximum con­
servation obtained for the case when the flow is incompres­
sible and the grid is orthogonal. The residuals of equa- 
tion(3.1c) are computed in order to study the effect of 
interpolation on continuity. Furthermore, equation(3.1c) is 
the exact continuity equation while the pressure equation 
represents the disturbed continuity.
The residuals of pressure and momentum equations are 
always driven to zero. However, for some of the cases, the 
maximum imbalance of mass (equation(3.1c)), converges to a 
certain extent and stops converging after a number of itera­
tions. This behavior is noticed in a skewed grid or vari­
able density flow as shown in figures(3.9) and (3.14) 
respectively. In all figures presented, the practice of 
updating the contravariant velocity components .after solving 
the momentum equations is shown to slow down convergence 
considerably.
For completeness of presentation, the values of u at some 
locations are presented in figures(3.10), (3.11a), and
(3.11b).
3.8 DISCUSSION OF RESULTS
The continuity problem observed in SIMPLE is attributed
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to the correction terms added to the interface contravariant 
velocities of the pressure correction equation. These 
approximations are introduced after, not before, deriving 
the pressure correction equation. Therefore the source term 
b in the pressure correction equation (equation(3.12g)) 
which represents the local deviation from continuity, is
altered by the inclusion of the correction terms, and hence 
it is no longer exactly equal to the local mass conservation 
imbalance. As a result, the pressure correction equation 
that is solved is not the discretized continuity equation, 
but rather, it is an approximate form of the continuity 
equation, with the approximation, being of the order of the 
correction term which, in some cases, is quite large. This 
conclusion is confirmed by obtaining results, when possible, 
for the same problems without adding these terms, in which 
case the residuals of the continuity and modified continuity 
equations are identical, and both converge to zero. It is 
possible to obtain oscillation-free results for the driven 
cavity flow problem only. Oscillation occurred in the sudden 
expansion problem where pressure gradients play a dominant 
role. Therefore, the addition of these terms is necessary to 
suppress oscillation effectively. Because pressure and
velocity components are updated from the same modified con­
tinuity equation, convergence of their equations is
expected. The results in figures(3.4), (3.5), and (3.12)
confirm this expectation.
82
In SIMPLER, a different behavior is noted. Results 
obtained with and without correction terms added to the 
source of the pressure correction equation, show similar 
behavior as described in figures(3.6), (3.7), and (3.13).
In this case the only quantity that converges is the pres­
sure. To explain this behavior, it is helpful to rewrite 
equations (2.19) and (3.16)
G|= u ( 3y/3?7)-v ( 3x/3 77) , (3.23a)
G x=G1 + (Bi3y/3??-B23x/3 7?) (3P/30 +
(Cx3y/3 77-C z 3x / 3 t?) (3P/3r?) . (3.23b)
Both equations are used at different stages of the proce­
dure to evaluate the contravariant velocity components 
needed at the control volume faces. Equation(3.23b) is used 
in the pressure equation. Therefore, the pressure field 
satisfies continuity as long as velocities are based on this 
equation. It is clear that the pressure field is not changed 
unless its equation is solved. The G's in this equation are 
obtained by linear interpolation from the nodal values which 
are obtained from the momentum equations.
On the other hand, equation(3.23a) is used before solving 
the pressure correction to find G x and G z at the main grid 
points. Then, by linear interpolation, the values of these 
quantities at the control volume faces , where needed, are 
calculated.
From the above description, interpolation is used at two
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different stages to find the same contravariant velocity 
components. It is the discrepancy between these two interpo­
lation procedures which is causing the non-conservative 
behavior. This is because when interpolating the G ’s , con­
servation is satisfied to the order of the interpolation. 
The resulting pressure field is conservative to the order of 
the interpolation. As stated earlier, this pressure value 
will not be changed before solving the pressure equation at
the next iteration. Since the same interpolation error is
introduced at any iteration and since the pressure is
obtained only from its equation, the pressure equation
should converge with values correct to the order of the 
interpolation. This pressure field is used in the momentum 
equations. Therefore, the velocity field obtained always 
satisfies this disturbed continuity. When interpolating the 
G's to solve the pressure correction equation, a different 
disturbed continuity appears. The velocities are updated to 
satisfy this new disturbed continuity equation and the cycle 
is repeated.
What is learned from this discussion is that in order for 
all quantities to converge, only one of the two disturbed 
continuity equations should be used. This means that one of 
the two equations given in (3.21a) and (3.21b) should be 
used to update the contravariant velocity components at the 
interfaces. One of them is used in SIMPLE (the P ’ equa­
tion) , and the convergence problem arises because of the 
correction terms which are required to suppress oscillation.
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The method proposed here (called SIMPLEM) is -to use the 
pressure equation without the correction terms but in such a 
way so as to suppress oscillations. A simple idea is found 
to be very effective in accomplishing this objective. This 
idea is to solve the pressure equation only and to update 
the contravariant velocity components, needed at the control 
volume faces, using a centered 1 - a E or 1 - at? pressure differ—  
ence scheme in the same equation used to derive the pressure 
equation (3.21b). Therefore any oscillation can be felt, 
and immediately suppressed, by the interface velocities 
which are always used in the coefficients of the basic equa­
tion. With the new treatment, the only connection between 
the contravariant and the cartesian velocity components is 
the G's which are calculated from u and v where a 2 - a £ or 
2 -A 7?  difference scheme for the pressure gradients is used. 
Therefore, adding pressure gradients based on 1 - a £ or 1-A7? 
difference scheme to the G's in equation((3.23b) to obtain 
(or update) the contravariant velocity components, can be 
seen as a correction procedure similar to the one used by 
Rhie and Chow[75], but without the introduction of any extra 
terms. The additional work done is in the recalculation of 
the coefficients of the momentum equation after updating the 
interface velocities to make sure that the velocities used 
in the coefficients and the pressure field satisfy the same 
continuity equation. The work involved in this step is 
actually comparable to calculating the correction terms in 
SIMPLE and solving the pressure correction equation in
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SIMPLER. The difference in computer time between SIMPLE and 
SIMPLEM is about 8% (SIMPLEM needs more time). The solu­
tions obtained using this practice show no sign of any 
oscillation.
The results shown in figuresC3.8), (3.9), (3.14), and
(3.15) indicate the advantages of this simple treatment by 
which the residuals of u, v, and P are always driven to 
zero. From these figures it is clear that the contravariant 
components should always be based on continuity and any 
attempt to update these components from equation(3.23a) 
after solving the momentum equations creates the same prob­
lem noticed in SIMPLER. This is expected since, by so doing, 
the values of the contravariant velocity components are 
being updated using equations (3.23a) and (3.23b) when the 
intention is to avoid that.
If the grid is orthogonal, the terms due to non-orthogo­
nality in equation(3.23b) cancel, and then there is no need 
to find the cross derivatives. For non-orthogonal situations 
however, interpolation is needed for these derivatives. This 
explains the slow convergence of the maximum imbalance of 
mass shown in figure(3.9). Convergence in this case is to 
the order of the interpolation, even though the conservation 
for such cases is at least two orders of magnitude better 
than the values obtained by SIMPLE and SIMPLER. The residu­
als for the case of variable density are shown in fig- 
ure(3.14). In this situation, the convergence behavior is
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similar to the situation when the grid is nonorthogonal. It 
is speculated that conservation of mass will improve if 
(pG), at the interface, is interpolated as a unit (and not 
separately as is. done presently). However, no attempt was 
made to investigate this matter (only incompressible flows 
are examined in this thesis).
3.9 CLOSING REMARKS
A new algorithm for the solution of two-dimensional 
elliptic flows in curvilinear coordinates using equal order 
pressure velocity coupling scheme has been presented. The 
algorithm was shown to be superior compared to SIMPLE and 
SIMPLER algorithms in non-staggered curvilinear meshes. 
Oscillation was totally suppressed by a simple yet effective 
scheme. Its convergence characteristics are similar to 
SIMPLE and SIMPLER in cartesian staggered meshes. Because 
of these features, this algorithm is the one that will be 
used in this thesis.
This concludes the presentation of the conventional 
method. In the next chapter, the adaptive grid method for 
convection-diffusion problems will be presented.
CHAPTER 4
ADAPTIVE GRID METHOD FOR CONVECTION-DIFFUSION PROBLEMS
The details of the solution-adaptive grid method devel­
oped are presented in this chapter. Only convection-diffu­
sion type problems are considered in this chapter, and 
therefore, the flow field is assumed to be known.
This chapter starts with a description of the global 
adaptive grid method presented in[68]. This is followed by a 
description of the adaptive grid method developed in this 
thesis. The adaptive grid solution for some test problems 
are then compared to corresponding solutions obtained using 
the conventional fixed or uniform grid method.
4.1 THE ARC EQUIDISTRIBUTION CONCEPT
All adaptive grid methods are based, directly or indi­
rectly, on the concept of equidistributing a measure of the 
solution error. This concept is commonly referred to as the 
Arc-Equidistribution Concept. Its basic idea is best undei—  
stood in one-dimensional space. Therefore, the discussion 
below is initially given in a one-dimensional coordinate, 
and then derivations are performed in two-dimensions.
A transformation is used to relate the physical and com­
putational planes. If the grid location is known in physi­
cal or computational plane, its location in the other plane 
can be found by using the transformation relation. When 
generating a grid using the arc-equidistribution concept, a
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relation of the following form is assumed
(3x/3?)W=C, (4. 1 )
where x is the coordinate in physical plane, £ is the com­
putational coordinate, C is a chosen constant, and W is a 
weight function which depends on the solution of the partial 
differential equation of the physical problem (a discussion 
of this weight function will be given later in this chap­
ter) . By assuming a unit increment in the computational 
space, the discretized form of equation(4.1) can be written 
as
From the above equation, it is clear that if Wi is large 
then AXi will be correspondingly small in order to maintain 
a constant product C, and vice-versa. Therefore, the grid 
will have a denser concentration in regions of larger weight 
function (for example, the gradient of a chosen variable). 
This is an equidistribution law, which equidistributes W (an 
estimate of error), over the domain of calculation.
The same law can be written in two dimensions along lines 
of constant £ or /?. If Si and s 2 represent arc lengths along 
lines of constant 7) and £ respectively, then equation(4. 1 ) 
can be written along such arcs and is given by
AXi W,=C. (4.2)
O S i / 3 0  W 1=f1(^), (4.3a)
( 3 s z / 3 / | )  Wz = f  z ( £ ) , ( 4 . 3 b )
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where:
3 s!/3N(3x/3t) z + ('3y/3£) z , (4.4a)
3sz/377=VOx/377 ) z+ O y / 3  7?) 2. (4.4b)
The terms f i (77) and f zO )  are constants for given curves. 
Here i: and 77 are the computational coordinates, and x and y 
are the physical coordinates. By differentiating equa­
tions^. 3a) and (4.3b) with respect to S and 77 respectively, 
the following equations are obtained
azsj/ae* + os,/a£) [ (i/wt) o w 1/as) ]=o, (4.5a)
azSz/3nz + o s z/3t?) [(i/wz) o w z/3 77 ) ]=o. (4.5b)
These equations can be written as partial differential 
equations in terms of x and y by simply replacing the gradi­
ents of s t and s z by the values given by equation(4.4) and 
performing the indicated differentiation. The resulting 
equations are
O x / 3 £ ) O zx/3£2) + (3y/3£) O zy/3£z ) +
[ (3x/3£ ) z+Oy/3g) 2 ] [ ( 1/Wt ) OWi/35 ) ]=0, (4.6a)
O x / 3 7 7 )  ( 3 2 x / a 7 7 z  ) +  ( 3 y / 3 7 7  ) ( 3 z y / a r j  z ) +
[ Ox/3 77 ) z + (3y/377) z] [(1/WZ) ( 3Wz/3 77 ) ] =0. (4.6b)
Equations(4.6a) and (4.6b) constitute a system of two equa­
tions for the two unknowns x and y. The solution of this 
system results in a grid for which the two weight functions 
Wi and W z are equidistributed. Generally, Wi and W z depend 
upon the solution of the physical problem and provide the
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desired criterion for adaptation.
4.2 THOMPSON'S SCHEME INTERPRETED AS AN EQUIDISTRIBUTION 
METHOD
The conventional grid generation scheme described by 
Thompson[9,10] is based on the solution of Poisson’s equa- 
tion(2.7). For clarity of presentation. this equation is 
rewritten and renumbered at this stage.
a( 3 zx/3 i; 2) —2/S ( 3 zx/3 £ 3/?) +7 ( 3 zx/3?72 ) =P i , (4.7a)
o<( 3 zy/3i; 2) —23( 3 2y/3i; 3 >7) +7 ( 3 zy/37?z ) =PZ . (4.7b)
where:
Pi =—Jz [ ( 3x/3£ ) P ( £ , 7?) + ( 3x/3tj ) Q ( £ , 77) ] . (4.7c)
pz=-jz [ (3y/30P( £,??) + (3y/3 7?)Q( S ,7?) ] . (4.7d)
In this equation, all variables have the same meaning given 
earlier. The control functions P and Q play a very impoi—  
tant role in the grid generation procedure. In fact, an 
appropriate selection of these control functions can result 
in a useful or desirable grid for the situation being con­
sidered. A major problem, however, is the selection of these 
functions since no universal rules are available for their 
choice. Thomas and Middlecoff[14] derived a method to find 
these control functions from boundary point distribution. In 
their work, the control functions P and Q are written in the 
following form
P=(a/Jz)$, (4.8a)
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Q=(7/J2)*, (4.8b)
where § and ¥ are the new modified control functions. By 
substituting equation(4.8) into equation(4.7), the new forms 
of the Poisson equations are
a[(azx/3£2)+IOx/a£)] - 20(32x/3£3t?) +
7 [ (3zx/3 772 ) +4'( 3x/3tj) ] =0 , (4.9a)
a[ ( 3 zy/3£ 2)+§( 3y/3£ ) ] - 20( 3zy/3£37?) +
7 [ ( 32y/37?2 ) +'!<( 3y/377) ] =0 . (4.9b)
At the boundaries, equation(4.9) should be written along 
lines of either constant £ or constant 7?. If orthogonality 
and zero curvature are assumed along the boundaries, the 
following relations can be derived along the constant 77 
boundaries
(3x/3£) (3x/37?) + (3y/3S) (3y/3 7?)=0, (4. 10a)
J=[ (3y/37?)/(3x/3£ ) ] [(3x/3£) 2+(3y/3£)2] , (4. 10b)
3 2x/37?z = 3 zy/37? 2 = 0 . (4.10c)
Similar relations can be found for the constant £ boundary 
lines. By eliminating t in equation(4.9) and using equa­
t i o n  4. 10), the governing expression for the arc length 
along a constant 77 line becomes
(32s 1/3£z)+<S(3s1/3£)=0. (4.11a)
Similarly, the relation that holds along lines of constant 
£ is given by
92
( 3 2 s z / 3 t7z ) + 4 ' ( 3 s 2 / 3 7 7 ) = 0 (4.11b)
The grid distribution is known along the boundaries (i.e., 
provided). Thus, the arc length along the boundaries can be 
found. Therefore, equation(4.11) can be used to find the 
control functions along the boundaries. Once values for I 
and 'I' are known along the boundaries, interpolation can be 
used to determine their values in the interior of the 
domain.
If equation(4.11) is compared with equation(4.5), an 
equidistribution law can be written, with weight functions 
given by
Anderson[6 8 ] showed that equation(4.9) written along 
lines of constant £ and t\ without orthogonality and curva­
ture constraints, is also an equidistribution law. For this 
situation, the resulting equation is
(32 s l/3^ z) + (3s!/30 {§-[ O « i / 3 0 - 2 ( 3 « z/3S) ]cote3-
O S i / S O  Ocoz/a7?)/(as2/aS) (Sinu3) }=0, (4. 13a)
o zs z/a /?2 ) + o s z/a 7?) {*+[ (acoz/a ^ ) - 2  0 co1/a 7?) ]coto>3 +
(3sz/a 77) ( a<oz/3S )/(3s,/a7?) (sina>3 )}=0. (4. 13b)
In equation(4. 13) , <ui is the slope of constant 7? curves, <uz 
is the slope of constant $ curves, and <d3 is the angle of
$=( 1 /W i ) OWi/aS) (4.12a)
* = (  1 / W Z  ) O W z / a / ? )  . (4.12b)
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intersection between £ and T). These angles are related 
through the following relation
6) 2 =C0 3 too i (4. 13C)
The terms inside the curly brackets in equation(4.13) are 
the new weight functions ii and 'Pi* With this terminology, 
equation(4.13) assumes the following form
(32s 1/3£2) + O s 1//a£)i1=0, (4.14a)
( 3 2 s z / 3 7 ? 2 ) + (3s2/3??)'J'l=0. (4.14b)
The fact that equation(4.9) can be interpreted as an 
equidistribution law is a very useful feature that is 
exploited in the present adaptive grid method. The weight 
functions are not restricted to the values obtained from 
equation(4.11)(Thomas and Middlecoff[14]). Similar to equa­
t i o n ^ . 6), the weight functions in equation(4.9) can be 
based upon the solution of the physical problem and updated 
as the solution proceeds. Therefore, Thompson's grid genera­
tion scheme can be recast as an adaptive grid method. This 
permits the use of the same grid generation procedure used 
to generate a preliminary grid each time a new adaptive grid 
is generated.
4.3 THE PHILOSOPHY OF THE PRESENT ADAPTIVE GRID METHOD
Local refinement methods are superior compared to global 
refinement methods since they do not suffer from stability
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and skewness problems. Using equation(4.9), it is possible 
to generate a grid in almost any region or subregion. In 
many problems, particular regions of the physical domain are 
not important and have minor influence on the solution else­
where (as long as the grid is fine enough) and therefore, 
need not be refined. At the same time, regions needing fui—  
ther refinement should be refined non-uniformly based on the 
local estimates of error. The adaptive grid method developed 
in this thesis is capable of generating adaptive grids that 
are non-uniformly distributed. based on local error esti­
mates, in the refined sub-region of the calculation domain. 
This is in contrast to the methods developed by Berger and 
Jameson[60], and Caruso et al.[61] where a flagged sub-re­
gion of high error is uniformly refined. Therefore, the 
method developed here has the clustering ability of the 
global type methods in local sub-regions and the stability 
of the local type methods. The local weight functions guide 
the grid distribution in the refined regions and therefore, 
the grid is concentrated in regions where they are needed 
most. This, in turn, ensures better resolution of the flow 
field. It is desirable to obtain an accurate coarse grid 
solution, not only because we seek an accurate solution 
everywhere in the domain, but also because the accuracy of 
the solution in the refined sub-region depends on the bound­
ary conditions along the sub-region boundaries, and these 
are obtained from the coarse grid solution. Therefore, the 
coarse grid solutions have to be improved during the solu­
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tion process. To this end, coarse grid solutions in the 
whole domain and fine grid calculations in the flagged 
region are consecutively performed until convergence, with 
correction terms from the fine grid solution added to the 
coarse grid equations in the overlap region in every cycle 
of solution. Thus, the solution in the non-refined regions 
improves due to the influence of the solution obtained in 
the refined regions through the correction terms added to 
the coarse grid equations(described later). Therefore, the 
overall quality of the solution is improved.
4.4 STRATEGY FOR CONVECTION-DIFFUSION PROBLEMS.
4.4.J. Adaptive Grid Generation:
The solution is initiated on a conventional or uniform 
grid. First, a global grid is generated over the entire 
domain of calculation, and the solution process is started. 
After a pre-asSigned number of iterations, an error estimate 
at every point in the domain is determined. For this pui—
pose, a quantity E is defined as
E=0i, [j|fz.ji |+az( |W'| )z]+a3J|v£.V7?|+o<,J[(v£)z+(V7?)z] . (4.15)
In equation(4.15), the coefficients «i, otz , a 3 , and are 
constants which can be modified as the solution proceeds. 
For all the work done in this dissertation a 3 and a* were
assumed zero. The meanings of the different terms in this
equation are given later in this section. The maximum value 
E max of this functional error is determined and values are
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then normalized according to the following equation
E 0 =(1+E)/(1+E ). (4.16)
Once these error estimates are known, points are flagged if 
their normalized error E 0 is greater than a preassigned 
value. Clusters of flagged grid points are then identified. 
A cluster of flagged points is generated by initially iden­
tifying one of its points. Then "flagged” points are added 
to the cluster if they are neighbors. A neighbor is defined 
as a point to the east, west, north, south, southeast, 
southwest, northeast, or northwest of the main point as 
shown in figure(2.2). Therefore, flagged points connected 
horizontally, vertically, or diagonally to a point in the 
cluster are also added to the cluster. If no more neighboi—  
ing points that are flagged exist, the cluster is closed, 
and another one is started in a similar manner with a 
flagged point, not yet enclosed in a cluster, forming the 
nucleus around which the new cluster is generated. This pro­
cess is repeated until no flagged points remain. Clusters of 
flagged points are independent and therefore overlapping 
situations do not arise.
The boundary control volume faces of each cluster coin­
cide with coarse grid control volume faces. Once the bound­
aries of a cluster are identified, the number of grid points 
along the boundaries can be specified. In the practice 
adopted in this thesis (unless otherwise specified), the 
number of grid points along the boundary of the cluster is
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always an even number and equal to twice the number of 
coarse grid points along the cluster boundary, i.e., equal 
to 2N. Of these, (N+1) consecutive boundary points are 
assigned to represent £ = £ mox and 77=77 min . The other (N+1) 
points lie along 77=77 m ax and £ = £ min . The subscripts min 
and max stand for minimum and maximum values respectively. 
The actual number of points is 2N and not (2N+2) as can be 
deceivingly obtained by multiplying (N+1) by 2. This is due 
to the fact that the first grid point of 7) min and the last 
grid point of £ mox are the first grid point of £ min and 
the last grid point of 77 max respectively.
Of the (N+1) points, if N! and N 2 are the number of
points used to represent £ = £ max and 77=77 min respectively,
then
N 1+N 2 =N+2. (4.17)
Any reasonable combination of Ni and N 2 can be used. The
same is true for £ min and 77 max . The right hand side of
equation(4.17) is (N+2) instead of (N+1) because every two 
consecutive lines have a point in common. Since there are 
four lines, every two consecutive lines share a point.
To calculate the control functions, E rather than E 0 is 
used according to the following equations,
ii = (1/E)OE/9£) (4.18a)
¥, = ( 1/E) OE/37?) (4.18b)
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From equation(4.15) it is seen that the adaptation control 
function E depends on the relative magnitude of the rate of 
change of the gradient of the dependent variable (vz^), the 
gradient of the dependent variable (v^), the local orthogo­
nality of the grid (vt.vr?), and the smoothness of the grid 
[ (v t ) Z + C V 7?) z ] . The first two terms in the weight function 
represent an overall measure of the local error and are 
proportional to the changes in the dependent variable. These 
errors or changes in the dependent variable should be equi- 
distributed as much as possible. If, in a region, the 
changes in 4 or the errors are high, the weight functions 
will also be correspondingly high, and more grid points will 
be assigned to this region to help resolve the high gradi­
ents. The third term prevents large deviation from orthogo­
nality. The last term prevents highly irregular meshes which 
increase the discretization error. The square of X"4 and the 
Jacobian in front of the other factors are used so that each 
term is of the same order of magnitude. Thus, all terms are 
of order 1 , and all factors have the same relative impoi—  
tance. The exact weightage assigned to each term can be eas­
ily controlled by the weight factors ctz , a 3 , and in
equation(4.15).
The adaptive grid generation process starts, as mentioned 
earlier, by doubling the number of grid points along the 
boundary. This is done by adding a grid point in the middle 
of each boundary control volume face of the flagged region. 
Then, an initial guess for the interior grid point distribu­
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tion is made and the values of the weight function at these 
new locations are found by interpolation. Transfinite intei—  
polation is used to determine the grid location while two 
dimensional Lagrange polynomials are used for the control 
functions. Poisson equations(4.9a) and (4.9b), with §i and 
ti given by equation(4.18), are then solved to determine the 
new grid point locations. Having found these locations, 
interpolation to find the correct derivatives used in the 
weight function is performed. If a3 and ou are not set to 
zero, then orthogonality and smoothness measures should be 
calculated based on the latest grid location. The control 
functions are then updated and the procedure repeated until 
the grid location no longer changes. After obtaining the 
interior grid distribution, adaptation is performed along 
the boundary so that, if possible. an orthogonal grid along 
the boundary is obtained. This is done by requiring the 
distance from the first interior grid point to the boundary 
to be minimum. If 1 is the length of the line connecting the 
first interior point (xj,y;) to the boundary point 
(x(s),y(s)) along a line of constant then
lz=[xi-x(s)]z+[yi~y(s)]2. (4.19)
The s location that minimizes 1 is obtained by setting the 
derivative of 1 with respect to s to zero, i.e.,
dl/ds=[x i- x (s )](3x/3s) + [y *-y(s)](3y/3s)=0 . (4.2 0 a )
Piecewise cubic spline profiles are used to represent x(s)
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and y(s) as follows
x(s)=ao+aiS+a2sz+a3s 3, ( 4 . 2 0 b )
y(s)=b0 +b 1s+bzs 2 +b 3 s 3. (4.20c)
Using the initial grid point locations, the coefficients in 
equations(4.20b) and (4.20c) are calculated by fitting a 
cubic spline between any two boundary grid points. The col­
lection of all the cubic splines represent the curve along 
which the boundary points are allowed to move. Therefore, 
the original boundary is preserved.
Equations(4.20a), (4.20b), and (4.20c) represent a closed 
system of equations which is solved by Newton’s method to 
yield boundary grid point locations. If the domain contains 
sharp edges it is desirable not to perform boundary adapta­
tion since cubic splines smear these edges. This smearing 
effect changes the exact boundary location which gives rise 
to difficulties in ensuring conservation across the bound­
aries when solving flow problems (these are discussed in the 
next chapter). In such situations no adaptation along the 
boundary is performed. A grid point is added and fixed in 
the middle of each boundary control volume face of the 
flagged region. If more than one cluster of grid points are 
flagged, the same procedure is repeated for each cluster.
The adaptive grid generated in each cluster corresponds 
to a new coordinate system. This means that each flagged 
region has its own coordinate system which is different from
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the original one, but all of these curvilinear coordinates 
are functions of the cartesian coordinates. Furthermore, the 
grids are not patched into one global grid but are dealt 
with independently, each with its own solution vector.
4.4.2 Boundary Conditions For The Flagged Region:
If, in each cluster, solutions have to be obtained on the 
adapted grid, boundary conditions have to be specified along 
the interface between the coarse and fine meshes. This 
interface between the coarse and fine meshes is called the 
zonal boundary in this thesis. Along this zonal boundary 
the values of the dependent variable, for which the solution 
is being sought, are provided from the coarse grid solution. 
This task can actually be accomplished by different ways. 
The best procedure however is the one based on conservation 
principles. Different ideas based on conserving the convec- 
tion-diffusion flux along this boundary were tried in this 
regard. These ideas can be summarized as follows.
The discretized convection-diffusion flux across an east 
face (see figure 4.1), as derived earlier, is given by
Ji . =F „ ^ p+aE (v<p-?SE ) (4.21)
In obtaining boundary conditions it is desirable to con­
serve this flux across the interface. As an example, the 
coarse grid control volume face along the zonal boundary 
shown in figure(4.1) is divided into two equal parts that 
represent the corresponding adaptive grid control volume
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boundary
Fig. 4.1 Coarse and fine grids at zonal boundary
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faces along the zonal boundary (since the number of grid 
points along the boundary of a region needing refinement is 
doubled). Since the coarse grid values of the dependent 
variables are known before adaptation, the boundary fluxes 
can be calculated from this solution. The requirements for 
conservation across the control volume face can then be 
written as
(J, „  )i +  (Ji e )z =  (Ji o r  2 )o. ( 4 . 22a )
(F «, ) i + (F „ )z=(F)o (4.22b)
where (Ji or z ) 0 and (F) 0 represent the total flux and mass 
flow rate respectively across the coarse grid control volume 
face along the zonal boundary, and (Ji e )t, (Ji « )z are 
the corresponding fluxes and (F s )i and (F 0 )2 the corre­
sponding flow rates across the fine grid control volume 
faces along the zonal boundary. By substituting the values 
of the fluxes from equation(4.2 1 ) into equation(4.2 2 a) and 
assuming linear variation for the mass flow rate, the fol­
lowing linear equation is obtained
Ci41,1+c 2 9If,i+c3^§,z +
Cc/? , 2=059*1 . j+c6^J + 1 , j . (4.23)
In this equation Ci , c z , c 3, c 9 , c s, and c 6 are functions 
of the velocity field and the metric quantities. Therefore, 
these coefficients are constants for a scalar variable. The 
superscripts 1 and 2  in equation(4.23), represent the solu­
tion on the coarse and fine grids, respectively. The sub­
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scripts 0 and 1 indicate the zonal point and the first 
interior point respectively (fine grid), while the sub­
scripts 1 and 2  refer to the two fine grid boundary control 
volumes (figure 4.1).
Although for some test problems stable results were 
obtained, numerical instability was noted in other problems. 
Different variations of the above method failed to eliminate 
the instability. It was therefore concluded that any bound­
ary scheme that couples fine grid interior points to fine 
grid interface points can give rise to an instabilities ema­
nating from the interface and propagating into the fine 
grid. The same conclusion is reported in [60].
In view of this difficulty, an obvious alternative is to 
use interpolation. The interpolation procedure used in this 
thesis can be described as follows. The values at the coi—  
ners of the zonal boundary control volume faces are deter—  
mined as the weighted average of the four neighboring coarse 
grid points. Then, linear interpolation is used to find the 
fine grid boundary values at the desired locations along the 
zonal boundary. Knowing the values of the dependent vari­
able along the interface, the solution on the fine grid is 
obtained by solving a Dirichelet boundary value problem as 
discussed earlier.
4.4.3 Coarse Grid Equations and Correction Terms:
The boundary conditions for the fine grid depend on the 
coarse grid solution, and therefore the accuracy of the fine
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grid solution can be improved if the coarse grid solution 
can be made better. The solution on the coarse grid should 
be therefore considered following the solution on the fine 
grid in order to improve the coarse grid solution accuracy. 
The fine grid solution is expected to be better than the 
coarse grid solution since it is obtained on a finer mesh. 
Therefore, it is appropriate to require the coarse grid 
solution or fluxes in the fine grid region to be equal to 
the solution or fluxes obtained on the fine or adaptive 
grid. This transfer of information from the fine mesh to the 
coarse mesh should be done smoothly and by a conservative 
scheme that is capable of retaining the details of the phys­
ics involved. One way of doing this is by requiring that on 
the coarse mesh, the fluxes across the control volume faces 
based on the solutions of the fine and coarse meshes to be 
identical. In mathematical notation this is equivalent to
3{p 1G}</‘-(rl/ J l)(a1 3^l/3£ 1- 0 1 3^1/3 7;l)}/3£ 1 =
3 {/o°G?^°-(r°/Ji ) («> 3^0/3 £ 1 —|S 1 3 4 0/3 H 1 )}/3S1, (4.24a)
9 {/o'GJ^ 1 — (T1 /J 1 ) ( 7 1 3 ^ 1 7?1 —$ 1 3 ^ 1 /3 £ 1 ) } /3 H 1 =
3 {p°G§9<0 — (r°/Jl ) (713./°/3r?1- e 1 3^'°/3? 1 ) . (4.24b)
The superscripts 0 and 1 denote the fine and coarse meshes 
respectively. Since, after convergence, all terms should be 
the same, equation(4.24) can be approximated as
3{/=,Gl^ 1-(ri/ J 1 )(a1 3-/1/3 5 1-/313^l/3 7?1 )}/3^l =
3{(o»G^°-(r»/J» ) (a 1 3 °/3 £ 1 —/S 1 3 •/• °/31 1 )}/3Sl , (4.25a)
3{(o‘G W l — (ri/ J ‘)(713?(1/3??l-|8139!1/3£1)}/3^l =
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(7 ‘ 3950/377 ) }/37?» . (4.25b)
The conservation equation for a scalar variable was derived 
in chapter 2 (equation 2.20). This equation represents a 
balance between the net total flux along the boundaries of a 
control volume and the source generated inside the control 
volume. When solving on the fine grid, equation(2.20) is
used. Therefore, the values of the dependent variable sat­
isfy the basic conservation equation. Thus, if the net
total flux across the coarse grid control volume faces are 
set to be equal to the corresponding fluxes across the fine 
grid control volume faces, it is implicitly being assumed 
that the net fluxes across the coarse grid control volume is 
equal to the source generated in the corresponding fine grid 
control volumes (which is acceptable and conservative since 
the solutions are for the same problem). This means that the 
conservation equation (equation 2 .2 0 ) is not actually 
changed. With this in mind, the coarse grid equations in the 
refined region are obtained by adding equation(4.25a) and 
(4.25b) term by term. the resultant equation governing the 
coarse grid in the refined regions is obtained as
3{/=lGl951-Cri/ J 1)(al39<1/3£l- 6 13^l/3 7?‘)}/3€1 + 
3(p‘Gi?!,- ( r V J 1 )(r1 39i1/ 3 ^ - 0 139!1/3^)}/37 ? 1 =
3 {/D1Gj95°-(ri/ J 1 ) (oc1395°/3£1-|S13950/37?1 )}/3$ ‘ +
3 !)»lG J ^ — (T'/J1 ) (71 3 4°/5T} i-0 i 395°/3£ » ) }/3 7?i . (4.26)
The same equation can be derived from a different pei 
spective. If the governing equations on both coarse and
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fine grids are cast in operator forms, their expressions are 
given by
Litl=£i in D i , (4.27a)
L 0^°=fo in D 0. (4.27b)
where Di and D 0 represent the domains occupied by the 
coarse and fine meshes and L is the differential operator 
defined by
L =3 {pG i — (r/J)(a3 /a£-/33 /3r?)}/3£ +
3{pGz -(T/J)(73 /3??-63 /dZ)}/dT). (4.28)
Since the fine grid solutions are expected to be accurate, 
it is desirable that the coarse grid solutions in the fine
grid region D 0 should equal the fine grid values. This can
be done by setting
Li ^  1 = L ! </° (4.29)
Thus the coarse grid solution should satisfy
L i 1 = f on D,-D0, (4.30a)
L i 1 =L i 0 on D 0. (4.30b)
The expression on the right side of equation(4.30b) is the 
coarse grid correction term. By solving the system of equa­
tions given by equation(4.30), the values of the dependent 
variable on the coarse grid inside the refined region are 
exactly equal to the values obtained from the solution on 
the fine grid. This, in turn, causes the cosrse grid solu­
tion in the non-refined parts of the domain to improve as
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the iterations progress. The discretized form of Litf1 is 
given by
L ^ ^ a J ,  ^  -a£ ^  - a ‘ ^  -a| + b ‘ . (4.31)
where b 1 is a source term due to non-orthogonality terms. 
The correction terms are then
L.^orra1 4° - a 1 ^ - a «  -a* 4° - a ‘ +b° , (4.32)
P P E E W  W  N N S S
The modified coarse grid equation to be solved is therefore
given by
^  ^  ^  ^  * ls +b* <4‘33a) 
where the coefficients are given by equation(2.38) and the 
source term is given by
b= equation (2.38g) on Di-D0 (4.33b)
b=a1 4° ~ 2 a 1 4° + b° - b 1 on D 0 (4.33c)
P P E W N S
It is clear that the equations retain the general form of 
the discretization equations discussed earlier and can 
therefore be solved in the same manner. The terms b° and b 1 
can be often assumed to be equal since they are the result 
of a non-orthogonal grid, and therefore they are expected to 
be negligible if the grid does not exhibit a large deviation 
from orthogonality. Another argument in favor of deleting 
these terms is the fact that when converged, all similar 
terms are equal since 4l is equal to 4°•
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As mentioned earlier, the coarse and fine grid curvili­
near coordinates are different. Thus, each grid has its own 
computational plane and consequently, any information 
exchange between coarse and fine grids should be done in the
physical plane. Furthermore, coarse and fine grids do not
necessarily coincide. This implies that interpolation is 
needed for the calculation of the coarse grid correction 
terms. This is done in the physical plane using two dimen­
sional quadratic Lagrange polynomials. To find the coeffi­
cients of these polynomials, the nearest six fine grid 
points surrounding a coarse grid point are located. The only 
constraint on the position of these points is that they 
should not lie on a second order curve, and therefore, four 
points should not be colinear. The only disadvantage of this 
practice is the fact that all points have the same impoi—  
tance which may introduce some error in regions where tran­
sition from dense to light clustering occurs. In such situ­
ations, first order two dimensional Lagrange polynomials
based on three fine grid points may be used.
4.4.4 Multi-Grid Calculations:
Although, the calculations so far have been explained 
with a single level of refinement in mind, in practice this 
method is not limited to one level of refinement and genei—  
alization to more than one level is straightforward. In this 
case, correction terms are applied on level V k, if there is 
a finer level V k+1. Then the solutions on the various levels
1 10
are obtained successively, iterating from coarsest to finest 
and back again. An iteration is equivalent to solving on all 
levels in the following order
V o ,  V t , V z ,    V * . ,  , V k , V k - !      V i  .
This procedure is used in Multi-Grid methods.
A detailed discussion of the adaptive grid method has 
been presented and the succession of operations needed for 
the solution of convection-diffusion problems have been 
described. In the next section, the solution of some test 
problems using both the adaptive grid method and the conven­
tional method will be presented and their relative perform­
ances studied.
4.5 TEST PROBLEMS FOR THE ADAPTIVE GRID PROCEDURE
In this section, the performance of the adaptive grid 
method is evaluated by applying it on three test problems. 
Due to the various computations necessary for performing 
grid adaptation, the adaptive grid solution is naturally 
more time consuming than the conventional grid solution. 
The results are therefore compared with those of the conven­
tional method (on a uniform fixed grid) with larger number 
of grid points that uses approximately the same computer 
time. Moreover, both solutions are compared with the analyt­
ical solution when possible. For the three cases cosidered 
in this chapter, the adaptive grid solution is started on a 
11x11 or 12x12 grid network. The choice of 11 or 12 is only
111
for convenience.
The first test problem is that of conduction in a rectan­
gular plate. The second problem is one of conduction in a 
rotating hollow cylinder. The third problem deals with the 
transport of a step change of a scalar variable.
4.5.1 Test Problem 1: Conduction in a rectangular plate with
an abrupt change in the boundary 
conditions
The physical situation is described in figure(4.2). The 
temperature along the west, south, and east walls is zero. 
Along the north wall ( Y=L ), the conditions are such that 
half of this wall is at T=1 and the other half is at T=-1. 
Therefore, the governing equation and boundary conditions 
can be written as
3ZT/3XZ + 3 ZT/3YZ =0, (4.34a)
at X=0 T=0, (4.34b)
at X=L T=0, (4.34c)
at Y=0 T=0, (4.34d)
T= 1 if 0 < X < L/2
T=-1 if L/2 < X < L.
at Y=L (4.34e)
An analytical solution for this problem can be easily 
obtained and is given by
T (X , Y ) =2jf = ! (2/kTr) [ 1+cos(k7r)-2cos(k7r/2) ]
sin(k7rX)sinh(kmY)/sinh(k7r) . (4.35)
► 
-<
1 12
T=T=l
T=0 T=0
T =0
Fig. 4.2 Physical domain and boundary conditions for 
the conduction with an abrupt change in 
boundary conditions
1 13
The adaptation is based on the changes in temperature which 
are expected to be high near the top wall. A region near the 
top wall is expected to be flagged, and the grid in this 
region is expected to be concentrated near the edges and in 
the middle (X=L/2) where abrupt changes in boundary condi­
tions occur.
The results are presented in figures(4.3) through (4.9). 
Figure(4.3) shows the discretized physical domain and the 
flagged region (points marked *). As expected, this flagged 
region covers a part of the upper half of the domain where 
the larger changes in the dependent variable occur. In fig- 
ure(4.4), the grid distribution in this region after a sin­
gle level of refinement is presented. This grid conforms to 
expectations. It is concentrated near the edges and in the 
middle where the largest changes in the dependent variable 
are noted. The grid adaptation in both x and y directions 
can be clearly noted with denser clustering in the Y-direc- 
tion near the top of the domain and in the X-direction near 
X=0, L/2, and L. It is clear that the adapted grid has all 
the features desirable in a grid.
Figures(4.5) through (4.7) give the percentage error in 
the solutions obtained with and without adaptation. This 
error is define as
% E R R O R = 1 0 0 * I(T e x a c t  T  c o m p u t e d  ) / T  e x a c t  | • ( 4 . 3 6 )
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Fig. 4.4 Grid distribution in the refined region for
conduction with an abrupt change in boundary 
conditions.
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Fig. 4.5 % error over the domain using 12x12 grid 
points for the conduction with an abrupt 
change in boundary conditions.
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From these figures the improvement in the solution after 
adaptation is obvious. In the middle of the upper domain, 
where the temperature is very small (near zero), the adap­
tive grid method solutions are better than those predicted 
by the conventional method using 20x20 grid points (which 
needs approximately the same computer time as the adaptive 
grid method). In the non-refined region, the error has also 
decreased by a substantial amount which proves the effec­
tiveness of the correction procedure used. In figure(4.8) 
the temperature profile along the horizontal center line of 
the domain is shown. The improvement in the solution is 
again very clear. Figure(4.9) shows similar improvements 
with the adaptive grid solution near the top wall (note that 
the scale used is different than figure 4.8).
4.5.2 Test Problem 2 : Radial heat conduction in a rotating
hollow cylinder
This problem has been studied by many workers 
[74,83-85], to test numerical schemes for convection-diffu­
sion problems and is shown schematically in figure(4.10). 
The inner and outer radii of the hollow cylinder are desig­
nated by Ri and R 0 respectively. The outer radius is three 
times the inner radius. The temperatures on the inner and 
outer walls of the hollow cylinder, rotating with a constant 
angular speed <u, are t ; and t 0 respectively. The density p , 
specific heat c P , and thermal conductivity K of the cylin­
der are assumed to be constant. The solution for the tempei—
122
Y
45
3 R ;
Fig. 4.10 Physical domain for the radial conduction" 
in a rotating hollow cylinder.
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ature distribution inside the cylinder is sought.
It is a one dimensional problem in polar coordinates. 
Therefore, an analytical solution is available for compari­
son. The domain chosen is a square region as shown in figure
(4.10). In this domain, the problem is two dimensional and 
its solution can be found using the methods described eai—  
lier .
The equation describing the physical phenomenon is given
by
UBT/aXi+VaT/aY^C 1/Pe) ( 32T/3Xf+3ZT/3Y? ) , (4.37a)
where
T=(t-t0)/(ti-to). (4.37b)
X j =x/Ri, (4.37c)
Y !=y/Ri, (4.37d)
U=u/(coRi ) , (4.37e)
V=v/ ( ojR i ) , (4.37f)
Pe=/ocozRfc p /K. (4.37g)
The exact solution for this problem is given by
U=2Yi, (4.37h)
V=-2Xi, (4.37i)
T=1-Ln(X?+Y?)/(2Ln3). (4.37j)
The numerical solution is obtained for a Peclet number 
(Pe) value of 100. The results are presented in figures
(4.11) through (4.16). The percentage error is defined as
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%ERROR=100*|(T «xact -T COm Put.d )/T .,.c« I (4.38)
In figure(4.11) the discretized domain and the flagged 
regions are shown. These flagged points correspond to the 
regions with the highest errors in the coarse grid solution 
prior to adaptation (figure 4.13). The grid dsitribution in 
the refined regions is shown in figure(4.12). The difficul­
ties associated with sharp edges is clear in this figure and 
more work is needed in this regard. To minimize its effect, 
(N+4) points are used to represent £ = $ min and T)=r) m*x . 
When refining, the number of grid points is doubled along 
these lines. The adaptive grid solution shows significant 
improvement compared with the solution obtained using the 
conventional method. However, the adaptive grid solution 
could not compete with a denser conventional grid solution 
that takes the same computer time as seen by comparing fig­
ures (4.14) and (4.15). This is due to the many sharp edges 
in the refined regions which cause large control volumes in 
their neighborhood and therefore introduce inaccuracy. In 
figure (4.16) the temperature profile along the vertical 
center line of the domain is shown for the various schemes. 
The improvement is again demonstrated over the entire 
length.
Y/
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4.5.3 Test- Problem 3 : Transport of a step change  ^ in a
region with a uniform velocity field
The physical situation is depicted in figure(4.17). This 
problem is a simple. yet instructive one. It has been used 
by many researchers[74,83,84,85] in studying artificial dif­
fusion which inherently plagues many numerical schemes and 
particularly so at high Peclet numbers and for velocity 
fields that are very oblique to the grid system. Therefore, 
this problem is a good test of the ability of the adaptive 
grid system in reducing false diffusion which depends on the 
mesh size and the angle between the velocity vector and the 
grid system.
The physical situation is governed by the following equa­
tion
3(U^)/3X+3(V^)/3Y=r02^/3Xz + 3z^/3Y2) , (4.39a)
where:
U=u/u s , (4.39b)
V=v/v B , (4.39c)
X=x/L, (4.39d)
Y=y/L. (4.39e)
In the above equation u s and v s are the free stream
velocities and L is the length of the square domain. The
problem is studied for the situation when the diffusion
coefficient is zero. In this case, 4 is transported purely
by convection. Thus, the exact solution for this case is
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given as
4=
0 below the oblique line in figure(4.17)
1 above the oblique line in figure(4.17)
(4.40)
The results are shown in figures(4.18) through (4.23). 
The discretized domain and flagged region are shown in fig- 
ure(4.18). In figure(4.19), the grid distribution in the 
refined region is presented. Because of the difficulties in 
resolving sharp edges in the former test problem, a diffei—  
ent approach is tried here. However, this approach cannot be 
used in solving flow problems (presented in the next chap­
ter) due to mass conservation difficulties that arise if the 
fine grid boundary control volume faces do not coincide with 
coarse grid control volume faces. In the new approach, grid 
points rather than control volume faces are connected. This 
leads to smoother edges and consequently, difficulties 
faced with the former approach are minimized. As seen in 
figure(4.18) the flagged region is around the interface 
between </=0 and ^=1 where the gradients are large. Expect­
edly, the densest grid clustering is in the neighborhood of 
the dividing line between ^=0 and ^=1. It is noted that the 
grid lines in the £ direction are more or less aligned with 
the velocity vectors. This orientation will reduce false 
diffusion since the angle of the velocity vector with 
respect to the coordinate lines have decreased. Therefore, 
the solution is expected to improve.
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The computed solutions over the entire domain are shown 
in figures(4.20) through (4.22). From these figures, it is 
clear that the smearing effect, characteristic of false dif­
fusion, is greatly reduced in the adaptive grid solution. 
In this case, adaptation gives better results than those 
obtained using the conventional method for the same computer 
time. In figure(4.23). the solution along the vertical cen­
ter line of the domain, computed with and without adapta­
tion, is presented. The reduction in false diffusion is 
easily seen in this plot.
4.6 CLOSING REMARKS
In this chapter, Thompson’s grid generation scheme, 
interpreted as an arc equidistribution law, is shown to be 
capable of generating adaptive grids. This scheme is used as 
the basic criterion for the adaptive grid method. The adap­
tive grid method is formulated in general boundary-fitted 
curvilinear coordinate systems. Only convection-diffusion 
problems are considered in this chapter. The method is 
applied to certain test problems and the solutions are com­
pared with those of the conventional grid method and shown 
to be substantially better.
In the next chapter, this adaptive grid method will be 
extended to handle the flow problem.
134
u
it
Y
▲
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for the transport of a step change <f> in 
a region with a uniform velocity field
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CHAPTER 5
ADAPTIVE GRID METHOD FOR FLOW PROBLEMS
The adaptive grid method developed in the previous chap­
ter, is extended in this chapter, to include flow problems 
(unknown velocity and pressure fields) in general boundary- 
fitted curvilinear coordinate systems. The SIMPLEM algorithm 
developed in chapter 3 is used as the basic flow solver.
5-. 1 STRATEGY FOR FLOW PROBLEMS
The basic adaptation procedure is exactly the same as 
that discussed earlier and therefore will not be repeated 
here. The solution of the momentum equations on the fine 
grid is also similar to the procedure discussed earlier for 
scalar variables. Interpolation is used to find the values 
of u, and v along the zonal boundaries. The different prac­
tices necessary for flow problems are centered around the 
pressure equation (derived from conservation of mass) where 
the mass flow rates rather than the pressure values are 
needed along the boundaries. Therefore, these mass flow 
rates should be computed from the coarse grid. The procedure 
used, as described next, is conservative.
Mass Flow Rates Across Zonal Boundaries:
In figure(5.1a) an arbitrary zonal boundary is shown. 
This boundary is transformed into constant £ or T} lines (say 
a constant £ line in this case, figure(5.1b)). Thus, there 
are two computational coordinates that need to be consid-
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ered, the first being that of the coarse grid and the second 
corresponding to the fine grid subregion within the zonal 
boundaries. As shown in figures(5.1 a) and (5.1b), a constant 
£ line of the fine grid may consist of both £ and tj coordi­
nate lines of the coarse grid system. After transforming, 
mass flow rates will have the directions shown in fig- 
ure(5.1b). The values of these mass fluxes are known along 
each control volume face of the coarse grid. The requirement 
for mass conservation between any two new points along the 
zonal boundary is given by
(F e ) n =F o • ( 5 .1 )
In the above equation, the subscript n denotes the new 
coordinate system. F 0 is found in the old coordinate system 
by a conservative interpolation procedure. If C and D are 
two new points, then
F o = 2 i [ N  o.j F  e + N w , j  F w  + N  n ,j F  n + N  s ,j F  s ]0 , (5.2)
where the summation is between C and D (all of the control 
volume faces between C and D ) . The coefficients N  are such 
that, along any control volume face of the old coordinate 
system, the following equality is satisfied:
2 j N k . j = ± 1 .  ( 5. 3 )
where k represents e, w, n, or s, and j is the number of 
parts into which a control volume face is divided. It is 
also to be noted that one of these coefficients will be
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nonzero at a time i.e., along an east face, N *,j is the 
only non-zero coefficient. These coefficients depend upon 
the order of the interpolation scheme. For piecewise con­
stant variation of the mass flow rate, they represent simple 
length ratios.
The solution from the fine grid should be transformed to 
the coarse grid equations. As in the previous case, this is 
done through the correction terms which are derived from 
conservation principles. These are considered next.
5.J.-2 Modified Coarse Grid Pressure Equation:
In order for conservation to be satisfied, the mass 
fluxes across the control volume faces on both fine and 
coarse grids should be equal. In mathematical notation, this 
can be represented as
(G i)1= (Gi)0,
or (5.4)
(Gz)1 = (G z)0.
The superscripts 0 and 1 represent the fine and coarse 
meshes respectively. Replacing Gi and G 2 in equation(5.4) by 
their values given by equation (3.16), their expressions can 
be written as
G} + (B1 3y/3 77-B£3x/3 7?) O P ' / ,3{) +
(CJ3y/3 7?-Ci3x/3 7?) (3Pi/3/?) =
G?+(B?3y/3 7)-Bg3x/3 7?) (3P°/3£)+
(C?3y/37?—Cg3x/37?) (3P°/3/?) , (5.5a)
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Gi+(C13x/3£-Ci 3y/aO (3P‘/37?) +
(Bi3x/3^-B}3y/3e) O P ‘/ 3 0  =
Gg+(Cg3x/3£-C?3y/3£) (3P°/3t?) +
( Bg3x/3g-B?3y/3£)OP°/aS), (5.5b)
where:
G } = u 1 3y/3 7?-v1 3x/3 T), (5.6a)
G?=u03y/3^-v°3x/3 7?, (5.6b)
Gi=v1Bx/se-u13y/3£, (5.6c)
Gg=v°3x/3S-u°3y/3£. (5.6d)
When converged, the velocity field on both grids should be 
the same. This is equivalent to
u 1=u 0 , (5.7a)
v ‘=v°. (5.7b)
Therefore, the u's and v ’s which are based on u, v, and the 
metric quantities should be equal. Consequently, G 1 and G°
should also be equal. As a result, equation (5.5) can be
approximated into the following form
(B}3y/3 77-Bi3x/3^) (3P1/ 3 0  +
(Cl 3y/3??-Ci3x/37?) (3Pl/3?7) =
(B?3y/3 7?-Bg3x/3 7?) (3P°/3£) +
(C?3y/37}-Cg3x/37?) OPo/37?) , (5.8a)
(CJ3x/3£-C13y/3£) (3P‘/3/?) +
(Bi3x/3^-B}3y/3£)(3P1/3£)=
(Cg3x/3£-C?3y/3£)(3P°/3t?) +
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(BS3X/3S—B?3y/3£)(3P°/3S). (5.8b)
By adding the above equations and integrating over a con­
trol volume, the final form of the modified coarse grid 
pressure equations are obtained and given by
a i p  = a x P t a 1 P + a ‘ P + a ' P  +b, (5.9)
where the coefficients are given by equation(3.18) and the 
source term b is expressed as
b= { [CJ ( 3y/3?7 )-C J ( 3x /3 t) ) ] [(3P°/3^)-(3P1/3 tj)]} e - 
{ [C} (3y/37?)-CJ Ox/37?) ] [ ( 3P°/37?)-(3Pl/3/?) ] } w +
{ [B| (3X/30-B} (3y/3e ) ] [ ( 3 P ° / 3 0 - O P l/ 3 0  ] } n -
[ [Bi Ox/3£ )-B} (3y/30 ] [ (3P°/3S )-(3P‘/ 3 0  ] } s (5.10)
This source term may be omitted if the grid does not 
exhibit a large deviation from orthogonality.
Equation(5.9) is the modified coarse coarse grid equation 
in the fine grid region. This equation can be obtained in a 
different manner as explained in Chapter 4. For this put—  
pose, an operator L is defined as
L=(Bi 3y/3 7?-B23x/3 7?) ( 3 / 3 0  +
(Cj 3y/37?-C23x/37?) (3 /3 t?) +
(C23x/3 1j—C 1 3y/30(3 /3/?) +
(B23x/3€-B!3y/3?)(3 /36) (5.11)
the coarse grid modified pressure equation can be written 
in the following simple form
Lipi=L>P°.
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(5.12)
By using the definitions introduced in chapter 4, the 
coarse grid pressure equations are therefore given by
L 1P 1 =
L lP° on Do,
f on D r D 0 .
where f is given by 
f=(/oGiAT}) w — ( pG i A 7? ) e +( pGzAt ) s 
-(/oG2A£) n +b no •
(5.13a)
(5.13b)
In experimenting with the above procedure, it is found 
that in order for conservation to be fully satisfied it is 
desirable not to replace Gi or G 2 by their expressions given 
by equation(3.16) along a zonal boundary. This nonconserva­
tive behavior is due to the fact that interpolation is used 
to find the pressure values in equation(3.16). This intei—  
polation destroys mass conservation obtained by using equa- 
tion(5.3). The best procedure is to eliminate their values 
from both sides of the equation by setting their coeffi­
cients to zero. This is equivalent to implicitly assuming 
them equal on both grids.
5._L-3 Modified Coarse Grid Momentum Equations:
The momentum equations are similar to the equation for a 
scalar variable with the exception of the pressure gradient 
terms. However, these terms can be added to the total flux 
if treated correctly. The u-momentum equation alone is con­
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sidered here but, the results are equally applicable for the 
v component.
The pressure gradient in this case is given by
-3P/3x=[-(3y/37?) ( 3P/3£) + ( 3y/3£ ) (3P/3 7?) ]/J. (5. 14)
It is easily shown that the above equation can be written
in the following form:
-3P/3x={-3[(3y/37?)P]/3£ + 3[ ( 3y/3 S ) P]/37?}/ J . (5.15)
The pressure gradient can therefore be added to the total 
fluxes Ji and J z to give
J ! =pG! u+ (IV J )[a(3u/30-iS( 3u/3 7?) ] + ( 3y/3 7?) P , (5. 1 6 a )
J z=pGzu+(r/J) [ y ( 3u/3T)) -j8 ( 3u/3 £ ) ] - ( 3y/3 £ )P . (5. 16b)
Similar expressions hold for v. For ease of presentation, 
J t alone is considered in the derivations given next.
The conservation of this flux on both, fine and coarse 
grids, yields
/o‘G}u‘ + (r/J) 1 [«(3u1/3£)-|30u1/3^)] + (3y/3^)P‘ =
p>G?u°+(r/J) 1 [a(3u°/3E)—6 0 u °/37)) ] + ( 3y/3 7)) P° . (5.17)
Since P 1 and P° are guaranteed to be equal, at each itera­
tion by equation(5.12), they can be deleted from the above 
equation which is then simplified to
p ‘G}u1 + (r/J) 1 [oc(3u V 3 £  )-£(3uV37?) ] =
P 1G?u°+(r2J) 1 [a(3u°/3€ )-8O u 0/3 t)) ] (5.18)
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This equation is identical to equation(4.24a) with <f> 
replaced by u. Equation (4.24b) is similarily recovered if 
the conservation of J 2 is expressed. Therefore, by replac­
ing / by u or v in equation(4.33), the modified momentum 
equations are obtained. Thus, the modified momentum equa­
tions are similar to the modified equation for a scalar 
variable.
This concludes the additional modifications needed to 
solve flow problems. In the next section, the adaptive grid 
procedure for flow problems is evaluated by solving a number 
of test problems.
5.2 TEST PROBLEMS FOR THE ADAPTIVE GRID PROCEDURE 
5.2.1 Test Problem 1: Driven Flow in a Square Cavity
The physical situation is depicted in figure(3.2). The 
governing equations and boundary conditions were described 
in Chapter 3 and are not repeated here. The problem is 
solved for two values of Reynolds number, Re=100 and 400. 
The solution is started with 11x11 grid points (9x9 control 
volumes), and one level of refinement is performed. The 
results are presented for E 0 of 0.3 (figures(5.2) to (5.7) 
and figures(5.14) to (5.19)) and 0.4 (figures(5.8) to (5.13) 
and figures(5.20) to (5.25)). E 0 is the normalized func­
tional error given by equation(4.16). By decreasing E 0 , a
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larger region is expected to be flagged. For Re=100, the 
results are shown in figures(5.2) through C5.13) while Fig­
ures (5. 14) through (5.25) describe the results for the case 
where Re is set to 400. Even though the two grids generated 
look very different, they are generated using the same pro­
cedure. The difference between them is caused by the chosen 
£ and 7] boundary lines. For E o=0.4, a constant £ or 7) bound­
ary line is a combination of constant x and y lines. How­
ever, for E o=0.3 a constant £ or 7] boundary line is a con­
stant x or y line respectively.
The discretized physical domain and the flagged regions 
are shown in figures(5.2), (5.8), (5.14), and (5.20) for the 
different cases. These flagged regions are located in the 
upper half of the domain where higher gradients are expected 
due to the moving wall. The mesh size in the refined region 
is expected to increase in the direction of the lower plate 
due to decreasing gradients. Therefore, higher concentra­
tion is expected near the moving wall. All grid distribu­
tions show this tendency. However, clustering is not dense 
due to the small changes in the gradients over the domain. 
The remaining figures, represent u and v profiles along the 
horizontal and vertical center lines of the domain. In 
these figures, the adaptive grid results are compared with 
Burggraf’s and with results obtained using the conventional 
method that takes the same computer time. In all cases, the 
results after adaptation are better than the original ones. 
However, the results for the cases where the domain does not
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contain sharp kinks or corners (figures(5.3) and (5.15)) are 
slightly better than the cases when the domain has sharp 
corners (figures(5.9) and (5.21)). This is due to the fact 
that large meshes result near these edges as shown in fig­
ures (5. 9) and (5.21). The slight deterioration of the solu­
tion, in comparison with the initial non-adaptive grid solu­
tion, at few grid points can be due to the interpolation 
procedure used in the calculation of the coarse grid correc­
tion terms. For this problem, the adaptive grid results 
compare well with those obtained by a conventional grid that 
takes the same time. However, it is important to stress 
that adaptive grid results obtained on a curvilinear mesh 
are being compared with conventional grid results obtained 
on a cartesian mesh. It is speculated that the adaptive 
grid solution will give better results than the conventional 
grid solution obtained on a curvilinear grid. The next prob­
lem will confirm this expectation.
5.2.2 Test Problem 2 : Flow over a Backward-Facing Step
Separated flows behind steps arise in many practical 
situations such as in electronic equipment and combustors. 
Because of its practical importance, this problem is consid­
ered in this thesis for three different situations which are 
described next.
Case 1: Isothermal flow
This case was investigated by Armaly et al.[86]. There­
fore, experimental results are available for comparison. The
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configuration used is shown schematically in figure(5.26). 
The height h of the channel is 10.1 mm, and the step height 
s is 4.9 mm. The computations in the streamwise direction 
extend up to 30s. The governing equations are as follows:
3(/ou)/3x+3C/ov)/3y=0 (5.19a)
3(^>u2)/3x+3(/DUv)/3y=-3P/3x+/a(32u/3x2 + 3zu/3y2) (5. 19b)
3 ( puv)/3x+3 (/5V2 )/3y=-3P/3y+/u( 3 2v/3xz + 3 2v/3y2 ) (5. 19c)
where u and v are the velocities in the x and y directions 
respectively, p is the density, p is the dynamic viscosity, 
and P is the pressure. The boundary conditions used in the 
computations are as follows:
u=v=0 at the walls (5.20a)
v=0 at inlet (5.20b)
3u/3x=3v/3x=0 at exit (5.20c)
A parabolic profile is assumed for the inlet velocity u,
with a maximum velocity of 84.6 cm/s. The working fluid is 
air with a Reynolds number, based on a hydraulic diameter 
D=2h, of 389.
The computations are started with 11x11 grid points in 
the domain. The computational results are shown in fig­
ures (5. 27) through (5.32). The refined regions are shown in 
figure(5.27). Figure(5.27a) shows the exact flagged region
obtained. Due to difficulties associated with generating a 
suitable grid, some non-flagged points had to be added to 
the original flagged points (figure(5.27b)). These diffi-
Fig. 5.26 Physical domain and streamlines distri­
bution for backward-facing step 
(Isothermal flow).
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Fig. 5.27a Initial flagged region and grid distri­
bution inside it. (Isothermal flow).
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Fig. 5.29 u-velocity profile at x/s=4.18 
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culties, as pointed out earlier, are caused by sharp corners 
in the flagged region due to which the differential grid 
generation scheme produces "corner" control volumes that are 
large or inappropriate. This problem still needs more 
investigation. It is possible to overcome this problem by 
generating a number of non-overlapping rectangular grids 
inside the original flagged region and represents an area of 
future study. The flagged points are near the separated 
flow region where higher gradients are expected and at the 
walls where boundary layers develop.
The cross stream u-velocity profiles are plotted in fig- 
ures(5.28) through (5.32) at different x locations. The 
adaptive grid solution is compared with solutions obtained 
using the conventional grid scheme and with experimental 
results. It is necessary to point out, at this stage, that 
the experimental values were extrapolated from plots drawn 
on a small scale. Therefore, the degree to which these
extrapolated values are correct is uncertain. From these
results it is clear that the adaptive grid solution is at 
least as good, if not better, than the conventional grid 
solution obtained on a grid (30x30) that takes the same com­
puter time. This improvement due to the grid adaptation is 
partly because the grid lines tend to orient along the 
streamlines, and thus reduce false diffusion. The improve­
ment is not confined to the refined regions only. In fact,
profiles in non-refined regions show noticeable improvement.
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Case 2: Pre-Heated Inlet Stream
In figure(5.33) the grid system generated using Laplace's 
equation is shown in physical domain. The computational 
domain differs somewhat from the previous case. For this 
situation, the upstream boundary is located at a distance 
3s before the step. The channel and step heights are given 
the previous values of case 1. The length of the domain in 
the streamwise direction is extended to 20s where the flow 
is expected to behave in a fully developed manner i.e., 
downstream effects do not propagate upstream. The tempera­
ture of the incoming flow is t 0 , and the temperature of the 
entire bottom wall is held at tj.
The governing equations and boundary conditions are as 
follows:
9(pu)/3x+3(pv)/3y=0 (5.21a)
3 (puz )/3x+3 (puv)/3y=-3P/3x+/u ( 3 2u/3x2 + 3zu/3yz ) (5.21b)
3 (/3uv) /3x+3 (pv2) /3y=— 3P/3y+yu ( 3 2v/3xz + 3 2v/3y2 ) (5.21c)
3(/suT)/3x+3(/ovT)/3y=(K/C p ) ( 3zT/3xz + 3zT/3y2 ) (5.21d)
u=v=0 at the walls (5.21e)
v=0 at inlet (5.21f)
3u/3x=3v/3x=0 at exit (5.21g)
T = (t-to)/(t !-to) (5.21h )
s 0<x<3s
(5.21i )
0 3s<x<20s
T=1 at x=3s 0<y<3s (5.21j)
3T/3y=0 at y=h (5.21k)
T = 1 at y=
.011
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Fig. 5.33 Grid distribution in the physical domain.
(Preheated inlet stream).
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3T/3x=0 at x=20s
188
(5.211)
The inlet u-velocity profile is assumed to be fully 
developed. A cubic temperature profile, with maximum value 
of 1 along the wall (y=s) and minimum value of zero for 
y£s+h/2, is provided. With the above equations and boundary 
conditions, the problem is mathematically well defined and 
its solution can be computed. No experimental or numerical 
results are reported for this problem. Therefore, an exact 
solution using a fine mesh (80x70 grid points) is calculated 
for comparison purposes.
The grid distribution in the flagged regions are shown in 
figure(5.34). These regions are similar to those flagged in 
the previous case. However, due to the curvilinear nature 
of the coordinates, sharp corners are less of a problem.
The results for the u-velocity component and temperature 
profiles at different x locations are shown in figures(5.35) 
through (5.42). Since the coarse grid is not cartesian, 
interpolation is needed to find values along grid lines of 
constant x or y. Interpolation is done in the physical plane 
using second order Lagrange polynomials. All adaptive grid 
results show remarkable improvement over those obtained 
without adaptation. From the results at x=0.03 and 0.05 
(figures(5.35) and (5.36)), it is clear that the adaptive 
grid solution is closer to the exact solution than the con­
ventional grid solution obtained using 35x35 grid points
IFig. 5.34 Grid distribution in the flagged region.
(Preheated inlet stream).
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Fig. 5.35 u-velocity profile at x=0.03 meter.
(Preheated inlet stream).
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Fig. 5.36 u-velocity profile at x=0.05 meter.
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Fig. 5.37 u-velocity profile at x=0.07 meter.
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U 
VE
LO
CI
TY
193
0 WITHOUT ADAP. 80X70 G.P 
. ONE LEVEL. OF REFINEMENT 
A WITHOUT ADAP. 20X15 G.P 
* WITHOUT ADAP. 35X35 G.P 
AT X=0.09 METER
-0.3-
0. 003 0.005 0.0140.008 0.011
Y
Fig. 5.38 u-velocity profile at x=0.09 meter. 
(Preheated inlet stream).
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Fig. 5.39 Temperature profile at x=0.03 meter.
(Preheated inlet stream).
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Fig. 5.40 Temperature profile at x=0.05 meter. 
(Preheated inlet stream).
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Fig. 5.41 Temperature profile at x=0.07 meter. 
(Preheated inlet stream).
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Fig. 5.42 Temperature profile at x=0.09 meter.
(Preheated inlet stream).
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(which takes the same computer time). Figure(5.35) repre­
sents the u-velocity profile at a location inside the recii—  
culation region where the flow changes direction. The temp­
erature profile at this location is shown in figure(5.39). 
The effect of recirculation is apparent on this profile 
which shows higher temperature values near the bottom wall. 
The other profiles are at increasing distances outside the 
recirculation region. According to these figures the maxi­
mum u-velocity tends to decrease with increasing distance in 
the downstream direction, which is in agreement with physi­
cal intuition. The temperatures continue to increase as the 
flow travels downstream as expected, since the flow contin­
ues to be heated by the wall during its journey.
Case 3: Heated Inlet Stream
The difference between this case and the previous one 
(case 2) is in the temperature conditions along the bottom 
wall boundary. In this situation, the flow is not pre­
heated. The heating starts at the bottom of the step. Since 
the difference is in the temperature boundary conditions, 
the governing equations and other boundary conditions are 
similar to those given previously and are not repeated here. 
The bottom wall temperature is given by
oIIH at y=s for 0<x<3s (5.22a)
H II o at x=3s for 0<y<s (5.22b)
T= 1 at n o for 3s<x<20s (5.22c)
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For this physical situation, gradients larger than those 
obtained previously are expected in the neighborhood of the 
reattachment point where a cold stream meets a hot wall. 
Therefore, a larger flagged region is expected at that loca­
tion. Elsewhere, flagged region similar to those obtained 
previously are expected. Figure(5.43) shows schematically 
the flagged region and the resulting adaptive grid inside 
it. The larger flagged area around the reattachment point is 
clearly noticeable. From this figure, the different types of 
flow characterizing the different regions of the domain can 
be noted. The non-flagged region forms the core where the 
flow is nearly potential. Near the walls, the flow is of the 
boundary layer type where higher gradients are expected.
The computational results are shown in figures(5.44) 
through (5.51). The u-velocity profiles at different x loca­
tions are presented in figures(5.44) through (5.47). Since 
the density is assumed to have a constant value throughout 
the computational domain, the temperature field does not 
affect the velocity field. Consequently, the velocity pro­
files are expected to be similar to those of the previous 
case and need not to be discussed. The temperature profiles 
are shown in figures(5.48) through(5.51). The temperature 
profile inside the recirculation zone, characterized by 
higher values, is shown in figure(5.48). The other profiles 
show increase in temperature level with x along a constant y 
line which is in agreement with what is expected. For all 
these profiles the adaptive grid solution generally shows an
0 .0 9 0 . 1 00 .0 70.02 0 .0 3 0 .0 4 0.000.00 0 .01
Fig. 5.43 Grid distribution in the flagged region.
(Heated inlet stream).
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Fig. 5.44 u-velocity profile at x=0.03 meter. 
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Fig. 5.45 u-velocity profile at x=0.05 meter. 
(Heated inlet stream).
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Fig. 5.46 u-velocity profile at x=0.07 meter. 
(Heated inlet stream).
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Fig. 5.47 u—velocity profile at x=0.09 meter. 
(Heated inlet stream).
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Fig. 5.49 Temperature profile at x=0.05 meter.
(Heated inlet stream).
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Fig. 5.50 Temperature profile at x=0.07 meter.
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improvement over the conventional grid solution on a grid 
that takes the same computer time.
The advantages of the adaptive grid method are clearly 
evident on curvilinear meshes. It is also expected that this 
advantage will increase with increasing requirements of 
accuracy in the solution.
5.2.3 Multi-Level Multi-Grid Calculations
To further demonstrate the capabilities of the adaptive 
grid procedure, the calculations for the driven flow in a 
square cavity (Re=100, E o=0.4) are extended to a second
level of refinement. The results are presented in fig- 
ures(5.52) through (5.57). The subregion flagged at the 
second level is shown in figure(5.52). The grid distribu­
tion in the refined subregion (second refinement level), 
inside the initially refined region (first refined level), 
is shown in figure(5.53). This grid distribution has the 
previous trend (obtained in the first refinement).
Figures(5.54) to (5.57) show u and v velocity components 
along the horizontal and vertical centre lines of the domain 
obtained after two levels of refinement. These values are 
compared with Burggraf’s, values obtained after one level of 
refinement, and values obtained without refinement. The 
increase in accuracy after two levels of refinement (com­
pared to one level) is obvious, with best improvement occui—  
ing near the moving wall where the refined area is located.
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Fig. 5.52 Flagged subregion for the driven flow in a 
square cavity. Symbols represent flagged 
points, R e = 100, E o=0.4, second level.
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Fig. 5.53 Grid distribution in the flagged subregion 
with orthogonality along the boundary, 
Re=100, E o=0.4, 2 levels of refinement.
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Fig. 5.54 Vertical centre line u-velocity profile,
Re=100, E o=0.4, 2 levels of refinement.
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Fig. 5.55 Vertical centre line v-velocity profile,
Re=100, E o=0.4, 2 levels of refinement.
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Fig. 5.56 Horizontal centre line u-velocity profile,
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Fig. 5.57 Horizontal centre line v-velocity profile, 
Re=100, E 0=0.4, 2 levels of refinement.
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5.3 CLOSING REMARKS
The adaptive grid method developed in the last chapter is 
successfully extended to accomodate flow problems in general 
two-dimensional coordinates. Possible numerical oscillations 
are avoided by the use of the numerical scheme developed in 
chapter 3. The improvement in the results obtained for the 
test problems demonstrates the accuracy and power of the 
method.
In the next chapter, this method will be applied to pre­
dict the characteristics of a separated turbulent flow prob­
lem .
CHAPTER 6
TURBULENT SEPARATED FLOW OVER A BACKWARD FACING STEP
This chapter is devoted to turbulent flow over a backward 
facing step. First, a description of the conservation equa­
tions used to represent turbulent flows is given. To model 
turbulence, the k-€ model has been used. Both conventional 
and adaptive grid methods are used in the calculations, and 
a comparison of their relative performances is made.
6.1 TRANSPORT EQUATIONS AND TURBULENCE MODELS
For convenience, the transport equations and turbulence 
models are presented in cartesian coordinates. These equa­
tions are similar in form to equation (2.10) and therefore 
their counterpart in curvilinear coordinates can be easily 
found.
The basic conservation equations that describe the flow 
are the full Naviei— Stokes equations. In many situations 
such as a planar or axisymmetric sudden expansions or flow 
over steps, the two dimensional approximation is valid over 
a certain parameter range. Such an assumption is made here.
The two dimensional form of the instantaneous equations 
expressing conservation of mass and momentum (in tensor 
notation) are as follows:
dp/dt + 9(pUi)/3Xi = 0, (6.1a)
9 ( p U j ) / 3 t  + 9 (pu,u j ) / 9 x ,= - 9 P / 9 X j  + 9ts j/9Xi, (6.1b)
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where p is the density, Uj is the velocity, P is the pres­
sure, and Tij is the stress tensor. In most engineering 
applications, the mean flow effects are usually of greatest 
importance and the instantaneous flow field is of much less 
direct value. Further, tractable solutions can only be 
obtained for time averaged quantities.
Time-averaging is achieved by decomposing the flow vari­
ables into mean and fluctuating components (for example 
u=u+u’), substituting these into equations(6.1 a ) and (6.1b) 
and time-averaging the resulting equations. After simplifi­
cations, the following conservation equations for incompres­
sible, constant density, planar flow are obtained,
9(pu7)/3Xi = 0, (6.2a)
3(puiuj)/3xi= -3P/3xj + 3Tij/3Xi. (6.2b)
The over bar ( — ) denoting time averaged quantities is 
dropped in the discussion below for convenience. In the 
above equation, j consists of the Newtonian viscous
stresses plus Reynolds stresses and is given by
T ij=/uOUi/3Xj+3Uj/3xi)-%p(3uk/3xk)Sij ~pu [ u j , (6.3)
where p. is the laminar viscosity and -pujuj are the Rey­
nolds stresses. These Reynolds stresses constitute the sub­
ject of turbulence modeling.
The two equation model, which is based on a turbulent or 
eddy viscosity assumption, is used to describe the turbulent
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transport behavior by replacing the Reynolds stresses with 
the product of turbulent viscosity /j. t and the mean strain 
rate. Thus, the Reynolds stresses are related to the mean 
flow gradients through
~pu[Uj=p t [3Ui/aXj+3Uj/3Xi ]-%(pk+Ai t 3uk/3xk)Sij (6.4) 
where k is the turbulence kinetic energy and is defined by 
k=^(uTuT). (6.5)
The governing equation (equation 6.2) for mean turbulent 
flow is identical in form to the laminar flow equations 
except that an effective viscosity appears in the diffusion 
term which is equal to the sum of the laminar viscosity m 
and the turbulent viscosity /± ± .
In contrast to fi, the turbulent viscosity /j. t is not a 
fluid property; rather, it is a flow property. The turbulent 
viscosity is related to the turbulent length scale 1 t and 
the velocity scale v * in accordance to
ju t -p 1 t v * . (6.6)
If local isotropy is assumed, then the velocity scale can 
be represented by the square root of the turbulence kinetic 
energy. The turbulent viscosity is then given by
n t =p 1 t >/k (6.7)
where both k and 1 t may be determined from transport 
equations.
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The differential equation for the turbulence kinetic 
energy may be derived directly from the Naviei— Stokes equa­
tion. For the turbulence length scale, it is not necessary 
to solve a transport equation for 1 t itself, since any 
combination of 1 t with k will suffice. A number of 
approaches have been tried[87-90], but the most popular one 
[91] has been to solve an equation for the dissipation rate 
£, defined by
e = (M//o)(3u'/3Xj ) Ou'/Bxj ) . (6.8)
The length scale is related to e by
1 t =C k 3/z/€ , (6.9)
where C is an empirical constant. The turbulent viscosity 
finally becomes
M t =pC k 2/£ , (6.10)
and The two equations for k and £ can be written as [91]
3 (/=Uik)/aXi=3 [ (p t ) (3k/3x4 ) ]/3xj+G-/o£ , (6.11a)
3 (pUi £ )/3Xi=3 [ (/u t /a ) (3£/3Xi ) ]/3x4 +
(£/k) (CxG-C2/o£) , (6.11b)
where <rk is the effective Prandtl number for the turbulence 
kinetic energy, a the effective Prandtl number for the tui—  
bulence energy dissipation rate, and G the rate of produc­
tion of turbulence kinetic energy and is given by
G=-/ou|Uj (3Uj/3Xi ) . (6.12)
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This model contains five empirical constants and they are 
assumed to have the following values[92]
C =0.09, C i = 1 . 45, C 2= 1 . 9, ork = 1., <7 =1.3. C6.13)
These values have been used by Rhie and Chow[75] and by 
others, and will be used for the present application.
Equations (6.2) and (6.11) are similar in form to the 
general equation introduced in Chapter 2. Consequently, 
these equations can be solved using the procedures described 
in Chapters 2 and 3. Any additional terms in the equations, 
are added to the source term S and evaluated using the 
available values of the dependent variables.
With the exception of wall boundary conditions, all 
boundary conditions are similar to the ones described in 
connection with laminar flows. Wall boundary conditions need 
special treatment and are considered next.
6.2 MODELING OF NEAR WALL EFFECTS
The features distinguishing neat— wall regions from other 
parts of the flow are the presence of very steep gradients 
of most flow properties normal to the surface, and the 
importance of molecular viscosity effects. The two equation 
turbulence model presented above is valid for fully turbu­
lent flows only. Because of this, the model is inappropriate 
for regions very close to the wall. This problem can be 
overcome by either of the following two approaches. First, 
the low turbulence-Reynolds-number model suggested by Jones
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and Launder[87] can be used with sufficient number of grid 
points in the laminar sublayer region. However, this prac­
tice is rather expensive computationally. The second altei—  
native, used in the present work, is to take guidance from 
the empirical law of the wall. This approach is based on the 
assumption that the near wall turbulent flow resembles a 
Couette flow, and the universal law of the wall equations 
are valid.' Accordingly, the wall shear stress is calculated 
using the following equation,
t w =u p K/iy* p / [ y p Ln(Ey+ p )], (6.14)
where
y + P =pkuz P C 1M y P />. (6.15)
In the above equation, k and E are the constant from the 
law of the wall, with values of 0.4 and 9 respectively. The 
subscript p denotes the first interior grid point. This tui—  
bulent shear stress is replaced by the laminar shear stress 
whenever y + at the first interior grid point is less than 
11.6 which represents a universal constant for the viscous 
sublayer thickness. The near wall conditions for € are 
obtained from the kinetic energy equation by assuming equi­
librium flow i.e., negligible convection and diffusion. This 
condition can be expressed as
e P =C3/4k 3/2 P  / A c y  P  . (6. 16)
Since negligible diffusion for the turbulence kinetic
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energy is assumed, the following boundary condition for k 
can be written,
dk/dy| w =0. (6.17)
A similar equation holds for the velocity component normal 
to the wall.
Finally, it should be mentioned that the law of the wall 
does not hold at the separation point since it is based on 
zero pressure gradient equilibrium boundary layer theory. 
Thus, its use in a separated flow will introduce error near 
the separation point.
6.3 RESULTS AND DISCUSSION
The physical situation, experimentally studied by Chan- 
drsuda and Bradshaw[93], is shown in figure(6.1). This fig­
ure represents the vertical centerplane of a wind tunnel, 
127 mm high, with a backward-facing step of height S equal 
to 51 mm. The roof of the tunnel is inclined downwards at 
1.7° downstream of the step to simulate a streamline in an 
infinitely high tunnel. The computations in the streamwise 
direction are extended up to 16 S. The inlet velocity, Ui, 
(assumed uniform) is 31.5 m/s. This velocity gives a Reynold 
number based on the step height of about 10s.
The governing equations for the flow are given in section 
6.1. The turbulence intensity of the inlet stream is 
assumed to be 1% of the total kinetic energy, and the dissi-
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pation rate is taken to be 10% of the square of the turbu­
lence kinetic energy. At the walls, the law of the wall, as 
explained in section 6.2, is used. At the exit, the gradi­
ents of all variables are assumed to be zero and the stream- 
wise velocity field is chosen so as to satisfy overall mass 
conservation.
The problem is solved using both the fixed and adaptive 
grid methods, and the results are compared with the experi­
mental values. Fixed grid calculations are done on both a 
(20x8) grid and (34x16) grid, with the calculations on the 
latter grid taking approximately the same time as the adap­
tive grid.
Figures(6.1) and (6.2) show the physical domain and the 
important regions based on u and k respectively. In order 
to generate an appropriate grid, the region shown in fig- 
ure(6.3) is considered for refinement. The grid generated 
inside this region is shown in figure(6.4). The grid is con­
centrated near the bottom wall and around the shear layer 
where changes in turbulence kinetic energy and velocity are 
higher.
The streamwise mean u-velocity at y/S=1.8 is plotted in 
figure(6.5) as a function of x/s. The improvement in the 
predictions after adaptation can be easily seen. This 
velocity decreases until reattachment, then increases very 
slowly. This increase is attributed to the decrease in the 
cross sectional area of the tunnel.
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Fig. 6.5 Streamwise u-velocity profile at y/S=1.8
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The skin friction coefficient, C f , is defined as
C , = t w / ( ^ U ? ) . (6. 18)
where r „ is the shear stress along the bottom wall. The 
predicted values (figure(6.6)) are in close agreement to the 
experimental ones and improve with adaptive refinement of 
the grid. The values obtained after adaptation are at least 
as good, if not better, than the conventional grid solution 
obtained on the (16x34) grid that needs the same level of 
computational effort.
In *figure(6.7) to (6.10) the cross stream ditribution of 
the mean u-velocities at different x/s locations are pre­
sented. The differences between measurements and predictions 
should be examined with care since as stated in [93], the 
mean hot wire measurements of the mean velocity profiles 
inside the recirculation zone are likely to be inaccurate in 
regions of intermittent separation. The improvements with 
grid adaptation can be clearly seen, and are not confined to 
the refined region alone. ' As shown, values outside the 
refined zone have also improved. The adaptive grid solution 
compares well with experimental values and with the pre­
dictions obtained on a uniform fixed grid that takes the 
same computer time. From these figures, the high velocity 
gradients across the shear layer can be easily noticed. 
This causes an increase in the shear stresses and the turbu­
lence kinetic energy and explains the greater concentration 
of the grid points in this region in the adaptive grid.
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The turbulence kinetic energy and dissipation rate at two 
different locations, one inside the recirculation zone and 
one downstream of reattachment, are presented in fig- 
ures(6.11,6.12) and (6.13,6.14) respectively. The computed 
values are in general qualitative agreement with experimen­
tal values. The maximum turbulence intensity rapidly 
decreases after reattachment. This decrease in the maximum 
turbulence intesity is due to an increase in production and 
dissipation close to the surface after reattachment. Dissi­
pation rate and kinetic energy predictions in the recircula­
tion region show higher values than those obtained experi­
mentally. This behavior is attributed to the fact that the 
coefficient C used to calculate the turbulence viscosity in 
the turbulence model is assumed to be constant throughout 
the computational domain. Improvements in results are 
expected if this constant coefficient is replaced by a func­
tional relationship which sensitizes the turbulence model to 
the effects of streamline curvature as in the work of Les- 
chziner and Rodi[94]. Therefore, errors due to modeling in 
turbulent flows is of great importance. Neverthless, numeri­
cal error due to high gradients is equally important as dem­
onstrated by the improvements in results obtained after 
adaptation.
Experimental results[93] show that the main feature in 
the shear stress balances near and downstream of reattach­
ment is a rise of the pressure strain term. The pressure 
strain term is given by
237
K*IO+2/( Uj2) 
6
4
-AFixed grid solution (20x8)Vf ixed grid solution (34x16) 
^ A daptive grid solution (20x8) 
oExperiments [93]
 1 I________I______- J
. 2  A  . 6  - 8  I
Y/S
Fig. 6.11 k profile at (x-x r )/x r =-.25
K x IO+2/ (  U 2)
6 
5 
4 
3 
2
I
0
Fig. 6.12 k profile at (x-x r )/x r =.
A  Fixed grid solution (20x8)
SJ Fixed grid solution (34x16) 
^ A d a p t i v e  grid solution (20x8) 
o Experiments [93]
.2 .4 .6 .8
Y/S
239
€ x iO /U ? /S  
1 2  
1 0
8 
6
4 
2
0 .2 -4 .6 .8 I 1.2 1.4
Y /S
Fixed grid solution (34x16) \  
^ A d a p t i v e  grid solution (20x8)' 
©Experiments [93]
F i g . 6.13 e profile at (x-x r )/x r =-.25
240
e*io3/u ? /s  
1 2
1 0
8 
6 
4 
2
0 .2 .4 .6 .8 I 1.2 1.4 
Y/S
A  Fixed grid solution (20x8)
V  Fixed grid solution (34x16) 
f  Adaptive grid solution (20x8) 
O Experiments [93]
Fig. 6.14 6 profile at (x-x r )/x r =•4
241
-CP'/>)C3u’/3y+av’/3x) (6.19)
This term generates turbulence energy through the interac­
tion of fluctuating pressure and velocities. Little is known 
about this term, and it is usually neglected for low Mach 
number flows. However, by sensitizing the turbulence model 
to the effects of pressure strain interactions including 
wall damping, Goory et.al.[95] improved the predicted hydro- 
dynamic reattachment length in their study of flow over 
backward facing steps. In the present computational effort, 
the hydrodynamic reattachment length is underpredicted by a 
distance of nearly one step height compared to experimental 
values. However, the value obtained is comparable with 
numerical predictions[96-98] obtained using a constant C 
value of 0.09.
6.4 STREAMLINE CURVATURE MODIFICATION
The previous calculation and many others reported in lit­
erature show that numerical procedures for turbulent recii—  
culating flows often yield bad agreement with experimental 
data. In particular, the dimensions of the recirculation 
region are usually underpredicted. Experimental results 
show that curvature has a strong influence on turbulent 
transport in shear layers. Further, the turbulent shear 
stress and the degree of anisotropy between the normal 
stresses are very sensitive to curvature[94]. Turbulent 
transport of heat and momentum is reduced by curvature when 
the angular momentum of the flow increases in the direction
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of the radius of curvature and it is increased when the 
angular momentum decreases with radius.
In contrast to laminar flow, where the fractional change 
due to curvature in the shear stress is of the same order as 
the ratio of the shear layer to the radius, turbulent flow 
measurements show fractional changes an order of magnitude 
greater. The effects of curvature on a thin shear layer in 
turbulent flow can therefore be significant for radii of 
order one hundred times the shear layer thickness. In view 
of this, many attempts have been made to account for stream­
line curvature effects in calculation schemes. Most of these 
attempts have involved empirical modifications to eddy-vis- 
cosity formulae developed for flows with significant curva­
ture .
For the present calculation, the modification suggested 
by Leschziner and Rodi[94] is adopted. The modification 
introduced to the original k-e model is to use a functional 
relation for C , needed in the evaluation of the eddy-vis- 
cosity, instead of using the constant value of 0.09. In this 
functional relation, the effect of streamline curvature is 
accounted for. With this modification, C is calculated as 
follows:
C =-kikz/ [1+8(k !k/e)2(3U/3n+U/R)(U/R)], (6.20a)
where
kj=(1-6)/a, (6.20b)
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k z=?s( 1-a-0)/cc. (6.20c)
In the above equation, R is the local radius of curvature, 
U is the tangential velocity, n and s are the streamline 
coordinates shown in figure(6. 15) , and ot and 0 are constants 
having the values of 1.5 and 0.6 respectively. For further 
information concerning the above modification, the reader is 
directed to reference[94].
The proble,m solved in section (6.3) using the k-e model 
is resolved in this section using the modified k-e model as 
described above. The results obtained are shown in fig- 
ures(6.16) through (6.25). As in the previous case, the 
problem is solved using both the conventional and the adap­
tive grid methods. Fixed grid calculations are done on both 
(20x8) and (34x16) grids. The adaptive grid solution takes 
nearly the same computer time as the (34x16) fixed grid 
solution. The grid generated inside the flagged region, 
shown in figure(6.3), is presented in figure(6.4). The 
results are discussed in the previous section and therefore, 
a brief discussion suffice.
The difference between the results presented in this sec­
tion and those of the previous section is attributed to the 
streamline curvature modification. As can be seen by compai—  
ing both results, curvature effects are very important in 
correctly predicting turbulent separated flows. The dimen­
sion of the recirculation region in this case (5.5S after 
adaptation) is very close to the experimental value of 5.9S.
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All results show substantial improvement after modeling 
streamline curvature effects. The best improvement is 
obtained with the adaptive grid method which yields results 
better than those obtained using the fixed grid method 
(34x16) and are in close agreement with results obtained 
experimentally.
Since the adaptive grid method is more accurate than the 
fixed grid method, the difference between the results 
obtained in this section and the previous section when using 
the adaptive grid method can be mostly attributed to physi­
cal (modeling) error. In addition, the difference in results 
between the adaptive grid method and the conventional fixed 
grid method (34x16) can be the cause of numerical error 
resulting from high gradient regions.
6.5 CLOSING REMARKS
In this chapter, the conservation equations governing 
turbulent flows along with the K-e model are described. 
These equations are used in the adaptive grid method to pre­
dict a turbulent separated flow behind a backward-facing 
step. The improvement in results shows the effectiveness of 
the solution-adaptive grid method.
In the next chapter, the computer program used to gener—  
ate the results presented in this thesis will be described.
CHAPTER 7 
DESCRIPTION OF THE COMPUTER PROGRAM
This chapter is devoted to a description of the computer 
program used in generating the results presented previously. 
This program incorporates all the ideas described throughout 
the thesis. A flow chart delineating its main features is 
given in figure(7.1). This figure consists of two parts: one 
outside the dashed lines and one inside them. The part out­
side the dashed lines is not problem dependent. The second 
part (inside the dashed lines), is problem dependent and
should be specified by the user. A complete listing of the
program is given in Appendix 1 . In the next section, a
description of the various routines used is given.
Program MAIN
It is the responsibility of MAIN to call the various rou­
tines in an orderly fashion. In MAIN the computations are 
stopped if a logical variable, LSTOP, is equal to .TRUE..
Subroutine SETUP
This subroutine is made up of four units: SETUP 1, SETUP2, 
SPLINE, and NEWTON. In SETUP1 all metric coefficients and 
geometric quantities are calculated and stored. This entry 
point is called once before adaptation. When adapting, it is 
called at every iteration during the grid generation pro­
cess.
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The double arrows indicate multiple calls
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Figure 7.1 Flow chart of the program
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SETUP2 is indeed the heart of the program where the coef­
ficients of the algebraic equations of all the dependent 
variables are calculated. It is called at every iteration 
during the solution.
Entry SPLINE is called during adaptation. Its function is 
to fit a cubic polynomial between any two given data points. 
Entry NEWTON is used to solve equation(4.20) in order to 
find the s location that minimizes 1. Both, SPLINE and 
NEWTON, are used if orthogonality along the boundaries of 
the refined regions is required.
Subroutine DIFLOW
The only function of this routine is the calculation of 
the function A(P) that appears in the coefficients, using 
the power law scheme of Patankar[76].
Subroutine SUPPLY
This routine is made up of four entry points: PRINT,
PINT, INTERP, and COEFF. In entry PRINT the various quanti­
ties are arranged and printed in an orderly fashion. Inter—  
polation to find pressure values along the boundaries is 
performed in PINT. Entry INTERP is called before generating 
a grid. It provides an initial guess for the interior grid 
distribution using horizontal, vertical, or transfinite 
interpolation. Entry COEFF is the heart of the grid genera­
tion procedure. In this routine the coefficients of Laplace 
or Poisson equations are calculated.
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Subroutine SOLVE
In this routine the linearized algebraic equations are 
solved using the Tri-Diagonal Matrix Algorithm. It also pro­
vides a block correction procedure to accelerate the conver—  
gence of the system of equations.
Subroutine FLAGPT
The main function of this routine is to identify clusters 
of flagged points. It also doubles the number of grid points 
along the zonal boundaries in preparation for adaptation. 
This routine is called once each time adaptation is sought.
Subroutine POPUSH
This subroutine is formed of two entry points: POP and
PUSH which use a data structure called stack. A stack is a 
one-dimensional data structure in which values are entered 
and removed one item at a time at one end, called the top of 
stack. It operates on a last-in, first-out basis. A PUSH 
operation stores the data at the top of stack and points the 
stack pointer at the next available memory location. A POP 
operation backs up the stack pointer by one memory location 
and removes the data stored there. The use of these entries 
facilitate the location of a cluster of flagged points. This 
practice is used in image analysis to locate unknown shapes.
Subroutine ADAPT
This subroutine is formed of six units: TDINT, TDINT1,
2 6 0
ZNLB1. ZNLB2, WAITF, and BODADP. The role of TDINT is to 
find, for a coarse grid point, the nearest three or six fine 
grid points, depending on the required order of interpola­
tion. The coefficients of the corresponding Lagrange poly­
nomials are also calculated in this routine. This is done at 
each iteration during the generation of the adaptive grid. 
However, once the grid is generated, these locations and 
coefficients are stored and this entry is called no more.
TDINT1 is used to update, at every iteration, the intei—  
polated values of the dependent variables needed to evaluate 
the coarse grid correction terms. This is done using the 
locations and coefficients stored in TDINT.
The mass flow rates along the boundary control volume 
faces of the fine grid are calculated, using conservative 
interpolation, in ZNLB1. In ZNLB2, the values of the depen­
dent variables along the zonal boundaries of the various 
refined regions are computed. Linear interpolation is used.
In entry WAITF, the calculation of the weight function 
and the flagging of important regions are performed. In 
BODADP, adaptation along the boundaries of the refined 
regions is performed.
The USER Subroutine
The responsibility of subroutine USER is the description 
of the problem to be solved. It provides the MAIN program 
with the necessary information from six entry points. These
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entries are: GRID, START, DENSE, BOUND, OUTPUT, and GAMSOR.
Entry GRID provides information related to the geometry of 
the domain. In this entry, the number of grid points in both 
I and J directions is specified for the first block. It is 
called once during execution. Entry START provides the ini­
tial values of the dependent variables. In entry DENSE, the 
density is specified. This practice provides flexibility and 
generality of the formulation. Entry BOUND provides the pro­
cedure for Computing the boundary values, if they need to be 
updated during each iteration. Entry OUTPUT permits print­
out of any quantity of interest. This allows an explicit 
check on convergence during iteration. Entry GAMSOR provides 
the diffusion coefficient r , and the coefficients S c and
S p of the linearised source term for each dependent vari­
able.
A listing of one subroutine USER for the driven flow in a 
square cavity problem is given in Appendix 1.
Variables in the main program
The meanings of the variables used in the various rou­
tines of the main program are explained as follows:
A coefficient of s 3 in cubic spline
polynomials (equation 4.20)
AA local variable
ACOF combined convection-diffusion coefficient
AIP
AIPP
A IP1, AIP2 
AIM
AJP
AJPP
A JP1,AJP2 
AJM
ALFA
ALFA 1-ALFA4 
ALF1 
AP
A1-A8
B
BB
B B 1,BB2
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3.12.3.18.4.33.5.9) 
local variable 
local variables
coefficient a in equations(2.9,2.38,
W
3.12.3.18.4.33.5.9)
coefficient a in equations(2.9,2.38,
N
3.12.3.18.4.33.5.9) 
local variable 
local variables
coefficient a^ in equations(2.9,2.38,
3.12.3.18.4.33.5.9)
oc, defined in equation(2.5) 
divided by the Jacobian (J) 
a i  , <xz , a 3 , and defined in 
equation(4.15)
local variable, a along a control 
volume face
coefficient a^  in equations(2.9,2.38,
3.12.3.18.4.33.5.9)
(Also used to specify S p in GAMSOR). 
local variables
coefficient of s 2 in cubic spline 
polynomials (equation 4.20) 
local variable,a combination of BB1 
and BB2
local variables, Bi and B 2 defined in 
equation(3.1)
BETA 
BET 1 
C
CC
C C 1,CC2
CI0-CI5
CON
CON 1-C0N6
C1-C5
D
DD
DENOM
DI
DIF
DIFF
DN
DU
DV
DXDETA
6 , defined in equation(2.5) 
divided by the Jacobian (J) 
local variable, 0 along a control 
volume face
coefficient of s 1 in cubic spline 
polynomials (equation4.20) 
local variable, a combination of CC1 
and CC2
local variables, C, and C 2 defined in 
equation(3.1) 
local variables
coefficient b in equations(2.9,2.38.. 
(Also used to specify S c in GAMSOR) 
local variables 
local variables
coefficient of s° in cubic spline 
polynomials (equation 4.20) 
local variable 
local variable
used in block correction procedure 
local variable
Diffusion conductance coefficient 
local variable
local array, ^ a p (u-velocity) 
local array, /^ a p (^-velocity) 
local variable, 3x/3T) at a control 
volume face
DXDXI
DYDETA
DYDXI
D1-D5
ERROR
ERRX
ERRY
F
FDS
FL
FLOW
FS
FT
GAM 
GAMA 
GAM 1
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local variable, 3x/3E at a control 
volume face
local variable, dy/drj at a control 
volume face
local variable, 3y/3i; at a control 
volume face 
local variables
maximum change allowed in the values of 
variables along zonal boundaries in two 
consecutive iterations before stopping the 
calculations
temporary storage of ERROR along. £=ct 
temporary storage of ERROR along rj=ct 
the general dependent variable 
local variable, 3 [f(x(s),y(s))]/3s 
local variable
flow rate across a control volume face 
local variable, f(x(s),y(s)) 
interpolated values of the dependent vari­
ables needed to calculate the coarse grid 
correction terms.
the values of T for the current dependent 
variable
7, defined in equationC2.5) 
divided by the Jacobian (J) 
local variable, 7 along a control 
volume face
G1
G2
I
IADAPT 
IBLOCK 
IE
IEND 
IEND1 
IE 1 
IFLAG 
IHOICE
II 
IMN 
IMX
IM1-IM3
IND
INDO
INDX
INTRP
INT0-INT5
velocity Gi across a control volume face 
of constant i;
velocity G 2 across a control volume face 
of constant rj 
£ coordinate
index to start adaptation
current block
local variable
local variable
local variable, IEND-1
local variable, IE-1
locations of flagged points
type of interpolation for the initial
guess when generating a grid. (J_ horizontal
2 vertical. 3 transfinite.)
local counter
local variable
local variable
local variables
local index
local index
local index
local variable
£ coordinates of the nearest six fine 
grid points to a coarse grid point
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IP local variable
IPREF £ coordinate for the point where P is set
to zero
IR local array,  ^ location of flagged points
IRR local array, E location of zonal points
IROOT origin of a new block
ISHAPE flagged points for block #K
ISMAX 5 coordinate for the point where the resi­
due of the pressure equation is maximum
t coordinate for the first interior point
local variable, IST-1
index for the number of iteration
local variable
local variable
local variable, L2+IST
local variable, L3+IST
local indices
t? coordinate
local counter
local variable
local variable
rt coordinates of the nearest six fine 
grid points to a coarse grid point
JP local variable
JPREF r] coordinate for the point where P is set
to zero
JR local array, T) location of flagged points
1ST
ISTF
ITER
ITPOP
ITP 1
IT 1
IT2
10-15
J
JJ
JMN
JMX
JNT0-JNT5
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JRR
JSMAX
JST
JSTF
J T 1
JT2
J0-J5
KB
KE
L
LADAPT
LAST
LBLK(NF)
LEVEL(K)
LINTB
LINTE
LINTPN
LORTH
LPRINT CNF)
LSOLVE(NF)
LSTOP 
LSHI 
LWT 
L 1
local array, T} location of zonal points 
T] coordinate for the point where the resi­
due of the pressure equation is maximum 
T) coordinate for the first interior point 
local variable, JST-1 
local variable, M2+JST 
local variable, M3+JST 
local indices 
local array 
local array
largest integer of index I for block #K 
local (logical) variable 
total number of iterations
when .TRUE., block correction is performed 
level of refinement 
local index 
local index
local (logical) variable
when .TRUE., the grid system is orthogonal 
when .TRUE., the profile of F(I,J,NF,K) is 
printed
when .TRUE., the differential equation for 
F (I ,J ,N F ,K ) is solved
when .TRUE., the computation is stopped 
index to indicate the stream function 
local (logical) variable 
local variable, L(K)
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L2
L3
M
MORE
Ml
M2
M3
NBLKB
NBLKE
NBLKSM
NF
NFLGPT
NFMAX
NGAM
NKL
NP
NRHO
NSHI
NTEMP
NTIMES
NX
NXC
NY
local variable, L1-1 
local variable, L2-1
largest integer of index J for block #K
index indicating when to adapt
local variable, M(K)
local variable, MI-1
local variable, M2-1
the number of first block arising during
the last adaptation
the number of last block
maximum number of blocks allowed
index denoting a particular dependent
variable
total number of flagged points
maximum value of NF for which storage is
provided in the program
index to indicate the array GAM
local variable
index to indicate the array P
index to indicate the array RHO
index to indicate the stream function 
local variable
number of iterations performed in 
subroutine SOLVE 
index to indicate the array X
index to indicate the array XC
index to indicate the array Y
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NYC
P
PE
PHIBAR
PN
PS
PT
PW
PI
QT
R
REL
RELAX
RHO
RHOCON
RHOM
RJAC
R J 1,RJ2
index to indicate the array YC 
pressure P
distance between the center of a control
volume and its east face
the average value of the dependent
variable along a line of constant £ or 77
distance between the center of a control
volume and its north face
distance between the center of a control
volume and its south face
used in TDMA
distance between the center of a control 
volume and its west face 
local variable 
used in TDMA
local variable, change in two consecutive 
values of s in NEWTON's method 
local variable, 1-RELAX 
relaxation factor 
density p
default value for density
local variable, density at a control
volume face
volume of control volume containing node 
(I,J). Also the Jacobian of the transfoi—  
mation at node (I,J).
local variables, J at a control volume
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RMAX
S
SB
SMAX
SO
SSUM
SUM 1,SUM2
TEMP
TITLE
TOL
U
V
VAR 
VARM 
VARP 
W T 1,WT2
face
if E 0 in equation(4.16) is larger than 
this value, the grid point is flagged 
local array
local array, distance between two 
consecutive grid points along a 
zonal boundary
maximum residue of the pressure equation 
local variable, new guess obtained using 
NEWTON’s method when requiring orthogona­
lity along a zonal boundary 
sum of residues of the pressure equation 
in the domain 
local variables 
local variable
8 character title for the dependent 
variable
maximum change allowed between two x or y 
values obtained at the same point in two 
consecutive iterations before stopping 
the generation process 
velocity u 
velocity v
used in block correction 
used in block correction 
used in block correction 
weight function (or control function)
271
W T 11-WT22
X
XB
XBT
XC
XD
XD2
XE
XETA
XETA1
XI0-XI5
XN
xs
xw
XX
XXI
local variables, WT at a control volume 
face of constant £ and 77 respectively 
x locations of the control volume centers 
in cartesian coordinate system 
local array, x location of zonal boundary 
points
local array, x location of first interior 
grid points
x locations of the control volume corners
in cartesian coordinate system
local variable, 3x/3s
local variable, 32x/3sz
local variable, x coordinate of the
middle of an east control volume face
3x/3JJ at point (I,J)
local variable, 3x /3 t? at a control
volume face
coefficients for 2-D Lagrange 
polynomials
local variable, x coordinate of the 
middle of a north control volume face 
local variable, x coordinate of the 
middle of a south control volume face 
local variable, x coordinate of the 
middle of a west control volume face 
local variable 
3x/3f; at point (I,J)
XX11
X0-X5
Y
YB
YBT
YC
YD
YD2
YE
YETA
YETA1
YN
YS
YW
YXI 
YX11
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local variable, 3x/3£ at. a cont-rol 
volume face 
local variables
y location of the control volume centers 
in cartesian coordinate
local array, y location of zonal boundary 
points
local array, y location of first interior 
grid points
y locations of the control volume corners
in cartesian coordinate system
local variable, 3y/3s
local variable, 32y/3s2
local variable, Y coordinate of the
middle of an east control volume face
3y/37? at point (I,J)
local variable, 3y/37? at a control
volume face
local variable, y coordinate of the 
middle of a north control volume face 
local variable, y coordinate of the 
middle of a south control volume face 
local variable, y coordinate of the 
middle of a west control volume face 
3y/3S at point (I,J) 
local variable, 3y/3E at a control 
volume face
local variable 
local variables
CHAPTER 8 
CONCLUDING REMARKS AND FUTURE TASKS
This chapter is divided into two parts. First, a brief 
review of the methods presented in earlier chapters is given 
(section 8.1). In section 8.2, suggestions for further 
improvements of the calculation procedure are given.
8.1 REVIEW OF THE THESIS
The objective of this thesis is twofold. The first goal 
is the formulation of an equal order scheme for the solution 
of momentum and mass conservation equations. The second task 
is the development of an adaptive grid solution procedure 
for elliptic flows.
Work in this thesis started with the development of a 
general purpose finite-difference method for the flow, heat, 
and mass transfer problems in irregular domains. The gen­
eral solution method is derived in such a way that more fea­
tures are added at each stage of the development, so that 
the final formulation is applicable to a wide variety of 
problems of practical interest.
The choice of general curvilinear coordinates widens the 
applicability of the method to include irregular domains, 
eliminates the need to approximate the boundaries, and 
allows an exact discretization of the boundary conditions. 
The control volume approach adopted in deriving the discre­
tization equation permits easy interpretation of the formu­
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lation in terms of physically meaningful quantities, like 
fluxes, sources, etc.. The method is equally applicable for 
both orthogonal and non-orthogonal coordinate systems. The 
effect of non-orthogonality amounts to an additional source 
in the finite difference equation.
Convection-diffusion problems are considered first in the 
thesis. The method is then extended to accomodate more com­
plicated flow problems. The importance of profile approxima­
tion at high Peclet number in discretizing the convection- 
diffusion flux is stressed. The solution method for the 
fluid flow problem is formulated on a non-staggered grid 
which stores the pressure and velocity components at the 
same node. Unrealistic checkerboard pressure and velocity 
fields, characteristic of non-staggered grids, are avoided 
through the development of an equal order interpolation 
scheme(SIMPLEM). This solution procedure is shown to be con­
siderably superior to SIMPLE and SIMPLER calculation proce­
dures in non-staggered curvilinear meshes. The basic idea of 
SIMPLEM is to update the contravariant velocity components 
directly at the control volume faces using a 1 - a S or 1 - a t ? 
centered difference scheme for the peressure gradients, and 
to always update these components such that mass conserva­
tion is satisfied.
The arc-equidistribution concept which equidistributes a 
measure of the error over the domain is the basic criterion 
used in the adaptive grid method. Thompson's grid generation
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scheme is shown to be capable of generating adaptive grids. 
This scheme is exploited in this thesis to generate adaptive 
grids in the critical regions of the computational domain. 
The adaptive grid method is first formulated for the convec- 
tion-diffusion problem, and then extended to the flow situ­
ation .
The solution-adaptive grid method developed identifies 
the important regions (regions of high error norm) of the 
calculation domain. The number of grid points along the 
boundaries of the important regions are increased and the 
interior nonuniform mesh is generated using Poisson equa­
tions. The nonhomogeneous terms of these equations guide the 
adaptation of the grid inside the important region such that 
the greatest clustering occurs in places where better reso­
lution is needed. Solutions on both fine and coarse grids 
are consecutively performed. The coarse grid solution in 
the non-refined regions improves due to the influence of the 
solution obtained in the refined regions through a correc­
tion procedure. This, in turn, causes the fine grid boundary 
conditions obtained from coarse grid solution to improve. 
Therefore, both solutions simultaneously improve. The modi­
fied coarse grid equations for all variables, are derived by 
requiring the fluxes across the control volume faces of both 
fine and coarse grids to be equal to each other. The final 
forms for different variables are shown to be similar to 
each other. When solving the coarse grid modified pressure 
equation, an additional treatment is required. In these
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equations, it is necessary to set the coefficents at the 
interfaces between fine and coarse grids to zero in order to 
assure conservation. When solving the fine grid pressure 
equation, a conservative interpolation is used to calculate 
the mass flow rates needed along the zonal boundaries
The method is not confined to one level of refinement, 
and the overall solution procedure is similar to that used 
in Multi-Grid systems. The proposed solution method is 
implemented with the aid of the computer program described 
in Chapter 7.
The effectiveness of the method is checked by solving a 
variety of test problems. The improvements in the results 
obtained demonstrate the capabilities of the method.
8.2 FUTURE TASKS
The number of variable parameters in the adaptive grid 
method is large, and therefore, it is far from being opti­
mum. In this section, some ideas for future enhancement and 
optimization of this procedure are given.
The practice used in this thesis is to double the number 
of grid points along the boundaries of a flagged region. 
However, it is not known if the flagged region needs this 
number of grid points to resolve the physical problem. This 
is due to the lack of any information relating the error in 
the solution to the number of grid points needed to decrease 
this error to a preassigned level. This problem can be
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solved in this thesis by going to a higher level of refine­
ment (if needed). This means that adaptive grids should be 
generated more than once which is time consuming. The devel­
opment of an expression relating the error and the required 
number of grid points can reduce the amount of work needed 
to generate a solution with a preassigned level of error 
(for example, preassigned values for the gradients of the 
dependent variable in both x and y directions).
When generating a grid, sharp corners result in larger 
boundary control volumes which, for high gradient regions, 
decrease the accuracy of the solution. These large control 
volumes are the result of the harmonic equation used for 
grid generation. This problem can be solved by either adding 
few non-flagged neighboring grid points to the flagged 
region (this approach was tried in this thesis) in order to 
minimize the number of sharp corners, or by subdividing the 
flagged region into smaller non-overlapping connected subre­
gions. The only additional error that will be introduced 
with such a practice is in the interpolated values along the 
additional lines shared by two flagged subregions.
When choosing the maximum and minimum S and r? lines, the 
practice used is to pick the most southwest point as the 
origin. However, there is no foundation for such a choice. 
Therefore, investigation of this matter is needed. A better 
choice of the location of the origin may result in a more 
effective distribution of the grid inside the refined
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region.
The coefficients a 3 and a* in equation (4.15) were chosen 
to be zero in this thesis. Therefore, a study of their 
influence on the adaptive grid generation is needed.
Extension of the adaptive grid method to three-dimen­
sional parabolic and partially parabolic flows will increase 
its usefulness as a practical tool. The adaptation in the 
streamwise direction for such situations may be done using 
ideas similar to the ones used in reference[46]. Furthei—  
more, the extension of this method to three-dimensional 
fully elliptic situations should be carried out.
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APPENDIX 1
LISTING OF THE COMPUTER PROGRAM
C............... . MAIN PROGRAM.....................
C
IMPLICIT REAL*8 (A-H.O-Z)
LOGICAL LPRINT,LSOLVE,LSTOP, LB LK,LWT,LORTH,LSHI,LINT,LADAPT 
COMMON/CNTL/ LSTOP
COMMON/INDXI/ LSOLVE(13),LPRINT(13),LINT(13),LBLK(13),
1 TITLE(13),NTIMES(13),
2 L(5),M(5),IHOICE(5),LEVEL(5),
3 NF,NP,NX,NY,NXC,NYC,NRHO,NGAM,NFMAX,NKL,NTEMP,METHOD,LINTPN,
4 IPREF,JPREF,1ST,JST,INTRP,ITER,IADAPT,LAST,MORE,
5 IBLOCK,ITMAX,LINTB,LINTE,NBLKB,NBLKE,NBLKSM,NFLGPT,
6 LWT,LORTH,LSHI,LADAPT
COMMON/INDXR/ RELAX(13).ERROR,TOL,RMAX,RHOCON
CALL GRID 
CALL INTERP 
CALL COEFF 
CALL SETUP1 
CALL START 
10 IBL0CK=1 
CALL DENSE 
CALL BOUND 
IF(NBLKE.NE.l) THEN 
CALL TDINT1 
ENDIF
CALL SETUP2
IF(.NOT.LSTOP) CALL OUTPUT 
IF(NBLKE.NE.l) THEN 
DO 20 K=2,NBLKE 
IBLOCK=K
IF(LEVEL(K).LT.LEVEL(NBLKE)) THEN
CALL TDINT1
ENDIF
LINTB=1
LINTE=NRH0-1
CALL ZNLB1
CALL ZNLB2
CALL DENSE
CALL SETUP2
IF(.NOT.LSTOP) CALL OUTPUT 
20 CONTINUE 
ENDIF
IF(LSTOP) CALL OUTPUT 
IF(LSTOP) STOP
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IF(MOD(ITER,IADAPT).EQ.0.AND.ITER.NE.0) THEN 
IADAPT=IADAPT+MORE 
NBLKBT=NBLKB 
NBLKET=NBLKE 
DO 30 K=NBLKBT,NBLKET 
IBLOCK=K 
LADAPT=.TRUE.
IF(LSOLVE(NP)) CALL PINT 
CALL WAITF 
LADAPT=.FALSE.
CALL FLAGPT 
30 CONTINUE 
ENDIF
IF(LEVEL(NBLKE).GT.l) THEN 
NB=NBLKE-1 
DO 50 KK=2,NB 
K=NB-KK+2 
IBLOCK=K
IF(LEVEL(K).LT.LEVEL(NBLKE)) THEN 
CALL TDINT1 
CALL DENSE 
CALL SETUP2 
ENDIF 
50 CONTINUE 
ENDIF
IF(NBLKE.GT.1.AND.ERROR.LT.TOL) LSTOP=.TRUE.
ITER=ITER+1
IF(ITER.GE.LAST) LSTOP=.TRUE.
GO TO 10 
END
»«rA'-«V«V»'«V»-,/lrA~»'»-/r/rA-<VvV'A''»'»--«V«VAr«VvVA'VrA'vVAArA1
SUBROUTINE DIFLOW 
IMPLICIT REAL*8 (A-H.O-Z)
COMMON/COEF/FLOW,DIFF,ACOF
ACOF=DIFF
IF(FLOW.EQ.0.) RETURN 
TEMP=DIFF-DAB S(FLOW)*0.1 
ACOF=0.
IF(TEMP.LE.0.) RETURN 
TEMP=TEMP/DIFF 
AC0F=DIFF*TEMP**5 
RETURN 
END
SUBROUTINE SOLVE 
IMPLICIT REAL*8 (A-H.O-Z)
LOGICAL LPRINT,LSOLVE,LSTOP,LBLK,LWT,LORTH,LSHI,LINT,LADAPT
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COMMON/VARB/ F(20,20,5,13),G1(20,20,5),G2(20,20,5),
1 FT(20,20,13),WT2(20,20)
C0MM0N/C0F1/ AIP(20,20),AIM(20,20),AJP(20,20),AJM(20,20),
1 APP(20,20),C0N(20,20)
COMMON/INDXI/ LSOLVE(13),LPRINT(13),LINT(13),LBLKC13),
1 TITLE(13),NTIMES(13),
2 L(5),M(5),IHOICE(5),LEVEL(5),
3 NF, NP, NX, NY,NXC,NYC,NRHO,NGAM,NFMAX,NKL,NTEMP,METHOD,LINTPN,
4 IPREF,JPREF,1ST,JST,INTRP,ITER,IADAPT,LAST,MORE,
5 IBLOCK,ITMAX,LINTB,LINTE,NBLKB,NBLKE,NBLKSM,NFLGPT,
6 LWT,LORTH,LSHI.LADAPT
COMMON/INDXR/ RELAX(13),ERROR,TOL,RMAX,RHOCON 
COMMON/SPN/ DI(20),VAR(20),VARM(20),VARP(20),
1 PHIBAR(20),PT(20),QT(20)
K=IBLOCK 
L1=L(K)
L2=L1-1 
L3=L2-1 
M1=M(K)
M2=M1-1
M3=M2-1
ISTF=IST-1
JSTF=JST-1
IT1=L2+IST
IT2=L3+IST
JT1=M2+JST
JT2=M3+JST
C ................... -..........    —
NTF = NTIMES(NF)
DO 999 NT=1,NTF 
DO 391 N=NF,NF 
IF(LBLK(NF)) THEN
C
C............... COME HERE TO DO BLOCK CORRECTION.....
C
C ............... SUMMING IN I DIRECTION................
C
DO 22 J=JST,M2 
VAR(J)=Q.
VARP(J)=0.
VARM(J)=0.
DI(J)=0.
DO 33 I=IST,L2
VAR(J)=VAR(J)+APP(I,J)
IF(I.NE.IST) VAR(J)=VAR(J)-AIM(I,J)
IF(I.NE.L2) VAR(J)=VAR(J)-AIP(I,J)
VARM(J)=VARM(J)+AJM(I,J)
VARP(J)=VARP(J)+AJP(I,J)
DI(J)=DI(J)+CON(I,J)+AIP(I,J)*F(I+l,J,K,N)+AIM(I,J)*
n 
n 
n
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1F(I-1,J,K,N)+AJP(I,J)*F(I,J+1,K,N)+AJM(I,J)*F(I,J-1,KjN)- 
2APP(I,J)*F(I,J,K,N)
33 CONTINUE 
22 CONTINUE
IF(NF.EQ.NP) THEN 
VAR(4)=1.
VARP(4)=0.
VARM(4)=0.
DI(4)=0.
ENDIF
PHIBAR(M1)=0.
PHIBAR(JSTF)=0.
PT(JSTF)=0.
QT(JSTF)=PHIBAR(JSTF)
DO 44 J=JST,M2
DENOM=VAR(J)-PT(J-l)*VARM(J)
PT(J)=VARP(J)/DENOM
TEMP=DX(J)
QT(J)=(TEMP+VARM(J)*QT(J-1))/DENOM
44 CONTINUE
DO 45 JJ=JST,M2 
J=JT1-JJ
45 PHIBAR(J)=PHIBAR(J+1)*PT(J)+QT(J)
DO 47 I=IST,L2
DO 47 J=JST,M2 
47 F(I,J,K,N)=F(I,J,K,N)+PHIBAR(J)
................... SUMMING IN J DIRECTION............ .
DO 51 I=IST,L2 
VAR(I)=0.
VARP(I)=0.
VARM(I)=0.
DI(I)=0.
DO 53 J=JST,M2
VAR(I)=VAR(I)+APP(I,J)
IF(J.NE.JST) VAR(I)=VAR(I)-AJM(I,J)
IF(J.NE.M2) VAR(I)=VAR(I)-AJP(I,J)
VARP(I)=VARP(I)+AIP(I,J)
VARM(I)=VARM(I)+AIM(I,J)
DI(I)=DI(I)+CON(I,J)+AIP(I,J)*F(I+1,J,K,N)+
1AIM(I,J)*F(I-1,J,K,N)+AJP(I,J)*F(I,J+1,K,N)+AJM(I,J)* 
2F(I,J-1,K,N)-APP(I,J)*F(I,J,K,N)
53 CONTINUE 
51 CONTINUE
IF(NF.EQ.NP) THEN 
VAR(4)=1.
VARP(4)=0.
VARM(4)=0.
DI(4)=0.
n 
n 
o
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ENDIF
PHIBAR(L1)=0.
PHIBAR(ISTF)=0.
PT(ISTF)=0.
QT(ISTF)=PHIBAR(ISTF)
DO 57 I=IST,L2
DENOM=VAR(I)-PT(I-1)*VARM(I)
PT(I)=VARP(I)/DENOM 
TEMP=DI(I)
QT(I)=(TEMP+QT(I-1)*VARM(I))/DENOM
57 CONTINUE
DO 58 II=IST,L2 
I=IT1-II
58 PHIBARCI)=PHIBAR(I+1)*PT(I)+QT(I) 
DO 59 I=IST,L2
DO 59 J=JST,M2
59 F(I,J,K,N)=F(I,J,K,N)+PHIBAR(I)
ENDIF
......  SOLVE THE SYSTEM OF EQUATIONS USING TDMA .....
DO 90 J=JST,M2 
PT(ISTF)=0.
QT(ISTF)=F(ISTF,J,K,N)
DO 70 I=IST,L2
DENOM=APP(I,J)-PT(I-1)*AIM(I,J)
PT(I)=AIP(I,J)/DENOM
TEMP=CON(I,J)+AJP(I,J)*F(I,J+l,K,N)+AJM(I,J)*F(I,J-1,K,N) 
QT(I)=(TEMP+AIM(I,J)*QT(I-1))/DENOM 
70 CONTINUE
DO 80 I1=1ST,L2 
I=IT1-II
80 F(I,J,K,N)=F(I+1,J,K,N)*PT(I)+QT(I)
90 CONTINUE
C........................................................
DO 190 JJ=JST,M3
J=JT2-JJ
PT(ISTF)=0.
QT(ISTF)=F(ISTF,J,K,N)
DO 170 I=IST,L2
DENOM=APP(I,J)-PT(I-1)*AIM(I,J)
PT(I)=AIP(I,J)/DENOM
TEMP=CON(I,J)+AJP(I,J)*F(I,J+l,K,N)+AJM(I,J)*F(I,J-l,K,N) 
QT(I)=(TEMP+AIM(I,J)*QT(I-1))/DENOM 
170 CONTINUE
DO 180 II=IST,L2 
I=IT1-II
180 F(I,J,K,N)=F(I+1,J,K,N)*PT(I)+QT(I)
190 CONTINUE
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DO 290 I=IST,L2 
PT(JSTF)=0.
QT(JSTF)= F (I ,J S T F ,K ,N )
DO 270 J=JST,M2
DENOM=APP(I,J)-PT(J-1)*A JM (I, J )
PT(J)=AJP(I,J)/DENOM
TEMP=CON(I,J)+AIP(I,J)*F(I+1,J,K,N)+AIM(I,J)*F(I-1,J,K,N) 
QT(J)=(TEMP+AJM(I,J)*QT(J-l))/DENOM 
270 CONTINUE
DO 280 JJ=JST,M2 
J=JT1-JJ
280 F(I,J,K,N)=F(I,J+1,K,N)*PT(J)+QT(J)
290 CONTINUE
C.......................... ............. ............ .
DO 390 II=IST,L3
I=IT2-II
PT(JSTF)=0.
QT(JSTF)=F( I, JSTF,K,N)
DO 370 J=JST,M2
DENOM=APP(I,J)-PT(J-1)*AJM(I, J)
PT(J)=AJP(I,J)/DENOM
TEMP=CON(I,J)+AIP(I,J)*F(I+1,J,K,N)+AIM(I,J)*F(I-1,J,K,N) 
QT(J)=(TEMP+AJM(I,J)*QT(J-l))/DENOM 
370 CONTINUE
DO 380 JJ=JST,M2 
J=JT1-JJ
380 F(I,J,K,N)=F(I,J+1,K,N)*PT(J)+QT(J)
390 CONTINUE
391 CONTINUE
C*****************************************
999 CONTINUE 
ENTRY RESET
K=IBLOCK 
L1=L(K)
L2=L1-1 
M1=M(K)
M2=M1-1 
DO 400 J=2,M2 
DO 400 1=2,L2 
CON(I,J)=0.
APP(I,J)=0.
400 CONTINUE 
RETURN 
END
SUBROUTINE SETUP 
IMPLICIT REAL*8 (A-H,0-Z)
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LOGICAL LPRINT,LSOLVE,LSTOP,LBLK,LWT,LORTH,LSHI,LINT,LADAPT 
COMMON/CNTL/ LSTOP
COMMON/VARB/ F(20,20,5,13),G1(20,20,5),G2(20,20,5),
1 FT(20,20,13),WT2(20,20)
COMMON/COF1/ AIP(20,20),AIM(20,20),AJP(20,20),AJM(20,20),
1 APP(20,20),CON(20,20)
COMMON/INDXI/ LSOLVE(13),LPRINT(13),LINT(13),LBLK(13),
1 TITLE(13),NTIMES(13),
2 L(5),M(5),IHOICE(5),LEVEL(5),
3 NF,NP,NX,NY,NXC,NYC,NRHO,NGAM,NFMAX,NKL,NTEMP,METHOD,LINTPN,
4 IPREF,JPREF,IST,JST,INTRP,ITER,IADAPT,LAST,MORE,
5 IBLOCK,ITMAX,LINTB,LINTE,NBLKB,NBLKE,NBLKSM,NFLGPT,
6 LWT,LORTH,LSHI,LADAPT
COMMON/INDXR/ RELAX(13).ERROR,TOL,RMAX,RHOCON 
COMMON/BDP/ X1,Y1,S0,IEND,IEND1,XX,YY 
C0MM0N/GE02/ XB(100),YB(100),XBT(100),
1 YBT(100),S(100),SB(100),KB(4,5),KE(4,5),
2 IROOT(5)
C0MM0N/ADAP/A(50,2),B(50,2),C(50,2),D(50,2)
COMMON/FLPT/ IFLAG(20,20),ISHAPE(20,20,5)
COMMON/COEF/ FLOW.DIFF,ACOF
COMMON/GEO/ XXI(20,20,5),YXI(20,20,5),XETA(20,20,5),
1 YETA(20,20,5),
2 ALFA(20,20,5),BETA(20,20,5),GAMA(20,20,5),RJAC(20,20,5),
3 PW(20,20,5),PE(20,20,5),PS(20,20,5),PN(20,20,5)
COMMON/SPN/ DI(20),VAR(20),VARM(20),VARP(20),
1 PHIBAR(20),PT(20),QT(20)
COMMON/SORC/ SMAX.SSUM,ISMAX,JSMAX
DIMENSION XC(20,20,5),YC(20,20,5),GAM(20,20,5),RHO(20,20,5),
1 11(20,20,5) ,V(20,20,5) ,P(20,20,5) ,
2 GC1(20,20),GC2(20,20),DU(20,20),DV(20,20),
3 X(20,20,5),Y(20,20,5),WT1(20,20),
4 RL(20),RM(20),RZ(20),AL(20),H(20)
EQUIVALENCE (F(1,1,1,1),U(1,1,1)),(F(1,1,1,2),V(1,1,1)),
1 (F(1,1,1,3),P(1,1,1)),(F(1,1,1,7),RHO(l,1,1)),
2 (F(1,1,1,8),GAM(1,1,1)),(F(1,1,1,9),X(1,1,1)),
3 (F(1,1,1,10),Y(1,1,1)),(F(1,1,1,11),XC(1,1,1)),
4 (F( 1,1,1,12), YC( 1,1,1) ) , (FT( 1,1,9) ,DU( 1,1) ) ,
5 (FT(1,1,10),DV(1,1)),(FT(1,1,11),GC1(1,1)),
6 (FT(1,1,12),GC2(1,1)),(FT(1,1,13),WT1(1,1)),
7 (RL(1),DI(1)),(RM(1),VAR(1)),(RZ(1),VARM(1)),
8 (AL(1), VARP( 1) ), (H( 1) ,PHIBAR( 1) )
1 FORMAT(15X,'COMPUTATION IN CURVILINEAR COORDINATES1)
2 FORMAT(14X,40(1H*),//)
3 F0RMAT(14X,'VOLUME HAS A NEGATIVE VALUE',IX)
ENTRY SETUP1 
C - ALL ARAYS ARE INITIALIZED HERE
IF(ITER.NE.O) GO TO 31 
DO 20 K=1,NBLKSM 
L1=L(K)
M1=M(K)
DO 10 J=1,M1 
DO 10 1=1,LI 
ISHAPE(I,J,K)=0 
U(I,J,K)=0.
V(I,J,K)=0.
G1(I,J,K)=0.
G2(I,J,K)=0.
P(I,J,K)=0.
RHO(I,J,K)=RHOCON 
PE(I,J,K)=0.
PW(I,J,K)=0.
PN(I,J,K)=0.
PS(I,J,K)=0.
XXI(I,J,K)=0.
YXI(I,J,K)=0.
XETA(I,J,K)=0. 
YETA(I,J,K)=0.
ALFA(I,J,K)=0.
BETA(I,J,K)=0.
GAMA(I,J,K)=0.
10 CONTINUE 
20 CONTINUE
DO 30 J=1,M1 
DO 30 1=1,LI 
IFLAG(I,J)=0 
WT2(I,J)=0.
CON(I,J)=0.
APP(I,J)=0.
GC1(I,J)=0.
GC2(I,J)=0.
30 CONTINUE 
RETURN
31 CONTINUE
C
C........ -...... -............
c
K=IBLOCK
L1=L(K)
L2=L1-1 
L3=L2-1 
M1=M(K)
M2=M1-1
M3=M2-1
C
C..........  LOCATE NODAL POINTS
C
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X(l,1,K)=XC(2,2,K)
Y(1,1,K)=YC(2,2,K)
X(1,M1,K)=XC(2,M1,K)
Y(1,M1,K)=YC(2,M1,K)
X(L1,1,K)=XC(L1,2,K)
Y(L1,1,K)=YC(L1,2,K)
X(L1,M1,K)=XC(L1,M1,K)
Y(L1,M1,K)=YC(L1,M1,K)
DO 110 1=2,L2
X(I,1,K)=.5*(XC(I,2,K)+XC(1+1,2,K))
Y(I,1,K)=.5*(YC(I,2,K)+YC(I+1,2,K))
X(I,M1,K)=.5*(XC(I,M1,K)+XC(1+1,M1,K))
Y(I,M1,K)=.5*(YC(I,M1,K)+YC(1+1,M1,K))
110 CONTINUE
DO 120 J=2VM2
X(1,J,K)=.5*(XC(2,J,K)+XC(2,J+1,K))
Y(1,J,K)=.5*(YC(2,J,K)+YC(2,J+1,K))
X(L1,J,K)=.5*(XC(L1,J,K)+XC(L1,J+1,K))
Y(L1,J,K)=.5*(YC(L1,J,K)+YC(L1,J+l,K))
120 CONTINUE
DO 130 1=2,L2 
DO 130 J=2,M2
X(I,J,K)=.25*(XC(I,J,K)+XC(I+1,J,K)+XC(I,J+1,K)+XC(I+1,J+1,K)) 
Y(I,J,K)=.25*(YC(I,J,K)+YC(I+1,J,K)+YC(I,J+1,K)+YC(I+1,J+1,K)) 
130 CONTINUE
C
C......... - CALCULATE METRIC QUANTITIES  .......... ....
C
DO 140 1=2,L2
XXI(I,1,K)=XC(I+1,2,K)-XC(I,2,K)
YXI(I,1,K)=YC(I+1,2,K)-YC(I,2,K)
XXI(I,M1,K)=XC(I+1,M1,K)-XC(I,M1,K)
YXI(I,M1,K)=YC(I+1,M1,K)-YC(I,M1,K)
XETA(I,1,K)=4.*X(I,2,K)-3.*X(I,1,K)-.5*(XC(I,3,K)+XC(I+1,3,K)) 
YETA(I,1,K)=4.*Y(I,2,K)-3.*Y(I,1,K)5*(YC(I,3,K)+YC(I+1,3,K)) 
XETA(I,M1,K)=.5*(XC(I,M2,K)+XC(I+1,M2,K))-4.*X(I,M2,K)
1 +3.*X(I,M1,K)
YETA(I,M1,K)=.5*(YC(I,M2,K)+YC(I+1,M2,K))-4.*Y(I,M2,K)
1 +3.*Y(I,M1,K)
GAMA(I,1,K)=XXI(I,1,K)*XXI(I,1,K)+YXI(I,1,K)*YXI(I,1,K)
BETA(I,1,K)=XXI(I,1,K)*XETA(I,1,K)+YXI(I,1,K)*YETA(I,1,K) 
RJAC(I,1,K)=XXI(I,1,K)*YETA(I,1,K)-XETA(I,1,K)*YXI(I,1,K)
GAMA(I,1,K)=GAMA(I,1,K)/RJAC(I,1,K)
BETAC1,1,K)=BETA(I,1,K)/RJAC(I,1,K)
GAMA(I,M1,K)=XXI(I,M1,K)*XXI(I,M1,K)+YXI(I,M1,K)*YXI(I,M1,K)
BETA(I,M1,K)=XXI(I,M1,K)*XETA(I,M1,K)+YXI(I,M1,K)*YETA(I,M1,K)
RJAC(I,M1,K)=XXI(.I,M1,K)*YETA(I,M1,K)-XETA(I,M1,K)*YXI(I,M1,K)
GAMA(I,M1,K)=GAMA(I,M1,K)/RJAC(I,M1,K)
BETA(I,M1,K)=BETA(I,M1,K)/RJAC(I,M1,K)
140 CONTINUE
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DO 150 J=2,M2
XXI(1,J,K)=4.*X(2,J,K)-3.*X(1,J,K)-.5*(XC(3,J,K)+XC(3,J+1,K)) 
YXI(1,J,K)=4.*Y(2,J,K)-3.*Y(1,J,K)-.5*(YC(3,J,K)+YC(3,J+1,K)) 
XXI(L1,J,K)=.5*(XC(L2,J,K)+XC(L2,J+1,K))-4.*X(L2,J,K)
1 +3.*X(L1,J,K)
YXI(L1,J,K)=.5*(YC(L2,J,K)+YC(L2,J+1,K))-4.*Y(L2,J,K)
1 +3.*Y(L1,J,K)
XETA(1,J,K)=XC(2,J+1,K)-XC(2,J,K)
YETA(1,J,K)=YC(2,J+1,K)-YC(2,J,K)
XETA(L1,J,K)=XC(L1,J+1,K)-XC(L1,J,K)
YETA(L1,J,K)=YC(L1,J+1,K)-YC(L1,J,K)
ALFA(1,J,K)=XETA(1,J,K)*XETA(1,J,K)+YETA(1,J,K)*YETA(1,J,K)
BETA(1,J,K)=XXI(1,J,K)*XETA(1,J,K)+YXI(1,J,K)*YETA(1,J,K)
RJAC(1,J,K)=XXI(1,J,K)*YETA(1,J,K)-XETA(1,J,K)*YXI(1,J,K)
ALFA(1,J,K)=ALFA(1,J,K)/RJAC(1,J,K)
BETA(1,J,K)=BETA(1,J,K)/RJAC(1,J,K)
ALFA(L1,J,K)=XETA(L1,J,K)*XETA(L1,J,K)+YETA(L1,J,K)*YETA(L1,J,K) 
BETA(L1,J,K)=XXI(L1,J,K)*XETA(LljJ,K)+YXI(L1,J,K)*YETA(L1,J,K) 
RJAC(L1,J,K)=XXI(L1,JjK)*YETA(Ll,J,K)-XETA(L1,J,K)*YXI(L1,J,K) 
ALFA(L1,J,K)=ALFA(L1jJ5K)/RJAC(L1,JjK)
BETA(L1,J,K)=BETA(L1,J,K)/RJAC(L1,J,K)
150 CONTINUE
DO 160 1=2,L2 
DO 160 J=2,M2
XE=.5*(XC(I+1,J,K)+XC(I+1,J+1,K))
YE=.5*(YC(1+1,J,K)+YC(1+1,J+l,K))
XW=.5*(XC(I,J,K)+XC(I,J+l,K))
YW=.5*(YC(I,J,K)+YC(I,J+l,K))
XN=.5*(XC(I,J+1,K)+XC(1+1,J+1,K)) 
YN=.5*(YC(I,J+1,K)+YC(I+1,J+1,K))
XS=.5*(XC(I,J,K)+XC(I+1,J,K))
YS=.5*(YC(I,J,K)+YC(I+1,J,K))
XX=X(I,J,K)
YY=Y(I,J,K)
PE(I,J,K)=DSQRT((XX-XE)**2+(YY-YE)**2)
PW( I, J, K)=DSQRT((XX-XW)**2+(YY-YW)**2) 
PN(I,J,K)=DSQRT((XX-XN)**2+(YY-YN)**2) 
PS(I,J,K)=DSQRT((XX-XS)**2+(YY-YS)**2)
XXI(I,J,K)=XE-XW 
YXI(I,J,K)=YE-YW 
XETA(I,J,K)=XN-XS 
YETA(I,J,K)=YN-YS
RJAC(I,J,K)=XXI(I,J,K)*YETA(I,J,K)-XETA(I,J,K)*YXI(I,J,K)
ALFA(I,J,K)=XETA(I,J,K)*XETA(I,J,K)+YETA(I,J,K)*YETA(I,J,K)
BETA(I,J,K)=XXI(I,J,K)*XETA(I,J,K)+YXI(I,J,K)*YETA(I,J,K)
GAMA(I,J,K)=XXI(I,J,K)*XXI(I,J,K)+YXI(I,J,K)*YXI(I,J,K)
ALFA(I,J,K)=ALFA(I,J,K)/RJAC(I,J,K)
BETA(I,J,K)=BETA(I,J,K)/RJAC(I,J,K)
GAMA( I,J,K)=GAMA(I,J,K)/RJAC(I,J,K)
160 CONTINUE
IF(LWT) RETURN 
DO 170 1=1,LI 
DO 170 J=1,M1
IF(RJAC(I,J,K).LT.0.) THEN 
CALL PRINT 
PRINT 3 
STOP 
ENDIF 
170 CONTINUE
IF(ITER.NE.0) RETURN 
PRINT 1 
PRINT 2 
RETURN
C............. -....................................
ENTRY SETUP2
C.......... COEFFICIENTS CALCULATION....... -.......
K=IBLOCK 
L1=L(I<)
L2=L1-1
L3=L2-1
M1=M(K)
M2=M1-1 
M3=M2-1 
NFBEG=1 
NFEND=2 
INDEX=1 
200 DO 450 NF=NFBEG,NFEND
IF(NF.LE.2.AND.INDEX.EQ.1) CALL RESET 
IF(NF.EQ.1.AND.K.EQ.1) THEN
C
C-- INITIAL VALUE FOR THE CONTRAVARIANT VELOCITY COMPONENTS —
C
IF(ITER.EQ.O) THEN 
DO 210 J=2,M2
Gl(2,J,K)=U(1,J,K)*YETA(1,J,K)-V(1,J,K)*XETA(1,J,K)
210 G1(L1,J,K)=U(L1,J,K)*YETA(L1,J,K)-V(L1,J,K)*XETA(L1,J,K)
DO 250 1=2,L2
G2(I,2,K)=V(I,1,K)*XXI(I,1,K)-U(I,1,K)*YXI(I,1,K)
250 G2(I,M1,K)=V(I,M1,K)*XXI(I,M1,K)-U(I,M1,K)*YXI(I,M1,K)
DO 265 1=2,L2 
DO 265 J=2,M2
GC1(I,J)=U(I,J,K)*YETA(I,J,K)-V(I,J,K)*XETA(I,J,K)
GC2(I,J)=V(I,J,K)*XXI(I,J,K)-U(I,J,K)*YXI(I,J,K)
265 CONTINUE
DO 266 J=2,M2 
DO 266 1=3,L2 
C0N1=PW(I,J,K)+PE(I-1,J,K)
G1(I,J,K)=(PW(I,J,K)*GC1(I-1,J)+PE(I-1,J,K)*GC1(I,J))/C0N1
266 CONTINUE
DO 267 1=2,L2
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DO 267 J=3,M2
C0N1=PS(I,J,K)+PN(I,J-1,K)
G2(I,J,K)=(PS(I,J,K)*GC2(I,J-1)+PN(I,J-1,K)*GC2(I,J))/C0N1 
267 CONTINUE 
ENDIF 
ENDIF
C
C—  CALCULATE THE COEFFICIENTS OF THE SYSTEM OF EQUATIONS -- 
C
IF(LSOLVE(NF).AND.NF.NE.NP) THEN
IST=2
JST=2
CALL GAMSOR- 
IF(K.NE.l) THEN 
DO 326 1=2,L2 
DO 326 J=2,M2 
GC2(I,J)=CON(I,J)
WT2(I,J)=APP(I,J)
326 CONTINUE
IBLOCK=IROOT(K)
CALL GAMSOR 
IBLOCK=K 
LINTB=NGAM 
LINTE=NGAM 
CALL ZNLB2 
DO 328 1=2,L2 
DO 328 J=2,M2 
CON(I,J)=GC2(I,J)
APP(I,J)=WT2(I,J)
328 CONTINUE 
ENDIF
DO 327 1=2,L2 
DO 327 J=2,M2
IF(ISHAPE(I,J,K).EQ.0) THEN 
CON(I,J)=CON(I,J)*RJAC(I,J,K)
APP(I,J)=-APP(I,J)*RJAC(I,J,K)
ELSE IF(ISHAPE(I,J,K).NE.O) THEN 
APP(I,J)=0.
CON(I,J)=0.
ENDIF 
327 CONTINUE
DO 330 1=2,L2
FLOW=RHO(1,1,K)*G2(1,2,K)
DIFF=2.*GAM(I,1,K)*GAMA(I,1,K)
CALL DIFLOW
AJM(I,2)=AC0F+DMAX1(0.DO,FLOW)
330 CONTINUE
DO 400 J=2,M2 
FLOW=RHO(l,J,K)*G1(2,J,K)
DIFF=2.*GAM(1,J,K)*ALFA(1,J,K)
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CALL DIFLOW
AIM(2,J)=AC0F+DMAX1(0.DO,FLOW)
DO 400 1=2,L2 
IF(I.NE.L2) THEN 
C0N1=PW(I+1,J,K)+PE(I,J,K)
FL=PW(I+l,J,K)*RHO(I,J,K)+PE(I,J,K)*RHO(I+l,J,K) 
FL0W=FL*G1(I+1,J,K)/C0N1 
XXI1=X(I+1,J,K)-X(I,J,K)
YXI1=Y(I+1,J,K)-Y(I,J,K)
XET1=XC(1+1,J+l,K)-XC(1+1,J,K)
YET1=YC(1+1,J+l,K)-YC(1+1,J,K)
ALF1=XET1*XET1+YET1*YET1 
RJ1=XXI1*YET1-XET1*YXI1 
CON2=PE(I,J,K)/C0N1 
CON3=PW(1+1,J,K)/CON1
DIF=GAM(I,J,K)*GAM(I+l,J,K)/(CON2*GAM(I+l,J,K)+CON3*GAM(I,J,K) 
1 +1.E-30)
DIFF=DIF*ALF1/RJ1 
CALL DIFLOW
AIM(1+1,J)=AC0F+DMAX1(0.DO,FLOW)
AIP(I,J)=AIM(1+1,J)-FLOW 
ELSE
FL0W=RH0(L1,J,K)*G1(L1,J,K)
DIFF=2.*GAM(LI,J,K)*ALFA(LI,J,K)
CALL DIFLOW
AIM(1+1,J)=AC0F+DMAX1(0.DO,FLOW)
AIP(I,J)=AIM(1+1,J)-FLOW 
ENDIF
IFCJ.NE.M2) THEN 
C0N1=PS(I,J+l,K)+PN(I,J,K)
FL=PS(I,J+l,K)*RHO(I,J,K)+PN(I,J,K)*RHO(I,J+1,K)
FLOW=FL*G2(I,J+l,K)/CON1 
XXI1=XC(1+1,J+l,K)-XC(I,J+l,K)
YXI1=YC(1+1,J+l,K)-YC(I,J+l,K)
XET1=X(I,J+l,K)-X(I,J,K)
YET1=Y(I,J+l,K)-Y(I,J,K)
GAM1=XXI1*XXI1+YXI1*YXI1 
RJ1=XXI1*YET1-XET1*YXI1 
CON2=PN(I,J,K)/C0N1 
CON3=PS(I,J+l,K)/CONl
DIF=GAM(I,J,K)*GAM(I,J+l,K)/(CON2*GAM(I,J+l,K)+CON3*GAM(I,J,K) 
1 +1.E-30)
DIFF=DIF*GAM1/RJ1 
CALL DIFLOW
AJM(I,J+1)=AC0F+DMAX1(0.DO,FLOW)
AJP(I,J)=AJM(I,J+l)-FLOW 
ELSE
FL0W=RH0(I,M1,K)*G2(I,M1,K)
DIFF=2.*GAM(I,M1,K)*GAMA(I,M1,K)
CALL DIFLOW
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AJM(I,J+l)=AC0F+DMAX1(0.DO,FLOW)
AJP(I,J)=AJM(I,J+l)-FLOW 
ENDIF 
400 CONTINUE
REL=1.-RELAX(NF)
DO 324 1=2,L2 
DO 324 J=2,M2
APP(I,J)=(APP(I,J)+AIP(I,J)+AIM(I,J)+AJP(I,J)+AJM(I,J))/RELAX(NF) 
CON(I,J)=CON(I,J)+REL*APP(I,J)*F(I,J,K,NF)
IF(NF.EQ.l) DU(I,J)=1./APP(I,J)
IF(NF.EQ.2) DV(I,J)=1./APP(I,J)
324 CONTINUE
C
C-- IF THE GRID SYTEM IS NOT ORTHOGONAL CALCULATE S -- 
C
IF(.NOT.LORTH) THEN 
DO 930 1=2,L2
IF(ISHAPE(I,2,K).EQ.0) THEN 
C0N1=GAM(I,1,K)*BETA(I,1,K)
IF(I.NE.2.AND.I.NE.L2) THEN
C0N2=.5*(F(1+1,1,K,NF)-F(I-1,1,K,NF))
ELSE IF(I.EQ.2) THEN
C0N2=.5*(-F(4,1,K,NF)+4.*F(3,1,K,NF)-3.*F(2,1,K,NF))
ELSE IF(I.EQ.L2)THEN
C0N2=.5*(F(I-2,1,K,NF)-4.*F(I-1,1,K,NF)+3.*F(I,1,K,NF))
ENDIF
CON(I,2)=CON(I,2)+CON1*C0N2 
ENDIF 
930 CONTINUE
DO 900 J=2,M2
IF(ISHAPE(2,J,K).EQ.O) THEN 
C0N1=GAM(1,J,K)*BETA(1,J,K)
IF(J.NE.2.AND.J.NE.M2) THEN
C0N2=.5*(F(1,J+1,K,NF)-F(1,J-1,K,NF))
ELSE IF(J.EQ.2) THEN
C0N2=.5*(-F(1,4,K,NF)+4.*F(1,3,K,NF)-3.*F(1,2,K,NF))
ELSE IF(J.EQ.M2) THEN
C0N2=.5*(F(1,J-2,K,NF)-4.*F(1,J-1,K,NF)+3.*F(1,J,K,NF))
ENDIF
CON(2,J)=CON(2,J)+CON1*C0N2 
ENDIF
DO 900 1=2,L2 
IF(I.NE.L2) THEN
IF(ISHAPE(I,J,K).EQ.0.OR.ISHAPE(I+1,J,K).EQ.0) THEN 
C0N5=PW(1+1,J,K)+PE(I,J,K)
XXI1=X(I+1,J,K)-X(I,J,K) .... .
YXI1=Y(I+1,J,K)-Y(I,J,K)
XET1=XC(I+1,J+1,K)-XC(I+1,J,K)
YET1=YC(I+1,J+1,K)-YC(1+1,J,K)
BET1=XXI1*XET1+YXI1*YET1
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RJ1=XXI1*YET1-XET1*YXI1 
CON2=PE(I,J,K)/CON5 
CON3=PW(1+1,J,K)/CON5
DIF=GAM(I,J,K)*GAM(I+l,J,K)/(CON2*GAM(I+l,J,K)+CON3*GAM(I,J,K) 
1 +1.E-30)
C0N1=DIF*BET1/RJ1
IFfJ.NE.2.AND.J.NE.M2) THEN
CON2=F(I+1,J+1,K,NF)-F(I+1,J-1,K,NF)
CON2=.25*(CON2+F(I,J+l,K,NF)-F(I,J-l,K,NF))
ELSE IF(J.EQ.2) THEN
CON3=.5*(-F(I,4,K,NF)+4.*F(I,3,K,NF)-3.*F(I,2,K,NF))
C0N4=.5*(-F(1+1,4,K,NF)+4.*F(1+1,3,K,NF)-3.*F(1+1,2,K,NF)) 
CON2=(PW(1+1,J ,K)*CON3+PE(I,J,K)*CON4)/CON5 
ELSE IF(J.EQ.M2) THEN
CON3=.5*(F(I,J-2,K,NF)-4.*F(I,J-1,K,NF)+3.*F(I,J,K,NF)) 
CON4=.5*(F(I+l', J-2,K,NF)-4.*F(I+1,J-1,K,NF)+3.*F(I+1,J,K,NF)) 
CON2=(PW(1+1,J ,K)*CON3+PE(I,J,K)*C0N4)/CON5 
ENDIF
CON2=CONl*CON2
IF(ISHAPE(I,J,K).EQ.0) CON(I,J)=CON(I,J)-CON2 
IF(ISHAPE(1+1,J,K).EQ.0) C0N(I+1,J)=CON(I+l,J)+CON2 
ENDIF 
ELSE
IF(ISHAPE(L2,J,K).EQ.O) THEN 
C0N1=GAM(L1,J,K)*BETA(L1,J,K)
IF(J.NE.2.AND.J.NE.M2) THEN 
C0N2=.5*(F(L1,J+1,K,NF)-F(L1,J-1,K,NF))
ELSE IF(J.EQ.2) THEN
CON2=.5*(-F(L1,4,K,NF)+4.*F(L1j3,K,NF)-3.*F(L1,2,K,NF))
ELSE IFCJ.EQ.M2) THEN
C0N2=.5*(F(L1,J-2,K,NF)-4.*F(L1,J-1,K,NF)+3.*F(L1,J,K,NF)) 
ENDIF
CON(L2,J)=CON(L2,J)-CON1*C0N2
ENDIF
ENDIF
IF(J.NE.M2) THEN
IF(ISHAPE(I,J,K).EQ.0.OR.ISHAPE(I,J+l,K).EQ.0) THEN 
CON5=PS(I,J+l,K)+PN(I,J,K)
XXI1=XC(1+1,J+l,K)-XC(I,J+l,K)
YXI1=YC(1+1,J+l,K)-YC(I,J+l,K)
XET1=X(I,J+l,K)-X(I,J,K)
YET1=Y(I,J+l,K)-Y(I,J,K)
BET1=XXI1*XET1+YXI1*YET1 
RJ1=XXI1*YET1-XET1*YXI1 
CON2=PN(I,J,K)/CON5 
CON3=PS(I,J+l,K)/CON5
DIF=GAM(I, J,K)*GAM(I,J+l,K)/(CON2*GAM(I,J+l,K)+CON3*GAM(I,J,K) 
1 +1.E-30)
C0N1=DIF*BET1/RJ1
IF(I.NE.2.AND.I.NE.L2) THEN
n
a
n
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C0N2=F(I+1,J+1,K,NF)-F(I-1,J+1,K,NF)
C0N2=.25*(C0N2+F(I+1,J,K,NF)-F(I-1,J,K,NF))
ELSE IF(I.EQ.2) THEN
C0N3=.5*(-F(4,J,K,NF)+4.*F(3,J,K,NF)-3.*F(2,J,K,NF))
C0N4=.5*(-F(4,J+1,K,NF)+4.*F(3,J+1,K,NF)-3.*F(2,J+1,K,NF)) 
C0N2=(PS(I,J+l,K)*C0N3+PN(I,J,K)*C0N4)/C0N5 
ELSE IFCI.EQ.L2) THEN
C0N3=.5*(F(1-2,J,K,NF)-4.*F(1-1,J,K,NF)+3.*F(I,J,K,NF)) 
C0N4=.5*(F(I-2,J+1,K,NF)-4.*F(I-1,J+1,K,NF)+3.*F(I,J+1,K,NF)) 
C0N2=(PS(I,J+l,K)*C0N3+PN(I,J,K)*CON4)/C0N5 
ENDIF
C0N2=C0N1*C0N2
IF(ISHAPE(I,J,K).EQ.0) CON(I,J)=C0N(I,J)-CON2
IF(ISHAPE(I,J+l,K).EQ.0) C0N(I,J+l)=CON(I,J+l)+CON2
ENDIF
ELSE
IF(ISHAPE(I,M2,K).EQ.0) THEN 
C0N1=GAM(I,M1,K)*BETA(I,M1,K)
IF(I.NE.2.AND.I.NE.L2) THEN
CON2=.5*(F(I+1,M1,K,NF)-F(I-1,M1,K,NF))
ELSE IF(I.EQ.2) THEN
CON2=.5*(-F(4,M1,K,NF)+4.*F(3,M1,K,NF)-3.*F(2,M1,K,NF))
ELSE IFCI.EQ.L2) THEN
C0N2=.5*(F(I-2,M1,K,NF)-4.*F(I-1,M1,K,NF)+3.*F(I,M1,K,NF))
ENDIF
CON(I,M2)=CON(I,M2)-C0N1*C0N2 
ENDIF 
ENDIF 
900 CONTINUE 
ENDIF
-- CALCULATE COARSE GRID CORRECTION TERMS --
IF(K.NE.NBLKE) THEN 
DO 933 1=2,L2 
DO 933 J=2,M2
IF(ISHAPE(I,J,K).NE.0) THEN 
C0N1=APP(I,J)*FT(I,J,NF)*RELAX(NF)
CON2=AIP(I,J)*FT(1+1,J,NF)
CON3=AIM(I,J)*FT(I-1,J,NF)
C0N4=AJP(I,J)*FT(I,J+l,NF)
CON5=AJM(I,J)*FT(I,J-1,NF)
CON(I,J)=CON(I,J)+C0N1-C0N2-C0N3-C0N4-C0N5 
ENDIF 
933 CONTINUE 
ENDIF
IF(NF.LE.2.AND.INDEX.EQ.1) THEN 
IF(NF.EQ.l) THEN 
DO 420 J=2,M2 
DO 420 1=2,L2
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GC1(I,J)=(AIP(I,J)*U(I+1,J,K)+AIM(I,J)*U(I-1,J,K)+
1 AJP(I,J)*U(I,J+l,K)+AJM(I,J)*U(I,J-l,K)+CON(I,J))/APP(I,J) 
420 CONTINUE
ELSE IF(NF.EQ.2) THEN 
430 DO 440 J=2,M2 
DO 440 1=2,L2
GC2(I,J)=(AIP(I,J)*V(I+1,J,K)+AIM(I,J)*V(I-1,J,K)+
1 AJP(I,J)*V(I,J+1,K)+AJM(I,J)*V(I,J-1,K)+C0N(I,J))/APP(I,J)
440 CONTINUE 
ENDIF 
ENDIF
C
C  CALCULATE PRESSURE GRADIENTS .......
C
IF(NF.LE.2.AND.INDEX.EQ.2) THEN 
DO 610 J=2,M2 
DO 610 1=2,L2
IF(ISHAPE(I,J,K).EQ.0) THEN 
IF(NF.EQ.l) THEN 
C0N1=-YETA(I,J,K)
C0N2=YXI(I,J,K)
ELSE
C0N1=XETA(I,J,K)
C0N2=-XXI(I,J,K)
ENDIF
IF(I.NE.2.AND.I.NE.L2) THEN
CON(I,J)=CON(I,J)+.5*C0N1*(P(1+1,J,K)-P(I-1,J,K))
ELSE IF(I.EQ.2) THEN
C0N(I,J)=C0N(I,J)+.5*C0N1*(-P(I+2,J,K)+4.*P(I+1,J,K)
1-3.*P(I,J,K))
ELSE IFCI.EQ.L2) THEN
C0N(I,J)=C0N(I,J)+.5*C0N1*(P(I-2,J,K)-4.*P(I-1,J,K)
1+3.*P(I,J,K))
ENDIF
IF(J.NE.2.AND.J.NE.M2) THEN
CON(I,J)=CON(I,J)+.5*C0N2*(P(I,J+l,K)-P(I,J-1,K))
ELSE IF(J.EQ.2) THEN
CON(I,J)=CON(I,J)+.5*C0N2*(-P(I,J+2,K)+4.*P(I,J+l,K) 
1-3.*P(I,J,K))
ELSE IF(J.EQ.M2) THEN
CON(I,J)=CON(I,J)+.5*C0N2*(P(I,J-2,K)-4.*P(I,J-1,K) 
1+3.*P(I,J,K))
ENDIF 
ENDIF 
610 CONTINUE 
CALL SOLVE 
ENDIF
IF(NF.GT.2) CALL SOLVE 
901 CONTINUE 
ENDIF
450 CONTINUE
IF(NF.LT.NGAM) THEN
NFBEG=1
NFEND=NGAM
C
C-- CALCULATE COEFFICIENTS FOR PRESSURE AND SET THEM TO -- 
C --- ZERO ALONG A ZONAL BOUNDARY --
C
IF(INDEX.EQ.l) THEN 
NF=NP
IF(LSOLVECNF)) THEN 
CALL RESET 
DO 460 J=2,M2 - 
DO 460 1=2,L2 
C0N1=GC1(I,J)
CON2=GC2(I,J)
GC1(I,J)=C0N1*YETA(I,J,K)-CON2*XETA(I,J,K)
GC2(I,J)=CON2*XXI(I,J,K)-C0N1*YXI(I,J,K)
460 CONTINUE
DO 470 J=2,M2 
C0N2=GC1(2,J)
DO 470 1=3,L2
CON1=PW(I,J,K)+PE(I-1,J,K)
C0N3=GC1(I,J)
GC1(I,J)=(PW(I,J,K)*CON2+PE(I-1,J,K)*CON3)/CONl 
CON2=CON3 
470 CONTINUE
DO 475 1=2,L2 
CON2=GC2(I,2)
DO 475 J=3,M2
C0N1=PS(I,J,K)+PN(I,J-1,K)
CON3=GC2(I,J)
GC2(I,J)=(PS(I,J,K)*CON2+PN(I,J-1,K)*C0N3)/C0N1 
C0N2=C0N3 
475 CONTINUE 
IST=2 
JST=2
DO 480 1=2,L2
CON(I,2)=CON(I,2)+RHO(I,l,K)*G2(I,2,K)
AJM(I,2)=0.
IF(ISHAPE(I,2,K).NE.O) C0N(I,2)=0.
480 CONTINUE
DO 530 J=2,M2
CON(2,J)=CON(2,J)+RHO(1,J,K)*G1(2,J,K)
AIM(2,J)=0.
IF(ISHAPE(2,J,K).NE.O) C0N(2,J)=0.
DO 530 1=2,L2 
IF(I.NE.L2) THEN 
C0N1=PW(1+1,J,K)+PE(I,J,K)
FL=(PW(I+l,J,K)*RHO(I,J,K)+PE(I,J,K)*RHO(I+l,J,K))/CONl
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AIP1=RH0CI,J,K)*(DU(I,J)*YETA(I,J,K)**2+DV(I,J)*XETA(I,J,K)**2) 
AIP2=DU(I+1,J)*YETA(1+1,J,K)**2+DV(I+1,J)*XETA(I+1,J,K)**2 
AIP2=AIP2*RH0(1+1,J,K) .
AIPP=(PW(I+1,J,K)*AIP1+PE(I,J,K)*AIP2)/C0N1
IF(ISHAPECI,J,K).EQ.0.AND.ISHAPE(1+1,J,K).EQ.0) THEN
FL0W=FL*GC1(I+1,J)
C0N(I,J)=CON(I,J)-FLOW 
CON(1+1,J)=CON(1+1,J)+FLOW 
AIM(I+1,J)=AIPP 
AIP(I,J)=AIPP
ELSE IF(ISHAPE(I,J,K).NE.0.AND.ISHAPE(1+1,J,K).NE.0) THEN 
AIM(1+1,J)=AIPP 
AIP(I,J)=AIPP
ELSE IF(ISHAPECI,J,K).EQ.O.AND.ISHAPE(I+1,J,K).NE.0) THEN 
FL0W=FL*GC1(1+1,J)
CON(I,J)=CON(I,J)-FLOW 
AIP(I,J)=AIPP 
AIM(I+1,J)=0.
ELSE IF(ISHAPE(I,J,K).NE.O.AND.ISHAPE(I+1,J,K).EQ.0) THEN 
FL0W=FL*GC1(I+1,J)
C0N(I+1,J)=C0N(I+1,J)+FLOW 
AIP(I,J)=0.
AIM(I+1,J)=AIPP
ENDIF
ELSE
CON(I,J)=CON(I,J)-RH0(L1,J,K)*G1(L1,J,K)
AIP(I,J)=0.
IF(ISHAPECI,J,K).NE.O) C0N(I,J)=0.
ENDIF
IF(J.NE.M2) THEN 
C0N1=PS(I,J+1,K)+PN(I,J,K)
FL=(PS(I,J+l,K)*RH0(I,J,K)+PN(I,J,K)*RHO(I,J+l,K))/C0N1 
AJP1=RH0(I,J,K)*(DV(I,J)*XXI(I,J,K)**2+DU(I,J)*YXI(I,J,K)**2) 
AJP2=DV(I,J+1)*XXI(I,J+1,K)**2+DU(I,J+1)*YXI(I,J+1,K)**2 
AJP2=AJP2*RH0(I,J+l,K)
AJPP=(PS(I,J+l,K)*AJP1+PN(I,J,K)*AJP2)/CON1
IF(ISHAPE(I,J,K).EQ.0.AND.ISHAPE(I,J+l,K).EQ.0) THEN
FL0W=FL*GC2(I,J+l)
CON(I,J)=CON(I,J)-FLOW 
CON(I,J+1)=C0N(I,J+l)+FLOW 
AJM(I,J+1)=AJPP 
AJP(I,J)=AJPP
ELSE IF(ISHAPE(I,J,K).NE.O.AND.ISHAPE(I,J+1,K).NE.0) THEN
AJM(I,J+1)=AJPP
AJP(i,J)=AJPP
ELSE IF(ISHAPECI,J,K).EQ.O.AND.ISHAPE(I,J+1,K).NE.0) THEN 
FL0W=FL*GC2(I,J+l)
CON(I,J)=CON(I,J)-FLOW 
AJP(I,J)=AJPP 
AJM(I,J+1)=0.
o 
o 
o
ELSE IF(ISHAPECI,J,K).NE.O.AND.ISHAPE(I,J+l,K).EQ.0) THEN 
FL0W=FL*GC2(I,J+l)
CON(I,J+l)=CON(I,J+l)+FL0W 
AJP(I,J)=0.
AJM(I,J+1)=AJPP
ENDIF
ELSE
CON(I,J)=CON(I,J)-RH0(I,M1,K)*G2(I,M1,K)
AJP(I,J)=0.
IF(ISHAPECI,J,K).NE.O) C0N(I,J)=0.
ENDIF
APP(I,J)=AIP(I,J)+AIM(I,J)+AJPCI,J)+AJMCISJ)
530 CONTINUE
-- CONTRIBUTION DUE TO NON-ORTHOGONALITY ---
IFC.NOT.LORTH) THEN
DO 545 J=2,M2 
DO 545 1=2,L2 
IFCI.NE.L2) THEN
IFCISHAPECI,J,K).EQ.O.AND.ISHAPECI+l,J,K).EQ.O) THEN 
C0N1=PWCI+1SJ,K)+PECI,J,K)
AIP1=RH0CI,J,K)*CDUCI,J)*YETA(I,J,K)*YXICI,J,K)+
1 DVCI,J)*XETACI,J,K)*XXI(I,J,K))
AIP2=RH0CI+1,J,K)*CDUCI+1,J)*YETACI+1,J,K)*YXICI+1,J,K)+
1 DV(I+1,J)*XETACI+1,J,K)*XXICI+1,J,K))
AIPP=CPWCI+1,J,K)*AIP1+PECI,J,K)*AIP2)/C0N1 
IFCJ.NE.2.AND.J.NE.M2) THEN 
C0N2=.5*CPCI,J+1,K)-PCI,J-1,K)) 
C0N3=.5*(PCI+1,J+1,K)-PCI+1,J-1,K))
C0N4=C PW CI+1,J,K)*C0N2+PE CI,J,K)*C0N3)/CON1 
ELSE IFCJ.EQ.2) THEN
C0N2=.5*(-PC I,J+2,K)+4.*PCI,J+l,K)-3.*P(I,J,K)) 
C0N3=.5*C-P(I+1,J+2,K)+4.*PCI+1,J+1,K)-3.*PCI+1,J,K)) 
C0N4=C PWC1+1,J,K)*C0N2+PE CI,J,K)*C0N3)/C0N1 
ELSE IFCJ.EQ.M2) THEN
C0N2=.5*CPCI,J-2,K)-4.*PCI,J-1,K)+3.*PCI,J,K)) 
C0N3=.5*CPCI+1jJ-2,K)-4.*P(I+1,J-1,K)+3.*PCI+1,J,K)) 
C0N4=(PWC1+1,J,K)*C0N2+PECI,J,K)*C0N3)/C0N1 
ENDIF
FL0W=AIPP*C0N4
CONCI,J)=CONCI,J)+FLOW
CON(1+1,J)=CONC1+1,J)-FLOW
ENDIF
ENDIF
IFCJ.NE.M2) THEN
IFCISHAPECI,J,K).EQ.O.AND.ISHAPECl,J+l,K).EQ.0) THEN 
C0N1=PSCI,J+l,K)+PNCI,J,K)
AJP1=RH0CI,J,K)*CDVCI,J)*XXICI,J,K)*XETACI,J,K)+
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1 DU(I,J)*YXI(I,J,K)*YETA(I,J,K))
AJP2=RHO(I,J+l,K)*(DV(I,J+l)*XXI(I,J+l,K)*XETA(I,J+l,K)+
1 DU(I,J+l)*YXI(I,J+l,K)*YETA(I,J+l,K))
AJPP=(PS(I,J+l,K)*A JP1+PN(I,J,K)*A JP2)/CON1 
IF(I.NE.2.AND.I.NE.L2) THEN 
CON2=.5*(P(I+l,J,K)-P(I-1,J,K))
CON3=.5*(P(I+l,J+1,K)-P(I-1,J+1,K))
CON4=(PS(I,J+l,K)*CON2+PN(I,J,K)*CON3)/CON1 
ELSE IF(I.EQ.2) THEN
C0N2=.5*(-P(I+2,J,K)+4.*P(I+1,J,K)-3.*P(I,J,K))
C0N3=.5*(-P(I+2,J+1,K)+4.*P(I+1,J+1,K)-3.*P(I,J+1,K))
C0N4=(PS(I,J+l,K)*C0N2+PN(I,J,K)*C0N3)/C0N1 
ELSE IF(I.EQ.L2) THEN
CON2=.5*(P(I-2,J,K)-4.*P(I-1,J,K)+3.*P(I,J,K))
CON3=.5*(P(I-2,J+1,K)-4.*P(I-1,J+1,K)+3.*P(I,J+l,K))
C0N4=(PS(I,J+l,K)*CON2+PN(I,J,K)*CON3)/CONl 
ENDIF
FL0W=AJPP*C0N4 
C0N(I,J)=CON(I,J)+FLOW 
C0N(I,J+l)=C0N(I,J+l)-FLOW 
ENDIF 
ENDIF 
545 CONTINUE
ENDIF
C
C--- COARSE GRID COERRECTION TERMS (PRESSURE EQUATION) --- 
C
IF(LEVEL(K).LT.LEVEL(NBLKE)) THEN 
DO 546 1=2,L2 
DO 546 J=2,M2
IF(ISHAPE(I,J,K).NE.O) THEN 
C0N1=APP(I,J)*FT(I,J,NP)
CON2=AIP(I,J)*FT(1+1,J,NP)
CON3=AIM(I,J)*FT(I-1,J,NP)
C0N4=AJP(I,J)*FT(I,J+l,NP)
CON5=AJM(I,J)*FT(I,J-1,NP)
C0N(I,J)=CON(I,J)+C0N1-C0N2-C0N3-C0N4-C0N5 
ENDIF 
546 CONTINUE 
ENDIF 
SSUM=0.
SMAX=0.
DO 531 1=2,L2 
DO 531 J=2,M2
C0N1=APP(I,J)*P(I,J,K)-AIP(I,J)*P(I+1,J,K)-AIM(I,J)*P(I-1,J,K) 
1 -AJP(I,J)*P(I,J+1,K)-AJM(I,J)*P(I,J-1,K)-C0N(I,J)
C**************** print OUT smax location-'-*****
IF(DABS(C0N1).GT.SMAX) THEN 
ISMAX=I
JSMAX=J
ENDIF
SMAX=DMAX1(SMAX,DABS(C0N1))
SSUM=SSUM+CON1 
531 CONTINUE
IF(ITER.GT.l) THEN 
DO 540 J=2,M2 
DO 540 1=2,L2
APP(I,J)=APP(I,J)/RELAX(NP)
CON(I,J)=CON(I,J)+(1.-RELAX(NP))*APP(I,J)*P(I,J,K)
540 CONTINUE 
ENDIF 
CALL SOLVE
C
C COME HERE TO CORRECT THE VELOCITIES.............
C
DO 501 J=2,M2 
DO 501 1=2,L2 
C0N1=P(I+1,J,K)-P(I,J,K)
C0N2=P(J,J+1,K)-P(I,J,K)
BB1=-YETA(I,J,K)**2*DU(I,J)-XETA(I,J,K)**2*DV(I,J) 
BB2=-YETA(1+1,J,K)**2*DU(1+1,J)-XETA(1+1,J,K)**2*DV(1+1,J) 
C0N11=PW(I+1,J,K)+PE(I,J,K) 
BB=(PW(I+1,J,K)*BB1+PE(I,J,K)*BB2)/C0NU 
CC1=-XXI(I,J,K)**2*DV(I,J)-YXI(I,J,K)**2*DU(I,J)
CC2=-XXI(I,J+l,K)**2*DV(I,J+l)-YXI(I,J+l,K)**2*DU(I,J+l) 
C0N12=PS(I,J+1,K)+PN(I,J,K)
CC=(PS(I,J+l,K)*CC1+PN(I,J,K)*CC2)/C0N12 
IF(I.NE.L2) G1(1+1,J,K)=GC1(1+1,J)+BB*C0N1 
IF(J.NE.M2) G2(I,^r+l,K)=GC2(I,J+l)+CC*C0N2 
501 CONTINUE 
C
C  CONTRIBUTION DUE TO NON-ORTHOGONALITY .......
C
IF(.NOT.LORTH) THEN 
C****************************************************
DO 855 J=2,M2 
DO 855 1=2,L2 
IF(I.NE.L2) THEN 
C0N1=PW(I+1,J,K)+PE(I,J,K)
CC1=DU(I,J)*YETA(I,J,K)*YXI(I,J,K)+
1 DV(I,J)*XETA(I,J,K)*XXI(I,J,K)
CC2=DU(1+1,J)*YETA(1+1,J,K)*YXI(1+1,J,K)+
1 DV(I+1,J)*XETA(I+1,J,K)*XXI(I+1,J,K)
CC=(PW(I+1,J,K)*CC1+PE(I,J,K)*CC2)/C0N1 
IF(J.NE.2.AND.J.NE.M2) THEN 
CON2=.5*(P(I,J+l,K)-P(I,J-l,K)) 
CON3=.5*(P(I+l,J+l,K)-P(I+l,J-l,K)) 
C0N4=(PW(I+1,J,K)*C0N2+PE(I,J,K)*C0N3)/C0N1
ELSE IF(J.EQ.2) THEN
C0N2=.5*(-P(I,J+2,K)+4.*P(I,J+l,K)-3.*P(I,J,K))
C0N3=.5*(-P(1+1,J+2,K)+4.*P(1+1,J+l,K)-3.*P(1+1,J,K)) 
C0N4=(PW(1+1,J,K)*C0N2+PE(I,J,K)*C0N3)/CON1 
ELSE IF(J.EQ.M2) THEN
CON2=.5*(P(I,J-2,K)-4.*P(I,J-1,K)+3.*P(I,J,K)) 
CON3=.5*(P(I+l,J-2,K)-4.*P(I+1,J-1,K)+3.*P(I+1,J,K)) 
C0N4=(PW(1+1,J,K)*CON2+PE(I,J,K)*CON3)/CON1 
ENDIF
Gl(1+1,J,K)=G1(I+1,J,K)+CC*C0N4 
ENDIF
IFCJ.NE.M2) THEN
CONl=PS(I,J+1,K)+PN(I,J,K)
BB1=DV(I,J)*XXI(I,J,K)*XETA(I,J,K)+
1 DU(I,J)*YXI(I,J,K)*YETA(I,J,K)
BB2=DV(I,J+l)*XXI(I,J+l,K)*XETA(I,J+l,K)+
1 DU(I,J+1)*YXI(I,J+l,K)*YETA(I,J+l,K)
BB=(PS(I,J+1,K)*BB1+PN(I,J,K)*BB2)/CONl 
IF(I.NE.2.AND.I.NE.L2) THEN 
CON2=.5*(P(I+l,J,K)-P(I-1,J,K))
CON3=.5*(P(1+1,J+l,K)-P(1-1,J+l,K))
C0N4=(PS(I,J+l,K)*CON2+PN(I,J,K)*CON3)/CON1 
ELSE IF(I.EQ.2) THEN
CON2=.5*(-P(1+2,J,K)+4.*P(1+1,J,K)-3.*P(I,J,K))
CON3=. 5*( -P( 1+2, J+l,K)+4.*P(I+1, J+l,K) -3. *P( I, J+l',K) ) 
CON4=(PS(I,J+l,K)*CON2+PN(I,J,K)*CON3)/CON1 
ELSE IF(I.EQ.L2) THEN
CON2=.5*(P(I-2,J,K)-4.*P(1-1,J,K)+3.*P(I,J,K)) 
CON3=.5*(P(I-2,J+1,K)-4.*P(I-1,J+1,K)+3.*P(I,J+1,K)) 
CON4=(PS(I,J+1,K)*CON2+PN(I,J,K)*CON3)/CON1 
ENDIF
G2(I,J+l,K)=G2(I,J+l,K)+BB*C0N4 
ENDIF 
855 CONTINUE
C********************************************************
ENDIF
ENDIF
ENDIF
INDEX=2
GO TO 200
ENDIF
RETURN
ENTRY SPLINE
-- FIT A CUBIC SPLINE BETWEEN ANY TWO POINTS OF A GIVEN DATA
DO 810 1=1,IEND1 
810 H(I)=SB(I+1)-SB(I)
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DO 820 1=1,IEND 
A(I,1)=XB(I)
A(I,2)=YB(I)
820 CONTINUE
DO 860 K3=l,2 
DO 830 1=2,IEND1
AL(I)=3.*(A(I+1,K3)*H(I-1)-A(I,K3)*(SB(I+1)-SB(I-1))+A(I-1,K3)*
1H(I))/(H(I-1)*H(I))
830 CONTINUE 
RL(1)=1.
RM(1)=0.
RZ(1)=0.
DO 840 1=2,IEND1
RL(I)=2.*(SB(I+1)-SB(I-1))-H(I-1)*RM(I-1)
RM(I)=H(I)/RL(I)
840 RZ(I)=(AL(I)-H(I-1)*RZ(I-1))/RL(I)
RL(IEND)=1.
RZ(IEND)=0.
C(IEND,K3)=RZ(IEND)
DO 850 J=1,IEND1 
I=IEND1-J+1
C(I,K3)=RZ(I)-RM(I)*C(I+1,K3)
B(I,K3)=(A(1+1,K3)-A(I,K3))/H(I)-H(I)*(C(1+1,K3)+2.*C(I,K3))/3. 
850 D(I,K3)=(C(I+1,K3)-C(I,K3))/(3.*H(I))
860 CONTINUE 
RETURN
ENTRY NEWTON
C
C--- SOLVE AN EQUATION USING NEWTON'S METHOD --- 
C
11=1
Pl=SO
865 DO 870 I=1,IEND1
IF(SO.GE.SB(I).AND.SO.LT.SB(1+1))GO TO 875 
870 CONTINUE 
875 J=I
IF(SO.LT.O.) J=1
IF(SO.GT.SB(IEND)) J=IEND1
SS=SO-SB(J)
XX=((D(J,1)*SS+C(J,1))*SS+B(J,1))*SS+A(J,1)
YY=((D(J,2)*SS+C(J,2))*SS+B(J,2))*SS+A(J,2)
XD=(3.*D(J,1)*SS+2.*C(J,1))*SS+B(J,1)
YD=(3.*D(J,2)*SS+2.*C(J,2))*SS+B(J,2)
XD2=2.*C(J,1)+6.*D(J,1)*SS
YD2=2.*C(J,2)+6.*D(J,2)*SS
C0N1=X1-XX
C0N2=Y1-YY
FS=CONl*XD+CON2*YD
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FDS=C0N1*XD2+C0N2*YD2-XD*XD-YD*YD
S0=P1-FS/FDS
R=DABS((S0-P1)/P1)
IF(R.LT.TOL) GO TO 896 
11= 11+1
IF(II.GT.ITMAX) GO TO 890 
P1=S0 
GO TO 865 
890 WRITE(6,895) ITMAX,J
895 FORMATCIX,'NEWTON METHOD FAILED AFTER',IX,213,IX,1 ITERATIONS') 
LSTOP=.TRUE.
896 CONTINUE 
RETURN 
END
SUBROUTINE SUPPLY
IMPLICIT REAL*8 (A-H,0-Z)
LOGICAL LPRINT,LSOLVE,LSTOP,LBLK,LWT,LORTH,LSHI,LINT,LADAPT 
COMMON/VARB/ F(20,20,5,13),Gl(20,20,5),G2(20,20,5),
1 FT(20,20,13),WT2(20,20)
COMMON/COF1/ AIP(20,20),AIM(20,20),AJP(20,20),AJM(20,20),
1 APP(20,20),C0N(20,20)
COMMON/INDXI/ LSOLVE(13),LPRINT(13),LINT(13),LBLK(13),
1 TITLE(13),NTIMES(13),
2 L(5),M(5),IH0ICE(5),LEVEL(5),
3 NF,NP,NX,NY, NXC,NYC,NRHO,NGAM,NFMAX,NKL,NTEMP,METHOD,LINTPN,
4 IPREF,JPREF,IST,JST,INTRP,ITER,IADAPT,LAST,MORE,
5 IBLOCK,ITMAX,LINTB,LINTE,NBLKB,NBLKE,NBLKSM,NFLGPT,
6 LWT,LORTH,LSHI,LADAPT
COMMON/INDXR/ RELAX(13),ERROR,TOL,RMAX,RHOCON 
COMMON/FLPT/ IFLAG(20,20),ISHAPE(20,20,5)
COMMON/WTT/ ALFA1,ALFA2,ALFA3,ALFA4 
COMMON/COEF/ FLOW,DIFF,ACOF
COMMON/GEO/ XXI(20,20,5),YXI(20,20,5),XETA(20,20,5),
1 YETA(20,20,5),
2 ALFA(20,20,5),BETA(20,20,5),GAMA(20,20,5),RJAC(20,20,5),
3 PW(20,20,5),PE(20,20,5),PS(20,20,5),PN(20,20,5)
COMMON/SORC/ SMAX,SSUM,ISMAX,JSMAX
DIMENSION XC(20,20,5),YC(20,20,5),GAM(20,20,5),RHO(20,20,5),
1 U(20,20,5),V(20,20,5),P(20,20,5),
2 GC1(20,20),GC2(20,20),DU(20,20),DV(20,20),
3 X(20,20,5),Y(20,20,5),WT1(20,20)
EQUIVALENCE (F(1,1,1,1),U(1,1,1)),(F(1,1,1,2),V(1,1,1)),
1 (F(1,1,1,3),P(1,1,1)),(F(1,1,1,7),RHO(1,1,1)),
2 (F(l,1,1,8),GAM(1,1,1)),(F(1,1,1,9),X(1,1,1)),
3 (F(1,1,1,10),Y(1,1,1)),(F(1,1,1,11),XC(1,1,1)),
4 (F(1,1,1,12),YC(1,1,1)),(FT(1,1,9),DU(1,1)),
5 (FT(1,1,10),DV(1,1)),(FT(1,1,11),GC1(1,1)),
o
o
n
n
a
 
n
o
n
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1 FORMAT(IX,26(1H*),3X,A8,5X,26(1H*))
2 FORMAT(IX,4H I =,16,619)
3 FORMAT(IX,1HJ)
4 FORMAT(IX,12,3X,1P7E9.2)
5 FORMAT(IX,1H )
6 FORMAT(//,IX,'RESULTS ON BLOCK #',1X,I5,//)
7 FORMAT(IX,18(1H*),3X,'STREAM FUNCTION ON BLOCK # 1',5X,18(1H*))
ENTRY PRINT 
IF(LSHI) THEN
....... CALCULATE THE STREAM FUNCTION................ .
K=1
WT2(2,2)=0.
L1=L(K)
M1=M(K)
DO 10 1=2,LI
IF(I.NE.2) WT2(I,2)=WT2(I-1,2)-RHO(1-1,1,K)*G2(1-1,2,K)
DO 10 J=3,M1
C0N1=PW(I,J-1,K)+PE(I-1,J-1,K)
RH0M=(PW(I,J-l,K)*RH0(1-1,J-l,K)+PE(1-1,J-l,K)*RHO(I,J-l,K))/C0N1 
WT2(I,J)=WT2(I,J-1)+RH0M*G1(I,J-1,K)
10 CONTINUE 
ENDIF
ENTRY PINT
IF(LPRINT(NP)) THEN
--- CONSTRUCT BOUNDARY PRESSURES BY EXTRAPOLATION
DO 50 K=1,NBLKE 
L1=L(K)
L2=L1-1
L3=L2-1
M1=M(K)
M2=M1-1 
M3=M2-1 
DO 30 J=2,M2
P(1,J,K)=.5*(3.*P(2,J,K)-P(3,J,K)) 
P(L1,J,K)=.5*(3.*P(L2,J,K)-P(L3,J,K))
30 CONTINUE 
DO 40 1=2,L2
P(I,1,K)=.5*(3.*P(I,2,K)-P(I,3,K))
P(I,M1,K)=.5*(3.*P(I,M2,K)-P(I,M3,K))
40 CONTINUE
P(1,1,K)=P(2,1,K)+P(1,2,K)-P(2,2,K)
n
o
n
 
n 
n 
n
P(L1,1,K)=P(L2,1,K)+P(L1,2,K)-P(L2,2,K) 
P(1,M1,K)=P(2,M1,K)+P(1,M2,K)-P(2,M2,K) 
P(L1,M1,K)=P(L2,M1,K)+P(L1,M2,K)-P(L2,M2,K) 
50 CONTINUE
IF(LADAPT) RETURN
  CALCULATE RELATIVE PRESSURE VALUES ---
PREF=P(IPREF,JPREF,1)
DO 70 K=1,NBLKE 
L1=L(K)
M1=M(K)
DO 60 J=1,M1 
DO 60 1=1,LI 
60 P(I,J,K)=P(I,J,K)-PREF 
70 CONTINUE 
ENDIF
..........  PRINT OUT RESULTS ...............
DO 110 K=1,NBLKE 
PRINT 6,K 
L1=L(K)
M1=M(K)
DO 100 NF=1,NFMAX 
IF(LPRINT(NF)) THEN 
PRINT 5
PRINT 1,TITLE(NF)
IFST=1
JFST=1
IF(NF.EQ.NXC.OR.NF.EQ.NYC) THEN
IFST=2
JFST=2
ENDIF
IBEG=IFST-7 
80 CONTINUE 
IBEG=IBEG+7 
IEND=IBEG+6 
IEND=MIN0(IEND,L1)
PRINT 5
PRINT 2,(1,I=IBEG,IEND)
PRINT 3 
JFL=JFST+M1 
DO 90 JJ=JFST,M1 
J=JFL-JJ
PRINT 4,J,(F(I,J,K,NF),I=IBEG,IEND)
90 CONTINUE
IF(IEND.LT.LI) GO TO 80 
ENDIF 
100 CONTINUE
110 CONTINUE
IF(LSHI) THEN 
K=1
L1=L(K)
M1=M(K)
PRINT 5 
PRINT 7 
IFST=2 
JFST=2 
IBEG=IFST-7 
120 CONTINUE 
IBEG=IBEG+7 
IEND=IBEG+6 
IEND=MINO(IEND,LI)
PRINT 5
PRINT 2,(I,I=IBEG,IEND)
PRINT 3 
JFL=JFST+M1 
DO 130 JJ=JFST,M1 
J=JFL-JJ
PRINT 4,J,(WT2(I,J),1=1BEG,IEND)
130 CONTINUE
IF(IEND.LT.LI) GO TO 120
ENDIF
RETURN
Q-i--1- -1- -1- -J- -t- -t- -I--t. -t- -t. j.-r-1- j. .t. .1. .t. .K .i. , .i. .t. .t. .1. .t. j. ti_. i, _i. r.  ^ - J- .l j. -K
ENTRY INTERP
C
C-- CALCULATE INITIAL INTERIOR POINT DISTRIBUTION -- 
C
K=IBLOCK 
L1=L(K)
L2=L1-1
L3=L2-1
M1=M(K)
M2=M1-1
M3=M2-1
IF(IHOICE(K).EQ.l) THEN
C
C *** VERTICAL INTERPOLATION ***
C
DO 210 1=2,LI 
DO 210 J=2,M1 
RJ1=FL0AT(M1-J)/FL0AT(M3)
RJ 2=FLOAT(J-2)/FLOAT(M3)
XC(I,J,K)=RJ1*XC(I,2,K)+RJ2*XC(I,M1,K)
YC(I,J,K)=RJ1*YC(I,2,K)+RJ2*YC(I,M1,K)
210 CONTINUE 
RETURN
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ELSE IF(IHOICE(K).EQ.2) THEN
C
C *** HORIZONTAL INTERPOLATION ***
C
DO 220 1=2,LI 
DO 220 J=2,M1 
RI1=FL0AT(LI-I)/FLOAT(L3)
RI2=FL0AT(I-2)/FLOAT(L3)
XC(I,J,K)=RI1*XC(2,J,K)+RI2*XC(L1,J,K) 
YC(I,J,K)=RI1*YC(2,J,K)+RI2*YC(L1,J,K)
220 CONTINUE 
RETURN
ELSE IF(IHOICE(K).EQ.3) THEN
C
C *** TRANSFINITE INTERPOLATION ***
C
DO 230 1=2,LI 
DO 230 J=2,M1 
RI1=FL0AT(I-2)/FLOAT(L3)
RI2=FL0AT(L1-I)/FLOAT(L3)
GC1(I,J)=RI1*XC(L1,J,K)+RI2*XC(2,J,K) 
GC2(I,J)=RI1*YC(L1,J,K)+RI2*YC(2,J,K)
230 CONTINUE
DO 240 1=2,LI 
DO 240 J=2,M1 
RJ1=FL0AT(J-2)/FLOAT(M3)
RJ 2=FL0AT(M1-J)/FLOAT(M3)
XX=RJ1*(XC(I,Ml,K)-GC1(I,Ml))+RJ2*(XC(I,2,K)-GC1(I,2)) 
YY=RJ1*(YC(I,M1,K)-GC2(I,M1))+RJ2*(YC(I,2,K)-GC2(I,2)) 
XC(I,J,K)=GC1(I,J)+XX 
YC(I,J,K)=GC2(I,J)+YY 
240 CONTINUE 
RETURN 
ENDIF 
RETURN
ENTRY COEFF
C
C-- CALCULATE COEFFICIENTS OF LAPLACE OR POISSON EQUATIONS --- 
C
K=IBLOCK 
L1=L(K)
L2=L1-1
L3=L2-1
M1=M(K)
M2=M1-1
M3=M2-1
IT=0
310 DO 320 1=3,L2
318
DO 320 J=3,M2 
GC1(I,J)=XC(I,J,K)
GC2(I,J)=YC(I,J,K)
320 CONTINUE
IF(K.NE.l) THEN 
LWT=.TRUE.
CALL SETUP1 
CALL BODADP 
LINTB=1 
LINTE=NGAM 
INTRP=2 
CALL TDINT 
CALL WAITF 
ENDIF
DO 340 NF=NXC,NYC 
REL=1.-RELAX(NF)
DO 330 J=3,M2 
DO 330 1=3,L2
DXDXI=.5*(XC(1+1,J,K)-XC(1-1,J,K))
DYDXI=.5*(YC(1+1,J,K)-YC(1-1,J,K))
DXDETA=.5*(XC(I,J+l,K)-XC(I,J-l,K)) 
DYDETA=.5*(YC(I,J+1,K)-YC(I,J-1,K)) 
ALF=DXDETA*DXDETA+DYDETA*DYDETA 
B ET=DXDXI*DXDETA+DYDXI*DYDETA 
GMA=DXDXI*DXDXI+DYDXI*D YDXI 
APP(I,J)=2.*(ALF+GMA)
AIP(I,J)=ALF 
AIM(I,J)=ALF 
AJP(I,J)=GMA 
AJM(I,J)=GMA
C1=F(I+1,J+1,K,NF)-F(I-1,J+1,K,NF)-F(I+1,J-1,K,NF)+F(I-1,J-1,K,NF) 
CON(I,J)=-.5*BET*C1 
IF(K.NE.l) THEN
C0N1=F(I+1,J,K,NF)-F(I-1,J,K,NF)
CON2=F(I,J+1,K,NF)-F(I,J-1,K,NF)
WT11=WT1(I,J)-WT1(I-1,J)
WT12=WT1(I,J-1)-WT1(I-1,J-l)
WT11=.5*(WT11+WT12)
IF(METHOD.EQ.1) THEN
WT12=.25*(WT1(I,J)+WT1(1-1,J)+WT1(I,J-1)+WT1(1-1,J-l)) 
WTll=WTll/(WT12+l.E-30)
ENDIF
WT21=WT2(I,J)-WT2(I,J-l)
WT22=WT2(I-1,J)-WT2(I-1,J-l)
WT22=.5*(WT21+WT22)
IF(METHOD.EQ.1) THEN
WT21=.25*(WT2(I,J)+WT2(I,J-1)+WT2(I-1,J)+WT2(I-1,J-1))
WT22=WT22/(WT21+1.E-30)
ENDIF
CON(I,J)=CON(I,J)+.5*ALF*WT11*C0N1+.5*GMA*WT22*CON2
ENDIF
APP(I,J)=APP(I,J)/RELAX(NF)
CON(I,J)=CON(I,J)+REL*APP(I,J)*F(I,J,K,NF)
330 CONTINUE 
IST=3 
JST=3
CALL SOLVE 
340 CONTINUE 
ERRX=0.
ERRY=0.
DO 360 1=3,L2 
DO 360 J=3,M2
C0N1=DABS(GC1(I,J)-XC(I,J,K))
C0N2=DABS(GC2(I,J)-YC(I,J,K))
ERRX=DMAX1(ERRX,CON1)
ERRY=DMAX1(ERRY,CON2)
360 CONTINUE
IF(ERRX.GT.TOL.OR.ERRY.GT.TOL) THEN 
IT=IT+1
IF(IT.GE.ITMAX) THEN 
WRITE(6,350) K,ITMAX,ERRX,ERRY 
350 F0RMAT(1X,'GRID GENERATION ON BLOCK #',IX,14,IX,1 DIVERGED 
lafter1,IX,15,IX,’ITERATIONS',/,5X,'ERRX=',E9.4,
25X,'ERRY=',E9.4)
ELSE IF(IT.LT.ITMAX) THEN
GO TO 310
ENDIF
STOP
ENDIF
LWT=.FALSE.
IF(K.EQ.l) RETURN
C
C-- CALCULATE VALUES ON NEW BLOCKS .................
C
IF(NFLGPT.EQ.O) THEN 
DO 380 K=2,NTEMP 
IBLOCK=K 
CALL SETUP1 
INTRP=1 
CALL TDINT 
LINTB=1 
LINTE=NRH0-1 
INTRP=2 
CALL TDINT 
CALL DENSE 
CALL ZNLB1 
CALL ZNLB2 
DO 370 1=1,2 
CALL SETUP2 
370 CALL OUTPUT
nn
 
n
n
n
n
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320
380 CONTINUE 
ENDIF 
RETURN 
END
C*
SUBROUTINE POPUSH 
IMPLICIT REAL*8 (A-H.O-Z)
COMMON/FL1/ ITPOP,IP,JP,IR(500),JR(500),ITP1
ENTRY POP
IP=IR(ITPOP) 
JP=JR(ITPOP) 
ITP0P=ITP0P-1 
RETURN
ENTRY PUSH
ITPOP=ITPOP+l
IR(ITPOP)=IP
JR(ITPOP)=JP
RETURN
END
SUBROUTINE FLAGPT 
IMPLICIT REAL*8 (A-H.O-Z)
LOGICAL LPRINT,LSOLVE,LSTOP,LBLK,LWT,LORTH,LSHI,LINT,LADAPT 
COMMON/CNTL/ LSTOP
COMMON/FL1/ ITPOP,IP,JP,IR(500),JR(500),ITP1 
COMMON/VARB/ F(20,20,5,13),G1(20,20,5),G2(20,20,5),
1 FT(20,20,13),WT2(20,20)
COMMON/IJMX/ IMN(5),IMX(5),JMN(5),JMX(5),IRR(500),JRR(500) 
COMMON/FLPT/ IFLAG(20,20),ISHAPE(20,20,5)
COMMON/INDXI/ LSOLVE(13),LPRINTC13),LINT(13),LBLKC13),
1 TITLE(13),NTIMES(13),
2 L(5),M(5),IHOICE(5),LEVEL(5),
3 NF,NP,NX,NY,NXC,NYC,NRHO,NGAM,NFMAX,NKL,NTEMP,METHOD,LINTPN,
4 IPREF,JPREF,IST,JST,INTRP,ITER,IADAPT,LAST,MORE,
5 IBLOCK,ITMAX,LINTB,LINTE,NBLKB,NBLKE,NBLKSM,NFLGPT,
6 LWT,LORTH,LSHI,LADAPT
COMMON/INDXR/ RELAX(13).ERROR,TOL,RMAX,RHOCON 
COMMON/GEO/ XXI(20,20,5),YXI(20,20,5),XETA(20,20,5),
1 YETA(20,20,5),
2 ALFA(20,20,5),BETA(20,20,5),GAMA(20,20,5),RJAC(20,20,5),
321
3 PW(20,20,5),PE(20,20,5),PS(20,20,5),PN(20,20,5) 
C0MM0N/GE02/ XB(100),YB(100),XBT(100),
1 YBT(100),S(100),SB(100),KB(4,5),KE(4,5),
2 IR00T(5)
DIMENSION XC(20,20,5),YC(20,20,5)
EQUIVALENCE (F(1,1,1,11),XC(1,1,1)),(F(1,1,1,12),YC(1,1,1))
K=IBLOCK 
KK=NBLKE
IF(NFLGPT.EQ.O) RETURN 
ITPOP=0 
NKL=NKL+1 
NTEMP=1 
10 KK=KK+1
LEVEL(KK)=NKL 
NTEMP=NTEMP+1 
L1=L(K)
L2=L1-1
M1=M(K)
M2=M1-1
IBLOCK=KK
C
C  LOCATE A CLUSTER OF FLAGGED POINTS ---
C
1=1
J=2
20 IF(J.GT.M2) GO TO 360 
30 1=1+1
IF(I.LE.L2.AND.IFLAG(I,J).EQ.0) GO TO 30 
IF(I.LE.L2.AND.IFLAG(I,J).EQ.1) GO TO 40 
1=1 
J=J+1 
GO TO 20 
40 CONTINUE
IFLAG(I,J)=0 
50 ISHAPECI,J,K)=KK 
NFLGPT=NFLGPT-1 
IB=I-1 
IE=I+1 
JB=J-1 
JE=J+1
DO 60 JJ=JB,JE
DO 60 II=IB,IE
IF(IFLAG(II,JJ).EQ.1) THEN
IP=II
JP=JJ
IFLAG(II,JJ)=0 
CALL PUSH 
ENDIF 
60 CONTINUE
322
IFCITPOP.EQ.O) GO TO 70 
CALL POP 
I=IP 
J=JP 
GO TO 50 
70 IMN(KK)=L1 
IMX(KK)=1 
JMN(KK)=M1 
JMX(KK)=1 
DO 80 J1=2,M2 
DO 80 I1=2,L2
IF(ISHAPECI1,J1,K).EQ.KK) THEN 
IMNCKK)=MIN0CIMNCKK),11)
JMNCKK)=MINO(JMNCKK),Jl)
IMXCKK)=MAXOCIMXCKK),11)
JMX(KK)=MAXO(JMX(KK),Jl)
ENDIF 
80 CONTINUE 
IMNS=IMNCKK)
JMNS=JMNCKK)
IMXS=IMX(KK)
JMXS=JMXCKK)
IMN1=IMNS+1 
JMN1=JMNS+1 
IMX1=IMXS-1 
JMX1=JMXS-1 
DO 90 I=IMNS,IMXS 
DO 90 J=JMNS, JMXS 
IFCISHAPECI,J,K).EQ.KK) THEN 
IFLAGCI,J)=KK 
IFLAGC1+1,J)=KK 
IFLAGCI,J+l)=KK 
IFLAGC1+1,J+l)=KK 
ENDIF 
90 CONTINUE
DO 110 J=JMN1,JMXS 
DO 110 I=IMN1,IMXS 
IFCIFLAGCI,J).EQ.O) GO TO 110
IFCIFLAGC1-1,J).EQ.O.OR.IFLAGCI+1,J).EQ.O.OR.IFLAGCI,J-l)
1.EQ.O.OR.IFLAGCI,J+l).EQ.O) GO TO 110 
IFCISHAPE(I-1,J,K).EQ.KK.OR.ISHAPECI,J-l,K).EQ.KK) GO TO 100 
IFLAGCI-1,J+l)=KK 
ISHAPECI-1,J,K)=KK 
GO TO 110
100 IFCISHAPECI,J.K).EQ.KK.OR.ISHAPECI-1,J-l,K).EQ.KK) GO TO 110 
IFLAGCI-1,J-1)=KK 
ISHAPE(I-1,J-1,K)=KK 
110 CONTINUE
C
C  LOCATE ZONAL BOUNDARIES ........................
323
C
I=IMNS-1
J=JMNS
11=1
120 1= 1+1
IF(IFLAG(I,J).NE.KK) GO TO 120 
IFLAGCI,J)=100 
XBCII)=XCCI,J,K)
YBCII)=YCCI,J,K)
ITP1=ITP1+1 
IRRCITP1)=I 
JRRCITP1)=J 
KBC1,KK)=ITP1 
11= 11+1 
10=1 
JO=J 
IND=1 
GO TO 150
130 IFCIFLAGCI,J)-EQ.100) GO TO 200 
IFCIFLAGCI,J).EQ.KK) GO TO 140
135 1=10 
J=JO
IND=IND0+1
IFCIND.GT.4) IND=1
GO TO 150
140 GO TO C141,142,143,144),IND0
141 IFCISHAPECI,J,K).EQ.KK) GO TO 145 
GO TO 135
142 IFCISHAPECI-1,J,K).EQ.KK) GO TO 145 
GO TO 135
143 IF(ISHAPECI-1,J-l,K).EQ.KK) GO TO 145 
GO TO 135
144 IFCISHAPECI,J-1,K).EQ.KK) GO TO 145 
GO TO 135
145 XBCII)=XCCI,J,K)
YBCII)=YCCI,J,K)
ITP1=ITP1+1 
IRRCITP1)=I 
JRR(ITP1)=J 
11= 11+1
10=1
JO=J
150 GO TO C160,170,180,190),IND
160 INDO=IND 
IND=4 
J=J-1 
GO TO 130
170 INDO=IND 
IND=1 
1= 1+1
324
GO TO 130 
180 INDO=IND 
IND=2 
J=J+1 
GO TO 130 
190 INDO=IND 
IND=3 .
1= 1-1 
GO TO 130 
200 IFLAG(I,J)=KK 
IM1=II
XB(IM1)=XB(1)
YB(IM1)=YB(1)
ITP1=ITP1+1 
IRR(ITP1)=I 
JRR(ITP1)=J 
IM2=(IMl+l)/2 
SUM1=0
DO 210 1=2,IM2 
A1=XB(I)-XB(I-1)
A2=YB(I)-YB(I-l)
SB(I)=DSQRT(A1**2+A2**2)
SUM1=SUM1+SB(I)
210 CONTINUE
SUMl=SUMl/2.
SUM2=0.
DO 220 1=2,IM2
IF(I.EQ.(IM2-1)) GO TO 230
SUM2=SUM2+SB(I)
IF(SUM2.GE.SUM1.OR.DABS(SUM2-SUM1).LE.IE-3) GO TO 230 
220 CONTINUE 
230 IE=I+2
KE(1,KK)=KB(1,KK)+IE-1 
KB(2,KK)=KE(1,KK)
KE(2,KK)=KB(2,KK)+IM2-IE
KB(3,KK)=KE(2,KK)
KE(3,KK)=KB(3,KK)+IE-1 
KB(4,KK)=KE(3, KK )
KE(4,KK)=KB(4,KK)+IM2-IE
C
C-- DOUBLE THE NUMBER OF POINTS ALONG ZONAL BOUNDARIES ---
C
DO 240 1=1,IE 
JJ=2*I
XC(JJ,2,KK)=XB(I)
YC(JJ,2,KK)=YB(I)
240 CONTINUE 
IE1=JJ 
IE2=IE-1 
DO 250 1=1,IE2
325
JJ=2*I+1
XC(JJ,2,KK)=.5*(XB(I)+XB(I+1)) 
YC(JJ,2,KK)=.5*(YB(I)+YB(I+1)) 
250 CONTINUE 
L(KK)=IE1 
L1=L(KK)
11=1
DO 270 I=IE,IM2 
JJ=2*II
XC(L1,JJ,KK)=XB(I)
YC(L1,JJ,KK)=YB(I)
11= 11+1 
270 CONTINUE 
IE3=JJ 
11=1
IE4=IM2-1
DO 280 I=IE,IE4
JJ=2*II+1
XC(L1,JJ,KK)=.5*(XB(I)+XB(1+1)) 
YC(L1,JJ,KK)=.5*(YB(I)+YB(I+1)) 
11=11+1 
280 CONTINUE 
M(KK)=IE3 
M1=M(KK)
IM3=IM2+IE-1
11=0
DO 300 I=IM2,IM3
JJ=IE1-2*II
XC(JJ,M1,KK)=XB(I)
YC(JJ,M1,KK)=YB(I)
11=11+1 
300 CONTINUE 
IM4=IM3-1 
11=0
DO 310 I=IM2,IM4 
JJ=IE1-2*II-1
XC(JJ,M1,KK)=.5*(XB(I)+XB(1+1)) 
YC(JJ,M1,KK)=.5*(YB(I)+YB(I+1)) 
11=11+1 
310 CONTINUE 
11=0
DO 330 I=IM3,IM1 
JJ=IE3-2*II 
XC(2,JJ,KK)=XB(I)
YC(2,JJ,KK)=YB(I)
11=11+1 
330 CONTINUE 
IM4=IM1-1 
11=0
DO 340 I=IM3,IM4
326
JJ=IE3-2*II-1
XC(2,JJ,KK)=.5*(XB(I)+XB(I+1)) 
YC(2,JJ,KK)=.5*(YB(I)+YB(I+1)) 
11= 11+1 
340 CONTINUE 
IROOT(KK)=K 
CALL INTERP 
CALL COEFF
IF(NFLGPT.LE.3) NFLGPT=0 
IF(NFLGPT.EQ.O) GO TO 360 
GO TO 10 
360 CONTINUE
NBLKB=NBLKE+1
NBLKE=KK
RETURN
END
SUBROUTINE ADPT 
IMPLICIT REAL*8 (A-H.O-Z)
LOGICAL LPRINT,LSOLVE,LSTOP,LBLK,LWT,LORTH,LSHI,LINT,LADAPT 
COMMON/CNTL/ LSTOP
COMMON/VARB/ F(20,20,5,13),Gl(20,20,5),G2(20,20,5),
1 FT(20,20,13),WT2(20,20)
COMMON/COF1/ AIP(20,20),AIM(20,20),AJP(20,20),AJM(20,20),
1 APP(20,20),CON(20,20)
COMMON/INDXI/ LSOLVE(13),LPRINT(1 3 ),LINT(13),LBLK(13),
1 TITLE(13),NTIMES(13),
2 L(5),M(5),IHOICE(5),LEVEL(5),
3 NF,NP,NX,NY,NXC,NYC,NRHO,NGAM,NFMAX,NKL,NTEMP,METHOD,LINTPN,
4 IPREF,JPREF,1ST,JST,INTRP,ITER,IADAPT,LAST,MORE,
5 IBLOCK,ITMAX,LINTB,LINTE,NBLKB,NBLKE,NBLKSM,NFLGPT,
6 LWT,LORTH,LSHI,LADAPT
COMMON/INDXR/ RELAX(13).ERROR,TOL,RMAX,RHOCON
COMMON/COEF/ FLOW.DIFF,ACOF
COMMON/BDP/ XI,Yl,SO,IEND,IEND1,XX,YY
COMMON/GEO/ XXI(20,20,5),YXI(20,20,5),XETA(20,20,5),
1 YETA(20,20,5),
2 ALFA(20,20,5),BETA(20,20,5),GAMA(20,20,5),RJAC(20,20,5),
3 PW(20,20,5),PE(20,20,5),PS(20,20,5),PN(20,20,5)
COMMON/GE02/ XB(100),YB(100),XBT(100),
1 YBT(100),S(100),SB(100),KB(4,5),KE(4,5),
2 IROOT(5)
COMMON/IJMX/ IMN(5),IMX(5),JMN(5),JMX(5),IRR(500),JRR(500) 
COMMON/FLPT/ IFLAG(20,20),ISHAPE(20,20,5)
COMMON/FL1/ ITPOP,IP,JP,IR(500),JR(500),ITP1 
COMMON/WTT/ ALFA1,ALFA2,ALFA3,ALFA4 
C0MM0N/ADAP/A(50,2),B(50,2),C(50,2),D(50,2)
DIMENSION XC(20,20,5),YC(20,20,5),GAM(20,20,5),RH0(20,20,5),
ci 
n 
o 
n 
n 
n 
o
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1 U(20,20,5),V(20,20,5),P(20,20,5),X(20,20,5),Y(20,20,5),
2 GC1(20,20),GC2(20,20),DU(20,20),DV(20,20),WT1(20,20),
3 INTO(20,20,5),INTI(20,20,5),INT2(20,20,5),
4 JNT0(20,20,5),JNT1(20,20,5),JNT2(20,20,5),
5 XI0(20,20,5),XI1(20,20,5),XI2(20,20,5),
6 INT3(20,20,5),INT4(20,20,5),INT5(20,20,5),
7 JNT3(20,20,5),JNT4(20,20,5),JNT5(20,20,5),
8 XI3(20,20,5),XI4(20,20,5),XI5(20,20,5)
EQUIVALENCE (F(1,1,1,1),U(1,1,1)),(F(1,1,1,2),V(1,1,1)),
1 (F(1,1,1,3),P(1,1,1)),(F(1,1,1,7),RHO(1,1,1)),
2 (F(1,1,1,8),GAM(1,1,1)),(F(1,1,1,9),X(1,1,1)),
3 (F(l,1,1,10),Y(1,1,1)),(F(1,1,1,11),XC(1,1,1)),
4 (F(1,1,1,12),YC(1,1,1)),(FT(1,1,9),DU(1,1)),
5 (FT(1,1,10),DV(1,1)),(FT(1,1,11),GC1(1,1)) ,
6 (FT(1,1,12),GC2(1,1)),(FT(1,1,13),WT1(1,1))
ENTRY TDINT
-- INTERPOLATE FROM COARSE TO FINE AND VICE VERSA --
IF(INTRP.EQ.1) THEN
K2=IBLOCK
Kl=IROOT(K2)
IB=IMN(K2)
IE=IMX(K2)
JB=JMN(K2)
JE=JMX(K2)
L1=L(K2)
M1=M(K2)
L2=l
M2=l
ELSE IF(INTRP.EQ.2) THEN
K1=IBL0CK
K2=IR00T(K1)
L2=IMN(K1)-1 
L1=IMX(K1)+1 
M2=JMN(K1)-1 
M1=JMX(K1)+1 
IB=2
IE=L(K1)-1 
JB=2
JE=M(K1)-1 
ENDIF
IF(LINTPN.EQ.1) THEN
--- 2-D FIRST ORDER INTERPOLATION BASED ON 3 POINTS
DO 70 J=JB,JE 
DO 70 I=IB,IE
IF(ISHAPE(I,J,K1).EQ.K2.OR.INTRP.EQ.2) THEN
D0=l.E+30
Dl=l.E+30
DO 20 JJ=M2,M1
DO 20 II=L2,L1
IF(II.EQ.1.AND.JJ.EQ.1) GO TO 20 
IF(II.EQ.L(K2).AND.JJ.EQ.1) GO TO 20 
IF(II.EQ.l.AND.JJ.EQ.M(K2)) GO TO 20 
IF(II.EQ.L(K2).AND.JJ.EQ.M(K2)) GO TO 20 
A1=X(I,J,K1)-X(II,JJ,K2)
A2=Y(I,J,K1)-Y(II,JJ,K2)
DN=A1**2+A2**2
DD=DMAX1(D0,D1)
IF(DD.GT.DN) THEN 
IF(DO.EQ.DD) THEN 
10=11 
J0=JJ 
D0=DN
ELSE IF(Dl.EQ.DD) THEN 
11=11 
J1=JJ 
D1=DN 
ENDIF 
ENDIF 
20 CONTINUE 
DD=1.E+30 
DO 25 JJ=M2,M1 
DO 25 II=L2,L1
IF(II.EQ.IO.AND.JJ.EQ.JO) GO TO 25 
IF(II.EQ.II.AND.JJ.EQ.Jl) GO TO 25 
IF(II.EQ.l.AND.JJ.EQ.1) GO TO 25 
IF(II.EQ.LCK2).AND.JJ.EQ.1) GO TO 25 
IF(II.EQ.l.AND.JJ.EQ.M(K2)) GO TO 25 
IF(II.EQ.L(K2).AND.JJ.EQ.M(K2)) GO TO 25 
A1=X(I,J,K1)-X(II,JJ,K2)
A2=Y(I,J»K1)-Y(II,JJ,K2)
DN=A1**2+A2**2 
X1=X(I1,J1,K2)-X(I0,J0,K2)
Y1=Y(I1,J1,K2)-Y(I0,J0.K2)
SLP1=Y1/(X1+1.E-30)
X1=X(I1,J1,K2)-X(II,JJ,K2)
Y1=Y(I1,J1,K2)-Y(II,JJ,K2)
SLP2=Y1/(Xl+l.E-30)
IF(DD.GT.DN.AND.DABS(SLP1-SLP2).GT.0.01) THEN
IF(DABS(SLP1).LT.l.E+3.OR.DABS(SLP2).LT.l.E+3) THEN
12=11
J2=JJ
DD=DN
ENDIF
ENDIF
n
o
n
25 CONTINUE
INT0(I,J,K1)=I0 
JNT0(I,J,K1)=J0 
INT1(I,J,K1)=I1 
JNT1(I,J,K1)=J1 
INT2(I,J,K1)=I2 
JNT2(I,J,K1)=J2 
XN=X(I,J,K1)
YN=Y(I,J,K1)
X0=X(10,J0,K2)
Y0=Y(I0,J0,K2)
X1=X(I1,J1.K2)
Y1=Y(I1,J1,K2)
X2=X(I2,J2,K2)
Y2=Y(I2,J2,K2)
A1=(XN-X1)*(Y1-Y2)-(YN-Y1)*(X1-X2) 
A2=(X0-X1)*(Y1-Y2)-(Y0-Y1)*(X1-X2)
XI0(I,J,K1)=A1/A2
A1=(XN-X2)*(Y2-Y0)-(YN-Y2)*(X2-X0)
A2=(X1-X2)*(Y2-Y0)-(Y1-Y2)*(X2-X0)
XI1(I,J,K1)=A1/A2
A1=(XN-X0)*(Y0-Y1)-(YN-Y0)*(X0-X1)
A2=(X2-X0)*(Y0-Y1)-(Y2-Y0)*(X0-X1)
XI2(Ij J,K1)=A1/A2 
ENDIF 
70 CONTINUE
ELSE IF(LINTPN.EQ.2) THEN
-- 2-D SECOND ORDER INTERPOLATION BASED ON 6 POINTS
DO 80 J=JB,JE 
DO 80 I=IB,IE
IF(ISHAPE(I,J,K1).EQ.K2.OR.INTRP.EQ.2) THEN 
D0=1.E+30 
DO 22 JJ=M2,M1 
DO 22 II=L2,LI
IF(II.EQ.l.AND.JJ.EQ.1) GO TO 22 
IF(II.EQ.l.AND.JJ.EQ.M(K2)) GO TO 22 
IF(II.EQ.L(K2).AND.JJ.EQ.1) GO TO 22 
IF(II.EQ.L(K2).AND.JJ.EQ.M(K2)) GO TO 22 
A1=X(I,J>K1)-X(II>JJ,K2)
A2=Y(I,J>K1)“Y(II,JJ,K2)
DN=A1**2+A2**2 
IF(DO.GT.DN) THEN 
10=11 
J0=JJ 
D0=DN 
ENDIF 
22 CONTINUE
IF(IO.EQ.l) THEN
11= 10+1
J1=J0
12= 10+2
J2=J0
13=10+1
J3=J0+1
14=10+1
J4=J0-1
Al=X(I,J,Kl)-X(I0+2,J0-1.K2) 
A2=Y(I,J,K1)-Y(I0+2,JO-1,K2) 
D1=A1**2+A2**2
A1=X(I,J,K1)-X(I0+2,JO+1,K2)
A2=Y(I,J,K1)-Y(IC+2,J0+1,K2)
D2=A1**2+A2**2
A1=X(I,J,K1)-X(I0,J0+1,K2)
A2=Y(I,J,K1)-Y(I0,J0+1,K2)
D3=A1**2+A2**2
A1=X(I,J,K1)-X(I0,J0-1,K2)
A2=Y(I,J,K1)-Y(I0,J0-1,K2)
D4=A1**2+A2**2
IF(JO.EQ.2) D4=l.E+30
IF(JO.EQ.(M(K2)-1)) D3=l.E+30
DD=DMIN1(D1,D2,D3,D4)
IF(Dl.EQ.DD) THEN
15=10+2
J5=J0-1
ELSE IF(D2.EQ.DD) THEN
15=10+2
J5=J0+1
ELSE IF(D3.EQ.DD) THEN
15=10
J5=J0+1
ELSE IF(D4.EQ.DD) THEN
15=10
J5=J0-1
ENDIF
ELSE IF(10.EQ.L(K2)) THEN 
11= 10-1 
J1=J0 
12= 10-2 
J2=J0 
13=10-1 
J3=J0+1 
14=10-1 
J4=J0-1
A1=X(I,J,Kl)-X(I0-2,JO-1,K2) 
A2=Y(I,J,Kl)-Y(I0-2,JO-1,K2) 
D1=A1**2+A2**2
A1=X(I,J,K1)-X(10-2,JO+1,K2) 
A2=Y(I,J,K1)-Y(10-2,JO+1,K2)
D2=A1**2+A2**2
A1=X(I,J,K1)-X(I0,J0+1,K2)
A2=Y(I,J,K1)-Y(I0,J0+1,K2)
D3=A1**2+A2**2
A1=X(I,J,K1)-X(I0,J0-1,K2)
A2=Y(I,J,K1)-Y(I0,J0-1,K2)
D4=A1**2+A2**2
IF(JO.EQ.2) D4=l.E+30
IF(J0.EQ.(M(K2)-1)) D3=l.E+30
DD=DMIN1(D1,D2,D3,D4)
IF(Dl.EQ.DD) THEN
15=10-2
J5=J0-1
ELSE IF(D2.EQ.DD) THEN
15=10-2
J5=J0+1
ELSE IF(D3.EQ.DD) THEN
15=10
J5=J0+1
ELSE IF(D4.EQ.DD) THEN
15=10
J5=J0-1
ENDIF
ELSE IF(JO.EQ.l) THEN 
11=10 
J1=J0+1 
12=10 
J2=J0+2 
13=10+1 
J3=J0+1 
14=10-1 
J4=J0+1
A1=X(I,J,K1)-X(I0-1,J0+2,K2) 
A2=Y(I,J,K1)-Y(I0-1,JO+2,K2) 
D1=A1**2+A2**2
A1=X(I,J,K1)-X(10+1,JO+2,K2)
A2=Y(I,J,K1)-Y(I0+1,J0+2,K2)
D2=A1**2+A2**2
A1=X(I,J,K1)-X(I0+1,J0,K2)
A2=Y(I,J,K1)-Y(I0+1,J0,K2)
D3=A1**2+A2**2
A1=X(I,J,K1)-X(I0-1,J0,K2)
A2=Y(I,J,K1)-Y(I0-1,J0.K2)
D4=A1**2+A2**2
IF(IO.EQ.2) D4=l.E+30
IF(I0.EQ.(L(K2)-1)) D3=l.E+30
DD=DMIN1(D1,D2,D3,D4)
IF(Dl.EQ.DD) THEN
15=10-1
J5=J0+2
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ELSE IF(D2.EQ.DD) THEN
15=10+1
J5=J0+2
ELSE IF(D3.EQ.DD) THEN
15=10+1
J5=J0
ELSE IF(D4.EQ.DD) THEN
15=10-1
J5=J0
ENDIF
ELSE IF(JO.EQ.M(K2)) THEN 
11=10 
J1=J0-1 
12=10 
J2=J0-2 
13=10+1 
J3=J0-1 
14=10-1 
J4=J0-1
A1=X(I,J,K1)-X(I0-1,J0-2,K2)
A2=Y(IjJ,K1)-Y(10-1,J0-2,K2)
D1=A1**2+A2**2
A1=X(I,J,K1)-X(I0+1,J0-2,K2)
A2=Y(I,J,K1)-Y(10+1,J0-2,K2)
D2=A1**2+A2**2
A1=X(I,J,K1)-X(I0+1,J0,K2)
A2=Y(I,J,K1)-Y(I0+1,J0,K2)
D3=A1**2+A2**2
A1=X(I,J,K1)-X(I0-1,J0,K2)
A2=Y(I,J,K1)-Y(I0-1,J0,K2)
D4=A1**2+A2**2
IF(10.EQ.2) D4=l.E+30
IF(IO.EQ.(L(K2)-1)) D3=l.E+30
DD=DMIN1(D1,D2,D3,D4)
IF(Dl.EQ.DD) THEN
15=10-1
J5=J0-2
ELSE IF(D2.EQ.DD) THEN
15=10+1
J5=J0-2
ELSE IF(D3.EQ.DD) THEN
15=10+1
J5=J0
ELSE IF(D4.EQ.DD) THEN 
15=10-1 
J5=J0 
ENDIF 
ELSE 
11=10 
J1=J0-1
12=10
J2=J0+1
13=10-1
J3=J0
14=10+1
J4=J0
A1=X(I,J,K1)-X(I0+1,JO+1,K2)
A2=Y(I,J,K1)-Y(I0+1,J0+1.K2)
D1=A1**2+A2**2 
A1=X(I,J,K1)-X(I0-1,J0-1.K2)
A2=Y(I,J,K1)-Y(I0-1,J0-1,K2)
D2=A1**2+A2**2
A1=X(I,J,K1)-X(10-1,J0+1,K2)
A2=Y(I,J,K1)-Y(I0-1,J0+1.K2)
D3=A1**2+A2**2 
A1=X(I,J,K1)-X(I0+1,J0-1.K2)
A2=Y(I,J,K1)-Y(10+1,JO-1,K2)
D4=A1**2+A2**2
IF(10.EQ.2.AND.JO.EQ.2) D2=l.E+30 
IF(IO.EQ.2.AND.JO.EQ.(M(K2)-1)) D3=l.E+30 
IF(10.EQ.(L(K2)-1).AND.JO.EQ.2) D4=l.E+30 
IF(IO.EQ.(L(K2)-1).AND.JO.EQ.(M(K2)-1)) Dl=l.E+30 
DD=DMIN1(D1,D2,D3,D4)
IF(Dl.EQ.DD) THEN
15=10+1
J5=J0+1
ELSE IF(D2.EQ.DD) THEN
15=10-1
J5=J0-1
ELSE IF(D3.EQ.DD) THEN
15=10-1
J5=J0+1
ELSE IF(D4.EQ.DD) THEN
15=10+1
J5=J0-1
ENDIF
ENDIF
INTO(I,J,K1)=I0 
JNTO(I,J,K1)=J0 
INT1(I,J,K1)=I1 
JNT1(I,J,K1)=J1 
INT2(I,J,K1)=I2 
JNT2(I,J,K1)=J2 
INT3(I,J,K1)=I3 
JNT3(I,J,K1)=J3 
INT4(I,J,K1)=I4 
JNT4(I,J,K1)=J4 
INT5(I,J,K1)=I5 
JNT5(I,J,K1)=J5 
XN=X(I,J,K1)
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YN=Y(I,J,K1)
XO=X(IO,J0,K2)
YO=Y(IO,J0,K2)
X1=X(I1,J1,K2)
Y1=Y(I1,J1,K2)
X2=X(I2,J2,K2)
Y2=Y(I2,J2,K2)
X3=X(I3,J3,K2)
Y3=Y(I3,J3,K2)
X4=X(I4,J4,K2)
Y4=Y(14,J4,K2)
X5=X(I5,J5,K2)
Y5=Y(I5,J5,K2)
A1=(XN-X1)*(Y1-Y2)-(YN-Y1)*(X1-X2)
A2=(XN-X3)*(Y3-Y4)-(YN-Y3)*(X3-X4)
A3=(X5-X1)*(Y1-Y3)-(Y5-Y1)*(X1-X3)
A4=(X5-X2)*(Y2-Y4)-(Y5-Y2)*(X2-X4)
A5=(XN-X1)*(Y1-Y3)-(YN-Y1)*(X1-X3)
A6=(XN-X2)*(Y2-Y4)-(YN-Y2)*(X2-X4)
A7=(X5-X1)*(Y1-Y2)-(Y5-Y1)*(X1-X2)
A8=(X5-X3)*(Y3-Y4)-(Y5-Y3)*(X3-X4)
D1=A1*A2*A3*A4-A5*A6*A7*A8
A1=(XO-X1)*(Y1-Y2)-(YO-Y1)*(X1-X2)
A2=(X0-X3)*(Y3-Y4)-(Y0-Y3)*(X3-X4)
A5=(X0-X1)*(Y1-Y3)-(Y0-Y1)*(X1-X3)
A6=(X0-X2)*(Y2-Y4)-(Y0-Y2)*(X2-X4)
D2=A1*A2*A3*A4-A5*A6*A7*A8
XI0(I,J,K1)=D1/D2
A1=(XN-X2)*(Y2-Y3)-(YN-Y2)*(X2-X3)
A2=(XN-X4)*(Y4-Y5)-(YN-Y4)*(X4-X5)
A3=(X0-X2)*(Y2-Y4)-(Y0-Y2)*(X2-X4)
A4=(X0-X3)*(Y3-Y5)-(Y0-Y3)*(X3-X5)
A5=(XN-X2)*(Y2-Y4)-(YN-Y2)*(X2-X4)
A6=(XN-X3)*(Y3-Y5)-(YN-Y3)*(X3-X5)
A7=(XO-X2)*(Y2-Y3)-(Y0-Y2)*(X2-X3)
A8=(XO-X4)*(Y4-Y5)-(YO-Y4)*(X4-X5)
D1=A1*A2*A3*A4-A5*A6*A7*A8
A1=(X1-X2)*(Y2-Y3)-(Y1-Y2)*(X2-X3)
A2=(X1-X4)*(Y4-Y5)-(Y1-Y4)*(X4-X5)
A5=(X1-X2)*(Y2-Y4)-(Y1-Y2)*(X2-X4)
A6=(X1-X3)*(Y3-Y5)-(Y1-Y3)*(X3-X5)
D2=A1*A2*A3*A4-A5*A6*A7*A8
XI1(I,J,K1)=D1/D2
A1=(XN-X3)*(Y3-Y4)-(YN-Y3)*(X3-X4)
A2=(XN-X5)*(Y5-Y0)-(YN-Y5)*(X5-X0)
A3=(X1-X3)*(Y3-Y5)-(Y1-Y3)*(X3-X5)
A4=(X1-X4)*(Y4-Y0)-(Y1-Y4)*(X4-X0)
A5=(XN-X3)*(Y3-Y5)-(YN-Y3)*(X3-X5)
A6=(XN-X4)*(Y4-Y0)-(YN-Y4)*(X4-X0)
A7=(X1-X3)*(Y3-Y4)-(Y1-Y3)*(X3-X4)
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A8=(X1-X5)*(Y5-Y0)-(Y1-Y5)*(X5-X0)
D1=A1*A2*A3*A4-A5*A6*A7*A8
A1=(X2-X3)*(Y3-Y4)-(Y2-Y3)*(X3-X4)
A2=(X2-X5)*(Y5-Y0)-(Y2-Y5)*(X5-X0)
A5=(X2-X3)*(Y3-Y5)-(Y2-Y3)*(X3-X5)
A6=(X2-X4)*(Y4-Y0)-(Y2-Y4)*(X4-X0)
D2=A1*A2*A3*A4-A5*A6*A7*A8
XI2(I,J,K1)=D1/D2
A1=(XN-X4)*(Y4-Y5)-(YN-Y4)*(X4-X5)
A2=(XN-X0)*(Y0-Y1)-(YN-Y0)*(X0-X1)
A3=(X2-X4)*(Y4-Y0)-(Y2-Y4)*(X4-X0)
A4=(X2-X5)*(Y5-Y1)-(Y2-Y5)*(X5-X1)
A5=(XN-X4)*(Y4-Y0)-(YN-Y4)*(X4-X0)
A6=(XN-X5)*(Y5-Y1)-(YN-Y5)*(X5-X1)
A7=(X2-X4)*(Y4-Y5)-(Y2-Y4)*(X4-X5)
A8=(X2-X0)*(YO-Y1)-(Y2-Y0)*(X0-X1)
D1=A1*A2*A3*A4-A5*A6*A7*A8
A1=(X3-X4)*(Y4-Y5)-(Y3-Y4)*(X4-X5)
A2=(X3-X0)*(Y0-Y1)-(Y3-Y0)*(X0-X1)
A5=(X3-X4)*(Y4-Y0)-(Y3-Y4)*(X4-X0)
A6=(X3-X5)*(Y5-Y1)-(Y3-Y5)*(X5-X1)
D2=A1*A2*A3*A4-A5*A6*A7*A8
XI3(I,J,K1)=D1/D2
A1=(XN-X5)*(Y5-Y0)-(YN-Y5)*(X5-X0)
A2=(XN-X1)*(Y1-Y2)-(YN-Y1)*(X1-X2)
A3=(X3-X5)*(Y5-Y1)-(Y3-Y5)*(X5-X1)
A4=(X3-X0)*(Y0-Y2)-(Y3-Y0)*(X0-X2)
A5=(XN-X5)*(Y5-Y1)-(YN-Y5)*(X5-X1)
A6=(XN-X0)*(Y0-Y2)-(YN-Y0)*(X0-X2)
A7=(X3-X5)*(Y5-Y0)-(Y3-Y5)*(X5-X0)
A8=(X3-X1)*(Y1-Y2)-(Y3-Y1)*(X1-X2)
D1=A1*A2*A3*A4-A5*A6*A7*A8
A1=(X4-X5)*(Y5-Y0)-(Y4-Y5)*(X5-X0)
A2=(X4-X1)*(Y1-Y2)-(Y4-Y1)*(X1-X2)
A5=(X4-X5)*(Y5-Y1)-(Y4-Y5)*(X5-X1)
A6=(X4-X0)*(Y0-Y2)-(Y4-Y0)*(X0-X2)
D2=A1*A2*A3*A4-A5*A6*A7*A8
XI4(I,J,K1)=D1/D2
Al=(XN-XO)*(YO-Yl)-(YN-YO)*(XO-Xl)
A2=(XN-X2)*(Y2-Y3)-(YN-Y2)*(X2-X3)
A3=(X4-X0)*(Y0-Y2)-(Y4-Y0)*(X0-X2)
A4=(X4-X1)*(Y1-Y3)-(Y4-Y1)*(X1-X3)
A5=(XN-X0)*(Y0-Y2)-(YN-Y0)*(X0-X2)
A6=(XN-X1)*(Y1-Y3)-(YN-Y1)*(X1-X3)
A7=(X4-X0)*(Y0-Y1)-(Y4-Y0)*(X0-X1)
A8=(X4-X2)*(Y2-Y3)-(Y4-Y2)*(X2-X3)
D1=A1*A2*A3*A4-A5*A6*A7*A8
A1=(X5-XO)*(YO-Y1)-(Y5-YO)*(XO-X1)
A2=(X5-X2)*(Y2-Y3)-(Y5-Y2)*(X2-X3)
A5=(X5-X0)*(Y0-Y2)-(Y5-Y0)*(X0-X2)
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A6=(X5-X1)*(Y1-Y3)-(Y5-Y1)*(X1-X3)
D2=A1*A2*A3*A4-A5*A6*A7*A8 
XI5(I,J,K1)=D1/D2 
ENDIF 
80 CONTINUE 
ENDIF
IF'CINTR-P.EQ. 2) THEN 
IF(LINTPN.EQ.l) THEN 
DO 82 I=IB,IE 
DO 82 J=JB,JE 
I0=INT0(I,J,K1)
I1=INT1(I,J,K1)
I2=INT2(I,J,K1) ,
J0=JNT0(I,J,K1)
J1=JNT1(I,J,K1)
J2=JNT2(I,J,K1)
CI0=XI0(I,J,K1)
CI1=XI1(I,J,K1)
CI2=XI2(I,J,K1)
DO 81 NF=1,NGAM 
IF(LINT(NF)) THEN
F(I,J,K1,NF)=CIO*F(IO,JO,K2,NF)+CI1*F(I1,J1,K2,NF) 
1 +CI2*F(I2,J2,K2,NF)
ENDIF
81 CONTINUE
82 CONTINUE
ELSE IF(LINTPN.EQ.2) THEN 
DO 84 I=IB,IE 
DO 84 J=JB,JE 
I0=INT0(I,J,K1)
I1=INT1(I,J,K1)
I2=INT2(I,J,K1)
I3=INT3(I,J,K1)
I4=INT4(I,J,K1)
I5=INT5(I,J,K1)
JO=JNTO(I,J,K1)
J1=JNT1(I,J,K1)
J2=JNT2(I,J,K1)
J3=JNT3(I,J,K1)
J4=JNT4(I,J,K1)
J5=JNT5(I,J,K1)
CI0=XI0(I,J,K1)
CI1=XI1(I,J,K1)
CI2=XI2(I,JjKl)
CI3=XI3(I,J,K1)
CI4=XI4(I,J,K1)
CI5=XI5(I,J,K1)
DO 83 NF=1,NGAM 
IF(LINT(NF)) THEN
F(I,J,K1,NF)=CI0*F(I0,J0,K2,NF)+CI1*F(I1,J1,K2,NF)
1 +CI2*F(I2,J2,K2,NF)+CI3*F(I3,J3,K2,NF)+CI4*F(I4,J4,K2,NF)
2 +CI5*F(I5,J5,K2,NF)
ENDIF
83 CONTINUE
84 CONTINUE 
ENDIF 
ENDIF 
RETURN
ENTRY TDINT1
C
C........ USE THE LOCATIONS FOUND IN TDINT AND UPDATE THE --
C......  VALUES OF THE DEPENDENT VARIABLES AT EACH ITERATION --
C
Kl=IBLOCK 
DO 130 K2=1,NBLKE 
IF(IR00T(K2).EQ.K1) THEN 
IB=IMN(K2)
IE=IMX(K2)
JB=JMN(K2)
JE=JMX(K2)
IF(LINTPN.EQ.1) THEN 
DO 120 I=IB,IE 
DO 120 J=JB,JE
IF(ISHAPE(I,J,K1).EQ.K2) THEN 
IO=INTO(I,J,K1)
I1=INT1(I,J,K1)
I2=INT2(I,J,K1)
JO=JNTO(I,J,K1)
J1=JNT1(I,J,K1)
J2=JNT2(I,J,K1)
CIO=XIO(I,J,K1)
CI1=XI1(I,J,K1)
CI2=XI2(I,J,K1)
DO 110 NF=1,NGAM 
IF(LSOLVE(NF)) THEN
FT(I,J,NF)=CIO*F(IO,J0,K2,NF)+CI1*F(I1,J1,K2,NF)
1 +CI2*F(I2,J2,K2,NF)
ENDIF 
110 CONTINUE 
ENDIF 
120 CONTINUE
ELSE IF(LINTPN.EQ.2) THEN 
DO 121 I=IB,IE 
DO 121 J=JB,JE
IF(ISHAPE(I,J,K1).EQ.K2) THEN 
IO=INTO(I,J,K1)
I1=INT1(I,J,K1)
I2=INT2(I,J,K1)
I3=INT3(I,J,K1)
I4=INT4(I,JjKl)
I5=INT5(I,J,K1)
JO=JNTO(I,J,K1)
J1=JNT1(I,J,K1)
J2=JNT2(I,J,K1)
J3=JNT3(I,J,K1)
J4=JNT4(I,J,K1)
J5=JNT5(I,J,K1)
CIO=XIO(I,J,Kl)
CI^XIld.J.Kl)
CI2=XI2(I,J,K1)
CI3=XI3(I,J,K1)
CI4=XI4(I,J,K1)
CI5=XI5(I,J,K1)
DO 111 NF=1,NGAM 
IF(LSOLVE(NF)) THEN
FT(I,J,NF)=CI0*F(I0,J0,K2,NF)+CI1*F(I1,J1,K2,NF)
1 +CI2*F(I2,J2,K2,NF)+CI3*F(I3,J3,K2,NF)+CI4*F(I4,J4,K2,NF)
2 +CI5*F(I5,J5,K2,NF)
ENDIF
111 CONTINUE 
ENDIF 
121 CONTINUE 
ENDIF 
ENDIF 
130 CONTINUE 
IB=1
IE=L(K1)
JB=1
JE=M(K1)
DO 140 J=JB,JE 
DO 140 I=IB,IE 
DO 140 NF=1,NGAM
IF(ISHAPE(I,J,K1).EQ.0.AND.LSOLVE(NF)) THEN 
FT(I,J,NF)=F(I,J,K1,NF)
ENDIF 
140 CONTINUE 
RETURN
ENTRY ZNLB1
- CALCULATE MASS FLOW RATES ALONG ZONAL BOUNDARIES-- 
AND TAKE CARE OF THEIR SIGNS
K=IBLOCK 
K1=IR00T(K)
IF(Kl.EQ.O) RETURN 
DO 590 KK=1,4
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IB=KB(KK,K)
IE=KE(KK,K)
I1=IRR(IB)
J1=JRR(IB)
IB=IB+1
12=2
L1=L(K1)
M1=M(K1)
L2=L1-1
L3=L2-1
M2=M1-1
M3=M2-1
DO 470 N=IB,IE 
I=IRR(N)
J=JRR(N)
IF(IABS(Jl-J).NE.l) THEN 
11=11
IF(I.LT.Il) 11=1
IF(J.NE.2.AND.J.NE.M1) THEN
C0N1=PS(II,J,K1)+PN(II,J-1,K1)
FL=(PS(II,J,K1)*RH0(II,J-l,K1)+PN(II,J-l,Kl)*RHO(II,J,K1))/CONl 
FLOW=FL*G2(11, J, K1)
XB(I2)=FL0W
IF(I.GT.Il) THEN
IF(KK.EQ.2.OR.KK.EQ.3) THEN
XB(I2)=-FLOW
ENDIF
ELSE IF(I.LT.II) THEN
IFCKK.EQ.1.0R.KK.EQ.4) THEN
XB(I2)=-FLOW
ENDIF
ENDIF
ELSE IFCJ.EQ.2) THEN 
FLOW=RHO(II,1,K1)*G2(II,2,K1)
XB(I2)=FLOW
IF(KK.EQ.2.OR.KK.EQ.3) THEN
XB(I2)=-FLOW
ENDIF
ELSE IF(J.EQ.Ml) THEN 
FL0W=RH0CII,M1,K1)*G2CII,M1,K1)
XB(I2)=FLOW
IFCKK.EQ.1.OR.KK.EQ.4) THEN
XBCI2)=-FLOW
ENDIF
ENDIF
ELSE
JJ=J1
IFCJ.LT.J1) JJ=J
IF(I.NE.2.AND.I.NE.L1) THEN
C0N1=PWCI,JJ,K1)+PECI-1,JJ,K1)
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FL=(PW(I,JJ,K1)*RH0(I-1,JJ,K1)+PE(I-1,JJ,K1)*RH0(I,JJ,K1))/C0N1 
FLOW=FL*G1 (I, J J, K1)
XB(I2)=FLOW
IF(J.GT.Jl) THEN
IFCKK.EQ.1.OR.KK.EQ.4) THEN
XB(I2)=-FLOW
ENDIF
ELSE IF(J.LT.JI) THEN
IFCKK.EQ.2.OR.KK.EQ.3) THEN
XBCI2)=-FLOW
ENDIF
ENDIF
ELSE IFCI.EQ.2) THEN 
FL0W=RH0C1,JJ,K1)*G1C2,JJ,K1)
XBCI2)=FLOW
IFCKK.EQ.2.OR.KK.EQ.3) THEN
XB(I2)=-FLOW
ENDIF
ELSE IFCI.EQ.L1) THEN 
FL0W=RH0CL1,JJ,K1)*G1CL1,JJ.Kl)
XBCI2)=FLOW
IFCKK.EQ.1.OR.KK.EQ.4) THEN 
XBCI2)=-FLQW 
ENDIF 
ENDIF 
ENDIF 
11=1 
J1=J 
12= 12+1 
470 CONTINUE 
IEN=I2-1
IFCKK.GT.2) THEN 
DO 480 1=2,IEN 
XBTCI)=XBCI)
480 CONTINUE
DO 490 11=2,IEN
I=IEN-II+2
XBCI)=XBTCII)
490 CONTINUE 
ENDIF 
SC1)=0.
12=1
IB=KBCKK,K)
IE=KECKK,K)
IFCKK.LE.2) THEN 
I1=IRR(IB)
J1=JRR(IB)
IB=IB+1
ELSE
I1=IRR(IE)
n
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J1=JRR(IE)
IE=IE-1
ENDIF
DO 500 NN=IB,IE 
N=NN
IF(KK.GT.2) N=IE-NN+IB 
12= 12+1 
I=IRR(N)
J=JRR(N)
A1=XC(I,J,K1)-XC(I1,J1,K1)
A2=YC(I,J,K1)-YC(I1,J1,K1) 
S(I2)=S(I2-1)+DSQRT(A1**2+A2**2) 
11=1 
J1=J 
500 CONTINUE 
SB(1)=0.
IF(M0D(KK,2).NE.0) THEN 
L1=L(K)
J=2
IF(KK.EQ.3) J=M(K)
DO 510 1=3,LI 
A1=XC(I,J,K)-XC(I-1,J,K) 
A2=YC(I,J,K)-YC(I-1,J,K) 
SB(I-l)=SB(I-2)+DSQRT(Al**2+A2**2) 
510 CONTINUE 
ELSE 
M1=M(K)
1=2
IFCKK.EQ.2) I=LCK)
DO 520 J=3,M1 
A1=XCCI,J,K)-XCCI,J-1,K) 
A2=YCCI,J,K)-YCCI,J-1,K) 
SB(J-l)=SB(J-2)+DSQRT C A1**2+A2**2) 
520 CONTINUE 
ENDIF 
L2=L1-1
IFCMODCKK,2).EQ.0) L2=M1-1
DO 530 1=2,L2
XBTCI)=0.
530 CONTINUE
SBCL2)=S(IEN)
-- CONSERVATIVE INTERPOLATION .......
11=2
DO 570 1=2,L2 
540 IFCSBCI).LE.S(II)) THEN
qi=Csbci)-s b(i-i))/(s ci i)-scii-D) 
XBTCI )=XP.TC I )+XBC 11 )*Q1 
ELSE IFCSBCI).GT.S(II)) THEN
Q1=(S(II)-SB(I-1))/(S(II)-S(II-1))
XBT(I)=XBT(I)+XB(II)*Q1
SB(I-1)=S(II)
11= 11+1 
GO TO 540 
ENDIF 
570 CONTINUE.
L1=L(K)
L2=L1-1
M1=M(K)
M2=M1-1
IFCKK.EQ.1) THEN 
DO 574 1=2,L2
G2(I,2,K)=XBT(I)/RHO(I,1,K)
574 CONTINUE
ELSE IFCKK.EQ.2) THEN 
DO 578 J=2,M2
G1(L1,J,K)=XBTCJ)/RH0CL1,J,K)
578 CONTINUE
ELSE IFCKK.EQ.3) THEN 
DO 582 1=2,L2
G2CI,M1,K)=XBTCI)/RHOCI,M1,K)
582 CONTINUE
ELSE IFCKK.EQ.4) THEN 
DO 586 J=2,M2
G1C2,J,K)=XBTCJ)/RH0C1,J,K)
586 CONTINUE 
ENDIF 
590 CONTINUE 
RETURN
ENTRY ZNLB2
C******************************************************
C
C-- LINEAR INTERPOLATION TO FIND ZONAL POINTS VALUES -- 
C
K=IBLOCK 
Kl=IROOTCK)
IFCK1.EQ.0) RETURN 
DO 800 NN=LINTB,LINTE 
IFCLINT(NN)) THEN 
L1=LCK)
M1=MCK)
L2=L1-1
M2=M1-1
DO 610 1=2,L2
CCI,1)=FCI,1,K,NN)
CCI,2)=FCI,M1,K,NN)
610 CONTINUE
DO 620 J=2,M2
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D(J,1)=F(1,J,K,NN)
D(J,2)=F(L1,J,K,NN)
620 CONTINUE
DO 770 KK=1,4 
IB=KB(KK,K)
IE=KE(KK,K)
12=1
L1=L(K1)
M1=M(K1)
L2=L1-1
L3=L2-1
M2=M1-1
M3=M2-1
DO 630 N=IB,IE 
I=IRR(N)
J=JRR(N)
IF(J.NE.2.AND.J.NE.M1) THEN 
IF(I.EQ.2) THEN
A(I2,1)=.5*(F(1,J,K1,NN)+F(1,J-1,K1,NN))
A(12,2)=A(12j1)
ELSE IF(I.EQ.Ll) THEN
A(I2,1)=.5*(F(I,J,K1,NN)+F(I,J-1,K1,NN))
A(12,2)=A(12,1)
ELSE IF(I.NE.2.AND.I.NE.LI) THEN
A(12,1)=.25*(F(I,J,K1,NN)+F(I-1,J-1,K1,NN)
1 +F(I-1,J,K1,NN)+F(I,J-1,K1,NN))
A(12,2)=A(12,1)
ENDIF
ELSE IF(J.EQ.2) THEN
IF(I.NE.2.AND.I.NE.LI) THEN
A(I2,1)=.5*(F(I,1,K1,NN)+F(I-1,1,K1,NN))
A(I2,2)=A(I2,1)
ELSE IF(I.EQ.2) THEN
A(I2,1)=.5*(3.*F(2,1,K1,NN)-F(3,1,K1,NN))
A(I2,2)=.5*(3.*F(1,2,K1,NN)-F(1,3,K1,NN))
ELSE IF(I.EQ.Ll) THEN
A(I2,1)=.5*(3.*F(L1,2,K1,NN)-F(L1,3,K1,NN))
A(I2,2)=.5*(3.*F(L2,1,K1,NN)-F(L3,1,K1,NN))
ENDIF
ELSE IF(J.EQ.M1) THEN 
IF(I.EQ.2) THEN
A(I2,1)=.5*(3.*F(1,M2,K1,NN)-F(1,M3,K1,NN))
A(I2,2)=.5*(3.*F(2,M1,K1,NN)-F(3,M1,K1,NN))
ELSE IF (I.EQ.L1) THEN
A(I2,1)=.5*(3.*F(L2,M1,K1,NN)-F(L3,M1,K1,NN))
A(I2,2)=.5*(3.*F(L1,M2,K1,NN)-F(L1,M3,K1,NN))
ELSE IF(I.NE.2.AND.I.NE.LI) THEN 
A(I2,1)=.5*(F(I,M1,K1,NN)+F(I-1,M1,K1,NN)) 
A(I2,2)=A(I2,1)
ENDIF
ENDIF 
12= 12+1 
630 CONTINUE 
IEN=I2-1
IF(KK.GT.2) THEN 
DO 640 1=1,IEN 
B(I,1)=A(I,1)
B(I,2)=A(1,2)
640 CONTINUE
DO 650 11=1,IEN 
I=IEN-II+1 
A(I,1)=B(II,1)
AC 1,2)=B(II,2)
650 CONTINUE 
ENDIF 
S(1)=0.
12=1
I1=IRR(IB)
J1=JRR(IB)
IB=IB+1
DO 660 N=IB,IE 
12= 12+1 
I=IRR(N)
J=JRR(N)
A1=XC(I,J,K1)-XC(I1,J1,K1)
A2=YC(I,J,K1)-YC(I1,J1,K1)
S(12)=S(12-1)+DSQRTC A1**2+A2**2) 
11=1 
J1=J 
660 CONTINUE
IF(KK.GT.2) THEN 
DO 670 1=1,IEN 
670 SB(I)=S(I)
DO 680 1=1,IEN 
II=IEN-I+1 
680 S(I)=SB(IEN)-SB(II)
ENDIF 
SB(1)=0.
IFCMODCKK,2).NE.0) THEN 
L1=LCK)
L2=L1-1
J=2
IFCKK.EQ.3) J=MCK)
DO 690 1=3,LI 
A1=XCCI,J,K)-XCCI-1,J,K) 
A2=YC(I,J,K)-YCCI-1,J,K) 
SBCI-l)=SB(I-2)+DSQRTC A1**2+A2**2) 
690 CONTINUE 
ELSE 
M1=MCK)
n
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L2=M1-1
1=2
IF(KK.EQ.2) I=L(K)
DO 700 J=3,M1 
A1=XC(I,J,K)-XC(I,J-1,K)
A2=YC(I,J,K)-YC(I,J-1,K) 
SB(J-l)=SB(J-2)+DSQRT(A1**2+A2**2) 
700 CONTINUE 
ENDIF
SB(L2)=S(IEN)
11=2
DO 720 1=2,L2 
710 IF(SB(I).LE.S(II)) THEN 
ST=.5*(SB(I)+SB(I-1))
Q1=(ST-S(II-l))/(S(II)-S(II-l)) 
Q2=1.-Q1
IFCKK.LT.3) THEN
XBT(I)=Q1*A(II,2)+Q2*A(11-1,1)
ELSE
XBT(I)=Q1*A(II,1)+Q2*A(11-1,2) 
ENDIF 
ELSE 
11=11+1 
GO TO 710 
ENDIF 
720 CONTINUE 
L1=L(K)
L2=L1-1
M1=M(K)
M2=M1-1
IFCKK.EQ.1) THEN 
DO 730 1=2,L2 
730 F(I,1,K,NN)=XBTCI)
ELSE IFCKK.EQ.2) THEN 
DO 740 J=2,M2 
740 FCL1,J,K,NN)=XBT(J)
ELSE IFCKK.EQ.3) THEN 
DO 750 1=2,L2 
750 FCI,M1,K,NN)=XBTCI)
ELSE IFCKK.EQ.4) THEN 
DO 760 J=2,M2 
760 FC1,J,K,NN)=XBTCJ)
ENDIF 
770 CONTINUE
...... CHECK FOR CONVERGENCE.........
DO 780 1=2,L2
ERR0R1=DABS(FCI,1,K,NN)-CCI,1))
ERR0R2=DABS(FCI,M1,K,NN)-C(I,2))
n
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ERR0R=DMAX1(ERROR,ERROR1,ERR0R2) 
780 CONTINUE
DO 790 J=2,M2
ERR0R1=DABS(F(1,J,K,NN)-D(J,1)) 
ERR0R2=DABS(F(L1,J,K,NN)-D(J,2)) 
ERROR=DMAX1(ERROR,ERROR1,ERR0R2) 
790 CONTINUE 
ENDIF
800 CONTINUE 
RETURN
ENTRY WAITF
-- CALCULATE WEIGHT OR CONTROL FUNCTIONS ...... -....
K=IBLOCK
L1=L(K)
M1=M(K)
L2=L1-1 
M2=M1-1 
DO 47 J=2,M2 
DO 47 1=2,L2 
WT1(I,J)=0.
WT2(I,J)=0.
47 CONTINUE
DO 55 NF=1,NGAM 
IF(LSOLVE(NF)) THEN 
IF(LADAPT.OR.METHOD.EQ.1) THEN 
DO 41 J=2,M2 
DO 41 1=2,L2
IF(I.NE.2.AND.I.NE.L2) THEN
AIP(I,J)=.5*(F(I+1,J,K,NF)-F(I-1,J,K,NF))
ELSE IF(I.EQ.2) THEN
AIP(I,J)=.5*(-F(I+2,J,K,NF)+4.*F(I+1,J,K,NF)-3.*F(I,J,K,NF)) 
ELSE IF(I.EQ.L2) THEN
AIP(I,J)=.5*(F(I-2,J,K,NF)-4.*F(I-1,J,K,NF)+3.*F(I,J,K,NF))
ENDIF
IF(J.NE.2.AND.J.NE.M2) THEN 
AJP(I,J)=.5*(F(I,J+1,K,NF)-F(I,J-1,K,NF))
ELSE IF(J.-EQ. 2) THEN
AJP(I,J)=.5*(-F(I,J+2,K,NF)+4.*F(I,J+1,K,NF)-3.*F(I,J,K,NF)) 
ELSE IF(J.EQ.M2) THEN
AJP(I,J)=.5*(F(I,J-2,K,NF)-4.*F(I,J-1,K,NF)+3.*F(I,J,K,NF)) 
ENDIF 
41 CONTINUE
IF(.NOT.LADAPT) THEN 
DO 42 J=2,M2 
DO 42 1=2,L2
DU(I,J)=ALFA1*(F(I,J,K,NF)+AIP(I,J)*ALFA2)
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DV(I,J)=ALFA1*(F(I,J,K,NF)+AJP(I,J)*ALFA2)
42 CONTINUE 
ELSE
DO 48 J=2,M2 
DO 48 1=2,L2 
DU(I,J)=DABS(AIP(I,J))
DV(I,J)=DABS(AJP(I,J))
48 CONTINUE 
ENDIF
ELSE IF(METHOD.EQ.2) THEN 
DO 49 J=2,M2 
DO 49 1=2,L2
DU(I,J)=ALFA1*F(I,J,K,NF)
DV(I,J)=ALFA1*F(I,J,K,NF)
49 CONTINUE 
ENDIF
DO 46 J=2,M2 
DO 46 1=2,L2
WT1(I,J)=DMAX1(WT1(I,J),DU(I,J)) 
WT2(I,J)=DMAX1(WT2(I,J),DV(I,J))
46 CONTINUE 
ENDIF 
55 CONTINUE
IF(LADAPT) THEN 
WW1=0.
WW2=0.
DO 43 J=2,M2 
DO 43 1=2,L2 
WW1=DMAX1(WW1,WT1(I,J))
WW2=DMAX1(WW2,WT2(I,J))
43 CONTINUE
DO 44 J=2,M2 
DO 44 1=2,L2 
PP1=WT1(I,J)/WW1 
PP2=WT2(I,J)/WW2
IFCPP1.GE.RMAX.OR.PP2.GE.RMAX) THEN 
IFLAG(I,J)=l 
NFLGPT=NFLGPT+1 
ELSE
IFLAG(I,J)=0 
ENDIF
44 CONTINUE
IF(NFLGPT.LE.3) NFLGPT=0 
IF(NFLGPT.EQ.O) IADAPT=100000 
ENDIF
IF(.NOT.LADAPT) THEN 
DO 71 J=2,M2 
DO 71 1=2,L2
CONl=(ALFA(I,J,K)+GAMA(I,J,K))*ALFA3 
CON1=(CON1-ALFA4*BETA(I,J,K))/RJAC(I,J,K)
WT1(I,J)=WT1(I,J)+C0N1 
WT2(I,J)=WT2(I,J)+C0N1 
71 CONTINUE 
ENDIF 
RETURN
C**************************'
ENTRY BODADP
C
C  CONSTRUCT A GRID ORTHOGONAL AT THE BOUNDARIES
C
K=IBLOCK 
L1=L(K)
L2=L1-1
M1=M(K)
M2=M1-1
IND=1
DO 870 IND=1,4 
IF(IND.EQ.l) THEN 
J5=2
JJ1=J5+1
INDX=1
ELSE IF(IND.EQ.2) THEN
I5=L1
111=15-1
INDX=2
ELSE IF(IND.EQ.3) THEN
J5=M1
JJ1=J5-1
INDX=1
ELSE IF(IND.EQ.4) THEN 
15=2
111=15+1
INDX=2
ENDIF
IF(INDX.EQ.1) THEN 
XMAX=-1.D+30 
XMIN=1.D+30 
YMAX=-1.D+30 
YMIN=l.D+30 
DO 810 1=1,L2 
XB(I)=XC(I+1,J5,K)
YB(I)=YC(I+1,J5,K)
XBT(I)=XC(I+1,JJ1,K)
YBT(I)=YC(I+1,JJ1,K)
XMAX=DMAX 1 (XMAX, XB (I) )
XMIN=DMIN1(XMIN,XB(I))
YMAX=DMAX1(YMAX,YB(I))
YMIN=DMIN1(YMIN,YB(I))
810 CONTINUE
349
SB(1)=0.
DO 820 1=2,L2 
A1=XB(I)-XB(I-1)
A2=YB(I)-YB(I-1)
SB(I)=SB(I-1)+DSQRT(A1*A1+A2*A2) 
820 CONTINUE 
IEND=L2 
IEND1=IEND-1 
CALL SPLINE 
DO 830 14=2,IEND1 
SO=SB(14)
X1=XBT(I4)
Y1=YBT(14)
CALL NEWTON
IF(XX.LT.XMIN) XX=XMIN+1.D-10 
IF(XX.GT.XMAX) XX=XMAX-1.D-10 
IF(YY.LT.YMIN) YY=YMIN+1.D-10 
IF(YY.GT.YMAX) YY=YMAX-1.D-10 
XC(I4+1,J5,K)=XX 
YC(I4+1,J5,K)=YY 
830 CONTINUE
ELSE IF(INDX.EQ.2) THEN
XMAX=-l.D+30
XMIN=1.D+30
YMAX=-l.D+30
YMIN=1.D+30
DO 840 J=1,M2
XB(J)=XC(15,J+l,K)
YB(J)=YC(15,J+l,K)
XBT(J)=XC(II1,J+1,K)
YBT(J)=YC(II1,J+1,K)
XMAX=DMAX 1 ( XMAX, XB ( J ) ) 
XMIN=DMIN1(XMIN,XB(J))
YMAX=DMAX1(YMAX,YB(J)) 
YMIN=DMIN1(YMIN,YB(J))
840 CONTINUE 
SB(1)=0.
DO 850 J=2,M2 
A1=XB(J)-XB(J-l)
A2=YB( J) -YB( J-l)
SB(J)=SB(J-1)+DSQRT(A1*A1+A2*A2) 
850 CONTINUE 
IEND=M2 
IEND1=IEND-1 
CALL SPLINE 
DO 860 J4=2,IEND1 
S0=SB(J4)
X1=XBT(J4)
Y1=YBT(J4)
CALL NEWTON
350
IF(XX.LT.XMIN) XX=XMIN+1.D-10 
IF(XX.GT.XMAX) XX=XMAX-1.D-10 
IF(YY.LT.YMIN) YY=YMIN+1.D-10 
IF(YY.GT.YMAX) YY=YMAX-1.D-10 
XC(I5,J4+1,K)=XX 
YC(I5,J4+1,K)=YY 
860 CONTINUE 
ENDIF 
870 CONTINUE 
RETURN 
END
SUBROUTINE USER 
IMPLICIT REAL*8 (A-H,0-Z)
LOGICAL LPRINT,LSOLVE,LSTOP,LBLK,LWT,LORTH,LSHI,LINT,LADAPT 
COMMON/CNTL/ LSTOP
COMMON/VARB/ F(20,20,5,13),G1(20,20,5),G2(20,20,5),
1 FT(20,20,13),WT2(20,20)
COMMON/GEO/ XXI(20,20,5),YXI(20,20,5),XETA(20,20,5),
1 YETA(20,20,5),
2 ALFA(20,20,5),BETA(20,20,5),GAMA(20,20,5),RJAC(20,20,5),
3 PW(20,20,5),PE(20,20,5),PS(20,20,5),PN(20,20,5)
C0MM0N/GE02/ XB(100),YB(100),XBT(100),
1 YBT(100),S(100),SB(100),KB(4,5),KE(4,5),
2 IR00T(5)
C0MM0N/C0F1/ AIP(20,20),AIM(20,20),AJP(20,20),AJM(20,20),
1 APP(20,20),C0N(20,20)
COMMON/INDXI/ LSOLVE(13),LPRINT(13),LINT(13),LBLK(13),
1 TITLE(13),NTIMES(13),
2 L(5),M(5),IHOICE(5),LEVEL(5),
3 NF,NP,NX,NY,NXC,NYC,NRHO,NGAM,NFMAX,NKL,NTEMP,METHOD,LINTPN,
4 IPREF,JPREF,IST,JST,INTRP,ITER,IADAPT,LAST,MORE,
5 IBLOCK,ITMAX,LINTB,LINTE,NBLKB,NBLKE,NBLKSM,NFLGPT,
6 LWT,LORTH,LSHI,LADAPT
COMMON/INDXR/ RELAX(13),ERROR,TOL,RMAX,RHOCON 
COMMON/WTT/ ALFA1,ALFA2,ALFA3,ALFA4 
COMMON/FLPT/ IFLAG(20,20),ISHAPE(20,20,5)
COMMON/IJMX/ IMN(5),IMX(5),JMN(5),JMX(5),IRR(500),JRR(500) 
COMMON/FL1/ ITPOP,IP,JP,IR(500),JR(500),ITP1 
C0MM0N/ADAP/A(50,2),B(50,2),C(50,2),D(50,2)
COMMON/BDP/ X1,Y1,SO,IEND,IEND1,XX,YY 
COMMON/COEF/ FLOW,DIFF,ACOF 
COMMON/SORC/ SMAX,SSUM,ISMAX,JSMAX
DIMENSION XC(20,20,5),YC(20,20,5),GAM(20,20,5),RH0(20,20,5),
1 U(20,20,5),V(20,20,5),P(20,20,5),
2 GC1(20,20),GC2(20,20),DU(20,20),DV(20,20),
3 X(20,20,5),Y(20,20,5),WT1(20,20)
EQUIVALENCE (F(1,1,1,1),U(1,1,1)),(F(1,1,1,2),V(1,1,1)),
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1 (F(1,1,1,3),P(1,1,1)),(F(1,1,1,7),RHO(1,1,1)),
2 (F(l,1,1,8),GAM(1,1,1)),(F(1,1,1,9),X(1,1,1)),
3 (F(1,1,1,10),Y(1,1,1)),(F(1,1,1,11),XC(1,1,1)),
4 (F(1,1,1,12),YC(1,1,1)),(FT(1,1,9),DU(1,1)),
5 (FT(1,1,10),DV(1,1)),(FT(1,1,11),GC1(1,1)),
6 (FT( l,'l, 12) ,GC2( 1,1) ) , (FT( 1,1,13) ,WT1( 1,1) )
C***************************************************
ENTRY GRID
C
LAST=100 
L(1)=11 
M(1)=11 
RELAX(1)=.7 
RELAX(2)=.7 
RELAX(3)=.8 
RELAX(11)=.3 
RELAX(12)=.3 
LPRINT(1)=.TRUE.
LPRINT(2)=.TRUE.
LPRINT(3)=.TRUE.
LPRINT(11)=.TRUE.
LPRINT(12)=.TRUE.
LSOLVE(1)=.TRUE.
LSOLVE(2)=.TRUE.
LSOLVE(3)=.TRUE.
LINT(1)=.TRUE.
LINT(2)=.TRUE.
LINT(3)=.TRUE.
LINT(7)=.TRUE.
LINT(8)=.TRUE.
LBLK(1)=.TRUE.
LBLK(2)=.TRUE.
LBLK(3)=.TRUE.
LBLK(11)=.FALSE.
LBLK(12)=.FALSE.
IADAPT=20
K=IBLOCK
L1=L(K)
M1=M(K)
DO 1 J=2,M1 
XC(2,J,K)=0.
1 XC(L1,J,K)=1.
DO 2 1=2,LI 
YC(I,2,K)=0.
2 YC(I,M1,K)=1.
DO 3 J=3,M1
YC(2,J,K)=YC(2,J-l,K)+l./FLOAT(Ml-2)
3 YC(Ll,J,K)=YC(Ll,J-l,K)+l./FLOAT(Ml-2)
DO 4 1=3,LI
XC(I,2,K)=XC(I-l,2,K)+l./FLOAT(Ll-2)
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4 XC(I,M1,K)=XC(I-1,M1,K)+l./FL0AT(Ll-2)
C__________________________________________________
c
RETURN
C*
ENTRY START
C
K=IBLOCK 
L1=L(K)
M1=M(K)
RE=400.
DO 100 J=1,M1 
DO 100 1=1,LI 
V(I,J,K)=0.
IF(J.EQ.M1) GO TO 101 
U(I,J,K)=0.
GO TO 100 
101 U(I,J,K)=l.
100 CONTINUE 
RETURN
C*
C
ENTRY DENSE
C
RETURN
C-'
c
c
C*
C
ENTRY BOUND
RETURN
ENTRY OUTPUT
K=IBLOCK 
L1=L(K)
M1=M(K)
L2=L1-1
M2=M1-1
IF(ITER.NE.O) GO TO 400 
WRITE(6,401)
401 FORMATC IT BLK'^X.'SMAX'^lX/SSUM'.lOX.'VCe^y^X/UCe^)') 
400 W=V(6,4,K)
UU=U(6,4,K)
WRITE(6,403) ITER,K,SMAX,SSUM,W,UU 
403 FORMATCIX,213,1P4E15.3)
IF(ITER.EQ.LAST) THEN 
CALL PRINT 
DO 404 K=1,NBLKE
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M1=M(K)
L1=L(K)
DO 405 J=1,M1 
DO 405 1=1,LI
WRITE(1,*) XC(I,J,K),YC(I,J,K)
WRITE(2,*) U(I,J,K),V(I,J,K)
WRITE(3,*) X(I,J,K),Y(I,J,K)
405 CONTINUE 
404 CONTINUE 
END IF 
RETURN
C*****************************************************
C
ENTRY GAMSOR
C
K=IBLOCK 
L1=L(K)
M1=M(K)
DO 500 J=1,M1 
DO 500 1=1,LI 
GAM(I,J,K)=1./RE 
500 CONTINUE 
RETURN 
END
BLOCK DATA
C
IMPLICIT REAL*8 (A-H,0-Z)
LOGICAL LPRINT,LSOLVE,LSTOP,LBLK,LWT,LORTH,LSHI,LINT,LADAPT 
COMMON/CNTL/ LSTOP
COMMON/INDXI/ LSOLVE(13),LPRINT(13),LINT(13),LBLK(13),
1 TITLE(13),NTIMES(13),
2 L(5),M(5),IHOICE(5),LEVEL(5),
3 NF,NP,NX,NY,NXC,NYC,NRHO,NGAM,NFMAX,NKL,NTEMP,METHOD,LINTPN,
4 IPREF,JPREF,IST,JST,INTRP,ITER,IADAPT,LAST,MORE,
5 IBLOCK,ITMAX,LINTB,LINTE,NBLKB,NBLKE,NBLKSM,NFLGPT,
6 LWT,LORTH,LSHI,LADAPT
COMMON/INDXR/ RELAX(13),ERROR,TOL,RMAX,RHOCON 
COMMON/WTT/ ALFA1,ALFA2,ALFA3,ALFA4 
C0MM0N/FL1/ ITPOP,IP,JP,IR(500),JR(500),ITP1 
DATA LORTH/.FALSE./
DATA LADAPT/.FALSE./
DATA LINT/13*.FALSE./
DATA LSHI/.FALSE./
DATA IBLOCK,NBLKB,NBLKE,INTRP,ITER,IADAPT/1,1,1,1,0,78/
DATA NBLKSM,NP,ITMAX,LEVEL/5,3,200,5*0/
DATA RELAX,NTIMES,LSOLVE,LPRINT/13*1.,13*1,26*.FALSE./
DATA MORE,IHOICE,LWT,LSTOP/500,5*3,2*.FALSE./
DATA NFMAX,ITP1,NGAM,NRHO,IPREF,JPREF/13,0,8,7,1,1/
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DATA NX,NY,NXC,NYC,METH0D,LINTPN/9,10,11,12,1,2/
DATA RHOCON,ERROR,TOL,RMAX,LAST,ITP0P/1.,0.,l.E-4,.122,1,0/ 
DATA ALFA1,ALFA2,ALFA3,ALFA4,L,M/1.,1.,0.,0.,10*20/
C
C.................... ..............................
c
END
VITA
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