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Decentralized Constructive Collision Avoidance for Multi-Agent
Dynamical Systems
M.T. Nguyen, C. Stoica Maniu, S. Olaru
Abstract— This paper describes the principles of a decen-
tralized framework for the guaranteed collision avoidance of
Multi-Agent dynamical systems sharing a common working
space. The results are constructive and can be effective in the
certification of mission safety. The geometric aspects of the
collision avoidance problem are exploited to define the control
policies. The main contributions are related to the optimization-
based decentralized feedback control which renders a so-called
functioning zone controlled invariant. An illustrative example is
analyzed in order to highlight the effectiveness of the proposed
approaches.
I. INTRODUCTION
Multi-Agent System (MAS) receives considerable atten-
tion due to the need to control a group of relatively inde-
pendent sub-systems in order to achieve a common goal,
such as traffic control, spacecraft formation, etc. Beside the
performance quality, the mission safety is highly required.
This criterion implies a supplementary fault diagnosis layer
to detect and isolate possible faults at the agent level (e.g.
actuator faults [1], sensor faults [2]) or at the formation level
(e.g. communication faults [3]). Today, one of the most well-
known research field of MAS is the collision avoidance ([4],
[5]) due to the need to avoid the damages caused from the
collision with obstacles or with other agents.
Recently, set-theoretic and optimization tools are em-
ployed to design the control of MAS subject to anti-collision
constraints, notable [6], [7], [8], [9] and [10]. In these works,
the constraints are described such that the sets characterizing
each agent/obstacle do not overlap. The authors of [8] show
that regulating a single system subject to obstacle avoidance
constraints is equivalent to control it around an equilibrium
point outside of its domain of attraction. This can be also
obtained by using adversary control [11]. In the context
of MAS, a feedback control w.r.t the obstacle avoidance
constraints for one agent is proposed in [12]. Other works on
formation control are based on keeping a distance between
the agents, e.g. sliding mode control [9] and model predictive
control [7]. The recent work [10] proposes a set-theoretic
method based on a decentralized control strategy.
In this context, the aim of the present paper is to propose a
new decentralized approach to guarantee the collision avoid-
ance using the leader-follower structure. The methodology
will be described in R2 while the principles remain general.
This work can be considered as a natural extension of the
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previous results [8] but applied for MAS and developed in
a decentralized manner from the control computation point
of view. We will analyze the restrictions of the method
developed in [8], i.e. its feasibility limits and infeasible
situations. One original aspect of the current paper is to
extend the method used in [10] for the unbounded safety
functioning zones and to propose a new approach to deal
with both the feasible and the infeasible cases. Our main
objective is to partition the working space into a collection
of safety zones. Each of these zones is associated with only
one agent and our novel control strategy will keep the agent
operating in the interior of this zone, offering anti-collision
guarantees.
The remainder of the paper is organized as follows.
Section II briefly presents some useful prerequisites and
further formulates the problem. Section III recalls the main
ideas of the decentralized structure. The main contribution is
described in Sections IV. Here, we analyze the cases leading
to feasibility limitations or infeasibility of the decentralized
control action for MAS and further propose new guaranteed
solutions based on set-theoretic tools. Finally, numerical
simulation results are illustrated in Section V, followed by
concluding remarks and perspectives in Section VI.
Notations: A ⊕ B = {a + b|a ∈ A, b ∈ B} and A 	
B = {a ∈ A|a + b ∈ A,∀b ∈ B} denote respectively the
Minkovski sum and the Pontryagin difference of two sets A
and B. N[n,n+m] , {n, n+ 1, ..., n+m} ⊂ N for n,m ≥ 0
is the set containing the natural numbers from n to n+m, in
increasing order. Consider a group of N agents with the ith
agent being the leader. F i ⊆ N[1,N ] \{i} is the set of indices
of its followers identified by the existence of a connection to
the node i. For the jth follower, its safety region is denoted
by Sj . Its functioning zone and its separation set are denoted
respectively by Hij and Cij with respect to its leader i.
II. PREREQUISITES AND PROBLEM FORMULATION
This section presents firstly the theoretical background and
secondly formulates the problem.
Definition 1. [13] Consider an autonomous discrete-time
Linear Time Invariant (LTI) system x+ = Ax, where A is
a Schur matrix. A set S is called positive invariant (PI) for
this system, if x+ ∈ S for all x ∈ S, which is equivalent to
AS ⊆ S .
Definition 2. [8] Given the discrete-time LTI system dynam-
ics x+ = Ax + Bu, a set S ∈ Rn is linearly controlled
invariant, if for any x ∈ S there exists a feedback control
law u = Kx such that (A+BK)x ∈ S.
Theorem 1. [14] A set S = {x ∈ Rn|Gx ≤ θ} is positively
invariant w.r.t the discrete-time LTI system dynamics x+ =
Ax if and only if there exists a matrix H ∈ Rn×n with
non-negative elements, such that GA = HG and Hθ ≤ θ.
Definition 3. An ellipsoid E(c, d) ∈ Rn with the center c ∈
Rn, the shape matrix P ∈ Rn×n and the range d ∈ R is
defined as E(c, d) =
{
x ∈ Rn|(x− c)>P (x− c) ≤ d
}
, with
P = P>  0 and d > 0.
Consider a Multi-Agent System Σ composed of N agents.
The nominal dynamics of each agent i is:
x+i = Aixi +Biui, i ∈ N[1,N ] (1)
where xi ∈ Rn and ui ∈ Rm are the ith agent’s nominal
state and input vector. The pairs (Ai, Bi) are assumed to
be stabilizable. A convex bounded set Si defined around
the origin is considered as the safety region around the
ith agent state1, i.e. Si(xi) = {xi} ⊕ Si. The collision
avoidance constraint between two agents can be described via
the exclusion of their safety regions, i.e. S(xi)∩ S(xj) = ∅
yielding ({xi} ⊕ Si)∩({xj} ⊕ Sj) = ∅, or equivalently xj−
xi /∈ (−Sj) ⊕ Si,∀i 6= j. In the centralized approaches, all
of these constraints have to be strictly satisfied to guarantee
the formation safety but it makes the MAS sensitive to
communication faults. In order to overcome these drawbacks,
a decentralized approach is proposed in the next section.
III. DECENTRALIZED APPROACH
The decentralized structure considered is the leader-
follower architecture [16]. In principle, an agent needs to
be in relative formation and observe a number of constraints
w.r.t its leader. It is assumed that each follower is connected
uniquely to one leader which is the only one who possesses
the complete information on its followers. The communica-
tion graphs are illustrated in Fig. 1 for the decentralized (the
1st agent is the leader) and the centralized approach.
Fig. 1. Decentralized (left) and centralized (right) communication graph.
In this section, we will present firstly the leader-follower
structure and further the control strategy used to ensure
the collision avoidance. For brevity of the notation and
presentation, the group of agents will be considered to evolve
in R2 and the ith agent will be considered as the leader.
A. Leader-follower architecture
The local closed-loop of the jth follower is x+j = Ajxj +
Bjuj , with its local control uj = ūij + K(xj , x̄ij). The pair
(x̄ij , ū
i
j) represents the tracking reference of the j
th follower,
according to the current state and control action (xi, ui)
communicated by the leader. An offset free pair (x̄j , ūj) is
1The construction of Si is presented in [15].
added to (x̄ij , ū
i
j) to avoid the collision with the leader, i.e.
x̄ij = x̄j + xi and ū
i
j = ūj + ui.
The collision avoidance is guaranteed if each follower
operates strictly in its functioning zone relative to the position
of the leader. This zone is defined by the leader and identified
by a separating hyperplane for any pair of followers. Its
construction is presented in the following subsection.
B. Partitioning in functioning zones
The leader uses a set of hyperplanes to separate the func-
tioning zone of its followers, more precisely it partitions the
working space into an union of polyhedral non-overlapping
separation sets. Each set is associated to a follower and de-
fines its functioning zone. For the jth follower, its separation
set Cij is defined as a cone:
Cij = {x ∈ Rn|Ci(x− xi) ≤ 0, j ∈ F i} (2)
where Ci(x − xi) = 0 denotes the set of hyperplanes used
to isolate the jth follower from its neighbors.
Assumption 1. Instead of determining the functioning zone
relative to the position of the leader, it can be translated
without loss of generality to a positioning relative to the
origin i.e. (xi, ui) = (0, 0).
Clearly, the hyperplanes pass through the leader current
state, now reduced to the origin.
Remark 1. The choice of the separating hyperplanes Cix =
0 is important because it decides the existence of a feasible
control action on the boundary of the separation set [10].
This choice is beyond the scope of the present work. In the
remaining of the paper it is assumed that the hyperplanes
Cix = 0 are given and the sets Cij are non-overlapping.
In order to ensure the collision avoidance, the state xj has
to satisfy the two following constraints:
xj /∈ Int {(−Sj)⊕ Si} (3a)
{xj} ⊕ Sj ∈ Cij (3b)
The constraint (3a) guarantees the collision avoidance be-
tween the jth follower with the leader. It is derived from
xj − xi /∈ (−Sj) ⊕ Si with xi being the origin (see
Assumption 1). The constraint (3b) guarantees the collision
avoidance with the other followers. The jth follower with its
safety region2 is the unique agent belonging to the separation
set Cij . This implies the anti-collision with its neighbors.
These two constraints determine the non-convex functioning
zone Zij ⊂ Cij in which xj has to be enclosed.
Zij =
{
x ∈ Rn|{x} ⊕ Sj ∈ Cij , x /∈ Int {(−Sj)⊕ Si}
}
(4)
2Note that, the effect of the possible disturbances is taken into account
via the safety region Sj . Practically, a hard constraint is imposed via (3b)
for the center xj of the tube in steady functioning.
C. Local fixed point determination
Starting from the characterization of the functioning zone
sent by the leader, each follower has to find the best
suitable equilibrium point relative to the origin (considered
as the leader’s state - Assumption 1) by solving its own
optimization:
x̄∗j = arg min
ūj
‖x̄j‖ (5a)
s.t. x̄j ∈ Zij (5b)
x̄j = Aj x̄j +Bj ūj (5c)
The constraint (5b) implies that the non-convex set Zij
contains the local fixed point x̄j , as illustrated in Fig. 2 (with
i = 1 and F i = {2, 3}). The constraint (5c) enforces the
fixed point characterization.
In order to avoid the non-convexity of Zij , the constraint
(5b) will be replaced for the local feedback design by xj ∈





∩ {hzx ≤ kz} (6)
with {hzx = kz} the constraints activated when verifying the
inclusion x̄∗j ∈ {(−Sj)⊕ Si}. In Fig. 2, the sets Z12 and Z13
are bounded by the black dash-line. The functioning zones
H12 and H13 are green-covered and the fixed points (x̄∗2, x̄∗3)
found by solving (5) are plotted as the circle-red points. The
green line represent the hyperplane used to separate the two
followers, which in fact defines the separation sets C12 (on its
left hand side) and C13 (on its right hand side). The forbidden
blue set represents the anti-collision constraints (−Sj)⊕ Si
between the leader and its followers (see (3a)).
Fig. 2. Determination of H12 and H13 for the 2nd and 3rd agent.
Once the feasibility of the static optimization problem
is guaranteed, each follower has to design the ego control
policies to keep its own trajectories within its functioning
zone and to asymptotically converge to the fixed point
solution of (5). This control law will be developed in the
next subsection.
D. Individual feedback control
In the sequel, for brevity, we will neglect the follower
indices in the notations. The nominal local dynamics of a
follower x+ = Ax + Bu, its functioning zone H and its
fixed point x̄ relative to the origin are considered known.
It will be considered that H ∈ R2 is represented as the
combination of linear inequalities H = {x ∈ Rn|hx ≤ k}
similar to the one illustrated in the Fig. 2 where not all
hyperplanes forming H are activated by x̄ (as part of them
are inherited from the functioning zone constraints). We
denote {h1x = k1} the set of hyperplanes activated by x̄
and {h2x = k2} the remaining hyperplanes.
The goal is to ensure that x will converge asymptotically
to a fixed point lying on the boundary h1x = k1, while the
trajectory remains in H according to the constraints (3). This
requires the design of a feedback linear control3:
u = K(h1, k1)x (7)
which makes the set H positive invariant and also stabilizes
the closed-loop dynamics of the follower. According to [8],
such a control law (7) exists if and only if there exist a
non-negative matrix F and matrix P = P>  0 such that:





with the decision variables F , K(h1, k1) and P . The con-
straint (8a) expresses the invariance condition (see Definition
2 and Theorem 1), while (8b) formulates the Lyapunov
stability constraint, with 0 < δ < 1 the rate of convergence.
However, solving this LMI (Linear Matrix Inequality) prob-
lem for h1x ≤ k1 may face particular (infeasible) situations
which will be discussed in the next section.
IV. MAIN CONTRIBUTION
This section considers the two possibilities of solving (8):
1) Feasibility: A control u = K(h1, k1)x which ensures
the controlled invariance property of the domain described
by the half-space active at x̄, i.e. h1x ≤ k1 is obtained. What
remains to be considered is the satisfaction of the inactive
constraints at x̄, i.e. h2x ≤ k2, or equivalently, the controlled
invariance of this domain w.r.t the control u.
2) Infeasibility: The set H is not controlled invariant even
if the closed-loop dynamics is stabilized. In this case, one
solves the LMI problem for a strict subset of H.
Both of these two cases were not completely analyzed in
the literature. The main contribution of the present paper is to
employ set-theoretic tools in order to analyze and to propose
novel control strategies to deal with both the feasible and
the infeasible cases. Two approaches are provided for the
feasible case in the subsection IV-A. A relaxed construction
is proposed for the infeasible case in the subsection IV-B.
A. Feasible fixed point x̄
If the optimization problem (8) is feasible, then there exists
a control u = K(h1, k1)x ensuring the invariance of the
subspace h1x ≤ k1. If u can not guarantee the invariance of
the entire set H, then there exists an invariant subset Ω ⊆ H.
The set Ω can be characterized in terms of the Maximal
Output Admissible Set (MOAS) [17] associated with the
3If k1 6= 0, this control is affine, i.e. u = K(h1, k1)x+ l(h1, k1), with
l(h1, k1) representing the affine term. In order to simplify the presentation
of the proposed results, we will consider here the homogeneous case.
local control uΩ = K(h1, k1)x. Knowing that Ω ⊆ H and
A + BK(h1, k1) is a Schur matrix, there exist constructive
methods to obtain iteratively Ω as proposed in [17]. We
denote Ω(t) the MOAS obtained at each iteration t, with
Ω(t) = {x ∈ Rn|hΩx ≤ kΩ} and Ω(t) ⊂ H.
Supposing there exists a finite time t ≥ t∗ such that
Ω(t+ 1) = Ω(t) = Ω, then the finite determinedness can be
guaranteed and further exploited. This allows a construction
as the one illustrated in Fig. 3, starting from Ω(0) = H
(bounded by the dash line) and contracting to Ω (darkest
blue colored - Ω = Ω(3) in this case).
Fig. 3. Construction of Ω
Remark 2. The control law uΩ = K(h1, k1)x makes the
entire half-space h1x ≤ k1 controlled invariant. But H is a
subset of this half-space and has h1x ≤ k1 as its boundary.
It follows that one of the boundary of Ω is h1x = k1.
Remark 3. If H is controlled invariant by uΩ then Ω = H.
We note that the local control is restricted in the subset Ω,
and it will be activated only when the current state belongs to
Ω. Whenever x /∈ Ω, the linear control law is not admissible.
One has to devise a procedure to drive the agent state x into
the strict interior of Ω while ensuring the invariance of H.
We propose here two approaches to treat this problem.
The first one, based on the iterative construction of a set
of contracted ellipsoids inside of H, is the main novelty of
this paper. The second approach employs the interpolation
technique for the case of unbounded functioning zones.
1) Approach 1 - Parameterized contractive ellipsoid: This
approach uses the existence of an ellipsoid (see Definition
3) in the functioning zone to drive the current state into
the set Ω. It takes the form of an optimization prob-
lem (9) with a given shape of the ellipsoidal set, while
the center and the range are considered as parameters.
Consider the explicit form of the functioning zone H ={
alx ≤ bl, ∀l ∈ N[1,...p]
}
, with p denoting the number of
constraints, which leads to:
c∗(x) = arg min
c,d,uc
log(|c− x̄|) (9a)
s.t. c = Ac+Buc (9b)(√
alP−1a>l
)√
d+ alc ≤ bl (9c)
(x− c)>P (x− c) ≤ d (9d)
The constraint (9b) implies that the center c is a fixed
point. The shape matrix P is obtained by solving (8) for
h1x ≤ k1. The constraints (9c) and (9d) imply respectively
that the ellipsoid is inside of H and contains the current
state vector x. We explain further how to determine these
constraints.
Theorem 2. For a given x, if (9) is feasible, then there exists
an ellipsoid included inside of H and x+ ∈ H.
Proof. The optimization problem corresponds to an inclusion
of an ellipsoid in a polyhedral set [18]. We recall that feasi-
bility of (8) for the half-space h1x ≤ k1 implies the existence
of an ellipsoid E(x̄, 1) =
{
x ∈ Rn|(x− x̄)>P (x− x̄) ≤ 1
}
.
We want to check if by using u = K(h1, k1)x, the
constraint x+ ∈ H holds for every x ∈ H. This can
be translated to finding an ellipsoid included in the strict
interior of H which satisfies: (i) the current state is included
in the ellipsoid (9d), (ii) it preserves the shape of P and
optimizes its offset and scaling, (iii) its center c = c(x)
is situated on the fixed point hyperplane (9b), (iv) c is as
close as possible to x̄. This ellipsoid has the parameterized
form E(c, d) =
{








(x − c) and denote the norm operation ‖q‖ =√






y + c ∈ Rn| ‖y‖ ≤ 1
}
. Considering








≤ bl and so





d + alc ≤ bl. Whenever
E(c, d) exists, by the inclusion of E(c, d) in the strict interior
of H, one can guarantee the stability of the closed-loop, and
the recursive constraint satisfaction as long as x+ ∈ H.
For a given x, its convergence to the fixed point x̄ is
guaranteed by minimizing the distance between c and x̄. This
optimization problem is repeated until the state trajectory
reaches Ω as long as the linear feedback law is known to be
feasible in Ω ⊂ H. An illustration is shown in Fig. 4. The
green ellipsoid E(x̄, 1) is obtained according to the solution
P of (8), centered in x̄ (red circle). The red line represents the
set of fixed points and the blue circle points are the centers
of the ellipsoids obtained by solving iteratively (9) according
to the feedback state x (black plus sign). We can see that x
approaches x̄ according to the convergence of c(x) into x̄.
Fig. 4. Feasibility test
Remark 4. The square root terms make (9) nonlinear. We
can avoid its complexity in (9c) by replacing
√
d by the




θ + alc ≤ bl. Then, we
can subsequently use the parameter ε to decrease the gap
between the variables d and θ, i.e. 0 ≤ θ>θ−d ≤ ε, and thus
transform (9) into a classical convex optimization problem.
Remark 5. The problem (9) is not guaranteed to cover the
maximal controllable subset of H. For initial points on the
vertices of H the feasibility of the ellipsoidal containment
cannot be fulfilled as long as there are two different support-
ing hyperplanes active for the same point on the boundary.
In the light of Remark 5, we propose a second approach
which deals with the infeasibility of (9) for the current x.
2) Approach 2 - Interpolation based control: The control
action u will be obtained as a convex combination of the
local control uΩ = K(h1, k1)x in the MOAS Ω and a vertex
control law4 associated with a M-step Robustly Controlled
Set PM . The principles of such an interpolation based control
were discussed in [19] and applied in [10]. The feasible
region for the interpolation scheme will be restricted to the
maximal controllable set inside H. This set can be obtained
using classical reachability arguments (see [13] for details).
The present work consideres that either the set PM or
a convex (polyhedral) controlled invariant subset Φ (such
as Ω ⊆ Φ ⊆ PM ) is available together with a feasible
control action on the boundaries (the so-called vertex control
[20]). Therefore, the interpolated control action becomes
u = βuΦ + (1−β)uΩ, 0 ≤ β ≤ 1, where uΦ and β have to
be calculated in real time. The control component uΦ will
be activated when x ∈ (Φ \ Ω) and the scalar β has to be
minimized in order to get u as close as possible to uΩ.
For simplicity consider the set Φ to be a scaled outer
version of Ω with the restriction to H. The scaling of the
set Ω will be done with respect to the fixed point x̄.
Proposition 1. An outer candidate set for the interpolation
Φ is defined as Φ = ({x̄} ⊕ µΩ0) ∩ H, with µ found by






µ ≥ 0 (10)
with Ω0 = {−x̄} ⊕ Ω.
Remark 6. The set Φ, obtained via the optimal solution for
the LP problem (10) ensures Ω ⊆ Φ.
Consider an example in Fig. 5. The set H is bounded by
h1x = k1 and h2x = k2 (dash line). The fixed point (red) is
on the boundary h1x = k1. The orange set is the MOAS Ω.
The set Φ (with Ω ⊂ Φ ⊂ H) is colored in yellow.
We present next how to effectively obtain the vertex
control action uΦ and then the interpolation coefficient β.
The determination of uΦ exploits the fact that its objective
is to push x from the boundary of Φ towards its interior. This
4A vertex control for a given polyhedral state-space set is defined as a
control action used to drive a current state from the corresponding vertex
toward the interior of the considered polyhedron.
Fig. 5. Construction of the interpolation set Φ
can be done by solving the following LP problem:





0 ≤ α ≤ 1 (11)
with α denoting the minimal contraction factor.
For the determination of the scalar β, we exploit the fact
that the control u obtained as an interpolation of uΩ and uΦ
has to be as close as possible to uΩ. This can be translated
in terms of the optimization problem. Consider u = βuΦ +
(1 − β)uΩ, and x decomposed as x = βxΦ + (1 − β)xΩ,
where xΦ ∈ Φ and xΩ ∈ Ω. Let Φ = {x|FΦx ≤ kΦ} and







βxΦ + (1− β)xΩ = x
0 ≤ β ≤ 1
(12)
Although (12) is nonlinear, we can translate it into a LP




 FΦr ≤ βkΦFΩ(x− r) ≤ (1− β)kΩ
0 ≤ β ≤ 1
(13)
Solving respectively (10), (11), (13) in real time provides
the interpolation factor and implicitly the control u.
B. Infeasible fixed point x̄
In this case, the local control uΩ = K(h1, k1)x can not
guarantee the invariance of the half-space h1x ≤ k1 and
implicitly of the set H as long as the fixed point is placed
on the boundary. Therefore, the local set Ω can not be con-
structed and the interpolation based control can not be used.
In this case one can always find a subset in the strict interior
of H but we have to deal with the nonlinear nature of (8).
Indeed, the authors in [8] mentioned that only a subclass of
design problem can be solved by eigenstructure assignment
approaches. Here we propose a simpler and efficient method
to solve this problem: by moving the fixed point x̄ into the
strict interior of H. Once this relaxation is performed, any
linear stabilizing feedback gain is admissible. Subsequently,
the ellipsoidal construction approach presented above can be
used to drive the current state x according to the ellipsoid
whose center is parametrized to enable the feasibility. This
construction ensures the recursive feasibility and approached
the fixed point arbitrarily close to the boundary of H.
V. ILLUSTRATIVE EXAMPLE
Consider a MAS Σ composed of N = 3 agents. They









ui(k). Let us choose the 1st
agent as the leader. We will study the local feedback gain of
the 2nd agent (similar for the 3rd agent). Two different initial
points x2(0) = [−1 − 5]> and x2(0) = [0 − 14.1643]>
are considered. As shown in Fig. 6, the first initial point
Fig. 6. Evolution of the 2nd agent from different initial points.
x2(0) = [−1 − 5]> is already included in Ω12. Hence
both the parameterized contractive ellipsoid approach and the
interpolation based control approach can be applied. In the
first approach, the optimization problem (9) is successfully
solved at each iteration, providing all of the ellipsoids centers
to which x2 converges (circle green line). Using the second
approach, the local control uΩ2 is activated. The state x2
reaches the fixed point (circle green line). The other initial
point x2(0) = [0 − 14.1643]> situated on one boundary
of H12 but not included in Ω12 cannot use the local linear
control action. Moreover this boundary is not activated by
the fixed point. We see that the control uΩ2 can not ensure
the control invariance of H12 (bounded by the dash line)
even if x2 still converges to the fixed point (circle black
line). This choice of x2(0) in the inactive boundary implies
that the ellipsoid approach can not be applied, because there
do not exist any ellipsoid which contains x2(0) and which
is included in the functioning zone H12. The interpolation
approach is then employed and x2 is kept in the interior of
Ω2 (circle blue line).
VI. CONCLUSION
This paper presents a decentralized approach to deal with
the collision avoidance of Multi-Agent Systems. The main
tool employed is the optimization-based control design with
the goal of enforcing the control invariance of the safety
functioning zone. The main advantage is that the local feasi-
bility can be handled, which is considered novel compared to
set-theoretic based decentralized control in the literature. We
consider the cases when there exists a local control action to
keep each agent in its strict functioning zone. The feasibility
of this determination however is limited in a subset of the
functioning zone, assimilated to a controlled invariant set
via linear feedback. For the points which are not covered
by this set, we propose a control strategy to drive the agent
state towards the region where the local linear control action
is feasible. Future work will focus on the construction of the
set of hyperplanes used to separate the followers. The choice
of these hyperplanes is important because they impact the
feasibility of the control action.
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