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I n t r o d u c t i o n
Being the most promising form of renewable energy, the area of
photovoltaics has gained much interest over the last years, in
almost any respect: scientifically, ecologically, economically,
and politically. So far, this fruitful period has not cooled
down. On the contrary, this research area is still growing and
increasingly funded by governments and companies.
Although the underlying effects had been known in principle for a
long time (Bécquerel, 1839; Einstein, 1905), and viable cells have
been made since the 1950s (Chapin et al., 1954), the first
applications were in space travel, where no other energy source is
available (Green and Lomask, 1970). Silicon-based solar cells are
especially successfull with efficiencies of currently up to 24%.
Still, photovoltaics and solar power in general are minor energy
carriers.
The two main technologies used today are combustion of fossil
fuels and nuclear fission power. However, both methods have
serious disadvantages which cannot be overcome by technological
improvements. The most important issues are the pollution with
combustion products, in particular of the Earth's atmosphere, and
the availability of raw material.
As far as mineral oil and gas is concerned, which are the most
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Figure 1.1: A possible transition path to sustainable energy
carriers recommended in Graÿl et al. (2003). The diagram shows
the energy mix versus time, most of it extrapolated to the future.
Figure 1.2: Global oil production outside the OPEC and GUS area.
From Zittel and Schindler (2004).
important global energy carriers, Hubbert (1956) proposed his
famous ``peak theory'': For any given oil field, or group of
field, or even all global oil resources, the oil extraction versus
time vaguely resembles a bell curve. Since then, the Hubbert peak
has already been observed for most small-scale areas as well as
Great Britain and Norway (Zittel, 2001), see also fig. 1.2. It is
subject of heated discussion whether or not the global peak has
yet been reached.
Therefore, the world has to establish new sources of energy
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e the current raw materials are exhausted, since a decline --
however smooth -- is economically unbearable in the face of
increasing need for electrical and mechanical power.
7Photovoltaics combines many of the requirements for a sustainable
energy source: Sunlight has a potential of up to 1kW/m², so that
theoretically, a 1=10000 of it equals the current global primary
energy consumption; it will be available virtually forever; it can
easily be applied in an environment-friendly way; it is more
homogeneously distributed over the globe than any other energy
carrier; its main device material silicon is abundantly available.
This explains the recent boom in photovoltaics. In order to be a
seriously competitive technology, solar cells must be cheap and
efficient. Thus, the technological development is continuously
looking for new production concepts or the optimisation of them,
while keeping a certain minimum efficiency in order to remain
economically viable.
The above mentioned silicon-based solar cells consist of
crystalline silicon (c-Si) modules. Commercially available
modules have an efficiency of up to 20% and long lifetimes of more
than 20 years. Unfortunately, their manufacturing still is too
costly for superseding conventional energy sources.
Therefore, thin-film solar cells have received increased interest.
While crystalline cells have a thickness of a couple of
millimeters, thin-film cells are only a few microns thick.
SuccessFul systems for thin-film solar cells are amorphous silicon
(a-Si:H), CdTe, and CIGS1, with silicon being the most popular,
because of its cheapness and non-toxicity.
Silicon-based thin-film solar cells are promising for three
reasons. First, the material is cheap and environmentally
friendly. Secondly, material consumption is small. Note that
recently, the semiconductor industry suffered a serious shortage
of raw silicon, which hit the solar cell branch very hard. And
thirdly, the production temperatures are very low (in our case
< 200) in comparison with the production of crystalline silicon.
This too, leads to low production costs.
1copper-indium-gallium-diselenide
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Purely a-Si:H solar cells have a serious drawback, however: Their
efficiency of about 6% is pretty low due to the poor electronic
transport in the material. Partly it is due to defects that catch
charge carriers, partly it is due to the intrinsic transport
properties of such structurally disordered materials in general.
Additionally, the Staebler-Wronski effect (Staebler and Wronski,
1977) causes amorphous silicon to degrade under illumination, so
that commercial modules lose up to 25% of their initial efficiency
after the first few months (Jacobson et al., 1999). After this,
efficiency stabilises, though, and lifetime is not shorter than
for crystalline modules.
One very promising alternative this are thin-film cells of
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e silicon (µc-Si:H, produced first by Vep°ek and
Mare£ek, 1968, PECVD-prepared first by Usui and Kikuchi, 1979).
The µc-Si:H layers have high stability (Meier et al., 1998), and
an absorption spectrum which also covers -- in contrast to a-Si:H
-- the near infrared region. Additionally, if properly doped,
conductivity is higher by orders of magnitude than for a-Si:H.
To get even better results, one can combine a-Si:H and µc-Si:H.
One possibility is a sandwich structure, the tandem cell (Meier
et al., 1996). However, the approach which is significant for my
work is a µc-Si:H cell with a certain amorphous volume fraction.
Vetterl et al. (2000); Vetterl (2001) show that the highest
microcrystalline volume fraction doesn't lead to the best cells,
and how to optimise the crystallinity. In these layers, both
silicon phases are inextricable intertwined (Houben et al., 1998).
Unfortunately, this material is very complex in its morphological
and electronic structure. There is no clear bandgap as in c-Si,
instead, there are various kinds of states close to the conduction
band and in the gap itself. Thus, not very surprisingly, these
materials have withstood yet any attempts to find a theory of
electronic transport in µc-Si:H which is as sound and
comprehensive as the theory of transport in c-Si.
However, deep understanding of the transport phenomena in µc-Si:H
9is vitally important for obtaining strong strategies for improving
cell performance. At the moment, most of this optimisation is
done by experience-supported guessing and try-and-error. But the
parameter space has way too many dimensions, so substantial hints
derived from a solid transport theory would be of much help. In
particular the mobility is a problem because it is three orders of
magnitude lower than in crystalline silicon. Less mobile
carriers, however, are more likely to recombine before they can be
extracted from the cell. Thus, improvement or at least insight
would be very interesting here.
As far as a-Si:H is concerned, Overhof and Thomas (1989) give a
very good overview of the experimental findings as well as a model
proposal to describe them at least partially. Their book was the
starting point for some ideas in my work although it was mostly
about the µc-Si:H material.
As far as µc-Si:H itself is concerned, the situation is more
difficult, see Willeke (1992) for a good review. Because µc-Si:H
is all but homogeneous, it consists of many crystallites of
different sizes and orientations, grown on an incubation zone,
mostly with amorphous regions, voids, and cracks inbetween.
Therefore, the models differ heavily. Partly they assume a more
c-Si-like nature, partly a more a-Si:H-like nature.
This work tries to shed additional light on the electronic
transport processes in PECVD-grown a-Si:H and µc-Si:H, with strong
emphasis on the latter. It focuses on transport phenomena in
equilibrium. This is why the Hall effect method was the tool of
choice.
The key questions are: Which energetic regions of the electronic
states take part in electronic transport, which transport
mechanisms are possible, which are dominating? After presenting
new measurements of the mobility, carrier concentration, and
conductivity on weakly-doped µc-Si:H material with different
doping concentrations and crystallinities, this work tries to
combine the findings to a electronic transport model for our
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layers.
Additionally, the same measurements are performed with some
samples made of thin microcrystalline silicon carbide layers
(µc-SiC). This material has some remarkable properties which make
it interesting as a doped layer for the window contact in the
solar cell. However, transport is as little understood as for
µc-Si:H.
11
C h a p t e r 2
F u n d a m e n t a l s
We start with an explanation of the morphology of the µc-Si:H
samples examined in this work. Since it is a highly disordered
and inhomogeneous material, we must expect that this affects
transport heavily. In particular, there are deviations from the
perfect single crystall on various length scales. This fact will
resurface in the transport model presented later.
This chapter also mentions basic influences of the morphology on
electrical properties, expecially the density of states and
transport properties, as it is known so far. In this context,
some information about the SiC material system is also included.
Finally, some basic theoretical background about the Hall effect
and mobility measurements is explained.
2 . 1 S t r u c t u r a l p r o p e r t i e s o f o u r µc - S i : H
l a y e r s
Unfortunately, the definition of ``microcrystalline'' has changed
since the first so-called layers were produced. Today,
``µc-Si:H'' refers to silicon layers consisting of crystal grains
12 Fundamentals
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Figure 2.1: Schematic cross section of µc-Si:H for various
crystallinities. The crystallinity decreases from left to right
from nearly 100% to 0%. (Drawn by Houben, 1998.)
with diameters up to a few microns, and possibly voids and
amorphous regions inbetween. Material with larger grains is
called polycrystalline. In the other direction, agglomerations of
very small grains of a few nanometres are called nanocrystalline.
Even a-Si:H must be divided further. The a-Si:H between the
microcrystalline regions is different from that in pure a-Si:H
layers and is often referred to as ``edge material'' (Pan and
Biswas, 2002) or ``protocrystalline'' (Koval et al., 2001). Both
is supposed to express that this a-Si:H has some sort of
middle-range order in contrast to real a-Si:H.
Figure 2.1 gives an overview of the structural properties of our
µc-Si:H layers. It is not a realistic cross section but an
illustration of different crystallinities. From the left to the
right, you can see a gradient of the crystallinity from almost
100% to almost pure amorphous material.
Samples in this work cover the right two-third of the picture.
The best solar cells are grown with material which is
approximately in the middle (Vetterl et al., 2000). Depending on
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the growth parameters, the crystallinity can indeed be varied over
this complete range. Most notably by increasing the silane
concentration in the PECVD gas phase (Vetterl, 2001), one shifts
the composition towards the amorphous material. Please note that
the ``stationary growth'' is not drawn in correct scale. In
reality, it is by a factor of 10--20 higher.
Nevertheless, you can see the basic features of the material.
Please have a look at the left hand side of the picture:
Crystalline growth starts at the bottom very close to the
substrate at nucleation centres. From there, it proceeds conical
through the so-called incubation zone, with some voids and a-Si:H
inbetween. Then, the cones touch each other and switch to
columnar growth with diameters of 100--200nm.
The columns themselves consist of many crystallites with diameters
of 4--20nm, separated by grain boundaries (Houben et al., 1998).
Additionally, the whole structure contains stacking faults.
Between the columns, there are narrow voids and (amorphous) edge
material. Especially the most crystalline material is rather
porous in these gaps (Tzolov et al., 1997).
If the amorphous fraction is enlarged, e.g. by increasing the
silane concentration during growth, we move to the right of the
picture. The columns become narrower, and coherent crystalline
regions become smaller. In fact, the crystalline domain becomes
more and more coarse-meshed. Finally, on the right hand side,
there is only amorphous edge material left, with negligible
crystallites embedded.
2 . 2 T h e d e n s i t y o f s t a t e s
The density of states (DOS) gives very valuable information about
the electronic structure of a given material. Obviously, this is
especially useful for the understanding of electronic transport.
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In the following, we will focus on the situation for n-type
doping, electrons, and the conduction band. The case of p-type
doping, holes, and the valence band is analogous and will only be
mentioned if there is some sort of overlap.
In perfect c-Si, the situation is quite simple: The conduction
band lies above EC, filled with extended states which cover the
whole crystall, below this lies the bandgap with a width of 1.2eV.
The bandgap has no states at all (except for donors and acceptors,
if doping is present), while band has a DOS which increases with
pE   EC if going deeper into the band.
At finite temperature, the Fermi energy EF is exactly in the
middle of the gap. If the crystall is n-doped, donor states are
some 100meV below EC, and EF is shortly above the donors (if the
temperature is not too high). Some donor electrons jump into the
conduction band, thus increasing conductivity by increasing the
carrier density.
2 . 2 . 1 a - S i : H
In a-Si:H, the situation is more complicated. The massive
disorder has a deep impact on the density of states, however, in
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Figure 2.2: Schematic density of states for n-doped a-Si:H.
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principle, the picture for c-Si is still valid: There is the
conduction band with a high density of states, and a bandgap of
1.8eV.
The bandgap, though, is not a real forbidden gap. Instead,
optical absorption experiments show states just below EC with the
density  e(EC E)=EU . They form the
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on the preceding page. (EU is the so-called Urbach energy, a
measure for the width of the tail, and it is in the vicinity of
50meV for a-Si:H, see e.g. Wehrspohn et al., 1999.)
These states are a direct result of the missing long-range order
in a-Si:H. Zachariasen (1932) was the first to develop a
``continuous random network'' (CRN), which is a simple model for
such amorphous structures. Following the ideas of Anderson
(1958), one can show that this disorder makes these states totally
localised (Mott and Davis, 1971; Overhof and Thomas, 1989) at
T = 0. Consequently, transport in the band tail is possible only
by hopping or tunnelling.
Moreover, Phillips (1979) showed that a sufficiently large CRN
needs intrinsic defects to relax, e.g. by incorporating point
defects. In a-Si:H, such defects are present in form of dangling
bonds of silicon atoms. Most of them can be saturated by hydrogen
in the PECVD gas phase, however, there still are many defects near
midgap in the material, see again fig. 2.2 on the facing page.
2 . 2 . 2 µc - S i : H
As optical absorption measurements suggest (see fig. 2.3 on the
next page), µc-Si:H has features of both c-Si and a-Si:H. Its
spectrum more resembles c-Si, and the gap is of a very similar
size (1.2eV), however, the soft slope is an indication for a band
tail situation similar to a-Si:H.
And indeed, according to e.g. Finger et al. (2000); Dylla (2004);
16 Fundamentals
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Figure 2.3: Comparison of the optical absorption coefficients for
the three variants of silicon. You can clearly see that in
µc-Si:H and even more in a-Si:H, there is absorption that
``softens'' the sharp band edge. (Carius et al., 1997)
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Figure 2.4: Schematic density of states for n-doped µc-Si:H
according to Finger et al. (2000).
Lips et al. (2002), the DOS of µc-Si:H also has band tails and
deep defects. Fig. 2.4 shows the upper half of the mobility gap,
the tail, and the extended states in the conduction band for
n-type doped µc-Si:H. You can also see the position of the donor
states. Keep in mind that the donor states may be almost
completely empty in contrast to the typical situation in c-Si at
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low temperatures, because the band tail and defect states in the
mobility gap push the Fermi energy below the donor energy.
Therefore, µc-Si:H is quite similar to a-Si:H. Apparently the
many stacking faults and rather small crystallines add enough
disorder to the system that its DOS shares almost all properties
with a-Si:H. This relationship will be further developed in the
next section.
2 . 3 E l e c t r o n i c t r a n s p o r t i n a - S i : H a n d
µc - S i : H
2 . 3 . 1 G e n e r a l c o n s i d e r a t i o n s a n d t h e
s i t u a t i o n i n c - S i
Let us start with a recapitulation the most important definitions
and facts concerning electronic transport. In the classical Drude
model, the force equation for the motion of the charge carrier e
is
m_vd +
mvd
hmi
= eF: (2.1)
Here, m is the effective mass of the charge carrier in the
crystall lattice, vd is the drift velocity, F is the applied
electrical field, and hmi is the average momentum relaxation time.
It represents the frictional force which the carrier experiences
during travelling through the sample. The smaller hmi is, the
more friction we have.
In the steady state, _vd = 0, which leads to the definition of the
mobility :
vd = F; (2.2)
 =
e
m hmi: (2.3)
This is the microscopic description of the mobility.
Unfortunately, hmi cannot be measured directly in DC measurements.
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But equation (2.3) shows that the mobility indicates how easily
the charge carriers can drift through the sample.
The conductivity  is defined by
j = F
with j being the electrical current density. In terms of the
carrier density n and the mobility, it is (for a single type of
charge carriers)
 = en:
This is a simple formula, yet very important throughout this work.
As already said, the momentum relaxation time hmi is not
accessible. So strictly speaking, we simply cannot determine  as
defined by eq. (2.3). Instead, the Hall effect is used in this
work, which yields the mobility in the form
H  RH
where RH is the so-called Hall factor. Although it will be
explained in detail in the next section, it can be already said
that RH contains the velocity of the carriers, and it uses
eq. (2.2) to determine the mobility. However, this makes  a
measurement quantity, and it is not guaranteed to be the same .
Thus, it is called the
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determined in so-called time-of-flight experiments is defined by
D =
L=t
F
;
with t being the time that is takes for the carriers to drift in
an externally applied electrical field F through the sample
length L.
Fortunately, it can be estimated that all these mobilities are of
the same order of magnitude.
However, another limitation of determination of the mobility must
be kept in mind: The measured mobilities are just averages over
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acoustical phonons, optical phonons above TD, neutral
impurities
  T 3=2
optical phonons below TD d=dT = 0
charged impurities   T+3=2
Table 2.1: Scattering processes for the electronic transport in
c-Si and their effect on the temperture-dependence of the
mobility. TD denotes the Debye temperature.
log
logT
T3=2
T 3=2
Figure 2.5: Schematic temperature dependence of mobility in c-Si.
the whole sample structure, which is very significant for the
highly inhomogeneous samples in this work. All regions in the
sample which contribute significantly to transport affect the
resulting mobility.
M o b i l i t y i n c - S i
For a theoretical microscopic estimation of hmi using the
Boltzmann equation in the relaxation time approximation, see
Seeger, 1985. I just want to point out one result of such a
derivation: The cause for hmi, or in other words, the limiting
factor for mobility in electrical transport, is scattering of
various kinds, see table 2.1. The table also shows the
temperature-dependence of the mobility to expect from the
respective kind of disturbance.
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Figure 2.6: Schematic view of the planar Hall effect.
In cases for which there is more than one frictional force in
eq. (2.1), they sum up. This means that two scattering processes
must be added according to  1 = 1 1 + 2 1 (Matthiessen's Rule).
Typically, one process dominates the sum and is the limiting
factor for the mobility.
This yields a plot for  which schematically looks like fig. 2.5
on the preceding page for c-Si. When going to lower temperatures,
the mobility first increases due to less scattering by phonons,
and then decreases again due to more scattering by ionised
impurities. For typical silicon samples, the maximum is at 200K
approximately (Fistul, 1969). Typical best values for  in c-Si
are 1000cm2=Vs (Campbell, 2003).
As far as the dependence of the mobility on the doping
concentration n is concerned, the above mentioned scattering
processes lead to a low mobility for a high concentration of
impurities due to the increased scattering. (See also fig. 2.11
on page 31.) This is interesting to note because in many
disordered systems and in particular in those of this work, it is
the other way round, apparently because other mobility-limiting
effects dominate the n-dependence.
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2 . 3 . 2 H a l l e f f e c t
The Hall effect is a very popular examination method because it
allows an insight into two important electrical properties of the
given material, namely the charge carrier density n and their
mobility . Practically, also the conductivity  is part of the
result because it must be determined for the calculation of n.
The experimental setup is as follows (other configurations are
possible, too), see fig. 2.6 on the facing page: The material
that is to be examined is brought into a flat sample form of
thickness d, width w and length l. It has four contacts, namely
two base contacts and two side or ``Hall'' contacts. The sample
is penetrated by two fields, an electrical field ~F caused by an
external base voltage UB, and a magnetic field ~B perpendicular to
the surface of the sample.
Hall (1879) was the first to discover that this setup causes a
side voltage in the Hall contacts. From a phenomenological point
of view, the so-called Hall voltage UH in the side contacts can be
written as
UH = RH
I B
d
:
RH is the so-called
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unknown quantities.
In the simplest case, one can calculate the effect microscopically
by adding the Lorentz force to the Drude model:
q

~vd = q
 
~F + ~vd  ~B

() ~vd = 
 
~F + ~vd  ~B

With ~B = (0;0;Bz) and ~F = (Fx;0;0), it yields
vxd = Fx

1 + 2Bz
2

 Fx ;
v
y
d = 
 
Fy   vxdBz

= Fy   2FxBz ;
vzd = 0:
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The term 2Bz2 represents a second-order effect, the
magnetoresistance. We can safely assume 2Bz2  1 for all samples
and magnetic flux densities in this work. In fact, the upper
limit is 2  10 4.
In the steady state, v
y
d = 0, which leads to Fy = FxBz, or in other
words,
UH =   wFxBz = vxd  wBz:
This is an important intermediate result: The Hall voltage is
proportional to the
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Most textbooks, however, write
UH = RH
I B
d
; RH =
rH
nq
; (2.4)
which hides the proper dependences.
Unfortunately, this simple Lorentz force picture has some flaws:
1. Actually it is invalid to use  throughout the calculation;
instead, one should use m.
2. Although it works for holes as the majority carriers, too, it
breaks down if both types of carriers contribute to the Hall
effect.
3. It assumes that all carriers have the same mobility.
4. It assumes an isotropic material, otherwise some quantities
become tensors. However, this is true for the cubic lattice
of silicon as well as amorphous materials. In µc-Si:H, this
assumption may not be totally correct, because the disorder
may have a preferential direction.
5. In disordered systems like a-Si:H, there are transport
mechanisms present which cannot be described with a classical
Lorentz force deflection, see section 2.3.3 on page 27.
Let me address some of these flaws.
2.3 Electronic transport in a-Si:H and µc-Si:H 23
scattering process rH
phonons, acoustical 1.18
phonons, optical 1.1
defects, neutral 1.0
defects, ionised 1.93
Table 2.2: Scattering mechanisms and the resulting values for rH
(Seeger, 1985; Wieder, 1979).
As far as point (1.) is concerned, a thorough calculation
yields (Seeger, 1985)
RH = rH=ne; with rH = h2m i
hmi2:
rH is called
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r and is of the order of magnitude of 1.
Thus, it is rH which represents the deviation of the Hall mobility
from the general mobility, as mentioned in section 2.3.1 on
page 17.
Basically, its value depends on the dominating scattering process,
see table 2.2. However, in our investigations, we assume rH = 1
for all samples, for two simple reasons: First, the accuracy of
UH is smaller than the deviation of rH from 1 anyway; and
secondly, we are much more interested in
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carrier concentrations rather than determining absolute values.
Now for point (2). If we have significant contribution to the
Hall voltage from the minority carriers, the Hall coefficient RH
is not so simple anymore:
RH =
rH
e
p   nb2
(p + nb)2
;
with b = e=h being the ratio of the mobilities of electrons to
holes, and p, n being the carrier densities of holes and
electrons, respectively (Kasap, 2001). Figure 2.7 on the
following page visualises the resulting problem. It shows
(signed) Hall and nHall for different electron densities n. The
hole density p and b are assumed to be constant. As you can see,
only for extreme n values you get correct results with Hall
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Figure 2.7: The problem of significantly contributing minority
carriers to the Hall effect. Assumed are p = const. = 1017 cm 3 and
e=h = 3.
measurement, because only then you have real majority carriers.
Inbetween, Hall is measured as too small, and nHall even has a
singularity.
The behaviour of nHall can be exploited for finding such an
inversion point with Hall measurements. If the measured carrier
density becomes unrealisticly high, this may be the transition
from electron to hole conduction or vice versa. Note that  is
not affected by all this because both types of carriers contribute
additively to it.
By the way, such an inversion won't happen due to low doping
concentration because the background doping always outweighs the
intrinsic carrier concentration.
Finally, Harder (2000) mentions the issue of point (3). If there
are different mobilities for carriers of different energy levels,
the Hall effect yields a too low carrier density. He calculates
this for an example with two energy levels. The general case,
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however, is
RH 
R1
0 (E)
2 n(E)dER1
0 (E)n(E)dE
2 : (2.5)
Note that n(E) is the carrier density per energy interval, so it
is measured e.g. in cm 3meV 1. Let us make a rough estimate on
this by assuming
(E) = aeE;
n(E) = beE:
We integrate from zero to E^F , which means that there is a clear
cut-off at the Fermi energy (as if T = 0). This is valid because
even if there are additional occupied states above EF , they will
have a similar mobility and won't affect the overall result much.
This yields:
RH 
1
2+

e(2+)EF   1

b
n
1
+

e(+)EF   1
o2
 ( + )
2
b(2 + )
e EF
 1
n(EF )
:
Thus, only the situation at the Fermi energy counts. The position
of the lower boundary is largely insignificant.
It is, however, debatable whether the assumptions for (E) and
n(E) hold. n(E) can be derived from the density of states g(E),
while (E)  g(E) is sensible for hopping transport (Overhof and
Thomas, 1989, section 2.8).
2 . 3 . 3 T r a n s p o r t i n a - S i : H
The electrical conductivity of a-Si:H is six orders of magnitude
smaller than that for c-Si, even in case of high doping
concentration. Obviously, the missing long-range order has a
strong impact not only on the DOS but also on the transport
mechanisms.
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Figure 2.8: (T)  T in an Arrhenius plot for a-Si:H. Data taken
from Beyer and Fischer (1977).
There are three theoretically possible transport mechanisms,
depending on the temperature range and the position of the Fermi
energy:
 extended states above EC
 hopping or tunnelling between localised states in the band
tail
 variable range hopping at very low temperatures (Mott, 1968);
only electrons close to the Fermi energy find destination
states
For this work, only the first two mechanisms would be possible
candidates for transport in the amorphous regions due to the
temperature range.
As far as transport in extended states is concerned, the process
is very similar to crystalline semiconductors, thus
(T) = 0 exp

 EC   EF
kBT

with 0 = e0nC being temperature-independent. However, EF may
depend on temperature. nC is the effective DOS in the conduction
band.
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In the literature, sometimes prefactors of the form T can be seen
before the exponential term of the form exp( Ea=kBT) in (T) and
(T). Typical values for  are  1 or  2. It depends slightly on
the model and which effects have been taken into account.
Figure 2.8 on the preceding page shows Hall mobility results for
a-Si:H where the multiplication with T obviously straightened the
curve and exposed the activation energy clearly.
On the other hand, if kBT  Ea, these prefactors can be safely
ignored anyway. (See also sec. 4.1 on page 53 for how this is
handled in
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t
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h
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s work.)
As far as transport in a band at energy EL of localised states is
concerned, Overhof and Thomas (1989) deduces
(T) = 0 exp

 EL + E   EF
kBT

:
Here, E is of the order of the width of the band.
H a l l s i g n r e v e r s a l
Amorphous Silicon shows a peculiar effect known as ``Hall sign
reversal''. When measuring the mobility and carrier concentration
with the Hall effect, the sign of the Hall voltage is the opposite
to the one expected from the doping of the sample. This is,
p-type doped samples generate a negative Hall voltage and vice
versa. Curiously enough, other experiments like thermoelectric
power or field effect do not exhibit any inversion.
It is still unclear what is the root cause of this anomaly. So
far, only theories for hopping transport exist, and even they
could not be backed with specific experimental data yet.
Grünewald et al. (1981) confirms earlier calculations by Holstein
and Friedman (1968); Emin (1977) that small polarons can cause a
Hall sign reversal if their hopping is dominated by odd-membered
rings, and add the observation that in an orbital situation
plausible for a-Si:H, also even-membered rings can contribute to a
sign reversal.
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Since then, the method has been applied to other systems, too
(e.g. high-temperature superconductors), however, experimental
results which would confirm or disprove this theory is yet
missing.
2 . 3 . 4 T r a n s p o r t i n µc - S i : H
Microcrystalline silicon µc-Si:H generally is a mixture of
amorphous and microcrystalline regions. Since the mobility is
much higher in the crystalline phase, it is sensible to assume
that electrical transport will take place mostly there. In other
words, the electrical current strongly prefers a way through
crystallites.
An important means for the theoretical examination of such
disordered systems is the percolation theory. For example, it can
be shown (Broadbent and Hammersley, 1957) that 15% of conductive
material, randomly embedded in insulating material, is the
so-called
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conductive material becomes probable and conduction starts to take
place.
In real materials such as µc-Si:H/a-Si:H, this percolation
threshold is observed, however, the growth conditions are not
random. Instead, they could favour very coarse structures that
keep up a continuous path even at little crystalline volume
fraction, or the crystalline parts form clusters making tramsport
more difficult. Hitherto, it is not clear how the µc-Si:H is
embedded into the amorphous matrix at very low crystallinities.
Microcrystalline silicon exhibits a normal Hall effect, however,
below the percolation threshold, one expects the Hall sign
reversal due to the strong influence of a-Si:H on the electrical
transport. So far, there is no rigorous evidence for this,
though.
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log
1=T
Figure 2.9: Schematic (T) for µc-Si:H.
This work focuses (albeit not exclusively) on µc-Si:H with high
crystallinity because it leads to the best material for solar
cells. For such samples, fig. 2.9 gives an impression how the
mobility varies with temperature. Obviously, the picture differs
heavily from the c-Si case on page 19. The decreasing slope
suggests a thermal activation, however, this does not explain the
pronounced curvature.
Mobility in µc-Si:H is surprisingly low. Although doping helps,
even very high doping and high crystalline volume fraction lead to
values close to 1cm2=Vs. Since large amounts of impurities in
c-Si do not bring mobility even close to such low regions, the
limiting process in µc-Si:H highly probably is not scattering at
impurities.
Instead, potential barriers are a popular way to explain transport
in µc-Si:H. In the following section, one well-known and
successful model in this area, the Seto model, is summarised.
T h e S e t o m o d e l
Seto (1975) has proposed the following in order to explain
transport phenomena observed in doped polycrystalline silicon. It
assumes defect states (according to Baccarani and Riccò (1978)
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Figure 2.10: Seto's model for polycrystalline silicon for
different doping levels.
close to midgap) at the grain boundaries due to dangling bonds
that are filled with charge carriers of the impurity atoms. These
charge sheets build two-dimensional barriers for the transport at
the grain boundaries.
Figure 2.10 shows spacial band diagrams for one microcrystallite
grain at three doping concentrations. The vertical dashed lines
are the grain boundaries, where the deep defects are located. The
doping concentration increases from A to C. The important
quantity in the Seto model is the ratio of the number of charge
carriers provided by the impurities in the grain, and the number
of defects at its boundaries. Thus, the model compares a 3D
density with a 2D density. This leads to the following stages
(letters as in the figure):
A The deep defects can only partly filled with doping carriers
from the crystallite because ndoping  ndefects. The space
charge region extends over the whole range, however, the
carrier concentrations are small. Therefore, the bend in the
conduction band is small, leading to a low barrier for
carriers drifting at this energy. Ordinary scattering at the
grain boundary may even be dominating in this domain.
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Figure 2.11: Mobilities for different doping concentrations for
polycrystalline silicon, from Seto (1975).
When increasing the doping concentration, more and more
carriers are trapped at the grain boundaries, and the barriers
become higher and higher according to
VB(n) =
eL2
80r
n :
(L is here the mean crystallite diameter.) Hence, the
mobility decreases.
B The doping concentration is so high that the defect states are
completely filled. Now the barrier height reaches its
maximum. Consequently, the mobility has a minimum at this
carrier concentration, which Seto can back with experimental
data, see fig. 2.11.
C At even higher doping concentrations, the barriers do not grow
further anymore. Instead, the additional mobile carriers
brought into the crystallite by the impurity atoms shield the
space charge regions more and more effectively, which levels
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the barriers out. At this stage, the barrier height becomes
VB(n) =
Q2t
80r
1
n
: (2.6)
(QT is the total charge trapped.)
We've never observed a minimum in in the mobility as in fig. 2.11.
Thus, if Seto's model applies to our material at all, the traps
must be completely filled even at rather low doping
concentrations, and then, equation (2.6) is the one to be verified
by the experimental data.
2 . 4 µc - S i C
Silicon carbide SiC is a ceramic material which is chemically
inert, highly heat resistive, extremely hard (above 9 on the Mohs
scale) and -- in its pure form -- transparent for visible light.
Additionally, it has very high mobilities and a low intrinsic
carrier concentration.
Crystallographically, SiC is a much more complicated concept than
silicon because there are very many modifications. Some of them
are cubic, some hexagonal, and some rhombohedral, with many
sub-variants. Both its cubic zincblende structure and its
hexagonal wurtzite structure are examples of close sphere packing.
The layer sequence is A--B--C and A--B, respectively. However in
SiC, the period length can become much larger than 2 or 3.
Therefore, giving the crystal system together with the period
length has turned out to be a practical way to classify SiC
structures.
In this work, also some layers made of microcrystalline µc-SiC,
deposited using hot-wire chemical vapour deposition (HWCVD), were
investigated. Its microstructure is similar to µc-Si:H: There is
columnar growth, consisting of small crystallites which are
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separated from each other by grain boundaries. It is possible to
grow material of different crystallinities. In this case,
amorphous Si1 xCx fills the space between the crystalline regions.
Highly crystalline µc-SiC is very interesting as a windows layer
for our solar cell structures. Its high band gap allows for high
transparency for the incoming sunlight and an enhanced open
circuit voltage. It is relatively difficult to get controlled
n-type doping though.
In order to avoid confusion with µc-Si:H, I refer to the µc-SiC
samples concisely as ``SiC''.
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C h a p t e r 3
E x p e r i m e n t a l d e t a i l s
3 . 1 P r e p a r a t i o n o f t h e l a y e r s
3 . 1 . 1 P E C V D
The plasma-enhanced chemical vapour deposition is a very popular
method for preparing thin µc-Si:H layers. Silane gas (SiH4) as
the source gas flows though the deposition chamber. The strong
admixture of hydrogen to the gas flux leads to microcrystalline
growth. By varying the silane concentration in the hydrogen, one
can tune the crystallinity of the resulting layer over almost the
full range. The transition point to amorphous material (i.e., the
percolation threshold) is at approx. 7% silane concentration.
Best cell material is achieved for a crystallinity generated with
approx. 4%.
Moreover, the dopant source gas, PH3 for samples in this work, is
added. Its concentration is given in ppm throughout this work,
which refers to its particle concentration in the gas phase.
The source gases are decomposed in the VHF plasma and drift to the
substrate. This whole setup allows for rather low substrate
temperatures. While this is advantageous for the industrial
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excitation frequency 95MHz (VHF)
plasma power density 0.07W/cm²
substrate temperature 200
deposition pressure 40Pa
silane concentration 2%--8%
phosphor gas phase doping 0--150ppm
Table 3.1: Deposition parameters for the PECVD samples in this
work. Taken from Dylla (2004).
filament temperature 2000
substrate temperature 400
monomethylsilane concentration 0.3%--0.5%
deposition pressure 50--110Pa
Table 3.2: HWCVD deposition parameters for the SiC samples in
this work.
application, the substrate temperature also means an upper limit
for all temperature-dependent measurements in this work. For the
substrate, 0.4mm thick quartz glass was used. It had a rough
surface in order to avoid peeling after deposition.
A detailed description of the methods and devices specifically
used for our samples is given in Vetterl (2001). This work mainly
bases on samples prepared by Dylla (2004). Table 3.1 summarises
the significant deposition parameters.
3 . 1 . 2 H W C V D
The hot-wire chemical vapour deposition (HWCVD) is another popular
method for depositing thin layers on substrates. It gained
increased interest over the last years for preparing the µc-Si:H
layers in thin-film solar cell production and is even used in
large scale installations.
This work, however, investigates the electronic transport
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properties of µc-SiC prepared with HWCVD. The source gas is
monomethylsilane H3Si--CH3. In contrast to PECVD, the
decomposition of the source gases takes place close to the hot
wires rather than in a plasma.
Table 3.2 on the preceding page lists the important deposition
parameters for the samples in this work. See Klein (2003); Klein
et al. (2005, 2006) for more details about the particular method
used for the samples in this work.
3 . 2 I m p l e m e n t a t i o n o f d e f e c t s
Some µc-Si:H samples were irradiated with a high-energy electron
beam in order to generate defects in the material. These defects
form deep traps and recombination centres (e.g. dangling bonds)
for the electrons, thus reducing the density of free carriers and
lowering the Fermi energy. On the other hand, the defects can
gradually be annealed by tempering at different temperatures.
This way, it is possible to examine
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different effective doping levels.
The advantage of this procedure is that structural variations can
be excluded. Normally, it is necessary to produce one sample for
each doping concentration. Unfortunately, slight unintentional
variations in the process parameters or substrate properties lead
to variations of the final properties of the sample. These
variations can be close to the experimentally expected
differences.
Therefore, it is very practical to be able to tune just the doping
level, leaving everything else untouched.
For irradiating the samples, they were cooled to nitrogen
temperature and exposed to a beam of 2MeV electrons. The integral
dose deposited in the sample was 3  1017 to 3  1018 cm 2. The
penetration depth is very large in comparison to the sample
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thickness, so that the traps are generated homogenously in the
complete layer. See Astakhov et al. (2006) for more experimental
details.
3 . 3 R a m a n m e a s u r e m e n t s
For determining the crystallinity of a given sample, i.e. the
ratio of the real microcrystalline volume fraction to the whole
volume, Raman scattering techniques were used. Although the
silane concentration in the gas phase (see sec. 3.1.1 on page 34)
gives a rough a priori estimate of the crystallinity, it is much
better to examine the Raman spectra because it depends directly on
the structural properties of the sample. Besides, it has been
observed that even samples in the same PECVD run show different
crystallinities.
It must be noted, however, that even the Raman crystallinity must
be considered ``semi-quantitative'' because it has not been
calibrated perfectly yet. There is no method yet that provides
with really accurate values for the crystallinity.
For this work, the crystallinities were determined by Raman
scattering measurements at 647nm excitation. The crystalline
volume fraction was calculated according to (Houben et al., 1998):
RS =
I520
I520 + I480
:
Here, Ix denotes the Raman intensity at the Stokes shift x
in cm 1.
3 . 4 P r e p a r a t i o n o f t h e H a l l s a m p l e s
The plain layers, grown on rough quartz glass, must be patterned
in order to have samples suitable for Hall measurements. This
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Figure 3.1: Noise at 300K.
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Figure 3.2: Noise at 100K.
includes both the structuring of the Hall bar and the applying of
metallic contacts.
Before describing the concrete steps for preparing the Hall
samples, a short discussion of noise and noise sources in our
samples shows why it is so important that the preparation of the
samples is done with special carefulness.
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3 . 4 . 1 O f f s e t v o l t a g e , n o i s e , a n d a l i g n m e n t
Assumed that the material is sufficiently homogeneous, any
displacement of the contacts may slant the electric field in the
sample, thus leading to an offset voltage contribution UoffsH to
the side contact voltage. Because UoffsH / U0 (U0 is base
voltage), the noise in UH that is caused by noise in U0 is
proportional to UoffsH .
In other words, the noise level N (as a voltage) for the
measurement quantity UH is
N(UH) =
UoffsH
U0
N(U0) + :::
Additionally, we have to expect further contributions to noise.
They can be divided into two groups: Those that are proportional
to the current through the side contacts (e.g. shot noise and 1=f
contact noise) NI and those that are not (e.g. thermal noise and
external noise sources) NT . The important difference is that the
first group is proportional to UoffsH :
N(UH) =
UoffsH
U0
N(U0) + NI + NT
=
UoffsH
U0
N(U0) + nIU
offs
H + NT : (3.1)
Now let's have a look at two noise spectra, one at 300K
(figure 3.1) and one at 100K (figure 3.2). The 300K spectrum
shows 1=f noise (also called pink noise) up to 15Hz, above this
frequency it vanishes in some other noise source without clear
frequency characteristics. In the 100K spectrum, there is white
noise over the whole frequency range.
Noise in our Hall samples surely needs more investigation for
proper conclusions (especially its dependence on offset voltage,
power supply, and surface moisture), however, one can give some
simple facts nevertheless:
The dominating noise at room temperature is 1=f noise, which
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vanishes at lower temperatures. The most probable cause for this
is contact noise due to imperfect contacts (Bell, 1980).
According to e.g. Aiken (1995), it decreases with decreasing
current, which may be the reason for its vanishing at low
temperatures (where resistance becomes higher).
The cause for the white noise at all temperatures remains unclear
though. It may be thermal noise which indeed is frequency
independent, or noise generated by the measurement devices, or
both. Because we observed much less pertubated signals at low
base voltages, the noise is apparently current dependent.
According to eq. (3.1), this suggests that thermal noise plays
only a minor role.
Instead, noise components which scale with the offset voltage
UoffsH seem to be the most important ones (besides contact noise).
Thus, one must try to keep the offset voltage as small as
possible. There are two root causes for big offsets: Material
inhomogeneity and contact misalignment. While inhomogeneity can
only be addressed by proper layer growth and avoidance of ``rim
pieces'', best contact alignment is achieved by photo-lithography,
as explained in the next section.
3 . 4 . 2 C l e a n r o o m p r e p a r a t i o n a n d R I E e t c h i n g
The starting point for preparing the Hall samples was the layer
grown on its rough quartz substrate. Making the sample is a
two-step process: First, one has to create the Hall bar itself;
then, one has to put metallic contacts on it.
For both steps, the photo-lithographic mask ``Hall 2004'' was
used, see figure 3.3 on the facing page. It contains four pattern
types A--D (see also table 3.3 on the next page) with Hall bar and
contact patterns. Moreover, in order to allow for perfect
alignment, it has alignment markers with a structure size of 10µm.
We used type B for the SiC samples, and type C for the µc-Si
samples. In rare cases, when the quartz platelet or the area
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A B C D
Figure 3.3: The ``Hall 2004'' lithography mask. Scaling is 2:1.
See also table 3.3 for exact dimensions.
length width contact width contact gap
A 6 1.9 1 1.4
B 6 3 1 1
C 6 1.9 0.5
D 2.5 1.5 0.5 0.5
Table 3.3: Dimensions of the four structure types on the ``Hall
2004'' lithography mask. All lengths are in mm.
covered with silicon was too small for type C, we used type D
instead. The photoresist layer had a thickness of 1.4µm,
patterned in a positive process (for both Hall bar and contacts)
with UV-light.
For the etching of the Hall bar, we used reactive ion etching
(RIE). The actual process parameters are highly
apparatus-dependent, however, the main ingredient was SF6 (20ml
gas flow) and the electrode voltage was 100V. The resulting
etching times can be found for some samples in figure 3.4. It was
very difficult to ensure that the photoresist was not injured
during RIE etching. Eventually we etched very carefully in
one-minute intervals, allowing the sample (and the resist) to cool
down inbetween. Some µc-Si Hall bars, though, lost part of their
initial thickness.
Figure 3.5 on the following page shows the double exposures
necessary for creating the contacts of the samples.
Unfortunately, the mask was not directly suitable for most of the
samples because they are too narrow ( 4mm) for the side contact
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Figure 3.4: Etching rates in RIE.
1cm
Figure 3.5: Structuring the samples. On the left, the
double-exposure in the photo-lothographic step; on the right, the
final structure on the quartz platelet. Scaling is 2:1.
pads. Therefore, the contacts were exposured twice on the sample,
which worked reasonably well. Of course, we couldn't use the
alignment markers in this case, however, the edges of the
structure were a good substitude under the microscope of the mask
aligner.
3 . 5 H a l l s e t u p
3 . 5 . 1 S a m p l e g e o m e t r y a n d c i r c u i t d i a g r a m
Most samples of this work have the classical hall bar geometry
with one pair of side contacts as shown in figure 3.6 (type C with
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U0I
UH(t)
guarded
bufferB
B
B
Figure 3.6: Standard sample wiring and schematic circuit diagram.
double exposure, see figures 3.3 on page 41 and 3.5). We attached
the sample with silver fluid to the cold finger of the cryostat.
For contacting the pads, we used thin gold wires attached to the
pads with silver fluid.
It is vitally important that no silver liquid is poured on the
silicon surface because even tiny silver dots lead to heavy
electrical noise in the voltage measurements. This is probably
the result of contact noise caused by electrical current flowing
from the silicon into the dot and back again.
Figure 3.6 shows the wiring in a schematic diagram. The base
voltage U0 is applied by the source in an electrometer which also
measures the resulting current I flowing through the sample. At
the same time, a magnetic field crosses the sample perpendicularly
to the surface as well as to the current. Due to the Hall effect,
this leads to a side contact voltage UH + U
offs
H that is measured by
another DMM.
Because some of our samples have a very high resistance (up to
some T
), we had to watch out for leak currents. Therefore, two
electrometers serve as buffer amplifiers (``B'' in the diagram,
also known as ``voltage followers'') with a very high input
resistance. They assure that almost no current gets lost through
the side contacts. For keeping out external noise, their
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PS PSSC C
~B
CF
Figure 3.7: The sample holder in the cryostat and the magnet
configuration. C: magnet coil; CF: cold finger sample holder; PS:
pole shoe; S: sample.
connections to the sample are triax cables with guards.
3 . 5 . 2 C r y o s t a t a n d m a g n e t
The sample was glued with liquid silver to the sample holder of a
cold finger cryostat. We used the cryostat in a temperature range
from 80K to 430K. The temperature was controlled by heating with
an Oxford Instruments ITC4 temperature controller, while nitrogen
flowed steadily through the cold finger.
The magnetic field was generated by a two-coils magnet which can
produce a flux density of 1.88T through a cross section of
approximately 11cm². Two pole shoes conduct the field very
close to the sample (distance < 1cm) so that the field is
homogeneous in the silicon layer. See fig. 3.7 for a cross
section of the arrangement.
3.5 Hall setup 45
3 . 5 . 3 M e a s u r e m e n t m o d e a n d n o i s e s u p p r e s s i o n
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: If I write about the Hall voltage, I call
it UH, however, if I mean the actual voltage that I
measure at the side contacts, I call it UH(t). UH(t) is
time-dependent over the measurement, and it contains
noise, offset voltage, and the alternation of the magnetic
flux. In other words, UH(t) is the measurement quantity,
whereas UH is the calculated result.
The general measurement strategy is as follows: The electrical
base current through the layer is constant, i.e. a constant
voltage (normally 100V or 20V) is applied to the base contacts of
the sample. Then, the magnetic field is modulated in order to get
a rectangular curve for the magnetic flux B:
B(t) =
8<:  B0 if  
T
2 < t < 0
+B0 if 0 < t <
T
2
9=;; periodically
continued.
Here, T is the period of the modulation, also called one cycle.
Because UH / B, our measurement quantity UH(t) is of the same
form:
I
t
B
UH(t)
=)
cycle (= T)
half-cycles
2UH
In order to get the real value of UH, we have to add all UH(t) of
even half-cycles and substract all UH(t) of odd half-cycles
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(counting starts at 1). The result is divided by the number of
half-cycles and yields the averaged UH. Obviously, it is free of
any constant offset, and even free of any trend as long as it is
linear.
Although this is the perfect way to calculate UH out of UH(t), it
is helpful to look at what we do here exactly. Because UH(t)
contains not only the Hall effect but also noise and other
unfavourable components, it is good to know what our calculation
does with this garbage.
Mathematically, the above explained sum can be expressed by
UH =
1
T
Z tmax
0
UH(t)R(t)dt (3.2)
Here, R(t) is the rectangular function with the same curve as
B(t), but alternating between  1 and +1. With ! = 2T , it can be
written as
R(t) =
4


sin!t +
sin3!t
3
+
sin5!t
5
+ :::

=
4

1X
i=1
sin(2i   1)!t
2i   1 : (3.3)
Eq. (3.2) and (3.3) yield
UH =
4
T
Z tmax
0
UH(t)
1X
i=1
sin(2i   1)!t
2i   1 dt
=
4
T
1X
i=1
1
2i   1
Z tmax
0
UH(t)sin(2i   1)!tdt:
Apparently, we construct UH as a sum of periodic components of
UH(t) with some sort of Fourier transform, much like it is done by
a lock-in amplifier. However, the only frequency components of
UH(t) that contribute are the main signal with the frequency !,
and all odd harmonics (2i   1)!, albeit with decreasing amplitude.
There's one important difference to the lock-in technique: There,
one measures

o

n

e cycle, which is periodically continued to
infinity. This allows for creating a Fourier series of the
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Figure 3.8: Signal filtering for different numbers of cycles.
signal. The coefficient of the reference frequency ! is then used
as the output. Effectively, this is a narrow band pass filter.
However, we average over a great but

f
	
i

n
	
i
 
t

e number of cycles.
It's interesting to see how this affects signal filtering, or, in
other words, noise suppression. Fig. 3.8 shows the filter
spectrum for 1, 10, and 1000 cycles. It's the visualisation of
the integral
1
tmax
Z tmax
0
sin!tsin
tdt:
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with tmax = number of cycles  2. 
 is the on-frequency of a test
signal. The whole thing must be adapted to our rectangular
signal, though. So let's go back to fig. 3.8: You can clearly
see that only the base frequency ! and its odd harmonics survive.
This is not new and a good thing, because the perfect measurement
signal is also a rectangular curve, so it contains the same
frequencies. Additionally, in the case of few cycles, there are
frequency bands around (2i   1)!. The fewer cycles, the broader
these bands. In the infinite-cycles limit we get the ideal
spectrum of a rectangular reference signal.
Thus, all noise which is far away from these frequency bands is
efficiently suppressed. Unfortunately, there can still be enough
garbage sitting on (2i   1)!. The integral amount of noise getting
through decreases with 1=
p
cycles (Boegli, 2006), much like the
standard deviation of the mean value.
3 . 5 . 4 A n a l y s i s p r o g r a m
Many Hall measurements were very difficult, mostly due to the high
resistance of the sample. This causes a high RC value, and thus a
long time for UH(t) to stabilise. Hence one has to measure with a
long cycle period. In principle, a longer measurement should
compensate for this, however, there is some noise in this
frequency range, most notably the temperature oscillations of the
temperature controller. This makes cycle periods longer than 30s
problematic.
But generally speaking, all Hall experiments with such small
mobilities are difficult to evaluate because the signal very often
is not much greater than the noise. Although the measurement mode
as described in 3.5.3 on page 45 limits the noise to some
frequency bands, there's still enough of it.
In order to cope with that, we wrote a sophisticated analysis
program. It's main purpose is to control the whole measurement
with almost all involved devices and to achieve a high level of
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automation. It's second purpose is to calculate the resulting
conductivity, carrier concentration, and mobility. It's third
purpose is to provide information that helps to decide whether the
given measurement was significant or not, or to narrow the
measurement to the significant parts (i.e., those that were less
affected by noise).
Especially the third point turned out to be very important, yet
rather difficult to implement. Therefore, I explain it in detail
in the next section.
D e t e r m i n i n g t h e s i g n i f i c a n c e
During each half-cycle, the program collects a certain number of
voltage values with a well-defined time interval inbetween.
Typically, we collected 500 values, one every 10ms. After the
finished measurement, all values of one half-cycle are averaged,
which yields the voltage value of that half-cycle. The rest of
the calculation works as described in section 3.5.3 on page 45.
Additionally, in order to cope with the inductive disturbance
caused by the switching off the magnet, one can cut away the first
part of each half-cycle (i.e., exclude it from the calculation).
The
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y value ranges from 0 (include everything) to 1
(exclude everything; not useful of course).
Now for determining the significance of a measurement. There are
two tools for this: The so-called
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e
	
s
	
s of every half-cycle and
the measurement as a whole, and the dependence of the Hall voltage
from the cut-away value.
In fig. 3.9 on the next page, you can see the badness for every
half-cycle of a typical measurement. The x axis is the half-cycle
number. The badness can roughly be considered a noise-to-signal
ratio, i.e., a value below 1 denotes a significant measurement.
In this example, the badness of each half-cycle ranges between 0.2
and 5, with an overall badness of 0.8 as can be seen on the top
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Figure 3.9: Badness curve for all half-cycles of a measurement.
On the bottom, there is the ``cut-away'' (``Wegschneiden'')
control, which is set to shortly below 0.5.
left (``mittlere Schlechtheit''). Single half-cycles or sections
of half-cycles with too high badness values (e.g. due to temporary
disturbance of the apparatus) can be excluded from the
calculation.
It is important to note that the overall badness is just a mean
value. It can be compared to the standard deviation of the single
value. However, for evaluating the resulting Hall voltage, it
must be divided by
p
half-cycles, in accordance with stochastic
theory. Thus, for a measurement with say 1000 cycles, badnesses
between 30 and 40 are still acceptable.
How is the badness of a half-cycle determined? It consists of
three components that are simply added up:
1. The

n
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o
	
i
	
s

e, which is is standard deviation of the mean voltage
of the half-cycle;
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Figure 3.10: Badness (``Schlechtheitsüberblick'') and Hall
voltage (``Hallspannung'') for different half-cycle fractions
(from 0 to 1). The window width is approx. 1.5s.
2. the
	
i

n

n

e

r
 
t

r

e

n

d, which is the difference of the mean voltage
of the half-cycle and the mean voltage of only the first half
of it;
3. the
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d, which is the difference of the mean voltage
of the half-cycle and the interpolated value between its
neighbour half-cycles.
While badness is a quite handy tool, its interpretation needs
experience that we didn't have at first. Therefore, we wanted to
have additional evaluation. Fig. 3.10 shows the second very
helpful tool for this. It is overall badness (top) and Hall
voltage (bottom) plotted versus the cut-away value, averaged over
all (included) half-cycles. You can clearly see the effect of the
switched magnet in the first phase of the half-cycle (< 0.24).
Consequently, this should be cut away. After that, the Hall
voltage converges slowly and steadily to a final value, however,
it doesn't reach it completely. Thus, the time width of the
half-cycles must be increased in order to make a proper
measurement.
On the other hand, if the measurement fails, the Hall voltage
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oscillates with an amplitude that is equal or greater than its
mean value, which destroys any significance.
There is even a third tool, which was used only a posteriori.
During the final evaluation of all measurements, each measurement
was splitted up into three parts, each of which was averaged
separately. Thus, each measurement was artificially made into
three. This allows for the calculation of a standard deviation.
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C h a p t e r 4
H a l l m e a s u r e m e n t s
4 . 1 A b o u t t h e A r r h e n i u s p l o t s
An Arrhenius plot shows the logarithm of a physical quantity vs.
the reciprocal temperature. The expected picture in such a
diagram is a linear curve if you assume that the physical quantity
is thermally activated by a single activation energy Ea:
(T) = 0 exp( Ea=kT)
() log((T)) = log(0)   Ea=kT
; log((T 1)) = log(0)   Ea=k  T 1 (4.1)
The last line (4.1) shows that log((T 1)) vs. T 1 creates a
linear curve with the slope of  Ea=k.
If the curve is non-linear but one still assumes a thermally
activated quantity, then Ea is temperature-dependent. This was
almost always more or less the case for our results. Usually, a
parabolic fit was used for the data points, which worked very well
for most measurements. It also means that the dependence Ea(T 1)
is nearly linear.
However, Ea always can be an
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e quantity. In fact, this
will be assumed in the next chapter for our results. In this
case, Ea and Ea(T) still contain valuable information, especially
54 Hall measurements
silane concentration
dop. 2% 4% 5% 6% 7% 8%
0ppm 01B375
33%
1ppm 01B467 01B363
71%
01B357 01B399
33%
01B361 01B466
0%
5ppm 01B390
84%
01B364 01B391 01B468
10ppm 01B415
83%
01B402
74%
01B410
38%
01B413
22%
01B472
Table 4.1: Summary of the µc-Si samples. The grey boxes contain
those samples which were measured in this work, together with
their respective Raman crystallinity.
because they can be extracted directly and accurately from the
results. However, they can only be used in purely
phenomenological theories. Therefore, they will be substituted by
better quantities in the next chapter.
Moreover, (T) contains T 1 as a prefactor due to scattering
processes. Except for critical cases (e.g. fig. 2.8 on page 26),
this can be ignored up to room temperature, so (T)  T is not
plotted in this chapter but just (T). In the analysis of the
data, though, all fits do justice to this prefactor.
4 . 2 µc - S i m a t r i x
Table 4.1 contains all µc-Si:H samples prepared for the work
of Dylla (2004) which were available for Hall measurements.
Samples in grey boxes have been patterned and measured with Hall
effect. The idea is to have a sample
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
x, with the two
parameters being the doping concentration and the silane
concentration, in order to vary the carrier density and the
crystalline volume fraction, respectively.
Although the matrix is quite sparse, it turned out to be
sufficient for demonstrating the important dependencies. Besides,
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Figure 4.1: Conductivity vs. time for sample 01B399, while the
cryostat was being evacuated.
it can be supplemented with data from other works when it is
helpful. One must be careful with this, since other sample series
typically have other offsets in their properties, even if they
have been prepared in the same equipment.
The samples 01B363 and 01B402 have a heavily reduced and unknown
thickness, caused by a malfunctioning RIE apparatus. As shown in
section 2.3.2 on page 21, the mobility is not affected by
inaccurate thickness values, however, the values for carrier
concentration and conductivity will be too small for these
samples.
Before I begin to explain the significant plots, I'd like to
mention a preliminary experiment which is illustrated in
figure 4.1. It is the conductivity of an arbitrary chosen sample
(01B399 in this case) while evacuating the cryostat. So at zero
time, we have normal air pressure, and for t!1, we have the
maximal reachable vacuum.
Two things are worth being noticed: First, the conductivity
raises by 17% during the procedure. This means that it is vitally
important to give the sample time to get rid of any moisture on
its surface. We observed that sometimes a day was necessary to be
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Figure 4.2: Carrier concentration vs. doping concentration at
room temperature of samples with various crystallinities. The
solid line indicates a calculated upper limit further explained in
the text.
sure that the sample was stable and ready. And secondly, after
400sec strong noise appears.
Its origin remains unclear though. It may well be that the
vanished moisture has increased current in regions of the layer
where (almost) no current was possible before, and where for some
reason noise occurs. This would explain another effect, too:
Reproducibly albeit rarely, noise seems to jump back and forth
between two levels, remaining at one level for minutes or hours.
It happens especially at high voltages (> 100V). In any case,
this sort of noise is switched on (and off) suddenly rather than
gradually.
Figure 4.2 shows the dependence of carrier density on (nominal)
doping concentration at room temperature. The solid straight line
represents the case that both built-in factor and doping
efficiency are unity, and that almost all donors are ionised, so
that only the atomic density in silicon determines the carrier
density.
It shows that the samples exhibit the expected trend, namely that
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Figure 4.3: Conductivity vs. reciprocal temperature.
carrier density is proportional to gas dopant concentration.
Quantitatively, all points lie below the solid line which marks
the carrier density if the built-in coefficient is 1 and every
dopant atom generates a free carrier. The measured carrier
densities are a factor of two smaller. This shortage is similar
to results of Backhausen et al. (1997). Mostly, they can be
attributed to a built-in coefficient of about 50% .
Now for the actual Hall measurements. In figure 4.3, you can see
the conductivity of the µc-Si:H samples in an Arrhenius plot. By
and large, all curves show the same behaviour: The conductivity
decreases with decreasing temperature, and the slope is not
constant, but decreases with decreasing temperature, too. Thus,
we have not the simple case of one single activation energy.
This is the typical situation for all three electrical properties,
namely conductivity, mobility, and carrier concentration, in all
of our measurements. Only minor exceptions and variants occur, as
you will see in the next sections.
However, there is much more to see. First, the highly-doped
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Figure 4.4: Mobility vs. reciprocal temperature. All samples but
one have negative sign. The 10ppm/7% sample shows sign reversal.
samples are at the top of the diagram, as expected. Since   n,
it's their abundance of free carriers which leads to a high
conductivity. The sequence goes clearly from highly-doped to
weakly-doped. Please note the the 7% sample is so amorphous that
it is below the percolation threshold, so it exhibits sign
reversal and a positive Hall effect.
Within this doping concentration sequence, the crystallinity is
the other significant quality. Crystallinity is roughly
represented by their silane concentration here, see table 4.1 on
page 54. Apparently, the crystalline samples are more conductive
than the amorphous.
Quite intriguing is the behaviour of the amorphous samples above
the percolation limit, i.e. the 6% samples. Their conductivities
drop down above room temperature. It may well be that we see
carrier exhaustion here, so that a stagnant carrier concentration
and a decreasing mobility -- perhaps due to phonon interaction --
lead to a decreasing conductivity.
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Figure 4.5: Carrier concentration vs. reciprocal temperature.
All samples but one have negative carriers. The 10ppm/7% sample
shows sign reversal.
At first glance, a very similar situation exist for the mobility,
see figure 4.4 on the facing page. All curves are decreasing and
slightly bent. However, the sequence in diminishing mobility is
different: It is clearly ordered from high crystallinity to low
crystallinity, and within the same crystallinity, from high to low
doping concentration.
Moreover, the exhaustion above room temperature also shows up for
the 7% sample in the mobility plot. Thus, this effect can be
observed for all more amorphous samples that we've looked at. The
behaviour of the 7% sample is somewhat surprising, especially if
you also look at its curves for conductivity and carrier
concentration (see below). There, this sample has peculiar
characteristics. However, its mobility seems to be very similar
to the 6% samples, albeit with sign reversal.
Figure 4.5 shows the Arrhenius plot for the carrier concentration.
Again, the 7% sample has positive Hall sign, in contrast to all
other samples.
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Figure 4.6: Mobility vs. carrier concentration.
Not surprisingly, the doping concentration dominates the order of
the samples, that is, high doping concentration leads to many free
charge carriers. The only break of this sequence occurs at the
transition from from a very crystalline, moderately doped sample
(5ppm/2%) to a very amorphous, highly doped sample (10ppm/7%) at
room temperature. But again, the 7% sample is peculiar anyway.
Within the 10ppm group, the highly crystalline 2% sample has the
smallest carrier concentration.
Both rather amorphous 6% samples show the exhaustion effect that
we've already seen for  and . It is important to note that the
data does not suggest a

d

r

o

p for the concentration but only a
stagnation (although the fit curves show a shallow peak, you
should not take it too literally). This supports the hypothesis
that it is a carrier exhaustion effect of donator or donator-like
states.
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Figure 4.6 illustrates a very important dependency for any
transport model for this material, showing the mobility vs. the
carrier concentration. The diagram combines different series,
three which have been measured in this work, and two from previous
works.
There is some scattering in the data. Therefore, because the
variation in the deposition parameters is bigger between the
sample series than within them, it is helpful to look not only at
the whole picture, but also at the series separately.
Despite the scattering, the data shows that there is a clear trend
to higher mobilities for higher carrier concentrations. Moreover,
the plot suggests an upper limit for the mobility at about
1:5cm2=Vs. Both observations will get additional support by the
irradiated samples in section 4.3 on page 64.
Especially when examining the series separately, it seems to be
that two orders of magnitude in carrier density add one order of
magnitude to mobility. Mathematically this means   n1=2. This,
too, will be strongly backed by the irradiated samples in
section 4.3.1 on page 67.
4 . 2 . 1 A c t i v a t i o n e n e r g i e s
Figure 4.7 on the next page shows the activation energies at room
temperature for the µc-Si:H samples versus the carrier density.
The upper curve represents the activation of the mobility E

a, and
the middle curve the activation of the carrier density Ena. As you
can clearly see, both drop monotonically for higher carrier
densities.
The third curve at the bottom is the
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e of the mobility
curves in the Arrhenius plot 4.4 on page 58. Mathematically, it
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Figure 4.7: Activation energies at room temperature.
is a fit parameter. The original (T) is transformed to
f(x) = log


1000K
x

1cm
2
Vs
with x = 1000K=T, which corresponds to the curve in the Arrhenius
plot if both axes were linear. Thus, we can make a simple
(parabolic) fit:
f(x) =
c
2FxRT
x2   a
F
x + b (4.2)
with xRT =
1000K
RT being the reciprocal room temperature and
F = (1000K)  kB ln10. This yields:
Ea(T) = a  
RT
T
c (4.3)
Ea(RT) = a   c
We can even write
Ea(T !1) = a
0 = (T !1) = 10b
cm2
Vs
however, the fit is too arbitrary to make sensible values for
these quantities possible.
By the way, we used this fit in order to calculate the values for
, n, , and their activation energies at
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temperature (for 01B399).
means exactly 300K in this work. This was very important in order
to get really comparable values, even if some samples were
measured at 292K and other at 301K. Additionally, the fit
generates some sort of averaging over all measurements, even those
not at room temperature.
There is yet more to say about the curvature as a fit parameter.
We simply used c as the measure for the curvature E

a
0
in fig. 4.7.
It has the dimension of an energy. More precisely, it is the loss
in Ea between T =1 and room temperature.
Figure 4.8 makes this even clearer. It shows the dependence of
the activation energy on temperature. Please note that this plot
is highly schematic, and it is the direct result from the
parabolic fit and eq. (4.3). You can see, however, that both
activations become less pronounced at lower temperatures.
Moreover, the plot clearly illustrates that the curvature of the
density curves is significantly smaller than of the mobility
curves. Again, this is

n

o
 
t the activation energy itself (slope),
but its variation with temperature (curvature).
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05B276 06B054
thickness 5µm 1.680µm
gas-phase n-doping 15ppm 150ppm
crystallinity  70% 79%
 (as deposited) 1:1  10 3 Scm 0.30 Scm
 (irradiated) 6:0  10 7 Scm 0.0083 Scm
 (after annealing) 1:4  10 3 Scm 0.32 Scm
Table 4.2: Irradiated samples.
4 . 3 E l e c t r o n - i r r a d i a t e d s a m p l e s
Table 4.2 provides an overview of the two irradiated samples
examined in this work. 05B276 turned out to be rather tricky to
measure due to its low carrier density, thus we consider 06B054
the more significant one, without regarding the results of 05B276
being inevitably wrong.
For both samples, the conductivity as deposited (i.e. before
irradiation) is only sightly lower than the conductivity after the
last annealing step (190 for 05B276 and 160 for 06B054). This
suggests that our assumption is correct, namely that the
irradiation does not affect morphology seriously, but only the
concentration of deep defects in the material.
Figures 4.9 and 4.10 on the next page visualise the results for
05B276 as Arrhenius plots. The sample has a negative Hall sign in
all measurements. While the carrier density shows the expected
trend of a monotonic increase with each annealing step, the
mobility exhibits a somewhat odd behaviour. At room temperature,
the weakly annealed steps have higher mobilities than the final
steps. Additionally, the curves are strange in itself because the
mobility gets higher at very low temperatures for some of them.
By and large, these measurements are somewhat doubtful.
Figures 4.11 and 4.12 on page 66 show the same results for the
sample 06B054. This sample, too, always has a negative Hall sign.
4.3 Electron-irradiated samples 65
0.01
0.1
1
2.5 3 3.5 4 4.5 5 5.5 6 6.5 7

(
c
m
²
=V
s
)
1=T (1000=K)
untempered
50
80
120
160
190
Figure 4.9: Annealing steps for mobility with sample 05B276.
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Figure 4.10: Annealing steps for carrier concentration with
sample 05B276.
All curves are monotonic, and they look similar to the ones
measured for the µc-Si:H matrix, see fig. 4.4 on page 58.
Therefore, we think this is the more expressive experiment.
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Figure 4.11: Annealing steps for mobility with sample 06B054.
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Figure 4.12: Annealing steps for carrier concentration with
sample 06B054.
Not only the curves itself are monotonic, but also their inner
sequence. With every annealing step, both mobility and carrier
density increase. Moreover, you can clearly see a saturation for
both quantities between the last two annealing steps, which shows
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Figure 4.13: Annealing steps for both irradiated samples. The
fit curve is a square root function.
that the process has stabilised.
4 . 3 . 1 M o b i l i t y v s . c a r r i e r d e n s i t y
In figure 4.13, you can see the mobility versus carrier density
for both samples on a log-log plot. Obviously, the two set of
samples are rather different from each other. While 06B054
follows a straight line, which means power-law behaviour, 05B276
seems to be scattered.
The dashed fit function in the diagram is
(n) = 0:29
cm2
Vs

r
n
1018 cm 3
It is interesting to note that this fit function has no offset, so
(0) = 0. This may be a coincidence, though.
At least the last three measurements of 05B276 (the rightmost
ones) seem to obey to a similar trends as 06B054. So perhaps we
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MMS concentr. depo. pressure
04C135 0.30 50Pa
04C155 0.25 20Pa
04C262 0.30 75Pa
05C239 0.50 50Pa
05C241 0.30 100Pa
05C245 0.30 50Pa
05C247 0.30 110Pa
Table 4.3: Summary of the SiC samples measured in this work.
have to get into a specific domain with the carrier concentration
in order to see the effect that 06B054 exhibits.
4 . 4 S i C
For an overview of all SiC samples examined in this work, see
table 4.3. Unfortunately, there still is no reliable method to
get an estimate for the crystallinity of such samples.
Now for the three Arrhenius plots already shown for the µc-Si:H
samples. First, figure 4.14 on the facing page visualises the
conductivity. It is quite impressive that it ranges over seven
order of magnitude.
This plot shows how the different process parameters affect the
sample properties: Obviously, both high deposition pressure and
high MMS (monomethylsilane) concentration lead to high
conductivity, with the MMS concentration having the weaker
influence.
Remember that conductivity is the product of mobility and carrier
density. Fig. 4.15 on page 70 and fig. 4.16 show what is the
cause of that huge variation in conductivity: It is first and
foremost the carrier density, which covers six orders of
magnitude. By contrast, the mobility contributes with just
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Figure 4.14: Conductivity vs. reciprocal temperature for the SiC
samples.
slightly more than one order of magnitude to the conductivity.
This is quite intriguing because a priori the origin of these free
carriers is unclear. According to Klein et al. (2006) in which
the very same samples are described, there are no increased
quantities of the typical n-dopants oxygen and nitrogen in the
samples, and no intentional doping took place during sample
preparation.
A very important general observation is that the behaviour of SiC
and µc-Si:H is very similar. We see the same tends with
temperature, the same bent curves, and the same value range for
the mobility.
Finally, fig. 4.17 on page 72 shows the activation energies for
SiC for different carrier densities. Basically, it shows the same
trends as for µc-Si:H: The activation energy for both carrier
density Ena and mobility E

a decrease with increasing carrier
density. Additionally, the curvature of the mobility E

a
0
in the
Arrhenius plot decreases, too. (For a definition of this
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Figure 4.15: Mobility vs. reciprocal temperature for the SiC
samples.
curvature, see section 4.2.1 on page 61.)
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C h a p t e r 5
M o d e l o f n o r m a l l y d i s t r i b u t e d b a r r i e r s ( N D B )
In this chapter, a mathematical model will be developed which
describes the influence on the electronic transport properties of
a distribution of potential barriers which are overcome by
thermoionic emission.
It starts with quite general considerations, and narrows the
concept of barriers more and more to the distinctive situation
found in the material examined in this work. In the next chapter,
the results will be applied to the experimental data.
5 . 1 A c t i v a t i o n a n d b a r r i e r d i s t r i b u t i o n
If we have the case of a single activation energy Ea, conductivity
is as follows:
() = 0 exp( Ea)
Here,   1=(kBT) and
0 = 0eNC;
NC = 2g(EC)  kBT;
0  1=T
This means that 0 is temperature-independent. The intrinsic
temperature-dependence of  can be neglected. See section 2.5ff
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in Overhof and Thomas (1989) for more on this.
As already said in section 4.1 on page 53, it leads to a straight
line in the Arrhenius plot. However, at least for  and , we've
never had straight lines. One possible explanation is a

d
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 
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i

b

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 
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i

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
n of activation energies. We may express that by a
normalised density of barrier heights in the energy space,
abbreviated n(E). This can be compared to the density of occupied
states for electrons n = g  f (g is the density of states, f is the
Fermi distribution function), however, here we count barriers in
the path of the electronic transport instead of electrons.
In the following sections, we will develop a barrier model for
(). Actually it would be more sensible to do it for (), since
the mobility is the barrier-exposed component of the conductivity.
We still stick to  because it is the easiest and most reliable
quantity as far as measurement is concerned. The other component
of , namely the density of free carriers, obeys to its own laws,
and for this calculation we assume that it is singly-activated, at
least in comparison with .
Therefore, it doesn't matter really whether we examine  or . As
we will see later, the single activation energy of n can be
subtracted from the barrier heights of . So it merely shifts the
values by an easily calculatable amount.
The following model makes some important assumptions. The most
important one is that the barriers are the dominating cause for
temperature dependence of  and . Moreover, they shouldn't be
too temperature-dependend themselves, so that this needn't be
taken into account. And thirdly, these considerations are, at
first sight, valid only for transport in extended states beyond
the mobility edges. However, barriers are obstacles for any kind
of transport, and as long as thermic energy is the pivotal cause
of transport through them, we assume that this model can be
applied, as well as combined with other ones.
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5 . 2 I n v e r s e L a p l a c e t r a n s f o r m a p p r o a c h
A very important question is how the network of the barriers is
supposed to look like. There are two pure cases, namely a

p

a

r

a

l

l

e

l and a
	
s

e

r
	
i

a

l connection. In the first case, the
conductivities must be added (i.e. integrated), in the latter, the
resistivities. In general, we may have a mixture of both. I'll
start with the semi-general calculation for either pure parallel
(upper sign) or pure serial connection (lower sign). Then we can
write: 
()
0
1
=
Z 1
0
eE n(E)dE (5.1)
For example, in the special case of a single activation energy
n(E) = (E   Ea), we get as expected for both cases:
0
()
1
= eEa
() () = 0

eEa
1
= 0 e
 Ea
Now what if we wanted to get the barrier height distribution n(E)
from a given ()? We would have to solve eq. (5.1), which is a
linear integral equation of the first kind with the kernel eE.
If we write it slightly differently,
r() =
Z 1
0
e E n(E)dE,
we see that the substitution function
r() :=

()
0
1
(5.2)
is simply the Laplace transform of n(E). The general
back-transformation is
n(E) =
1
2
Z 1
 1
e(+i)E r( + i)d
with sufficiently large  (Zeidler, 1996), however, this way is
not practical.
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Figure 5.1: Schematic energy distribution of the barriers, shown
for the case of pure parallel connection of barriers. It
illustrates that everything except for the lower cut-off is
unknown. (For serial connection, it is the other way round, i.e.
the upper cut-off.)
5 . 3 B a s i c p r o p e r t i e s o f t h e t r a n s f o r m a t i o n
One interesting way to approach to a solution is to assume a
certain n(E) and to have a look at the resulting Arrhenius plot.
We did it already for a single activation energy above, now we try
a rectangular barrier distribution:
n(E) =
8<:1=E^ if E  < E < E+0 otherwise
Eq. (5.1) yields for this case
() = 0
 
E^
eE+   eE 
!1
 0(E^)1e E
This result is a little bit surprising at first. It means that
the resulting curve is in the Arrhenius plot almost
indistinguishable from the single activation energy case
ln()   E. It also means that not only the upper (lower)
cut-off boundary of the rectangular distribution is insignificant
but almost all values of n(E). Instead, E dominates the effect
completely.
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Figure 5.2: The calculated barrier height distribution for sample
01B410 (10ppm, 38% crystallinity). The solid line comes directly
from the parabolic fit and eq. (5.6) and (5.7) on page 85. The
dashed line was sent through the numerical inverse Laplace
transformation.
Therefore, in order to explain the bent curves that we have got,
there must be a sufficiently smooth drop of n(E) at the respective
cut-off boundary.
Another lesson we learn from these considerations is that we will
be unable to determine the distribution of barrier heights over
the whole range, since this is completely hidden behind the
respective cut-off situation, see fig. 5.1 on the preceding page.
Even secondary peaks are invisible. While it is mathematically
possible to calculate everything, only the cut-off can be
re-constructed in reality. Note that both the
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n and the
	
s
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h
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a
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p

e of the cut-off are important for ().
In particular, it is possible to replace the real distribution --
however it looks like -- with just the cut-off shape and nothing
more, see the filled area in fig. 5.1.
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5 . 4 N u m e r i c a l a p p r o a c h
Next, we solve the problem numerically. Stehfest (1970a,b)
contains a neat little algorithm for an inverse Laplace
transformation which is slightly insufficient for our needs, but
there we go. The algorithm needs a continuous defined (), so we
take the quadratic fit from eq. (4.2) on page 62. We assume
parallel transport, see the next section.
The result can be seen in fig. 5.2 on the previous page (the
dashed line). Obviously the algorithm has some problems at small
energies (the negative values were cut away), exactly in the range
that is interesting for parallel transport. On the other hand,
the peak position is with 70meV pretty close to the expected
value, which is 60meV. (Please note that the 60meV refer to 300K,
so it is defined a little bit differently.) The general peak form
looks reasonable, too: It's a distribution which is nearly
bell-shaped around the mean value.
The solid line in the diagram will be explained in section 5.6 on
page 84. There we will present a better suited approach for this
special case of (T) curves. However, in cases of odd measurement
results which cannot be fitted with a directly transformable
function, the numeric inverse Laplace transformation is a nice
option. Better algorithms should be tested, though.
5 . 5 P a r a l l e l v s . s e r i a l n e t w o r k
Now for an important question. We have seen that, although there
are some similarities, parallel and serial barriers in transport
paths lead to different (). Therefore, it is time to figure out
what it actually means if we have one transport or the other.
Pure parallel transport means that we have an injection point for
the carriers at one side of the sample, and a drain point at the
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other side. Inbetween, there is a plethora of cleanly separated
paths with only

o

n

e barrier respectively. Their heights may vary,
though. Then equation (5.1) on page 75 holds for the upper signs
in an mathematically exact manner.
On the other hand, pure serial transport means that we have only
one tube between injection and drain, and there is no way for the
current to choose from different paths within this tube. There
are many barriers in the tube, which leads to the distribution
defined by equation (5.1) with the lower signs.
However, what is the real-word situation? It can be considered a
fact that the electrical current has many possible paths in the
material. Thus, there will be a significant amount of parallel
current. At the same time, there are possible causes for serial
transport:
 At very small length scales, tubes like mentioned above may
connect some barriers in series.
 At certain points, there may be bottlenecks that connect
sub-networks in series.
Obviously one could simulate it (see for example section 6.3
in Overhof and Thomas (1989) for a network simulation, and Otte
and Overhof for a percolation simulation). Alternatively, somehow
the problem must be divided into sub-problems. Therefore, we will
develop a tree-like topological model in the next sections.
5 . 5 . 1 A b u i l d i n g s e t f o r a n e t w o r k
Figure 5.3 on the following page shows the basic cell in a
transport network, namely a

p

a

r

a

l

l

e

l

c

e

l

l. It connects exactly
two nodes of the network, and it consists of one or more paths,
each of which is balked with one or more barriers of different
height. (The respective height is illustrated by the thickness of
the black rectangles.)
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Figure 5.3: The basic element of a transport network, the
parallel cell with a couple of barriers. Each path of a parallel
cell is a serial cell.
injection
drain
Figure 5.4: Example of a network made up of basic cells. The
current flows from the top to the bottom.
A degenerated parallel cell with only one path -- and every path
of a parallel cell -- is a
	
s
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e
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r
	
i

a

l

c
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e

l

l. As for the parallel case,
it may contain one or more barriers.
Now you can build up an arbitrarily complex network out of these
basic cells, as shown in fig. 5.4. (The straight lines are
actually just graphical artefacts to make the network drawable,
however, you may see them as serial cells, too.) Without proof we
assert that every possible connection and barrier combination
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Figure 5.5: Effective transport paths in a parallel and a serial
cell.
between a given set of nodes can be constructed with parallel and
serial cells.
It is vitally important to see that we can (and must) create a
hierarchical structure: Every path in a parallel cell may contain
another parallel cell between to arbitrary barriers, as can any
serial cell. Moreover, it is possible that one path in a parallel
cell is actually a series of smaller parallel cells. Thus, every
path may have ``siblings'' that belong to the same parallel cell,
and sub-cells that we call ``children''. Similarly, every path
has a ``parent'' which is the serial cell it is embedded into.
Only the top-most path has no parent, it just lies between
injection point and drain point.
5 . 5 . 2 T o p o l o g i c a l s c a l i n g
One way to deal with the problem is to examine it as a topological
scaling, or hierarchy, problem. The unique property of a
potential barrier distribution in a parallel/serial network as
discussed in section 5.3 on page 76 helps us to reduce the network
step by step from the smallest scale to the largest.
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The following considerations are valid if we assume that the
deviation of barrier heights decreases with decreasing volume that
we look at. This means, on a large scale (say, millimeters),
there is a broad scattering of barrier heights, whereas on a small
scale (tenths of microns), the heights are closer to their mean
value. This can be achieved, for example, by a slight gradient of
some kind over the sample.
Just as a reminder: For parallel transport only the lower cut-off
of the barrier height distribution is significant, and for serial
transport only the upper cut-off is significant.
The step-wise process is illustrated in fig. 5.5 on the previous
page. Thus, in every step,
 the parallel cells which consist only of paths with one
barrier each are replaced with

o

n

e path with the lowest
barrier (top in the figure).
 the serial cells with no further children are replaced with a
serial cell that only contains

o

n

e barrier, namely that one
with the greatest height (bottom in the figure), and
The process is iterated until only one path with one barrier
remains.
But stop -- while the remaining barrier is a valid albeit
approximative substitution for the complete network, we have lost
information about the
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s of barriers in the last step,
so we have to undo it. There are two possibilities: Either we
get a serial or a parallel cell. This determines globally the
nature of our sample, i.e. whether the nature of the transport is
serial or parallel.
Note that all this denies a so-called ``geometry effect''
mentioned in Harder (2000); Backhausen et al. (1997), which is
supposed to mean that at higher temperature, shorter paths are
opened, which would enhance mobility additionally. Instead, in
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injection
drain
bottle-
necks
Figure 5.6: Illustration of a really serial sample.
the network picture, the reduction process and in particular the
top-most parallel cell are always the same for all temperatures.
In other words, the current always takes the same way through the
sample.
Typically, one expects massively parallel transport at the
top-level. The broad chromium contact alone creates a massively
parallel top-most cell. Moreover, it is sensible to assume that
the current has very many possible paths through the
micro-crystalline network.
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On the other hand, serial transport is imaginable in this model.
If there are many bottlenecks in the sample that constrain the
current to single points, they form a chain of barriers, see
fig. 5.6. Moreover, such chains may occur on the microscopic
scale only, and -- if enough of such micro-chains exist -- would
generate serial behaviour, too.
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5 . 6 A s s u m p t i o n : N o r m a l d i s t r i b u t i o n o f
b a r r i e r s ( N D B )
Let us come back to the mathematical approach. The numerical
simulation of section 5.4 on page 78, the constrains for a cut-off
boundary in section 5.3 on page 76, and general physical intuition
lead to a quite sensible candidate for the barrier height
distribution n(E), namely a normal distribution:
n(E) =
1

p
2
e (E E0)2=22
Here, E0 is the mean value and  the standard deviation of the
distribution. Both have the dimension of an energy.
Babi¢ and Nicollian (1995) did a very similar calculation. They
too assumed a normal distribution of barriers in a very thin
heterojunction and obtained a parabolic curve in the Arrhenius
plot. However, their temperatures were rather high so that they
could use approximations which aren't applicable here.
Next, we calculate () from this n(E). Since we have parallel
transport in our samples, we obtain
r() =
1
2
 
1   erf
 
2   E0p
2
!!

 exp
 
22   2E0
2
!
(5.3)
In the following, eq. (5.4) and the model leading to it will be
referred to as the NDB (normally distributed barriers) model.
If E0 is very big in comparison with , the error function
gets  1, and it can be simplified to
()
0
= r() = exp
 
22   2E0
2
!
: (5.4)
As we said, E0 must be sufficiently large for this equation.
However, it is more useful to formulate this constraint in terms
of the temperature:
  E0
2
() Tcrit. 
2
E0kB
(5.5)
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Figure 5.7: The parabolic fit for the conductivity of 01B410 that
was also used in fig. 4.3 on page 57 (dashed line), and the
expected curve for normally distributed barrier heights (solid
line).
Below this Tcrit., the low temperature limit begins, where the erf
function cannot be neglected any more. In the fits of this work,
the erf never has been neglected.
For the Arrhenius plot, we obtain from eq. (5.4) and (5.2) on
page 75:
log
()
0
=
1
ln10
 
2
2
2   E0
!
:
This result is very interesting if you compare it with eq. (4.2)
on page 62. The parabolic fit function, which seemed to be just
convenient, now gets a deep rationale. A little bit of
re-arranging and matching of appropriate coefficients yields
 =
q
c  300K  kB; (5.6)
E0 = a: (5.7)
For example, for the 10ppm µc-Si:H sample with 38% crystallinity
(called 01B410), this means E0 = 78meV and  = 22meV, see fig. 5.2
on page 77. Additionally, the ``critical'' temperature from
eq. (5.5) is 69K, so small enough that we don't need to care about
it in our fittings.
Figure 5.7 summarises these model calculations for the sample
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01B410. The dashed line is the known quadratic fit, which worked
very well. Every quadratic curve with positive curvature has an
increase at high values (i.e. low temperatures), so has this.
However, this is completely unphysical. Here, Tcrit. comes into
play. Beyond it (actually even shortly before it), the quadratic
fit cannot be applied anymore, but the erf function must be
considered, too. The solid line shows that then it works as
expected, namely a steady decrease of conductivity with a decrease
of temperature.
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D i s c u s s i o n o f t h e e x p e r i m e n t a l µc - S i : H d a t a
In the following sections, the NDB model will be used for
describing µc-Si:H data, i.e. the sample matrix, the annealed
samples, and data from other works. Due to the remarkable
similarities, the very same model probably can also be used for
the µc-SiC data, however, a couple of plausibility tests can only
be done with a rich data set of various sample series and
crystallinity data, both of which are not available for µc-SiC so
far. Thus, the analysis of the µc-SiC data is limited to the
phenomenological quantities E

a, E
n
a, and E

a
0
in section 4.4 on
page 68, and the following focuses entirely on µc-Si:H.
6 . 1 A p p l y i n g t h e N D B m o d e l t o t h e d a t a
In the following, focus will be on  rather than . As already
said,  is the quantity which is actually exposed to the obstacles
in the sample. This doesn't change much though. Because the
random thermal motion competes against the external field (Overhof
and Thomas, 1989, section 2.6), we just add the prefactor
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T0=T = =0:
() = 0

20
 
1   erf
 
2   E0p
2
!!

 exp
 
2
2
2   E0
!
See also fig. 2.8 on page 26.
The critical temperature Tcrit. is not only helpful for figuring
out the cases where the parabola-only fit is sufficient; it also
signals cases where the fit may be dangerous: If the vertex of
the parabola is too far away from the sample points, i.e., the
sample points are fitted almost exclusively by the error function,
the fit is not rock-solid, because the very slight bending of the
error function makes a rigorous determination of the parameters
difficult. In other words, the fit curve can be moved through the
data points without changing the matching very much, but with
changing the parameters significantly.
6 . 1 . 1 B a r r i e r h e i g h t v e r s u s c a r r i e r d e n s i t y
Fig. 6.1 on the next page shows E0 and  for the µc-Si:H samples
of this work versus the carrier density at room temperature. One
can clearly see a decreasing trend, i.e., the barriers become
lower for higher carrier densities. Obviously, a linear fit works
rather well in this half-logarithmic plot.
The fit function drawn in the plot has the following form:
E0 = E
0
0 ln
n0
n
: (6.1)
The best fit yields
E00 = 19:6meV;
n0 = 2:7  1019 cm 3:
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Figure 6.1: Mean barrier height E0 (above) and standard deviation
of height distribution  (below) according to the NDB model for
µc-Si:H samples measured in this work, in dependence of carrier
density.
6 . 1 . 2 B a r r i e r h e i g h t s o f s a m p l e s o f
d i f f e r e n t c r y s t a l l i n i t y
Figure 6.2 on the following page shows E0 for the same samples,
but this time versus the crystallinity. It is separated into
three series of different doping concentrations. The dashed lines
emphasise the trend that one can see in this plot: At first, the
barriers become lower with increasing crystallinity, however, at
about 70% to 80%, the barrier height traverses a minimum. For
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Figure 6.2: Mean barrier height E0 vs. crystallinity  for three
series of samples with different doping concentrations. The
dashed lines are just illustrative and do not base on any fit or
model.
very high crystallinities, there are high barriers again.
While it is difficult to give a solid microscopical explanation
for this trend, it is interesting to note that more or less at
this minimum of barrier height, we produce the µc-Si:H material
which is best suited for solar cells. Since it is evident that
barriers have a negative effect on the electrical quality of the
sample, one can assume that this is not only a correlation but
also a causal relationship.
E l e c t r o n - i r r a d i a t e d s a m p l e s
Unfortunately, it was not possible to apply the NDB model to the
electron-irradiated samples 05B276 and 06B054 because the
temperature range was too small. Especially temperatures above RT
are very important for a stable fit, however, due to the nature of
an annealing steps experiment, this range was forbidden in most
cases.
However, the distinctive square-root behaviour of the mobility
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Figure 6.3: (T) for µc-Si:H with data taken from Harder (2000)
in a log vs.  logT plot with an NDB fit. These axes were
proposed by Harder.
versus carrier concentration from fig. 4.13 on page 67 blends very
nicely with the NDB model. It could not be derived analytically,
but at least numerically, the EB   lnn dependence of the mean
barrier height indeed leads to a   n1=2 behaviour.
6 . 1 . 3 D a t a f r o m p r e v i o u s w o r k s i n t h e N D B
m o d e l
Harder (2000) did considerable Hall measurements on µc-Si:H with
moderate and high doping concentrations, and got very similar
results to the ones presented here. While he assumed barrier
distribution, too, for explaining the bends in the curves, he
tried to fit the data not with a parabolic approach but completely
differently.
Fig. 6.3 shows his method. This is not a pristine Arrhenius plot,
instead, also the 1=T axis is logarithmic. The bend becomes more
or less linear in this plot. Mathematically, every straight line
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Figure 6.4: (T) for µc-Si:H with data taken from Harder (2000)
in an Arrhenius plot with an NDB fit.
in such a diagram is equivalent to a power law:
(T)  T ;  > 0:
Typical values for  are between 0 and 4. Harder offers no model
for this relation, though. The bigger , the bigger the
curvature, so it is closely related to NDB's . Fig. 6.3 also
includes the NDB fit for these samples. While straightening to
some extend is achieved by the axis transformation, it is all but
complete.
Fig. 6.4 shows the same samples with an NDB fit with the
conventional Arrhenius axes. Obviously, the data is well
explained, except for four measurements for the 200ppm sample
which lie slightly above the curve. The diagram also mentions the
parameters of the barrier distribution.
Harder finds a quite pronounced correlation between  and the
activation energy Ea, namely that Ea() is strongly and
monotonically rising. Since  and Ea resemble  and E0 in the NDB
model, this correlation is not surprising. The width of the
barrier height distribution increases with increasing mean height.
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Figure 6.5: Mobility vs. reciprocal temperature for a highly
n-type doped µc-Si:H sample from Backhausen (1996). The solid
line is the fit with the NDB model.
The two samples in the plot exemplify this nicely.
H i g h l y d o p e d s a m p l e s
Backhausen (1996) prepared samples with 20000ppm n-type doping
and 90% crystallinity.
He tried to explain his data with a simple barrier distribution
model: Assuming a barrier distribution of four parallel barriers,
he gets an average barrier height of 90meV to 500meV for his
samples. Apparently, the four barriers were completely freely
fitted. Thus, the number of free parameters is four times higher
than in the NDB model. His barriers can be arbitrarily placed
with arbitrary heights, however, with questionable connection to
the real situation.
Strangely, with the NDB model, one cannot fit his data well, see
fig. 6.5. Even unrealistic values for E0 and  don't work (e.g.,
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 E0). The mathematical reason is that the bending is too strong
for the average slope: Thus, either the curves should be less
bended, or steeper, or both.
The underlying physical problem is largely unsolved. Because his
samples were very highly doped, it may well be that the model
cannot be applied anymore, at least for the high temperature case.
Limiting the data to temperatures below 250K, the fit works
better, however, it is still substantially worse than for the
less-doped samples. Below, section 6.2 on page 97 gives a
possible explanation for this.
6 . 1 . 4 S e r i a l t r a n s p o r t
As indicated above, the same calculation for parallel transport
can also be done for serial transport. It yields
() = 0
2
0
 
1 + erf
 
2 + E0p
2
!! 1

 exp
 
 
2
2
2   E0
!
:
Fig. 6.6 shows a hypothetical serial sample. The curve is bent
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Figure 6.7: T  (T) for the µc-Si:H sample 01B466 below the
percolation threshold.
just in the other direction. Apart form the negative curvature,
the correspondence with the fit parameters is very similar to the
parallel case:
 =
q
 c  300K  kB;
E0 = a:
The critical temperature Tcrit.,

a

b

o

v

e which the parabolic fit is
not valid anymore, does exist for the serial network only if
E0 <
p
2, and then it is
Tcrit. =
2
kB(
p
2   E0)
:
The question is whether such serial network like the one shown in
fig. 5.6 on page 83 can be observed with µc-Si:H samples. Let us
recapitulate how the microstructure of such a sample must look
like. There must be a series of bottlenecks in the sample, i.e.,
the current through the sample must be forced through certain
points in the sample. These points needn't be very small; the
only precondition is that they represent a barrier with a
	
s
	
i

n

g
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l

e
energy, or a very narrow distribution of such. This may be a
crystal facet. Between the facets, the network can be arbitrary.
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It is even possible that there are many of such serial paths
connected parallely, as long as they don't differ in their energy
distribution, i.e., the sample must be very homogeneous in this
case.
Figure 6.7 on the preceding page shows the mobility for the
µc-Si:H sample 01B466 with a very low crystallinity of less
than 10%. It is imaginable that its slope has a negative
curvature. Note that the mobility is already multiplied with
temperature, so any influence of the 1=T prefactor is impossible.
Backhausen (1996) only reports about a straightening of the slope
for amorphous samples. Multiplied with temperature, his data
would have even a positive curvature, as it is for the crystalline
samples. However, this surely is not the case for 01B466.
While a single activation fit nevertheless could be applied to
fig. 6.7, it is interesting to discuss the possibility that 01B466
is a serial sample. It surely is a sample below the percolation
threshold; the Hall measurements show the sign anomaly that is
known for a-Si:H but not for µc-Si:H. Besides, its
room-temperature mobility is by a factor of five smaller than for
all other samples in this work. Unfortunately, a NDB fit was not
feasible because the data below room temperature was too noisy.
It is possible that remains of the microcrystalline phase are
still present in 01B466, and that they form a coarse-meshed
rudimentary network. Since mobility is much higher in the µc-Si:H
regions, most current will be there as long as they are available.
However, this is not the case for the whole path, so the current
has to traverse large amorphous regions. There, we surely have
parallel transport. The injection points from µc-Si:H to a-Si:H
and vice versa are the bottlenecks. If the variance of the
barrier heights at these bottlenecks is larger than between the
paths, is may well be that the serial transport dominates.
In other words, the massive parallelity that we assumed for the
crystalline samples breaks down because relatively few paths carry
almost all of the electrical current. A path in itself is always
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serial. Thus, if the number of parallel paths is small enough,
there would be serial transport.
Nevertheless, there is no proof for serial transport in µc-Si:H
shortly below the percolation threshold. It would be very
interesting to look for such evidence, though, because it would
give valuable insight in how the µc-Si:H network is embedded into
the a-Si:H material.
6 . 2 H i g h d o p i n g : s e c o n d p r o c e s s a s t h e
u p p e r l i m i t
Fig. 6.8 on the next page shows a comparison of mobility versus
carrier density as measures with the NDB model. Note that the NDB
fit actually is only valid for ``series I''. Apparently, it
explains the mobility curve well. It is important to realise that
this is

n

o
 
t ``circular reasoning'': The NDB bases only on the
slopes and curvatures of the curves, not the absolute values of 
at room temperature. Thus, it is a significant result that even
the absolute values of  are reproduced nevertheless, except for a
universal prefactor. Even other sample series blend well with the
NDB curve. For example, the annealed sample has the same slope,
just a shift upwards is necessary, which is equivalent to a mere
re-scaling of the mobility.
However, this is not true for the region of high doping
concentrations. According to the NDB model, the then-limiting
process show allow for mobilities beyond 10cm2=Vs but this is
unrealistic. Therefore, there must be a further limiting process.
According to Matthiessen's rule, the overall mobility would be
 =
1
1
NDB
+
1
unkn.
If we assume (as a zeroth approximation)
unkn. = const. = 1:5cm2=Vs, we get the curves in fig. 6.8.
Obviously, it would explain what we see.
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Figure 6.8: Comparison of the values for  at room temperature
with the ones predicted by the NDB model. The data points are
taken from fig. 4.6 on page 60. See the text for further
explanations.
Therefore, while the NDB model describes very nicely the
temperature dependence of  and , it does not explain the whole
picture. There must be a second mobility-limiting process.
The most important open question is: Why are mobilities in
µc-Si:H so low? And related to this are: Why does even heavy
doping doesn't change much really? Why does there even seem to be
un upper limit for mobility (fig. 4.6 on page 60)?
A promising approach to an answer is to abandon the idea of steady
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transport in extended states in favour of multiple trapping and
hopping mechanisms as the limiting processes for transport. There
are two simple facts, namely
1. the general mobility in µc-Si:H is

v

e

r

y low in comparison with
c-Si, and
2. there is strong evidence for band tail states in µc-Si:H,
which make transport in the band tail probable. In the tail,
there should be an energy-dependent mobility, also called
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y (E). As will be explained in section 6.4
on page 105, this theory has its own problems, nevertheless, some
sort of transport mechanism in the tail would answer a couple of
questions.
Although the NDB does not tell anything about a differential
mobility, it does not exclude it either. Instead, (E) may be
contained in the general prefactor 0, and/or may become visible
at high doping concentrations.
However, both important dependencies in this work, i.e. (n) as
well as (T), can be explained with the NDB alone, at least for
the examined doping concentrations. The barriers dominate the
picture. Therefore, these experiments are not suitable for
observing a second limiting process. It may be that experiments
at n > n0 succeed in finding it. However, it may be necessary
first to find a way to lower n0 because otherwise, the second
process may be too weakly n-dependent.
6 . 3 A b o u t t h e o r i g i n o f t h e b a r r i e r s
The NDB model is by and large a phenomenological model. In other
words, while it gives a very plausible description of the effects
that we observe, we still don't know the origin of the barriers.
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Figure 6.9: Illustration of the nn+ junction.
Nevertheless, it is very helpful to have reduced the picture of
transport in µc-Si:H to the distribution of barriers.
When looking for possible causes of the barriers, we have to have
in mind their most distinctive properties, which are:
1. The mean barrier height E0 is largely temperature-independent.
2. There is a broad distribution of barrier heights which can be
described with a normal distribution.
3. The barriers are obstacles for electronic transport which are
overcome by e.g. thermoionic emission or another process which
leads to an exp( E0=kBT) law.
4. The barriers are washed out by increasing the bulk carrier
concentration, according to E0  lnn0=n.
In the following sections, I will discuss various possibilities
for the barrier mechanism, which partly have first been considered
in other works.
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6 . 3 . 1 D o n o r a g g l o m e r a t i o n s
Have a look again at fig. 6.1 on page 89. The fit function in
this plot had the following form:
E0 = E
0
0 ln
n0
n
:
with
E00 = 19:6meV;
n0 = 2:7  1019 cm 3:
The question is, which effect exhibits a similar dependence? As a
possible answer, the ``built-in potential'' of the pn junction is
determined by
EB = kBT ln
ppnn
ni2
:
There surely is a strong parallel to the fit function for E0(n),
so let us examine this more closely.
Fig. 6.9 shows an nn+ junction, i.e., a junction of the same
material, so without band mismatch, but different n-type doping in
the regions. The outer regions are moderately doped, the centre
is heavily doped. Following the nomenclature of Ibach and Lüth
(2006),
nn+ = N
C
eff exp
0B@ En+C   EFkBT
1CA;
nn = N
C
eff exp
 
 
EnC   EF
kBT
!
:
=) nn+
nn
= exp
0B@EnC   En+CkBT
1CA
= exp

E0
kBT

;
=) E0 = kBT ln
nn+
nn
:
Obviously, the n0 of the fit must be identified with nn+. This
describes the following situation:
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Figure 6.10: Simulated (T) for donor-agglomeration-limited
transport. Two dependencies (E0) are assumed.
The barriers are formed by agglomerations of donors with a density
of n0 = 2:6  1019 cm 3, which is a constant for all samples prepared
for this work. By doping the material, the barriers become more
and more shallow, until they vanish when the doping concentration
is equal to n0.
While this reproduces nicely E0(n), it doesn't reproduce at
all E0(T). The NDB model assumes temperature-independent
barriers, however here, we have E0  T. This is a serious
drawback, especially when one assumes barrier distribution
widths  that are proportional to the mean value. The
measurements in this work suggest exactly this, in particular
  E0
4
:
If this is true, T becomes temperature-independent:
  T 
Z 1
0
e En(E)dE
=
1
e 31=32
2

erf
 
15=
p
32

+ 1

 0:38 :
Another possibility is that  is constant. This would be the case
if the mechanism that is responsible for the
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e. While this is imaginable,
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it is not supported by our measurements. The resulting (T) has
the observed convex curvature, however, (T)  T 1 has a completely
different slope. Both discussed cases for (E0) are summarised in
figure 6.10 on the preceding page.
Thus, although E0(n) works very well, donor agglomerations must be
excluded due to the resulting incorrect temperature-dependence.
Besides, there are further issues which I don't mention here since
the (T) issue must be considered fatal.
6 . 3 . 2 H e t e r o j u n c t i o n
A heterojunction occurs in our material between µc-Si:H and a-Si:H
regions. Due to the very low mobility in a-Si:H, it can be
excluded that significant transport takes place in extended a-Si:H
regions, however, a very thin layer (only a couple of atomic
layers thick) of a-Si:H may form a barrier between two
crystallites, e.g. at column boundaries. But there is no
experimental cue for this.
Heterojunctions exhibit a different EB(n) behaviour since the
barrier does never vanish when increasing the carrier
concentration. Instead, tunnel processes become dominant at high
doping, however, their dependencies differ heavily from
thermoionic emission. Additionally, the band offset is much
larger than typical barrier heights due to the bandgap mismatch of
700meV. Therefore, although such junctions may contribute to the
measured mobility, they are not a possible candidate for the cause
of the observed barriers.
6 . 3 . 3 S e t o m o d e l
Have a look again at fig. 6.11 on the following page, which is the
same E0(n) plot as shown before. In principle, the general trend
is in accordance with Seto's model as described in section 2.3.4
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Figure 6.11: Mean barrier height E0 according to the NDB model
for µc-Si:H samples measured in this work, in dependence of
carrier density; the dashed line is the best least squares fit
according to Seto's model.
on page 29 for the case of high doping concentrations (in Seto's
nomenclature, LN > Qt). Then, the barrier height VB is supposed to
become
VB =
qQt2
80rn
 n 1: (6.2)
If we identify Seto's VB with NDB's E0, the data should allow for
being fitted with this law. Fig. 6.11 shows the best Seto fit as
a dashed line. Obviously, it simply doesn't work at all.
Although our data is rather scattered, it definitely does not obey
the rule in eq. (6.2) on the current page, so Seto's model must be
excluded for our µc-Si:H samples, at least in this doping level
domain.
6 . 3 . 4 C o n c l u s i o n
Unfortunately, none of the discussed barrier models fulfil all
preconditions enumerated in section 6.3 on page 99. It may be
possible to amend one of these models though. However, it is
important to be able to physically justify any modification.
Although Seto's model in its pristine form is not suitable for our
µc-Si:H layers, it is still tempting because it is simple and
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well-proven for the polycrystalline case. Since it makes a couple
of approximations (e.g. one-dimensional; defects only at grain
boundaries;

a

l

l traps are filled as much as possible), it may be
worth being investigated further. Levering one or more of these
simplifications may open the door to a sound explanation of the
barriers. Especially the validity of the one-dimensionality is
doubtful for such small grains as in µc-Si:H.
6 . 4 D i f f e r e n t i a l m o b i l i t y
This section deals with a concept which is very different from any
barrier model, namely the concept of differential mobility. The
basic idea is that hopping in the band tail contributes
significantly, or completely, to the electronic transport. Thus,
in addition to the distinctive conduction band mobility which is
called C in this section, there is a mobility (E) which depends
on the energy level of the charge carriers in the band tail.
According to Overhof and Thomas (1989, section 2.7.2), ``variable
range hopping'' is the hopping process to be expected in the tail.
This means, origin and destination state must have a similar
energy. Moreover, the limiting factor for transport is the
overlap of the occupied localised state with possible hopping
destination states. Therefore, the greater the spacial density of
destination states, the greater the hopping probability. Assuming
that the wave function of the localised charge carrier decays
exponentially, this means
(E)  exp

  3
p
g(E)   n(E)

: (6.3)
Here, g(E)   n(E) is the density of possible (free) destination
states, and 3
p
g(E)   n(E) is the expectation value for the distance
to the nearest destination state.
However, one does not measure (E) but the integral mobility  and
the corresponding integral carrier density n. Combining eq. (2.4)
on page 22 and eq. (2.5) on page 25, the carrier density can be
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written as
n =
R EC
EV (E)n(E)dE
2
R EC
EV (E)
2 n(E)dE
:
With the two abbreviations
# :=
Z EC
EV
(E)n(E)dE
 :=
Z EC
EV
(E)2 n(E)dE
and
 = q  # = qn
this yields
n =
#2

;  =

#
:
If conduction above EC is to be added to the model, it must be
added to # and :
#T+C = # + CnC
T+C =  + C
2nC
(``T+C'' means tail plus conduction band; note that nC is not per
energy but only per volume, in contrast to n(E).)
In order to perform this calculation, a computer program was
created, which works in two steps:
1. EF is calculated by finding a value for which the carrier
balance is correct.
2. The resulting density of states g(E) and density of occupied
states n(E) is calculated, and they are used to determine all
other unknown quantities.
This can be done depending on temperature and depending on doping
concentration. See appendix A on page 124 for the source code of
the program.
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For the bands, the approximation of an effective density of states
Neff is used. This means that the simulation breaks down in case
of a degenerated semiconductor, as well as for very high
temperatures. For Neff, the program uses the values of
crystalline silicon.
In the following, the mobility edge of the conduction band denotes
the zero point of the energy axis, i.e. EC = 0. The density of
states in the band tail decays exponentially from the mobility
edge according to
g(E) = g0 e
E=EC: (6.4)
EC is the band tail width, also known as Urbach's energy for the
conduction band. Note that E is here numerically negative. The
total density of states gT in the tail is
gT =
Z 0
 1
g(E)dE = g0EC:
The remaining a priori unknown parameters of the simulation are
the scaling of the tails (g0 in eq. 6.4) and their width.
Moreover, the width of the donor level is unknown, albeit
uncritical.
As for the tail width, it assumes EC = 20meV. This is in good
agreement with the expected value according to Dylla (2004). As
for the tail height, it assumes a total number of states in the
tail of gT = 1019 cm 3 because approximately at this doping
concentration, the material starts to behave like a degenerated
semiconductor. This yields
g0 =
gT
EC
= 5  1017 cm 3meV 1:
This is not a rigorous estimation, however, in default of better
estimates, it leads to a plausible value. Besides, its
qualitative influence on the results is negligible anyway.
All this results in a density of occupied states exemplarily shown
in figure 6.12 on the following page. EC is the zero point in all
these plots. The doping concentration is at 1018 cm 3. The donor
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Figure 6.12: Simulated density of states g and density of
occupied states n for electrons (EC = 0) at 230K.
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Figure 6.13: Density of occupied states for three different
temperatures.
states show up as a peak in both the density of states and the
density of occupied states. Nevertheless, most carriers
concentrate around EF .
In this context, it is interesting to discuss the density of
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Figure 6.14: Density of free carriers according to the Hall
effect versus temperature, and the Fermi energy versus
temperature. Both curves were calculated with the band model.
occupied states for temperatures for which kBT exceeds EC.
Figure 6.13 on the preceding page shows n(E) for three
temperatures. Above EC, the occupied states diverge, i.e. there
is no maximum any more. Instead, most electrons are found
infinitesimally below EC.
Figure 6.14 visualises the density of free carriers as to be
expected from Hall measurements versus the inverse temperature.
The doping concentration is 1017 cm 3. Obviously, the curve has
nothing in common with the actually observed dependence. First,
it covers five orders of magnitude, and secondly, it drops heavily
between 50K and room temperature instead of the observed slight
increase with temperature. Above room temperature, intrinsic
behaviour dominates, which means a strong rise with the band gap
as the activation energy.
Additionally, Figure 6.14 shows the Fermi level EF . Apparently,
we are in the phase of exhaustion in which the Fermi level is
pushed away by the high density of states in the conduction band.
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Figure 6.15: Calculated mobility versus temperature, for three
different models for the differential mobility. The solid line is
the one used in fig. 6.14 on the preceding page.
Above room temperature, the decrease of EF slows down because
intrinsic behaviour starts to dominate.
Figure 6.15 shows the Hall mobility as calculated from the band
model, calculated for three very different dependences (E).
Additionally, the model assumes transport in the conduction band
with a higher mobility than in the tail. Numerically, the band
mobility is C = 1 in the model.
The solid line refers to the case introduced above. At very high
and very low temperature, the mobility is 1, while there is a
shallow minimum at approx. 260K. It is interesting to note that
the change in  is very small compared with the carrier
concentration.
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The second case (dotted line) represents
(E)  exp(E=E)
with E being very big compared to the tail widths. It was
deduced and discussed by Fenz et al. (1985). The third case
(dashed-dotted line), which needs the right axis because it covers
many more orders of magnitude than the others, refers to the
simple case (E)  g(E) as assumed in Overhof and Thomas (1989,
section 2.8). Both lines are far away from the experimental data,
too.
No matter which (E) one assumes, for high temperature, which
means above at most 250K, transport in the band dominates the
whole picture. However, while the more amorphous samples indeed
exhibit a maximum above 300K, the crystalline samples definitely
do not converge for high temperatures.
Actually fig. 6.15 plots model=T in order to include phonon
scattering. Normally, this T 1 prefactor is only significant
above room temperature. This is particularly true for the
experimental results presented in this work, and for the NDB
model. In contrast to this, the results from the differential
mobility model are very sensitive for this prefactor over the
whole temperature range because they behave sub-exponentially.
This alone already shows that our experimental data cannot be
fitted with this model.
Finally, figure 6.16 on the following page shows the calculated
mobility versus doping concentration. Here, too, the curve is not
as observed, one can even say that it is constant since the slight
decrease is almost invisible.
6 . 4 . 1 C o n c l u s i o n
The differences between model and experiment are too serious for
considering the differential mobility a viable explanation for the
transport properties of µc-Si:H. While the mobility doesn't
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Figure 6.16: Calculated mobility versus doping concentration.
change very much if choosing a certain (E) dependence, which may
make it a candidate for the ``upper limit'' as discussed in
section 6.2 on page 97, the carrier density shares nothing with
the observed behaviour.
The underlying reason for this discrepancy is the inherent feature
of the differential mobility that the carriers which take part in
transport have a very different mobility. This leads to the great
variation of the number of carriers measured with the Hall effect
because rather immobile are not counted. Thus, in order to bring
the model in accordance with the experiment, it would be necessary
to assume a (E) which is only very weakly dependent on
temperature.
Unfortunately, the theoretical works on this subject have not yet
found an agreement on how (E) actually looks like. As shown in
the simulation, all so far discussed (E) have their own serious
problems. In particular, the high temperature limit is always
very similar due to the fact that transport in the conduction band
dominates, which is not observed in the experiment.
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Therefore, while differential mobility may occur in the material,
it is not responsible for the observed dependences.
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C h a p t e r 7
S u m m a r y
In the present work, the electronic properties of thin layers of
PECVD-grown µc-Si:H have been examined using the Hall effect. The
main focus was on the mobility of the carriers because this is a
crucial limiting factor for the electronic quality of this
material, however, the density of free carriers as well as the
conductivity were also determined.
In order to get a picture as comprehensive as possible, a sample
matrix was studied consisting of samples with different n-type
doping levels and different crystallinities. Additionally, doped
samples with artificially implanted defects which could be
annealed gradually were investigated. All measurements have been
made temperature-dependently.
During the work, a new computer control and analysis program was
developed from scratch for the Hall setup. It allows for high
automation as well as comprehensive error estimation, both of
which being very important for high ohmic samples.
In general, the results confirmed data from previous works at
least in those cases where the samples are comparable in structure
and doping concentration. All samples showed a thermally
activated mobility and carrier concentration, however, there is no
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single activation energy. Instead, all Arrhenius plots exhibited
a more or less pronounced convex curvature.
This curvature was identified with the parallel connection of a
broad distribution of barriers in the material, which are limiting
to the transport and are overcome by thermoionic emission. From
this, the model of normally distributed barriers (NDB) was
derived, mathematically investigated, and successfully applied to
the experimental data of this work and (for not too highly doped
samples) of other works. As a significant validation of the NDB
model, the relative room-temperature mobility values could be
calculated just from the Arrhenius slopes and curvatures.
A very important dependence turned out to be mobility versus
carrier concentration. In particular the annealed sample showed a
clear   n1=2 behaviour, which could be backed with the sample
matrix. This behaviour is in accordance with an EB   lnn
dependence of the NDB barrier height, which has been indeed
observed.
Thus, the NDB model can be used as a solid starting point for
looking for causes for the barriers in the material. It gives
clear data which properties the barrier-generating process must
have. However, no real candidate could be found which fulfils all
conditions. On the contrary, the popular Seto model for barriers
in polycrystalline silicon must be rejected for µc-Si:H layers
like the ones in this work, at least in the unmodified form.
Similarly, a computer simulation revealed that the model of
differential mobility in the band tail, which had been proposed in
previous works, does not describe satisfyingly the electronic
transport processes in our µc-Si:H layers.
Additionally, Hall measurements on HWCVD-grown µc-SiC have been
performed. The results are preliminary and not yet thoroughly
evaluated because no real sample series was made, however, they
are remarkably similar to the µc-Si:H behaviour. This suggests
116 Summary
that the NDB model can be applied to this material system, too,
and possibly even that the underlying processes are similar.
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A p p e n d i x A
P r o g r a m s o u r c e
The following program was used for the calculations presented in
section 6.4 on page 105. It is written in Python. It needs SciPy
(Jones et al., 2006) as the only non-standard package.
1 #!/usr/bin/env python
2 # -*- coding: utf-8 -*-
3
4 from math import sqrt, exp, pi
5 from math import log as ln
6 from scipy.integrate import quad as integrate
7 from scipy.optimize.optimize import brent as minimise
8
9 sqrt_2_pi = sqrt(2*pi)
10 k_B = 1.3806505e-23
11 h = 6.6260693e-34
12 meV = 1.602e-22
13
14 E_C = 0. # by definition
15 E_V = -1100. # band gap
16 g_0_C = 5e17 # n_0 (10**19) divided by Delta_E_C
17 g_0_V = g_0_C * 0.5 # rough estimate
18 E_D = -30. # position of the donor level
19 sigma_D = 1. # width of the donor band
20 Delta_E_C = 20. # band tail widths
21 Delta_E_V = 30.
125
22 mu_C = 1. # mobility in the conduction band
23
24 # effective masses
25 m_e = 9.1093826e-31 * 1.08
26 m_h = 9.1093826e-31 * 0.56
27
28 def g(E, T, n_D, type="electrons"):
29 # density of states
30 if E_V < E < E_C:
31 if type == "electrons":
32 return g_0_C * exp((E-E_C)/Delta_E_C) + \
33 n_D/(sqrt_2_pi*sigma_D) * exp(-(E-E_D)**2/(2*sigma_D**2))
34 else:
35 return g_0_V * exp((E_V-E)/Delta_E_V)
36 else:
37 return 0. # Bands are added later with effective densities
38
39 def f(E, T, E_F, type="electrons"):
40 # Fermi distribution
41 exponent = (E-E_F)/(k_B*T/meV)
42 if type == "holes":
43 exponent = -exponent
44 if exponent > 10:
45 return exp(-exponent) # Boltzmann approximation
46 return 1.0 / (exp(exponent) + 1)
47
48 def n(E, T, E_F, n_D, type="electrons"):
49 # density of occupied states
50 return f(E, T, E_F, type) * g(E, T, n_D, type)
51
52 def N_total(E_F, T, n_D):
53 # Number of carriers in the mobility edge and the bands
54 integral_e, _ = integrate(n, E_V, E_C, args=(T, E_F, n_D))
55 integral_h, _ = integrate(n, E_V, E_C, args=(T, E_F, n_D, "holes"))
56 N_C_eff = (2*pi*m_e*k_B*T/(h*h))**1.5
57 N_V_eff = (2*pi*m_h*k_B*T/(h*h))**1.5
58 N_C = 2*N_C_eff*exp((E_F-E_C)/(k_B*T/meV))
59 N_V = 2*N_V_eff*exp((E_V-E_F)/(k_B*T/meV))
126 Program source
60 return integral_e + N_C - integral_h - N_V
61
62 def overflow_carriers(E_F, T, n_D):
63 # How many carriers are too much/few?
64 return abs(N_total(E_F, T, n_D) - n_D)
65
66 def adjust_E_F(n_D, T):
67 # return the E_F which means perfect carrier balance
68 return minimise(overflow_carriers, args=(T, n_D))
69
70 def mu_diff(E, T, E_F, n_D):
71 # differential mobility
72 return exp(-((g(E, T, n_D)-n(E, T, E_F, n_D))/g_0_C)**(1.0/3.0))
73
74 def theta_diff(E, T, E_F, n_D):
75 # differential theta for a given energy
76 return n(E, T, E_F, n_D) * mu_diff(E, T, E_F, n_D)
77
78 def rho_diff(E, T, E_F, n_D):
79 # differential rho for a given energy
80 return n(E, T, E_F, n_D) * mu_diff(E, T, E_F, n_D)**2
81
82 def hall_results(n_D, T):
83 # Calculate mu and n as measured with Hall
84 # Additionally, return E_F
85 E_F = adjust_E_F(n_D, T)
86 N_C_eff = (2*pi*m_e*k_B*T/(h*h))**1.5
87 N_C = 2*N_C_eff*exp((E_F-E_C)/(k_B*T/meV))
88 theta, _ = integrate(theta_diff, E_V, E_C, args=(T, E_F, n_D))
89 theta += N_C * mu_C
90 rho, _ = integrate(rho_diff, E_V, E_C, args=(T, E_F, n_D))
91 rho += N_C * mu_C**2
92 mu_Hall = rho / theta
93 n_Hall = theta**2 / rho
94 return mu_Hall, n_Hall, E_F
95
96
97 # First, calculate E_F, mu, and n versus temperature
127
98 # a and b are the limits of the x axis, n_D is the
99 # doping concentration
100 a = 2
101 b = 20.
102 samples = 100
103 n_D = 1e17
104 datafile = file("diff-mob.dat", "w")
105 for i in range(samples):
106 T = 1000.0 / ((b-a) / samples * i + a)
107 mu_Hall, n_Hall, E_F = hall_results(n_D, T)
108 print>>datafile, T, E_F, mu_Hall, n_Hall
109
110
111 # Secondly, calculate E_F, mu, and n versus doping concentration
112 a = 17.
113 b = 20.
114 samples = 20
115 T = 300.
116 datafile = file("diff-mob-n.dat", "w")
117 for i in range(samples):
118 n_D = 10.0**((b-a) / samples * i + a)
119 mu_Hall, n_Hall, E_F = hall_results(n_D, T)
120 print>>datafile, n_D, E_F, mu_Hall, n_Hall
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