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SINGULAR WEYL–TITCHMARSH–KODAIRA THEORY FOR
ONE-DIMENSIONAL DIRAC OPERATORS
RAINER BRUNNHUBER, JONATHAN ECKHARDT, ALEKSEY KOSTENKO,
AND GERALD TESCHL
Abstract. We develop singular Weyl–Titchmarsh–Kodaira theory for one-
dimensional Dirac operators. In particular, we establish existence of a spectral
transformation as well as local Borg–Marchenko and Hochstadt–Lieberman
type uniqueness results. Finally, we give some applications to the case of
radial Dirac operators.
1. Introduction
The main aim of the present paper is to develop singular Weyl–Titchmarsh–
Kodaira theory for one-dimensional Dirac operators. Classical Weyl–Titchmarsh–
Kodaira theory has originally been developed for one-dimensional Schro¨dinger op-
erators with one regular endpoint and has subsequently been extended to a number
of other operators. For example, this has been done by Hinton and Shaw in a series
of papers [24], [25], [26], [27], [28] (see also [29], [30] and the references in [7]) for
general singular Hamiltonian systems which also include one-dimensional Dirac op-
erators as a special case. However, it has been shown by Kodaira [33], Kac [32] and
more recently by Fulton [18], Gesztesy and Zinchenko [22], Fulton and Langer [19],
Kurasov and Luger [39], and Kostenko, Sakhnovich, and Teschl [34], [35], [36], [37],
[38] that many aspects of this classical theory still can be established at a singular
endpoint. It has recently proven to be a powerful tool for inverse spectral theory
for these operators and further refinements were given by some of us in [9], [10],
[12], [13], [16], [37]. The analogous theory for one-dimensional Dirac operators is
still missing and it is the purpose of the present paper to fill this gap.
As our first main result we establish existence of a spectral measure and the
corresponding spectral transform (Theorem 2.3). Furthermore, we prove a local
Borg–Marchenko [6, 45] result (Theorem 7.2), which generalizes the classical result
whose local version was first established by Clark and Gesztesy [7] (see also [49, 50,
51]). Next, in Section 8, we apply our results to radial Dirac operators. Namely,
we show that for this class of Dirac operators the singular Weyl function is a
generalized Nevanlinna function (Theorem 8.4) and prove a local Borg–Marchenko
result (Theorem 8.6). Finally, we show that in the case of purely discrete spectra
the spectral measure uniquely determines the operator (Theorem 9.2) and use this
to establish a general Hochstadt–Lieberman-type uniqueness result (Theorem 9.3).
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An alternate approach using the theory of de Branges spaces will be given in [14]
and spectral asymptotics for the singular Weyl functions will be given in [15].
For closely related research we also refer to [11, 12, 13, 17, 20, 21, 43, 44].
2. Singular Weyl–Titchmarsh–Kodaira theory
We will be concerned with Dirac operators in the Hilbert space L2(I,C2), where
I = (a, b) ⊆ R (with −∞ ≤ a < b ≤ ∞) is an arbitrary interval. To this end, we
consider the differential expression
(2.1) τ =
1
i
σ2
d
dx
+Q(x).
Here the potential matrix Q(x) is given by
(2.2) Q(x) = qel(x)1l + qam(x)σ1 + (m+ qsc(x))σ3,
σ1, σ2, σ3 denote the Pauli matrices
(2.3) σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
,
and m, qsc, qel, and qam are interpreted as mass, scalar potential, electrostatic
potential, and anomalous magnetic moment, respectively (see [57, Chapter 4]). As
usual, we require that m ∈ [0,∞) and that qsc, qel, qam ∈ L1loc(I) are real-valued.
We do not include a magnetic moment τ˜ = τ+σ2qmg(x) as it can be easily elimi-
nated by a simple gauge transformation τ = Γ−1τ˜Γ, where Γ = exp(−i ∫ x qmg(r)dr).
Furthermore, we will occasionally omit the electrostatic potential qel since by em-
ploying the gauge transformation
Γ =
(
cos(ϕ) − sin(ϕ)
sin(ϕ) cos(ϕ)
)
, ϕ(x) =
∫ x
qel(r)dr,(2.4)
it is possible to transform the differential expression τ to the new form
qel → 0,(2.5)
qam → qam cos(2ϕ)− (m+ qsc) sin(2ϕ),(2.6)
m+ qsc → (m+ qsc) cos(2ϕ) + qam sin(2ϕ).(2.7)
Let us also mention that there is another gauge transformation which gets rid of
qam under some additional assumptions (see [41, Section 7.1.1]).
Finally, if one solution u is known, a second solution v can be found using
d’Alembert reduction (cf., e.g., [56, Section 3.4]). In fact, if τu = zu, then
v(x) = u(x)
∫ x Q22(r)− z
u1(r)2
dr −
(
0
u1(x)
−1
)
(2.8)
is a second solution with W (v, u) = 1. Similarly,
v˜(x) = −u(x)
∫ x Q11(r) − z
u2(r)2
dr −
(
u2(x)
−1
0
)
(2.9)
is a second solution with W (v˜, u) = 1 as well.
If τ is in the limit point case at both a and b, then τ gives rise to a unique self-
adjoint operator H when defined maximally (cf., e.g., [41], [59], [60]). Otherwise,
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we fix a boundary condition at each endpoint where τ is in the limit circle case.
Explicitly, such an operator H is given by
H : D(H) → L2(I,C2)
f 7→ τf(2.10)
where
D(H) = {f ∈ L2(I,C2) | f ∈ ACloc(I,C2), τf ∈ L2(I,C2),
Wa(u−, f) =Wb(u+, f) = 0},
(2.11)
with
(2.12) Wx(f, g) = i〈f∗(x), σ2g(x)〉 = f1(x)g2(x) − f2(x)g1(x)
the usual Wronskian (we remark that the limit Wa,b(., ..) = limx→a,bWx(., ..) exists
for functions as in (2.11)). Here the function u− (resp. u+) used to generate the
boundary condition at a (resp. b) can be chosen to be a nontrivial solution of τu = 0
if τ is in the limit circle case at a (resp. b) and zero else.
For a given point c ∈ I consider the operators HD(a,c) and HD(c,b) which are ob-
tained by restricting H to (a, c) and (c, b) with a Dirichlet boundary condition
f1(c) = 0 at c, respectively. The corresponding operators with a Neumann bound-
ary condition f2(c) = 0 will be denoted by H
N
(a,c) and H
N
(c,b).
Moreover, let c(z, x) and s(z, x) be the solutions of τu = z u corresponding to
the initial conditions c1(z, c) = 1, c2(z, c) = 0 and s1(z, c) = 0, s2(z, c) = 1. Then
we can define the Weyl solutions
u−(z, x) = c(z, x)−m−(z)s(z, x), z ∈ C \ σ(HD(a,c)),(2.13)
u+(z, x) = c(z, x) +m+(z)s(z, x), z ∈ C \ σ(HD(c,b)),(2.14)
where m±(z) are the Weyl m-functions corresponding to the base point c and
associated with HD(a,c), H
D
(c,b), respectively. Note that the functions m±(z) are
Herglotz–Nevanlinna functions.
We refer to the monographs [41], [59], [60] for background and also to [57] for
further information about Dirac operators and their applications.
For the rest of this section we will closely follow the presentation from [35]. Most
proofs can be done literally following the arguments in [35] and hence we will omit
them here. Our first ingredient to define an analogous singular Weyl function at
a is a system of real entire solutions Θ(z, x) and Φ(z, x) such that Φ(z, x) lies in
the domain of H near a and such that the Wronskian satisfies W (Θ(z),Φ(z)) = 1.
To this end, we require the following hypothesis, which turns out necessary and
sufficient for such a system of solutions to exist.
Hypothesis 2.1. Suppose that the spectrum of HD(a,c) is purely discrete.
Lemma 2.2. The following properties are equivalent:
(i) The spectrum of HD(a,c) is purely discrete.
(ii) There is a real entire solution Φ(z, x), which is non-trivial and lies in the
domain of H near a for each z ∈ C.
(iii) There are real entire solutions Θ(z, x), Φ(z, x) with W (Θ(z),Φ(z)) = 1, such
that Φ(z, x) is non-trivial and lies in the domain of H near a for each z ∈ C.
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Given such a system of real entire solutions Θ(z, x) and Φ(z, x), we define the
singular Weyl function
(2.15) M(z) = −W (Θ(z), u+(z))
W (Φ(z), u+(z))
such that the solution lying in the domain of H near b is given by
(2.16) u+(z, x) = α(z)
(
Θ(z, x) +M(z)Φ(z, x)
)
, x ∈ I,
where α(z) = −W (Φ(z), u+(z)). It is immediate from the definition that the singu-
lar Weyl function M(z) is analytic in C\R and satisfiesM(z) =M(z∗)∗. Note that
M(z) will in general not be a Herglotz–Nevanlinna function. However, following
literally the argument in [35, Lemma 3.2], one infers that associated with M(z) is
a corresponding spectral measure ρ given by the Stieltjes–Livsˇic´ inversion formula
(2.17)
1
2
(
ρ
(
(λ0, λ1)
)
+ ρ
(
[λ0, λ1]
))
= lim
ε↓0
1
pi
∫ λ1
λ0
Im
(
M(λ+ iε)
)
dλ.
Theorem 2.3. Suppose Hypothesis 2.1 and let the spectral measure ρ be given by
(2.17). The mapping
(2.18) U : L2(I,C2)→ L2(R, dρ), f 7→ fˆ
where fˆ is defined by
(2.19) fˆ(λ) = lim
c↑b
∫ c
a
Φ1(λ, x)f1(x) + Φ2(λ, x)f2(x) dx
is unitary and its inverse
(2.20) U−1 : L2(R, dρ)→ L2(I,C2), fˆ 7→ f
is given by
(2.21) f(x) = lim
r→∞
∫ r
−r
Φ(λ, x)fˆ (λ)dρ(λ) = lim
r→∞
(∫ r
−r Φ1(λ, x)fˆ (λ) dρ(λ)∫ r
−r Φ2(λ, x)fˆ (λ) dρ(λ)
)
.
Moreover, U maps H to multiplication by λ. Note that the right-hand sides of (2.19)
and (2.21) are to be understood as limits in L2(R, dρ) and L2(I,C2), respectively.
Corollary 2.4. The sets
Σac = {λ | 0 < lim sup
ε↓0
Im(M(λ+ iε)) <∞},(2.22)
Σs = {λ | lim sup
ε↓0
Im(M(λ+ iε)) =∞},(2.23)
Σp = {λ | lim
ε↓0
εIm(M(λ+ iε)) > 0},(2.24)
Σ = Σac ∪ Σs = {λ | 0 < lim sup
ε↓0
Im(M(λ+ iε))}(2.25)
are minimal supports for ρac, ρs, ρpp and ρ, respectively. We could even restrict
ourselves to values of λ where the lim sup is a lim (finite or infinite).
Moreover, the spectrum of H is given by the closure of Σ,
(2.26) σ(H) = Σ,
the point spectrum (the set of eigenvalues) is given by Σp,
(2.27) σp(H) = Σp,
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and the absolutely continuous spectrum is given by the essential closure of Σac,
(2.28) σ(Hac) = Σ
ess
ac .
Recall that Ω
ess
= {λ ∈ R | |(λ− ε, λ+ ε) ∩Ω| > 0 for all ε > 0} where |Ω| denotes
the Lebesgue measure of a Borel set Ω.
Rather than u+(z, x), we will use
(2.29) Ψ(z, x) = Θ(z, x) +M(z)Φ(z, x), x ∈ I.
For the resolvent we have
(2.30) (H − z)−1f(x) =
∫ b
a
G(z, x, y)f(y)dy,
where
(2.31) G(z, x, y) =
{
Ψ(z, x)⊗ Φ(z, y), y < x,
Φ(z, x)⊗Ψ(z, y), y > x,
is the Green’s function of H .
We conclude this section with a simple fact concerning the spectral transforma-
tion of the Green’s function of H which will turn out to be useful later on.
Lemma 2.5. Recall the Green’s function
(2.32) G(z, x, y) =
(
G11(z, x, y) G12(z, x, y)
G21(z, x, y) G22(z, x, y)
)
of H defined in (2.31). Then we have
(2.33) (UGi(z, x, .))(λ) =
Φi(λ, x)
λ− z , i=1,2
for every x ∈ I and every z ∈ C \ σ(H). Here Gi(z, x, .) has to be interpreted as
(2.34) Gi(z, x, .) =
(
Gi1(z, x, .)
Gi2(z, x, .)
)
, i=1,2.
Proof. First we observe that, by (2.31), Gi(z, x, .) ∈ L2(I,C2), i = 1, 2, for every
x ∈ I and every z ∈ C \ σ(H). Moreover, we have
(H − z)−1f = U−1 1
λ− z Uf
where the left-hand side is given by (2.30) and the right-hand side can be written
as
lim
c↑b
∫ c
a
Φ(λ, x)
λ− z fˆ(λ)dρ(λ).
Hence both sides are equal in L2(I,C2) and hence in particular for almost every
x ∈ I. Moreover, if fˆ has compact support we can drop the limit and both sides
are continuous with respect to x, showing equality for all x ∈ I in this case. Since
such f are dense the claim follows. 
Differentiating with respect to z, we get:
Corollary 2.6. We even have
(2.35) (U∂kzGi(z, x, .))(λ) =
k!Φi(λ, x)
(λ− z)k+1 , i=1,2
for every x ∈ I, k ∈ N0 and z ∈ C \ σ(H).
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Proof. We prove the claim by induction. For the case k = 0, (2.35) is just (2.33).
For k = 1 we have
∂z(UGi(z, x, .))(λ) = ∂z
(
Φi(λ, x)
λ− z
)
=
Φi(λ, x)
(λ− z)2 , i = 1, 2,
where
∂z(UGi(z, x, .))(λ) =
∫ b
a
Φ1(λ, y)∂zGi1(z, x, y) + Φ2(λ, y)∂zGi2(z, x, y) dy
= (U∂zGi(z, x, .))(λ), i = 1, 2.
Now suppose (2.35) holds for k = n. Then we have
∂z(U∂
n
zGi(z, x, .))(λ) = ∂z
(
n!Φi(λ, x)
(λ− z)n+1
)
=
(n+ 1)!Φi(λ, x)
(λ− z)n+2 , i = 1, 2
where ∂z(U∂
n
zGi(z, x, .))(λ) = (U∂
n+1
z Gi(z, x, .))(λ), i = 1, 2 by performing the
same computation as above with U∂nzGi instead of UGi. Thus we have verified
(2.35) for every k ∈ N0. 
Remark 2.7. It is important to point out that a fundamental system Θ(z, x),
Φ(z, x) of solutions is not unique and any other such system is given by
Θ˜(z, x) = e−g(z)Θ(z, x)− f(z)Φ(z, x), Φ˜(z, x) = eg(z)Φ(z, x),(2.36)
where f(z), g(z) are entire functions with f(z) real and g(z) real modulo ipi. The
singular Weyl functions are related via
M˜(z) = e−2g(z)M(z) + e−g(z)f(z)(2.37)
and the corresponding spectral measure is given by
dρ˜(λ) = e−2g(λ)dρ(λ).(2.38)
In particular, the two measures are mutually absolutely continuous and the asso-
ciated spectral transformations just differ by a simple rescaling with the positive
function e−2g(λ).
Next, the following integral representation shows thatM(z) can be reconstructed
from ρ up to an entire function.
Theorem 2.8 ([35]). Let M(z) be a singular Weyl function and ρ its associated
spectral measure. Then there exists an entire function g(z) such that g(λ) ≥ 0 for
λ ∈ R and e−g(λ) ∈ L2(R, dρ). Moreover, for any entire function gˆ(z) such that
gˆ(λ) > 0 for λ ∈ R and (1 + λ2)−1gˆ(λ)−1 ∈ L1(R, dρ) (e.g. gˆ(z) = e2g(z)) we have
the integral representation
(2.39) M(z) = E(z) + gˆ(z)
∫
R
(
1
λ− z −
λ
1 + λ2
)
dρ(λ)
gˆ(λ)
, z ∈ C\σ(H),
where E(z) is a real entire function.
Remark 2.9. Choosing a real entire function g(z) such that exp(−2g(λ)) ∈ L1(R, dρ)
we see that
M(z) = e2g(z)
∫
R
1
λ− z e
−2g(λ)dρ(λ) − E(z)(2.40)
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for some real entire function E(z). Hence if we choose f(z) = exp(−g(z))E(z) and
switch to a new system of solutions as in Remark 2.7, then we see that the new
singular Weyl function is a Herglotz–Nevanlinna function
M˜(z) =
∫
R
1
λ− z e
−2g(λ)dρ(λ).(2.41)
As another consequence we get a criterion when our singular Weyl function is a
generalized Nevanlinna function with no nonreal poles and the only generalized pole
of nonpositive type at∞. We will denote the set of all such generalized Nevanlinna
functions by N∞κ .
Theorem 2.10 ([35]). Fix the solution Φ(z, x). Then there is a corresponding
solution Θ(z, x) such that M(z) ∈ N∞κ for some κ ≤ k if and only if (1+λ2)−k−1 ∈
L1(R, dρ). Moreover, κ = k if k = 0 or (1 + λ2)−k 6∈ L1(R, dρ).
In order to identify possible values of k one can try to bound λ−k by linear combi-
nations of Φ1(λ, x)
2 and Φ2(λ, x)
2 which are in L1(R, (1+λ2)−1dρ) by Lemma 2.5.
As a final ingredient we will need the following simple lemma on high energy
asymptotics of our real entire solution Φ(z, x).
Lemma 2.11. If Φ(z, x) is a real entire solution which lies in the domain of H
near a, then for every x0, x ∈ I
(2.42) Φ(z, x) = Φ(z, x0)e
−i(x−x0)z+i
∫
x
x0
qel(r)dr(1 + o(1)),
as Im(z)→∞.
Proof. Using
Φ1(z, x) = Φ1(z, c)(c1(z, x)−m−(z)s1(z, x))
and the well-known asymptotics (cf. [7], [41, Lemma 7.2.1] — in fact this also follows
as a special case from Lemma 8.3 below)
c(z, x) =
(
cos(z(x− c)− ∫ xc qel(r)dr)
− sin(z(x− c)− ∫ xc qel(r)dr)
)
+ o
(
e|Im(z)|(x−c)
)
,
s(z, x) =
(
sin(z(x− c)− ∫ x
c
qel(r)dr)
cos(z(x− c)− ∫ xc qel(r)dr)
)
+ o
(
e|Im(z)|(x−c)
)
for x > c and
m−(z) = i + o(1)
we see (2.42) for x0 = c and x > c. The second component follows similarly from
Φ2(z, x) = Φ2(z, c)(s2(z, x) − m−(z)−1c2(z, x)). The case x < x0 follows after
reversing the roles of x0 and x. Since c is arbitrary, the proof is complete. 
3. Supersymmetry
In this section we want to establish the connection with the standard theory for
one-dimensional Schro¨dinger operators (cf. [35]) if our Dirac operator is supersym-
metric, that is, qel = qsc = 0. In this case we can write our operator as
(3.1) H =
(
m Aq
A∗q −m
)
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where
Aqf = aqf, aq = − d
dx
+ qam(x),
D(Aq) = {f ∈ L2(a, b) | f ∈ ACloc(a, b), aqf ∈ L2(a, b)}.
(3.2)
Here we use Aq and aq for the operator and differential expression, respectively.
It is straightforward to check (cf. [55, Problem 9.3]) that Aq is closed and that its
adjoint is given by
A∗qf = a
∗
qf, a
∗
q =
d
dx
+ qam(x),
D(A∗q) = {f ∈ L2(a, b) | f ∈ ACloc(a, b), a∗qf ∈ L2(a, b),
lim
x→a,b
f(x)g(x) = 0, ∀g ∈ D(Aq)}.
(3.3)
In particular, our operator H is self-adjoint. Note that if τ is in the limit point case
at a (or b), then the boundary conditions in (3.3) hold automatically at the corre-
sponding endpoint. However, in the limit circle case the operator H is associated
with a specific boundary condition (for instance, in the case when both endpoint
are regular, the boundary conditions in (3.3) are precisely the Dirichlet conditions).
A straightforward computation verifies
(3.4) H2 =
(
AqA
∗
q +m
2 0
0 A∗qAq +m
2
)
.
Here, A∗qAq and AqA
∗
q are generalized one-dimensional Schro¨dinger operators of the
type considered in [11, 12].
Note that in this case τu = zu is equivalent to
(3.5) aqa
∗
qu1 = (z
2 −m2)u1, u2 = (z +m)−1a∗qu1,
as well as
(3.6) a∗qaqu2 = (z
2 −m2)u2, u1 = (z −m)−1aqu2.
By spectral mapping, (3.4) implies that Hypothesis 2.1 will hold if and only if the
corresponding hypothesis holds for A∗qAq (or AqA
∗
q). Consequently, Theorem 8.4
from [12] implies that there is a system of entire solutions φ(ζ, x), θ(ζ, x) for (aqa
∗
q−
ζ)y = 0 such that φ(ζ, x) is in the domain of AqA
∗
q near a. One easily checks that
a∗qφ(ζ, x), ζ
−1a∗qθ(ζ, x) is a corresponding system for (a
∗
qaq − ζ)y = 0. Thus
(3.7) Φ(z, x) =
(
(z +m)φ(z2 −m2, x)
a∗qφ(z
2 −m2, x)
)
, Θ(z, x) =
(
θ(z2 −m2, x)
1
z+ma
∗
qθ(z
2 −m2, x)
)
is a corresponding system for our Dirac operator H . Note that since a∗qθ(0, x) = 0
the solution Θ(z, x) is indeed entire. Moreover, by Theorem 3.4 of [36],
(3.8) Ψ(z, x) = Θ(z, x) +
mq(z
2 −m2)
z +m
Φ(z, x),
lies in the domain of H near b (here mq(ζ) is the singular Weyl function of AqA
∗
q).
Note that while in [36] we assumed qam ∈ AC(a, b) the results extend to the present
situation in a straightforward manner.
We summarize our main findings from this section in the following theorem.
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Theorem 3.1. Let our Dirac operator H be given by (3.1) and suppose the spectrum
of the Schro¨dinger-type operator AqA
∗
q is purely discrete when restricted to (a, c).
Then H satisfies Hypothesis 2.1 and the singular Weyl function associated with the
fundamental system (3.7) is given by
(3.9) M(z) =
mq(z
2 −m2)
z +m
,
where mq(ζ) is the singular Weyl function of AqA
∗
q .
We will use this connection to investigate an illustrative example in the next
section.
4. An example: The unperturbed radial Dirac operator
In this section we completely solve a prototypical example of a Dirac operator
with two singular endpoints, namely the unperturbed radial Dirac operator. We
will use this explicit example to illustrate some results from the foregoing sections.
Additional information about the radial Dirac operator mentioned in this section
can be found in [4, 23, 57]. Explicitly, we look at the case where the interval is the
positive half-axis and the potential Q(x) is given by
(4.1) Qκ(x) =
(
m κx
κ
x −m
)
, x ∈ (0,∞).
As the case κ < 0 can be reduced to the case κ > 0 by the simple gauge transfor-
mation −σ1τσ1, we restrict our attention to the case κ ≥ 0.
This particular Dirac operator is of the type considered in the previous section
and hence can be reduced to the analysis of the Bessel equation
(4.2) − u′′ + l(l + 1)
x2
u = ζu, l ≥ −1
2
.
For the analysis of this equation in the context of singular Weyl–Titchmarsh–
Kodaira theory we refer to (e.g.) [34]. Here we just state the relevant results.
Recall that a particular fundamental system of entire solutions of (4.2) satisfying
(4.3) W (θl(ζ), φl(ζ)) = 1
is given by
(4.4) φl(ζ, x) = ζ
− 2l+1
4
√
pix
2
Jl+ 1
2
(
√
ζx),
(4.5)
θl(ζ, x) = −ζ
2l+1
4
√
pix
2
{
−1
sin((l+ 1
2
)pi)
J−l− 1
2
(
√
ζx), l + 12 ∈ R+ \ N0,
Yl+ 1
2
(
√
ζx)− 1pi log(ζ)Jl+ 12 (
√
ζx), l + 12 ∈ N0,
where Jν and Yν are the usual Bessel and Neumann functions [47]. All branch cuts
are chosen along the negative real axis unless explicitly stated otherwise. If ν is an
integer they of course reduce to spherical Bessel and Neumann functions and can
be expressed in terms of trigonometric functions (cf. e.g. [47], [55, Section 10.4]).
Finally, the Weyl solution is given by
(4.6) ψl(ζ, x) = θl(ζ, x) +ml(ζ)φl(ζ, x) = i
√
pix
2
(i
√
−ζ)l+ 12H(1)
l+ 1
2
(i
√
−ζx)
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and the singular Weyl function is
(4.7) ml(ζ) =
{
−1
sin((l+ 1
2
)pi)
(−ζ)l+ 12 , l + 12 ∈ R+ \ N0,
−1
pi z
l+ 1
2 log(−ζ), l + 12 ∈ N0,
where H
(1)
l+1/2 = Jl+1/2 + iYl+1/2 are the Hankel functions of the first kind.
Using these formulae, and abbreviating
a∗κ =
d
dx
+
κ
x
, ζ = z2 −m2,(4.8)
we immediately obtain the regular radial solution
(4.9) Φκ(z, x) =
(
(z +m)φκ(ζ, x)
a∗κφκ(ζ, x)
)
and the singular radial solution
(4.10) Θκ(z, x) =
(
θκ(ζ, x)
1
z+ma
∗
κθκ(ζ, x)
)
.
Using [47, formulas (5.5.3), (10.6.2)], we obtain
(4.11) a∗κφκ(ζ, x) = ζ
− 2κ−1
4
√
pix
2
Jκ− 1
2
(
√
ζx) =
{
φκ−1(ζ, x), κ ≥ 12 ,
cos(piκ)θ−κ(ζ, x), κ ∈ [0, 12 ),
as well as
(4.12) a∗κθκ(ζ, x) =
{
ζθκ−1(ζ, x), κ ≥ 12 ,
ζ
cos(piκ)φ−κ(ζ, x), κ ∈ [0, 12 ).
By construction we have
Wx(Θκ(z),Φk(z)) = 1(4.13)
and our singular Weyl function defined by
Ψκ(z, x) = Θκ(z, x) +Mκ(z)Φκ(z, x) ∈ L2((1,∞),C2)(4.14)
is given by
Mκ(z) =
1
z +m
mκ(z
2 −m2), z ∈ C \ (−∞,−m] ∪ [m,∞).(4.15)
The associated spectral measure is given by
(4.16) dρκ(λ) = χ(−∞,−m]∪[m,∞)(λ)
|λ2 −m2|κ+1/2
|λ|+m
dλ
pi
.
Furthermore, one infers thatMκ(z) is in the generalized Nevanlinna class N
∞
κ0 with
κ0 = ⌊κ+ 1/2⌋.
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5. The limit circle case
In this section we are going to extend [35, Appendix A] to the case of one-
dimensional Dirac operators. More precisely, we show that whenever τ is in the
limit circle case at a, we may introduce a particular fundamental system such
that the corresponding singular Weyl function is a Herglotz–Nevanlinna function.
The proofs only require straightforward adaptations and we hence omit them here
(details can be found in [8]).
To this end, we start with a Hypothesis which will turn out to be equivalent to
the claim that τ is in the limit circle case at a.
Hypothesis 5.1. Fix λ0 ∈ R and suppose that Φ0(x) and Θ0(x) are two real-valued
solutions of τu = λ0u which satisfy W (Θ0,Φ0) = 1. Assume that the limits
(5.1) lim
x→a
Wx(Φ0, u(z)) and lim
x→a
Wx(Θ0, u(z))
exist for every solution u(z, x) of τu = zu.
Remark 5.2. Hypothesis 5.1 is independent of the choice of λ0 ∈ R.
Indeed, let Φ1(x) and Θ1(x) be two real-valued solutions of τu = λ1u for some
λ1 ∈ R which satisfy W (Θ1,Φ1) = 1. Setting f1 = Φ0(x), f2 = Φ1(x), f3 = Θ0(x)
and f4 = u(z, x) in the Plu¨cker identity
(5.2) Wx(f1, f2)Wx(f3, f4) +Wx(f1, f3)Wx(f4, f2) +Wx(f1, f4)Wx(f2, f3) = 0
and using W (Θ0,Φ0) = 1 yields
(5.3) Wx(Φ1, u(z)) =Wx(Φ0,Φ1)Wx(Θ0, u(z))−Wx(Φ0, u(z))Wx(Θ0,Φ1).
The Plu¨cker identity (5.2) remains valid in the limit x → a. If Hypothesis 5.1
holds, the limit limx→aWx(Φ1, u(z)) exists, as then all limits on the right-hand
side of (5.3) exist. To see that limx→aWx(Θ1, u(z)) exists as well, one just needs to
replace Φ1(x) by Θ1(x) in the above calculation. Altogether we have shown that, if
Hypothesis 5.1 holds for one λ0 ∈ R, then it also holds for any other λ1 ∈ R which
justifies Remark 5.2.
Lemma 5.3. If τ is in the limit circle case at a, then Hypothesis 5.1 holds. In this
case, the limits (5.1) are holomorphic with respect to z whenever u(z, x) is.
Now suppose τ satisfies Hypothesis 5.1 and set
Φ(z, x) =Wa(c(z),Φ0)s(z, x)−Wa(s(z),Φ0)c(z, x),(5.4)
Θ(z, x) =Wa(c(z),Θ0)s(z, x)−Wa(s(z),Θ0)c(z, x).(5.5)
Hereby, the solutions s(z, x) and c(z, x) are defined in the same way as in Section 2.
Observe that we have Φ(z, x)∗ = Φ(z∗, x) and Θ(z, x)∗ = Θ(z∗, x). Moreover, an
easy calculation shows Φ(λ0, x) = Φ0(x) and Θ(λ0, x) = Θ0(x).
Lemma 5.4. If Hypothesis 5.1 holds, then the solutions Φ(z, x) and Θ(z, x) defined
in (5.4) and (5.5) satisfy W (Θ(z),Φ(z)) = 1 as well as the identities
Wa(Θ(z),Φ(zˆ)) = 1, Wa(Φ(zˆ),Φ(z)) =Wa(Θ(zˆ),Θ(z)) = 0.(5.6)
Now we will prove that Hypothesis 5.1 is in fact equivalent to τ being in the
limit circle case at a.
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Corollary 5.5. If Hypothesis 5.1 holds, then τ is in the limit circle case at a.
Moreover, the solutions Φ(z, x) and Θ(z, x) defined in (5.4) and (5.5) satisfy
Wc(Φ(z)
∗,Φ(z)) = −2i Im(z)
∫ c
a
|Φ(z, x)|2dx,(5.7)
Wc(Θ(z)
∗,Θ(z)) = −2i Im(z)
∫ c
a
|Θ(z, x)|2dx,(5.8)
and are entire with respect to z.
Lemma 5.6. Suppose Hypothesis 5.1, let H be some self-adjoint operator associated
with τ and let the boundary condition at a be induced by Φ0. Then Φ(z, x) defined
in (5.4) lies in the domain of H near a. Moreover, we have
(5.9) m−(z) =
Wa(Φ0, c(z))
Wa(Φ0, s(z))
.
We are now able to introduce the singular Weyl function M(z) associated with
the solutions Φ(z, x) and Θ(z, x). As in Section 2, this is done by requiring that
(5.10) Ψ(z, x) = Θ(z, x) +M(z)Φ(z, x) ∈ L2((c, b),C2)
and that Ψ(z, x) satisfies the boundary condition of H at b if τ is limit circle at b.
The following theorem contains the main result of this section.
Theorem 5.7. Suppose Hypothesis 5.1, let H be some self-adjoint operator associ-
ated with τ and let the boundary condition at a be induced by Φ0. Then the singular
Weyl function defined in (5.10) is a Herglotz–Nevanlinna function and satisfies
(5.11) Im(M(z)) = Im(z)
∫ b
a
|Ψ(z, x)|2dx.
Lemma 5.8. Suppose Hypothesis 5.1, let H be some self-adjoint operator associated
with τ and let the boundary condition at a be induced by Φ0. Denote by U the
associated spectral transform from Section 2. Then we have
(5.12) (UΨ(z, .))(λ) =
1
λ− z
for every z ∈ C \ σ(H). Differentiating with respect to z we even obtain
(5.13) (U∂kzΨ(z, .))(λ) =
k!
(λ− z)k+1 .
We conclude this section by refining the integral representation of M(z) which
has been established in Theorem 2.8.
Corollary 5.9. Suppose the same assumptions as in Theorem 5.7. Then we have
(5.14) M(z) = Re(M(i)) +
∫
R
(
1
λ− z −
λ
1 + λ2
)
dρ(λ),
where ρ (which is exactly the spectral measure from Section 2) satisfies
∫
R
dρ =∞
and
∫
R
dρ(λ)
1+λ2 <∞.
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6. Exponential growth rates
It turns out that the real entire fundamental system Θ(z, x), Φ(z, x) from Sec-
tion 2 is not sufficient for the proofs of our inverse uniqueness results. To this end
we will need information on the growth order of the functions Θ( · , x) and Φ( · , x).
Our presentation in this section will closely follow [16, Section 3].
We will say a real entire solution Φ(z, x) is of growth order at most s ≥ 0 if the
entire functions Φ1( · , x) and Φ2( · , x) are of growth order at most s for all x ∈ I.
Our first aim is to extend Lemma 2.2 and to establish the connection between the
growth order of Φ(z, x) and the convergence exponent of the spectrum. We begin
by recalling some basic notation and refer to the classical book by Levin [40] for
proofs and further background.
Given some discrete set S ⊆ C, the number
(6.1) inf
{
s ≥ 0
∣∣∣∣ ∑
µ∈S
1
1 + |µ|s <∞
}
∈ [0,∞],
is called the convergence exponent of S. Moreover, the smallest p ∈ N0 such that
(6.2)
∑
µ∈S
1
1 + |µ|p+1 <∞
will be referred to as the genus of S. Introducing the elementary factors
(6.3) Ep(ζ, z) =
(
1− z
ζ
)
exp
(
p∑
k=1
1
k
zk
ζk
)
, z ∈ C,
if ζ 6= 0 and Ep(0, z) = z, we recall that the product
∏
µ∈S Ep(µ, z) converges
locally uniformly to an entire function of growth order s, where s and p are the
convergence exponent and genus of S, respectively.
Theorem 6.1. For each s ≥ 0 the following properties are equivalent:
(i) The spectrum of HD(a,c) is discrete and has convergence exponent at most s.
(ii) There is a real entire solution Φ(z, x) of growth order at most s which is
non-trivial and lies in the domain of H near a for each z ∈ C.
In this case s ≥ 1.
Proof. First suppose that the spectrum of HD(a,c) is discrete and has convergence
exponent at most s. Then the same holds true for the spectrum of the operator
HN(a,c) and as in [35, Lemma 6.3] one shows that s ≥ 1. We will denote the spectra
of these operators with
σ(HD(a,c)) = {µj}j∈Z and σ(HN(a,c)) = {νj}j∈Z.
Note that the eigenvalues µj , νj , j ∈ Z are precisely the zeros of Φ1( · , c) and
Φ2( · , c), respectively. Also recall that both spectra are interlacing (due to the fact
that the quotient of the functions Φ1( · , c) and Φ2( · , c) is a Herglotz–Nevanlinna
function)
νj−1 < µj < νj , j ∈ Z,
and that Krein’s theorem [40, Theorem 27.2.1] states
(6.4) m−(z) = C
∏
j∈Z
E0(µj , z)
E0(νj , z)
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for some real constant C 6= 0. Now consider the real entire functions
α(z) =
∏
j∈Z
Ep (νj , z) and β˜(z) =
∏
j∈Z
Ep (µj , z) ,
where p ∈ N0 is the genus of the sequences of eigenvalues. Then clearly α(z) and
β˜(z) are of growth order at most s by Borel’s theorem (see [40, Theorem 4.3.3]).
Next note that m−(z) = e
h(z)β˜(z)α(z)−1 for some entire function h(z) since the
right-hand side has the same poles and zeros asm−(z). Comparing this with Krein’s
formula (6.4), we obtain that h(z) is in fact a polynomial of degree at most p:
h(z) =
p∑
k=1
zk
k
∑
j∈Z
(
1
νkj
− 1
µkj
)
+ ln(C), z ∈ C,
where the sums converge absolutely by the interlacing property of the eigenvalues.
In particular, the function β(z) = −m−(z)α(z) = −eh(z)β˜(z) is of growth order at
most s as well. Hence the solution Φ(z, x) with Φ2(z, c) = α(z) and Φ1(z, c) = β(z),
z ∈ C lies in the domain of H near a and is of growth order at most s.
For the converse, let Φ(z, x) be a real entire solution of growth order at most s
which lies in the domain of H near a. Then m−(z) = −Φ2(z, c)/Φ1(z, c) and hence
the spectrum of HD(a,c) is discrete and coincides with the zeros of Φ1( · , c). Now
since the function Φ1( · , c) is of growth order at most s, its zeros are of convergence
exponent at most s. 
Given a real entire solution Φ(z, x) of growth order s ≥ 1 we are not able to prove
the existence of a second solution Θ(z, x) of the same growth order. However, we
recall the following lemma which provides a criterion to ensure the existence of
a second solution Θ(z, x) which has growth order arbitrarily close to s. To this
end, we denote by Rs(C) the set of all entire functions f(z) such that |f(z)| ≤
BeA|z|
s
for some constants A, B > 0. We will write Φ( · , x) ∈ Rs(C) if and only if
Φ1( · , x),Φ2( · , x) ∈ Rs(C).
Lemma 6.2 ([16, 35]). Let s ≥ 1 and suppose that Φ( · , x) ∈ Rs(C) for one (and
hence for all) x ∈ I. Then there is a real entire second solution Θ(z, x) ∈ Rs(C)
with W (Θ(z),Φ(z)) = 1 if and only if
(6.5) |Φ1(z, y)|+ |Φ2(z, y)| ≥ be−a|z|
s
, z ∈ C,
for some constants a, b > 0 and some y ∈ I.
The previous result enables us to provide a sufficient condition for a second
solution of order s + ε to exist, in terms of the interlacing zeros of Φ1( · , c) and
Φ2( · , c), which we denote by {µj}j∈Z and {νj}j∈Z respectively.
Lemma 6.3 ([16, 35]). Suppose Φ(z, x) is a real entire solution of growth order
s ≥ 1 and that for some r > 0 all but finitely many of the discs given by
(6.6) |z − µj | < |µj |−r and |z − νj | < |νj |−r, j ∈ Z,
are disjoint. Then for every ε > 0 there is a real entire second solution Θ(z, x) with
growth order at most s+ ε and W (Θ(z),Φ(z)) = 1.
Remark 6.4. By the Hadamard product theorem [40, Theorem 4.2.1], a solution
Φ(z, x) of growth order s ≥ 1 is unique up to a factor eg(z), for some polynomial
g(z) real modulo ipi and of degree at most s. A solution Θ(z, x) of growth order
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at most s is unique only up to f(z)Φ(z, x), where f(z) is a real entire function of
growth order at most s.
Finally, observe that under the assumptions in this section, one can always use
the function gˆ(z) = exp(z2⌈(p+1)/2⌉) in Theorem 2.8.
7. A local Borg–Marchenko uniqueness result
Now we turn to our Borg–Marchenko uniqueness result. Our argument will
adapt the main strategy from [35] to the present situation (see also [5, 7]). We will
assume that our Dirac operator H is in standard form, that is, normalized such
that
(7.1) qel ≡ 0.
First of all we note that by
(7.2) m−(z) = −Φ2(z, c)
Φ1(z, c)
= i + o(1)
we see that Φ1(z, c) and Φ2(z, c) have the same asymptotic growth as |z| → ∞ along
nonreal rays and hence it does not matter which one we take for this purpose.
Lemma 7.1 ([35]). For each x ∈ I, the singular Weyl function M(z) and the Weyl
solution Ψ(z, x) defined in (2.29) have the following asymptotics:
M(z) = −Θj(z, x)
Φj(z, x)
+O
(
1
Φj(z, x)2
)
,(7.3)
Ψj(z, x) =
i
2Φj(z, x)
(1 + o(1)) ,(7.4)
as Im(z)→∞.
In particular, (7.3) shows that asymptotics ofM(z) immediately follow once one
has corresponding asymptotics for the solutions Θ(z, x) and Φ(z, x). Moreover, the
leading asymptotics depend only on the values of Q(x) near the endpoint a (and
on the choice of Θ(z, x) and Φ(z, x)). The following local Borg–Marchenko type
uniqueness result shows that the converse is true as well.
In order to state this theorem, let Q(x) and Q˜(x) be two potentials on two
intervals (a, b) and (a, b˜), respectively. By H and H˜ we denote some corresponding
self-adjoint operators with separated boundary conditions. Furthermore, we will
denote all quantities associated with H˜ by adding a twiddle. We will also use the
common short-hand notation h1(z) ∼ h2(z) to abbreviate the asymptotic relation
h1(z) = h2(z)(1 + o(1)) (or equivalently h2(z) = h1(z)(1 + o(1))) as |z| → ∞ in
some specified manner.
Theorem 7.2. Suppose Θ(z, x), Θ˜(z, x), Φ(z, x), Φ˜(z, x) are of growth order at
most s for some s ≥ 1 and Φ˜1(z, x) ∼ Φ1(z, x) for one (and hence by (2.42) for
all) x ∈ (a, b) ∩ (a, b˜) as |z| → ∞ along some nonreal rays dissecting the complex
plane into sectors of opening angles less than pi/s. Then for each c ∈ (a, b) ∩ (a, b˜),
the following properties are equivalent:
(i) We have Q(x) = Q˜(x) for almost all x ∈ (a, c) and Wa(Φ, Φ˜) = 0.
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(ii) For each δ > 0 there is an entire function f(z) of growth order at most s
such that
M˜(z)−M(z) = f(z) +O
(
1
Φ1(z, c)2
)
,
as |z| → ∞ in the sector |Im(z)| ≥ δ |Re(z)|.
Proof. If (i) holds, then by Remark 6.4 the solutions are related by
Φ˜(z, x) = Φ(z, x)eg(z), x ∈ (a, c], z ∈ C,(7.5)
and
Θ˜(z, x) = Θ(z, x)e−g(z) − f(z)Φ˜(z, x), x ∈ (a, c], z ∈ C,(7.6)
for some polynomial g(z) of degree at most s and some real entire function f(z) of
growth order at most s. From the asymptotic behavior of the functions Φ1(z, x),
Φ˜1(z, x) we infer that g = 0. Now the asymptotics in Lemma 7.1 show that
M˜(z)−M(z) = Θ1(z, c)
Φ1(z, c)
− Θ˜1(z, c)
Φ˜1(z, c)
+O
(
1
Φ1(z, c)2
)
= f(z) +O
(
1
Φ1(z, c)2
)
,
as |z| → ∞ in any sector |Im(z)| ≥ δ |Re(z)|.
For the converse suppose that property (ii) holds and for every fixed x ∈ (a, c)
and j = 1, 2 consider the entire function
G(z) = Φ˜j(z, x)Θj(z, x)− Φj(z, x)Θ˜j(z, x)− f(z)Φj(z, x)Φ˜j(z, x), z ∈ C.
Since away from the real axis this function may be written as
G(z) = Φ˜j(z, x)Ψj(z, x)− Φj(z, x)Ψ˜j(z, x)
+ (M˜(z)−M(z)− f(z))Φj(z, x)Φ˜(z, x), z ∈ C\R,
it vanishes as |z| → ∞ along our nonreal rays. In fact, for the first two terms this
follows from (7.4) together with our hypothesis that Φj( · , x) and Φ˜j( · , x) have
the same asymptotics. The last term tends to zero because of our assumption on
the difference of the Weyl functions. Moreover, by our hypothesis, G is of growth
order at most s and thus we can apply the Phragme´n–Lindelo¨f theorem (e.g., [40,
Section 6.1]) in the sectors bounded by our rays. Thus G is bounded on all of C
and by Liouville’s theorem it must be zero (since it vanishes along a ray); that is,
Φ˜j(z, x)Θj(z, x)− Φj(z, x)Θ˜j(z, x) = f(z)Φj(z, x)Φ˜j(z, x), z ∈ C.
Dividing both sides of this identity by Φj(z, x)Φ˜j(z, x), differentiating with respect
to x, and using W (Θ,Φ) =W (Θ˜, Φ˜) = 1 shows
(−1)jz −Q11(x)
Φj(z, x)2
=
(−1)jz − Q˜11(x)
Φ˜j(z, x)2
, z ∈ C\R,
for j = 1, 2 and almost all x ∈ (a, c). Hence the poles on both sides must coincide,
implying Φj(z, x) = Φ˜j(z, x) as well as Q11(x) = Q˜11(x) for almost all x ∈ (a, c).
But this also implies Wa(Φ, Φ˜) and Q12(x) = Q˜12(x) finishing the proof. 
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Note that the implication (ii)⇒ (i) could also be proved under somewhat weaker
conditions. First of all the assumption on the growth of the entire functions f(z) is
only due to the use of the Phragme´n–Lindelo¨f principle. Hence it would also suffice
that for each ε > 0 we have
sup
|z|=rn
|f(z)| ≤ BeArs+εn ,(7.7)
for some increasing sequence of positive numbers rn ↑ ∞ and constants A, B ∈ R.
Furthermore, for this implication to hold it would also suffice that the solutions
have the same order of magnitude as |z| → ∞ along our nonreal rays instead of the
same asymptotics. Lastly, it would also be enough to only know the asymptotics
of the difference of the Weyl functions in (ii) along the nonreal rays.
While at first sight it might look like the condition on the asymptotics of the
solutions Φ1(z, x) and Φ˜1(z, x) requires knowledge about them, this is not the case,
since the high energy asymptotics will only involve some qualitative information on
the kind of the singularity at a. Next, the appearance of the additional freedom of
the function f(z) just reflects the fact that we only ensure the same normalization
for the solutions Φ(z, x) and Φ˜(z, x) but not for Θ(z, x) and Θ˜(z, x) (cf. Remark 6.4).
Corollary 7.3. Suppose Θ(z, x), Θ˜(z, x), Φ(z, x), Φ˜(z, x) are of growth order at
most s for some s ≥ 1 and Φ˜1(z, x) ∼ Φ1(z, x) for some x ∈ (a, b)∩(a, b˜) as |z| → ∞
along some nonreal rays dissecting the complex plane into sectors of opening angles
less than pi/s. If
M˜(z)−M(z) = f(z), z ∈ C\R,(7.8)
for some entire function f(z) of growth order at most s, then H = H˜.
Proof. Without loss of generality, we may suppose that b ≤ b˜. Then Theorem 7.2
shows that Q(x) = Q˜(x) for almost all x ∈ (a, b) and that the boundary condition
at a (if any) is the same. As in the proof of Theorem 7.2 one has (7.5) as well
as (7.6) with g = 0 (note that the function f in (7.5) turns out to be the same as
the one in (7.8)) and hence
Ψ˜(z, x) = Θ˜(z, x) + M˜(z)Φ˜(z, x) = Θ(z, x)− f(z)Φ˜(z, x) + (M(z) + f(z))Φ(z, x)
= Θ(z, x) +M(z)Φ(z, x) = Ψ(z, x),
for every x ∈ (a, b) and z ∈ C\R. If b < b˜, then the right endpoint b of H would be
regular as Q˜ is integrable over [c, b]. Therefore, Ψ(z, x) and thus also Ψ˜(z, x) would
satisfy some boundary condition at b, which is not possible. Hence we necessarily
have b = b˜ and finally, since Ψ(z, x) = Ψ˜(z, x), H and H˜ also have the same
boundary condition at b (if any). 
Note that instead of assumption (7.8) it would also suffice to presume that for
each fixed value c ∈ (a, b) ∩ (a, b˜) one has
M(z)− M˜(z) = f(z) +O
(
1
Φ1(z, c)2
)
,(7.9)
as |z| → ∞ along our nonreal rays and M˜(z0) =M(z0) + f(z0) for some z0 ∈ C\R.
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8. Applications to perturbed radial Dirac operators
In this section we investigate perturbations of the free radial Dirac operator from
Section 4 with symmetric real-valued potentials Q(x) on an interval (0, b) satisfying
(8.1) Q(x) = Qκ(x) + P (x),
{
P (x) ∈ L1loc[0, b), κ 6= 12 ,
(1 + | log(x)|)P (x) ∈ L1loc[0, b), κ = 12 .
For notational simplicity, we choose m = 0 as it can be absorbed in P (x) anyway.
Under these assumptions, the regular solution of τu = zu will satisfy
(8.2) Φ(z, x) = Φκ(z, x) +
∫ x
0
K(z, x, y)P (y)Φ(z, y)dy,
where
(8.3) K(z, x, y) =
(
zKκ(z
2, x, y)
(− ∂∂x + κx)Kκ−1(z2, x, y)(
∂
∂x +
κ
x
)
Kκ(z
2, x, y) zKκ−1(z
2, x, y)
)
and
(8.4) Kl(z
2, x, y) =
{
φl(z
2, x)θl(z
2, y)− φl(z2, y)θl(z2, x), l ≥ − 12 ,
−K−1−l(z2, x, y), l ∈ [−1,− 12 ).
For its investigation we will need the following standard estimates (see, e.g., Ap-
pendix A in [34]).
Lemma 8.1 ([34]). For every l > − 12 there is a constant C such that for every
z ∈ C and 0 < y ≤ x ≤ 1 the following estimates hold:
∣∣φl(z2, x)∣∣ ≤ C
(
x
1 + |z|x
)l+1
e|Im(z)|x,(8.5)
∣∣∣∣ ∂∂xφl(z2, x)
∣∣∣∣ ≤ C
(
x
1 + |z|x
)l
e|Im(z)|x,(8.6)
∣∣Kl(z2, x, y)∣∣ ≤ C
(
x
1 + |z|x
)l+1(
1 + |z|y
y
)l
e|Im(z)|(x−y),(8.7)
∣∣∣∣ ∂∂xKl(z2, x, y)
∣∣∣∣ ≤ C
(
x
1 + |z|x
)l(
1 + |z|y
y
)l
e|Im(z)|(x−y).(8.8)
For the case l = − 12 , one has to replace the estimates for Kl by∣∣K−1/2(z2, x, y)∣∣ ≤ C
(
x
1 + |z|x
)1/2(
y
1 + |z|y
)1/2
(8.9)
× e|Im(z)|(x−y)(1− log(y)),∣∣∣∣ ∂∂xK−1/2(z2, x, y)
∣∣∣∣ ≤ C
(
1 + |z|x
x
)1/2(
y
1 + |z|y
)1/2
(8.10)
× e|Im(z)|(x−y)(1− log(y)).
Based on these estimates, we can solve (8.2) in the usual way.
Lemma 8.2. If the potential Q(x) is of the form (8.1), then the integral equation
(8.2) has a unique solution satisfying
(8.11) |Φ(z, x)− Φκ(z, x)| ≤ C I(x)
(
x
1 + |z|x
)κ
e|Im(z)|x
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near zero for some constant C > 0, where
(8.12) I(x) =
∫ x
0
‖P (r)‖
{
dr, κ 6= 12 ,
(1− log(r))dr, κ = 12 .
Hereby, ‖.‖ is the operator norm corresponding to the euclidean norm on C2.
Proof. Using the estimates from Lemma 8.1, we immediately get
|Φκ(z, x)| ≤ C
(
x
1 + |z|x
)κ
e|Im(z)|x
for some constant C > 0, all z ∈ C and 0 < x ≤ 1 as well as
‖K(z, x, y)‖ ≤ C
(
x
1 + |z|x
)κ(
1 + |z|y
y
)κ
e|Im(z)|(x−y)
{
1, κ 6= 12 ,
(1− log(y)), κ = 12 ,
for all z ∈ C and 0 < y ≤ x ≤ 1. Hereby, we have also employed the inequality
y
1+|z|y ≤ x1+|z|x in the case κ ∈ [0, 12 ). Now we can construct Φ(z, x) using the
standard iterative procedure. Namely, let
Φ(z, x) =
∞∑
n=0
Φn(z, x), Φn(z, x) =
∫ x
0
K(z, x, y)P (y)Φn−1(z, y)dy,(8.13)
and Φ0(z, x) = Φκ(z, x). Using induction and the estimates from above one shows
|Φn(z, x)| ≤ C
n+1
n!
(
x
1 + |z|x
)κ
e|Im(z)|xI(x)n
near zero. Therefore, the sum in (8.13) converges uniformly near zero (and also
locally uniformly in z ∈ C) to a solution of the integral equation (8.2) with the
required estimate (8.11). 
Since it is readily verified that a solution of the integral equation (8.2) is a
solution of τu = zu, Lemma 8.2 gives rise to a real entire solution Φ(z, x). In the
following, we will also need the asymptotics of this solution as Im(z) → ∞. The
next result was first shown in [52] for the special case κ ∈ N0. We give a streamlined
proof which works for every κ ≥ 0.
Lemma 8.3. If the potential Q(x) is of the form in (8.1) with its trace normalized
to zero, then the solution of (8.2) has the asymptotics
(8.14) |Φ(z, x)− Φκ(z, x)| = o
(|z|−κe|Im(z)|x)
as |z| → ∞ for all x near zero. In particular,
Φ(z, x) ∼ (±z)−κ
(
sin
(
zx∓ κpi2
)
cos
(
zx∓ κpi2
))(8.15)
as |z| → ∞ in any sector | arg(±z)| < pi − δ.
Proof. We will first establish the claim for the case when P has a bounded contin-
uous derivative near zero. More precisely, we suppose that{
P (x) ∈ C1[0, x], κ 6= 12 ,
(1− log(x))P (x), (1 − log(x))P ′(x) ∈ C[0, x], κ = 12 .
(8.16)
Firstly, let us estimate the Φ1(z, x) defined in (8.13) by decomposing it in
Φ1(z, x) = Π(z, x) + Υ(z, x),
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where
Π(z, x) =
∫ x
0
P11(y)K(z, x, y)
(
Φκ,1(z, y)
−Φκ,2(z, y)
)
dy,
Υ(z, x) =
∫ x
0
P12(y)K(z, x, y)
(
Φκ,2(z, y)
Φκ,1(z, y)
)
dy.
In order to estimate Π(z, x), we integrate by parts to obtain
Π(z, x) = P11(x)R(z, x, x)−
∫ x
0
P ′11(y)R(z, x, y)dy,
where
R(z, x, y) =
∫ y
0
K(z, x, t)
(
Φκ,1(z, t)
−Φκ,2(z, t)
)
dt.
Using the identities
K12(z, x, y) = aκ(x)Kκ−1(z
2, x, y) = a∗κ(y)Kκ(z
2, x, y),(8.17)
K21(z, x, y) = a
∗
κ(x)Kκ(z
2, x, y) = aκ(y)Kκ−1(z
2, x, y),(8.18)
as well as the relations provided in Section 4, we compute
R(z, x, y) =
( −Kκ(z2, x, y)a∗κφκ(z2, y) + limt→0Kκ(z2, x, t)a∗κφκ(z2, t)
−zKκ−1(z2, x, y)φκ(z2, y) + limt→0 zKκ−1(z2, x, t)φκ(z2, t)
)
.
Noting that (cf. [37, Section 2])
φl(ζ, x) ∼ C−1l xl+1, θl(ζ, x) ∼
Clx
−l
2l+ 1
, Cl =
2l+1Γ(l + 32 )√
pi
, l > −1
2
,
as x→ 0, we get
R(z, x, y) =
( −Kκ(z2, x, y)a∗κφκ(z2, y)
−zKκ−1(z2, x, y)φκ(z2, y)
)
+
(
φκ(z
2, x)
0
)
and, in particular,
R(z, x, x) =
(
φκ(z
2, x)
0
)
.
From all this we immediately infer
|R(z, x, y)| ≤ C
(
x
1 + |z|x
)κ+1
e|Im(z)|x
{
1, κ 6= 12 ,
1− log(y), κ = 12 ,
for all 0 < y ≤ x ≤ 1. Hence we arrive at the following estimate for x near zero
|Π(z, x)| ≤ CBP
(
x
1 + |z|x
)κ+1
e|Im(z)|x,
where the constant BP depends on the potential as follows
BP =
{
‖P (y)‖C1[0,x], κ 6= 12 ,
‖(1− log(y))P (y)‖C[0,x] + ‖(1− log(y))P ′(y)‖C[0,x], κ = 12 .
Similarly, in order to estimate Υ(z, x), consider the function
S(z, x, y) =
∫ y
0
K(z, x, t)
(
Φκ,2(z, t)
Φκ,1(z, t)
)
dt.
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Hereby note that the integrand may be written as(
zKκ(z
2, x, t)a∗κφκ(z
2, t) + zaκ(x)Kκ−1(z
2, x, t)φκ(z
2, t)
a∗κ(x)Kκ(z
2, x, t)a∗κφκ(z
2, t) + z2Kκ−1(z
2, x, t)φκ(z
2, t)
)
=
(
z(Kκ(z
2, x, t)a∗κφκ(z
2, t) + a∗κ(t)Kκ(z
2, x, t)φκ(z
2, t))
aκ(t)Kκ−1(z
2, x, t)a∗κφκ(z
2, t) +Kκ−1(z
2, x, t)aκa
∗
κφκ(z
2, t)
)
.
Using the identities (8.17) and (8.18) once more, we compute
S(z, x, y) =
(
zKκ(z
2, x, y)φκ(z
2, y)
−Kκ−1(z2, x, y)a∗κφκ(z2, y)
)
+
∫ y
0
2κ
t
(
zKκ(z
2, x, t)φκ(z
2, t)
Kκ−1(z
2, x, t)a∗κφκ(z
2, t)
)
dt
and, in particular,
S(z, x, x) =
∫ x
0
2κ
t
(
zKκ(z
2, x, t)φκ(z
2, t)
Kκ−1(z
2, x, t)a∗κφκ(z
2, t)
)
dt.
Now using the estimates from Lemma 8.1, we obtain
|S(z, x, y)| ≤ CT (z, x)|z|
(
x
1 + |z|x
)κ
e|Im(z)|x
{
1, κ 6= 12 ,
1− log(y), κ = 12 ,
where the function T (z, x) is given by
T (z, x) =
{
log(1 + |z|x), κ 6= 12 ,
log(1 + |z|x) + |Li2(−|z|x)|, κ = 12 .
Hereby note that Li2(−|z|x) = o(|z|) as |z| → ∞ (see [47, formula (25.12.2)]). Using
these estimates and integrating by parts we arrive at the following estimate
|Υ(z, x)| ≤ CBP T (z, x)|z|
(
x
1 + |z|x
)κ
e|Im(z)|x.
The latter immediately implies the corresponding estimate for Φ1(z, x).
Noting that the functions in (8.16) are continuous, we infer from (8.13)
|Φn(z, x)| ≤ C
nBnP
(n− 1)!
T (z, x)
|z|
(
x
1 + |z|x
)κ
e|Im(z)|x(8.19)
for all n ≥ 2. Summing up these inequalities, we arrive at the estimate
|Φ(z, x)− Φκ(z, x)| ≤ Ce2BP T (z, x)|z|
(
x
1 + |z|x
)κ
e|Im(z)|x
for some constant C, yielding the claim in this case.
Now we return to the general case and fix some x ∈ (0, b) near zero. Then for
every ε > 0 there is a Pε with a bounded continuous first derivative on (0, x) such
that ‖(P (y)− Pε(y))(1− log(y))‖L1(0,x) ≤ ε. Hence, we infer from (8.13) that
|Φ1(z, x;P )− Φ1(z, x;Pε)| ≤ εC
(
x
1 + |z|x
)κ
e|Im(z)|x,
as |z| → ∞. Employing (8.19), we arrive at the following estimate
|Φ1(z, x;P )| ≤ C
(
x
1 + |z|x
)κ(
ε+BPε
T (z, x)
|z|
)
e|Im(z)|x.
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Using this estimate, after iteration we obtain
|Φn(z, x;P )| ≤ C
nBn−1P
(n− 1)!
(
x
1 + |z|x
)κ(
ε+BPε
T (z, x)
|z|
)
e|Im(z)|x,
which implies (8.14) since ε > 0 can be chosen arbitrarily small.
Finally, utilizing the asymptotics (cf. [58, Sections VII.21 and VII.22])
φκ(z
2, x) = (±z)−κ−1 sin(±zx− κpi
2
)
+O(|z|−κ−2e|Im(z)|x),
as λ→ ±∞ as |z| → ∞ in any sector | arg(±z)| < pi − δ, we obtain
Φκ(z, x) = (±z)−κ
(
sin
(
zx∓ κpi2
)
cos
(
zx∓ κpi2
))+O(|z|−κ−1e|Im(z)|x),
from which the very last claim follows. 
Now we are ready to prove our main results in this section.
Theorem 8.4. Suppose that the potential Q(x) is of the form (8.1) and let Φ(z, x)
be as in Lemma 8.2. Then there is a second solution Θ(z, x) withW (Θ(z),Φ(z)) = 1
such that the corresponding singular Weyl function is given by
(8.20) M(z) = (1 + z2)⌈κ⌉
∫
R
(
1
λ− z −
λ
1 + λ2
)
dρ(λ)
(1 + λ2)⌈κ⌉
, z ∈ C\R.
In particular, M(z) ∈ N∞κ0 for some κ0 ≤ ⌈κ⌉.
Proof. By Lemma 8.3 we have |Φ(λ, x)|2 ∼ |λ|−2κ as λ→ ±∞. Since the function
|Φ(λ, x)|2 belongs to L1(R, (1 + λ2)−1dρ) by Lemma 2.5, so does (1 + λ2)−⌈κ⌉ and
the claim follows from Theorem 2.10. 
Using (8.14), we can even strengthen Lemma 6.2 in this special case.
Lemma 8.5. Suppose that the potential Q(x) is of the form (8.1) and let Φ(z, x) be
as in Lemma 8.2. Then there is a second solution Θ(z, x) with W (Θ(z),Φ(z)) = 1
and such that Θ(., x) is of finite exponential type for every x ∈ (0, b).
Proof. The estimate in Lemma 8.3 imply the asymptotics
|Φ2(z, x)− iΦ1(z, x)| = |z|−κeIm(z)x + o
(|z|−κeIm(z|x)
as |z| → ∞ in Im(z) ≥ 0. Since Φ2(z, x)− iΦ2(z, x) has no zeros in the closed upper
half plane, this shows
|Φ2(z, x)|+ |Φ1(z, x)| ≥ |Φ2(z, x)− iΦ1(z, x)| ≥ c
1 + |z|κ , Im(z) ≥ 0,
for some c > 0. Conjugating z shows that the same estimate holds for Im(z) ≤ 0 and
thus the claim is a consequence of Lemma 6.2. Hereby, also note that Θ(., x) is of
finite exponential type for every x ∈ (0, b) if and only if it is for some x ∈ (0, b). 
In particular, the results of the previous sections apply to this example. For
instance, Theorem 7.2 now takes the following form.
Theorem 8.6. Let Q(x) and Q˜(x) be two potentials of the form (8.1) with the same
κ ≥ 0 and their trace normalized to zero. Choose the solutions Φ(z, x), Φ˜(z, x) as
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in Lemma 8.2, Θ(z, x), Θ˜(z, x) according to Lemma 8.5 and let c ∈ (0, b)∩ (0, b˜). If
for every ε > 0 there is an entire function f(z) of finite exponential type such that
M˜(z)−M(z) = f(z) +O(e−2(c−ε)|Im(z)|)(8.21)
as z →∞ along the imaginary axis, then Q(x) = Q˜(x) for almost all x ∈ (0, c).
To be precise, the claim of Theorem 8.6 is somewhat stronger than the one in
Theorem 7.2 and does not immediately follow from there. However, due to the fact
that the exponential types of our solutions Φ(z, x) and Θ(z, x) are known to be
finite, a simple modification of the proof of Theorem 7.2 yields the claim.
For further results concerning the (inverse) spectral theory of radial Dirac oper-
ators see [1, 2, 3, 42, 43, 44, 46, 48, 52, 53, 54]
9. Uniqueness results for operators with discrete spectra
Now we are finally able to investigate when the spectral measure determines the
potential for operators with purely discrete spectrum. In this respect, observe that
the uniqueness results for the singular Weyl function from the previous sections do
not immediately yield such results. In fact, if ρ = ρ˜, then the difference of the cor-
responding singular Weyl functions is an entire function by Theorem 2.8. However,
in order to apply Corollary 7.3 we would need some bound on the growth order
of this function. Fortunately, in the case of purely discrete spectrum with finite
convergence exponent, refinements of the arguments in the proof of Theorem 7.2
show that the growth condition is superfluous. We continue to assume that our
Dirac operators are in standard form, that is, normalized such that
(9.1) qel ≡ 0.
Corollary 9.1 ([16]). Suppose Φ(z, x), Φ˜(z, x) are of growth order at most s for
some s ≥ 1 and Φ˜(z, x) ∼ Φ(z, x) for an x ∈ (a, b) ∩ (a, b˜) as |z| → ∞ along
some nonreal rays dissecting the complex plane into sectors of opening angles less
than pi/s. Furthermore, assume that H and H˜ have purely discrete spectra with
convergence exponent at most s. If
(9.2) M˜(z)−M(z) = f(z), z ∈ C\R,
for some entire function f(z), then H = H˜.
Now the lack of a growth restriction in Corollary 9.1 implies that it immediately
translates into a corresponding uniqueness result for the spectral measure.
Theorem 9.2 ([16]). Suppose that Φ(z, x), Φ˜(z, x) are of growth order at most s
for some s ≥ 1 and Φ˜(z, x) ∼ Φ(z, x) for an x ∈ (a, b) ∩ (a, b˜) as |z| → ∞ along
some nonreal rays dissecting the complex plane into sectors of opening angles less
than pi/s. Furthermore, assume that H and H˜ have purely discrete spectra with
convergence exponent at most s. If the corresponding spectral measures ρ and ρ˜ are
equal, then we have H = H˜.
Proof. Since the spectral measures are the same, Theorem 2.8 shows that the differ-
ence of the corresponding singular Weyl functions is an entire function and Corol-
lary 9.1 is applicable. 
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We remark that similar results can be proven using the theory of de Branges
spaces [9, 14]. However, our assumptions on Φ(z, x) here are of a different nature
and more convenient to derive in certain situations; [16, Section 6]. Nevertheless,
in some sense our assumptions here are stronger since they exclude (in the case
I = R) the possibility that one potential is a translation of the other one (which
clearly would leave the spectral measure invariant).
Also note that in the case of discrete spectra, the spectral measure is uniquely
determined by the eigenvalues λn and the corresponding norming constants
(9.3) γ2n =
∫ b
a
|Φ(λn, x)|2 dx,
since in this case we have
(9.4) ρ =
∑
n
γ−2n δλn ,
where δλ is the unit Dirac measure in the point λ.
As another application, we are also able to prove a generalization of Hochstadt–
Lieberman type uniqueness results. To this end, let us consider an operator H
whose spectrum is purely discrete and has convergence exponent (at most) s. Since
the operator HDc = H
D
(a,c)⊕HD(c,b) with an additional Dirichlet boundary condition
at c is a rank one perturbation of H , we conclude that the convergence exponents
of both HD(a,c) and H
D
(c,b) are at most s and hence by Theorem 6.1, there are real
entire solutions Φ(z, x) and Π(z, x) of growth order at most s which belong to the
domain of H near a and b, respectively.
Theorem 9.3 ([16]). Suppose H is an operator with purely discrete spectrum of
finite convergence exponent s. Let Φ(z.x) and Π(z, x) be entire solutions of growth
order at most s which lie in the domain of H near a and b, respectively, and suppose
there is a c ∈ I such that
(9.5)
Π1(z, c)
Φ1(z, c)
= O(1),
as |z| → ∞ along some nonreal rays dissecting the complex plane into sectors of
opening angles less than pi/s. Then every other isospectral operator H˜ for which
Q˜(x) = Q(x) almost everywhere on (a, c) and which is associated with the same
boundary condition at a (if any) is equal to H.
Note that by (2.42) the growth of Φ( · , c) will increase as c increases while (by
reflection) the growth of Π( · , c) will decrease. In particular, if the bound (9.5)
holds for some c, then it will hold for any other c′ > c as well.
As an example, we give a generalization of the Hochstadt–Lieberman result from
[31] to Dirac operators on (0, 1) with radial-type singularities at both endpoints.
Theorem 9.4. Let η, κ ≥ 0 and consider an operator of the form
H =
1
i
σ2
d
dx
+Q(x), Q(x) =
(
m κx +
η
1−x
κ
x +
η
1−x −m
)
+ P (x),(9.6)
on the interval (0, 1) such that
fκ(x)fη(1 − x)P (x) ∈ L1(0, 1), fκ(x) =
{
1, κ 6= 12 ,
1− log(x), κ = 12 .
(9.7)
SINGULAR WEYL–TITCHMARSH–KODAIRA THEORY 25
If 0 ≤ κ < 1/2, then we choose the boundary condition at zero which is induced
by the solutions Φ(z, x) from Section 8. Suppose H˜ satisfies Q˜(x) = Q(x) for
x ∈ (0, 1/2 + ε) and has the same boundary condition at zero if 0 ≤ κ < 1/2, where
ε = 0 if η ≥ κ and ε > 0 if η < κ. Then, H = H˜ if both have the same spectrum.
Proof. Immediate from Theorem 9.3 together with the asymptotics of solutions for
H given in Lemma 8.3. 
Acknowledgments. We thank Fritz Gesztesy and Alexander Sakhnovich for hints
with respect to the literature. J.E. and G.T. gratefully acknowledge the stimulating
atmosphere at the Institut Mittag-Leffler during spring 2013 where parts of this
paper were written during the international research program on Inverse Problems
and Applications.
References
[1] S. Albeverio, R. Hryniv and Ya. Mykytyuk, Inverse spectral problems for Dirac operators
with summable potentials, Russ. J. Math. Phys. 12, 406–423 (2005).
[2] S. Albeverio, R. Hryniv and Ya. Mykytyuk, Reconstruction of radial Dirac operators, J.
Math. Phys. 48, 043501, 14p (2007).
[3] S. Albeverio, R. Hryniv and Ya. Mykytyuk, Reconstruction of radial Dirac and Schro¨dinger
operators from two spectra, J. Math. Anal. Appl. 339, 45–57 (2008).
[4] A. A. Balinsky and W. D. Evans, Spectral Analysis of Relativistic Operators, Imperial
College Press, London 2011.
[5] C. Bennewitz, A proof of the local Borg–Marchenko theorem, Commun. Math. Phys. 218,
131–132 (2001).
[6] G. Borg, Uniqueness theorems in the spectral theory of y′′ + (λ − q(x))y = 0, in ”Den 11te
Skandinaviske Matematikerkongress, Trondheim, 1949”, 276–287, Johan Grundt Tanums
Forlag, Oslo, 1952.
[7] S. Clark and F. Gesztesy, Weyl–Titchmarsh M-function asymptotics, local uniqueness re-
sults, trace formulas, and Borg-type theorems for Dirac operators, Trans. Amer. Math. Soc.
358, 3475–3534 (2002).
[8] R. Brunnhuber,Weyl–Titchmarsh–Kodaira theory for Dirac operators with strongly singular
potentials, master thesis, University of Vienna, 2012. http://othes.univie.ac.at/20726/
[9] J. Eckhardt, Inverse uniqueness results for Schro¨dinger operators using de Branges theory,
Complex Anal. Oper. Theory 8, 37–50 (2014).
[10] J. Eckhardt, Direct and inverse spectral theory of singular left-definite Sturm–Liouville
operators, J. Differential Equations 253 (2012), no. 2, 604–634.
[11] J. Eckhardt, F. Gesztesy, R. Nichols, and G. Teschl, Supersymmetry and Schro¨dinger-type
operators with distributional matrix-valued potentials, J. Spectr. Theory (to appear).
[12] J. Eckhardt, F. Gesztesy, R. Nichols, and G. Teschl, Weyl–Titchmarsh theory for Sturm–
Liouville operators with distributional potential potentials, Opuscula Math. 33 (2013), no. 3,
467–563.
[13] J. Eckhardt, F. Gesztesy, R. Nichols and G. Teschl, Inverse spectral theory for Sturm–
Liouville operators with distributional potentials, J. Lond. Math. Soc. (2) 88, 801–828
(2013).
[14] J. Eckhardt, A. Kostenko, and G. Teschl, Inverse uniqueness results for one-dimensional
weighted Dirac operators, in ”Spectral Theory and Differential Equations: V.A. Marchenko
90th Anniversary Collection”, E. Khruslov et al. (eds), Advances in Mathematical Sciences
233, Amer. Math. Soc., Providence, 2014.
[15] J. Eckhardt, A. Kostenko, and G. Teschl, Spectral asymptotics for one-dimensional weighted
Dirac operators, in preparation.
[16] J. Eckhardt and G. Teschl, Uniqueness results for one-dimensional Schro¨dinger operators
with purely discrete spectra, Trans. Amer. Math. Soc. 365, 3923–3942 (2013).
[17] J. Eckhardt and G. Teschl, Singular Weyl–Titchmarsh–Kodaira theory for Jacobi operators,
Oper. Matrices 7, 695–712 (2013).
26 R. BRUNNHUBER, J. ECKHARDT, A. KOSTENKO, AND G. TESCHL
[18] C. Fulton, Titchmarsh–Weyl m-functions for second order Sturm–Liouville problems, Math.
Nachr. 281, 1417–1475 (2008).
[19] C. Fulton and H. Langer, Sturm–Liouville operators with singularities and generalized
Nevanlinna functions, Complex Anal. Oper. Theory 4, 179–243 (2010).
[20] C. Fulton, H. Langer and A. Luger, Mark Krein’s method of directing functionals and
singular potentials, Math. Nachr. 285, 1791–1798 (2012).
[21] F. Gesztesy, A. Kiselev, and K. A. Makarov, Uniqueness results for matrix-valued
Schro¨dinger, Jacobi, and Dirac-type operators, Math. Nachr. 239-240, 103–145 (2002).
[22] F. Gesztesy and M. Zinchenko, On spectral theory for Schro¨dinger operators with strongly
singular potentials, Math. Nachr. 279, 1041–1082 (2006).
[23] D. M. Gitman, I. V. Tyutin, and B. L. Voronov, Self-adjoint Extensions in Quantum Me-
chanics, Birkha¨user, New York, 2012.
[24] D. B. Hinton and J. K. Shaw, On Titchmarsh–Weyl M(λ)-functions for linear Hamiltonian
systems, J. Differential Equation 40 (1981), no. 3, 316–342.
[25] D. B. Hinton and J. K. Shaw, On the spectrum of a singular Hamiltonian system, Quaes-
tiones Math. 5 (1982/83), no. 1, 29–81.
[26] D. B. Hinton and J. K. Shaw, Hamiltonian systems of limit point or limit circle type with
both endpoints singular, J. Differential Equations 50 (1983), no. 3, 444–464.
[27] D. B. Hinton and J. K. Shaw, On boundary value problems for Hamiltonian systems with
two singular points, SIAM J. Math. Anal. 15 (1984), no. 2, 272–286.
[28] D. B. Hinton and J. K. Shaw, On the spectrum of a singular Hamiltonian system, II,
Quaestiones Math. 10 (1986), no. 1, 1–48.
[29] D. B. Hinton and A. Schneider, On the Titchmarsh–Weyl coefficients for singular S-
Hermitian Systems I, Math. Nachr. 163 (1993), 323–342.
[30] D. B. Hinton and A. Schneider, On the Titchmarsh–Weyl coefficients for singular S-
Hermitian Systems II, Math. Nachr. 185 (1997), 67–84.
[31] H. Hochstadt and B. Lieberman, An inverse Sturm–Liouville problem with mixed given
data, SIAM J. Appl. Math. 34, 676–680 (1978).
[32] I. S. Kac, The existence of spectral functions of generalized second order differential systems
with boundary conditions at the singular end, AMS Translations (2) 62,, 204–262 (1967).
[33] K. Kodaira, The eigenvalue problem for ordinary differential equations of the second order
and Heisenberg’s theory of S-matrices, Amer. J. Math. 71, 921–945 (1949).
[34] A. Kostenko, A. Sakhnovich, and G. Teschl, Inverse eigenvalue problems for perturbed spher-
ical Schro¨dinger operators, Inverse Problems 26, 105013, 14pp (2010).
[35] A. Kostenko, A. Sakhnovich, and G. Teschl, Weyl–Titchmarsh theory for Schro¨dinger op-
erators with strongly singular potentials, Int. Math. Res. Not. 2012, 1699–1747 (2012).
[36] A. Kostenko, A. Sakhnovich, and G. Teschl, Commutation methods for Schro¨dinger opera-
tors with strongly singular potentials, Math. Nachr. 285, 392–410 (2012).
[37] A. Kostenko and G. Teschl, On the singular Weyl–Titchmarsh function of perturbed spher-
ical Schro¨dinger operators, J. Differential Equations 250, 3701–3739 (2011).
[38] A. Kostenko and G. Teschl, Spectral asymptotics for perturbed spherical Schro¨dinger oper-
ators and applications to quantum scattering, Comm. Math. Phys. 322, 255–275 (2013).
[39] P. Kurasov and A. Luger, An operator theoretic interpretation of the generalized
Titchmarsh–Weyl coefficient for a singular Sturm–Liouville problem, Math. Phys. Anal.
Geom. 14, 115–151 (2011).
[40] B. Ya. Levin, Lectures on Entire Functions, Transl. Math. Monographs 150, Amer. Math.
Soc., Providence, RI, 1996.
[41] B. M. Levitan and I. S. Sargsjan, Sturm–Liouville and Dirac Operators, Kluwer Academic
Publishers, Dordrecht 1991.
[42] M. Lesch and M. M. Malamud, The inverse spectral problem for first order systems on the
half line, Oper. Theory: Adv. Appl. 117, 199–238, (2000).
[43] M. M. Malamud, Uniqueness questions in inverse problems for systems of differential equa-
tions on a finite interval, Trans. Moscow Math. Soc. 60, 173–224 (1999).
[44] M. M. Malamud, Borg type theorems for first-order systems on a finite interval, Funct.
Anal. Appl. 33, 64–68 (1999).
[45] V. A. Marcˇenko, Some questions of the theory of one-dimensional linear differential opera-
tors of the second order. I, Trudy Moskov. Mat. Obsˇcˇ.1, 327–420 (1952).
SINGULAR WEYL–TITCHMARSH–KODAIRA THEORY 27
[46] Ya. V. Mykytyuk and D. V. Puyda, Inverse spectral problems for Dirac operators on a finite
interval, J. Math. Anal. Appl. 386, 177–194 (2012).
[47] F. W. J. Olver et al., NIST Handbook of Mathematical Functions, Cambridge University
Press, Cambridge, 2010.
[48] D. V. Puyda, Inverse spectral problems for Dirac operators with summable matrix-valued
potentials, Integral Equations Operator Theory 74, 417–450 (2012).
[49] A. Sakhnovich, Dirac type and canonical systems: spectral and Weyl–Titchmarsh matrix
functions, direct and inverse problems, Inverse Problems 18 (2002), no. 2, 331–348.
[50] A. Sakhnovich, Skew-self adjoint discrete and continuous Dirac-type systems: inverse prob-
lems and Borg–Marchenko theorems, Inverse Problems 22 (2006), no. 6, 2083–2101.
[51] A. L. Sakhnovich, L. A. Sakhnovich, and I. Ya. Roitberg, Inverse Problems and Nonlinear
Evolution Equations. Solutions, Darboux Matrices and Weyl–Titchmarsh Functions, Walter
de Gruyter, Berlin, 2013.
[52] F. Serier, Inverse spectral problem for singular Ablowitz–Kaup–Newell–Segur operators on
[0, 1], Inverse Problems 22, 1457–1484 (2006).
[53] R. Stadler and G. Teschl, Relative oscillation theory for Dirac operators, J. Math. Anal.
Appl. 371, 638–648 (2010).
[54] G. Teschl, Renormalized oscillation theory for Dirac operators, Proc. Amer. Math. Soc.
126, 1685–1695 (1998).
[55] G. Teschl,Mathematical Methods in Quantum Mechanics; With Applications to Schro¨dinger
Operators, Amer. Math. Soc., Providence, 2009.
[56] G. Teschl, Ordinary Differential Equations and Dynamical Systems, Amer. Math. Soc.,
Providence, 2012.
[57] B. Thaller, The Dirac Equation, Springer, Berlin, 1991.
[58] G. N. Watson, A Treatise on the Theory of Bessel Functions, Cambridge University Press,
Cambridge, 1944.
[59] J. Weidmann, Spectral Theory of Ordinary Differential Operators, Lecture Notes in Math-
ematics 1258, Springer, Berlin, 1987.
[60] J. Weidmann, Lineare Operatoren in Hilbertra¨umen, Teil 2: Anwendungen, B. G. Teubner,
Stuttgart, 2003.
Institute of Mathematics, University of Klagenfurt, Universita¨tsstrasse 65–67, 9020
Klagenfurt, Austria
E-mail address: Rainer.Brunnhuber@aau.at
URL: http://www.aau.at/~rabrunnh/
Institut Mittag-Leffler, Aurava¨gen 17, SE-182 60 Djursholm, Sweden
E-mail address: jonathaneckhardt@aon.at
Faculty of Mathematics, University of Vienna, Oskar-Morgenstern-Platz 1, 1090
Wien, Austria
E-mail address: duzer80@gmail.com;Oleksiy.Kostenko@univie.ac.at
Faculty of Mathematics, University of Vienna, Oskar-Morgenstern-Platz 1, 1090
Wien, Austria, and International Erwin Schro¨dinger Institute for Mathematical Physics,
Boltzmanngasse 9, 1090 Wien, Austria
E-mail address: Gerald.Teschl@univie.ac.at
URL: http://www.mat.univie.ac.at/~gerald/
