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 Metabolomics is a quickly growing field. However, unlike other -omics disciplines, it 
suffers from the challenge of a wide variety of chemical properties within a metabolome. This 
has made choosing an analytical platform capable of identifying and quantifying the constituents 
of a metabolome exceptionally difficult. While a wide array of methods has been used, liquid 
chromatography-mass spectrometry probably shows the most promise due to its high sensitivity 
and wide dynamic range. The traditionally used stationary phase in liquid chromatography, n-
octadecyl (C-18) bonded silica, is satisfactory for some types of metabolites, but it does not have 
the capability to separate the full range of metabolites of interest due to its inability to retain the 
more polar analytes. Porous graphitic carbon (PGC) has been shown to separate both polar and 
nonpolar substances, and is therefore shows promise in being a useful stationary phase in 
metabolomics. In order to determine its potential use in metabolomics, PGC must be further 
studied to understand its strengths, limitations, and for more effective use. Studies here aim to 
understand PGC in this context. 
  In order to perform successful capillary liquid chromatography separations, the 
conditions must be such that sufficient analyte retention occurs to permit significant sample 
preconcentration. At the same time minimal axial diffusion of retained analytes should occur to 
prevent spreading of previously focused bands which would otherwise yield low efficiency 
separations. Experiments here were performed to understand and predict retention behaviors in 
 iv 
the context of sample volume injection and preconcentration as well as diffusion inside the 
stationary phase particle. These experiments showed the potential for sample focusing 
moderately polar compounds on PGC, which is not possible on typical reversed-phases. 
Additionally, the intraparticle diffusion behavior between the two types of stationary phases was 
found to be the same. Along with understanding the processes throughout a separation, there are 
myriad ways to optimize a chromatographic separation, and experiments were also run to 
optimize capillary scale separations with PGC stationary phase. These studies considered 
optimizing particle size distribution, packing conditions, and performing an efficient gradient 
separation. While particle size refinement attempts were unsuccessful, it was determined that 
packing PGC columns with a slurry concentration of 80 mg/mL was optimal without sonication. 
Intermediate gradients lengths seemed to produce the best results. Results of this work 
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CHAPTER 1: INTRODUCTION 
 
1.1 Introduction to Metabolomics 
 
1.1.1 The –Omics 
 
Back in 1986, when Dr. Thomas H. Roderick proposed the name “Genomics” as the title 
of a new journal that he and his colleagues were starting, he never assumed it would set the 
foundation for an entire new way of studying life.1 Since the coining of this term, the various –
omics have had significant impact in field of biology. The suffix has been used on a wide variety 
of components to study proteomics, transcriptomics, metabolomics, even as specific as 
metallomics, or the study of metal ions in cells. Adding the suffix –omics, implies that the study 
includes all of the components within a single organism or cell. Therefore, metabolomics is the 
study of all of the metabolites within the system of interest. The reason for this trend in study is 
two-fold. First, is the development of instrumentation like next generation sequencing and mass 
spectrometry that can handle complicated samples and massive amounts of data.2 Second, is the 
push for higher specificity in various fields. The study of entire genomes, proteomes, and 
metabolomes provides the potential for things like personalized medicine.3 To quantify the sheer 
scope of the surge of research in these fields of -omics, Figure 1-1 shows the number of 
publications with “genomics,” “proteomics,” or “metabolomics” in their titles from 1988 until 
now.4 Metabolomics has been the latest to spike in popularity, likely due to its greater difficulty, 
but also its greater potential for specific answers in biology, medicine, and many other fields. 
One example where this may be the case is in personalized medicine. The premise of 
personalized medicine is based on the idea that every patient’s disease presents itself in a unique 
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way. Because metabolomics studies the furthest downstream biological components, it is where 
much of the disparity from patient to patient lies. The ability to study these metabolites, is what 
will make personalized therapeutics possible.6 
1.1.2  Challenges of Metabolomics 
 
One of the most challenging features of metabolomics is the vast array in properties seen 
through the metabolome. Metabolites range from extremely nonpolar as in some lipids to 
extremely polar, like carbohydrates as demonstrated in Figure 1-2. Because of the wide range in 
polarities, it is incredibly difficult to develop a technique that can be utilized for the entire scope 
of metabolites that may be in a given sample. Challenges that may arise due to these polarity 
differences include difficulties with solubility, volatility, separation, and detection.5 
1.1.3  Analytical Techniques Used in Metabolomics 
 
There are a wide variety of techniques used in metabolomics to be able to analyze the full 
range of compounds present. One of the most universal techniques is nuclear magnetic resonance 
(NMR). NMR is an excellent tool for elucidating structures of compounds in a metabolomic 
sample. It also has simple sample preparation, can be easily used for quantitation, and has a wide 
dynamic range. However, NMR is not a high-throughput technique nor does it have good 
sensitivity.7 
 Another commonly used tool for metabolomics is gas chromatography-mass 
spectrometry (GC-MS). GC-MS is a technique that separates volatile samples through gas 
chromatography then detects them as ions or ion fragments in the mass spectrometer. This 
technique is fast, sensitive, and is the most standardized method in metabolomics.8 But, since 
many metabolites are polar, it is difficult to vaporize them to be used in gas chromatography. It 
is sometimes possible to derivatize these compounds to provide some volatility, however this 
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increases the complexity of the sample preparation and often utilizes toxic or otherwise 
dangerous reagents.9 Additionally, due to the high temperatures utilized in GC, many analytes 
experience thermal degradation which can lead to unexpected results.10 
 The most common technique used to perform metabolomics analysis is liquid 
chromatography-mass spectrometry (LC-MS). LC-MS is the ideal method because it shares 
many of the beneficial qualities with GC-MS without the requirement of volatility or the difficult 
derivatization steps.11 The most utilized technique for LC-MS, reversed-phase chromatography, 
is best suited for nonpolar to moderately nonpolar substances. However, it suffers in 
performance when faced with moderately polar to polar substances.  
 There are a variety of stationary phases that have been designed to perform separations of 
polar substances. The most successful of these is hydrophilic interaction liquid chromatography 
(HILIC). HILIC is a chromatography technique that utilizes a silica stationary phase modified 
with some variety of polar groups such as amino-, diol-, or propyl- groups.1 It uses mobile 
phases similar to reversed-phase chromatography however its gradients are reversed, starting 
with high organic mobile phase and moving to high aqueous.13,14 The benefits of HILIC are its 
compatibility with mass spectrometry and its ability to retain polar solutes.15 However, due to its 
high organic initial conditions, there may be issues with solubility of the polar solutes in the 
starting conditions for the separation. Additionally, HILIC has virtually no retention of solutes 
that are nonpolar.  
1.2 Porous Graphitic Carbon 
 
1.2.1 History of PGC 
 
Porous graphitic carbon (PGC) stationary phases arose out of a need for a more 
temperature and pH stable reverse-phase stationary phase.16,17 Initially, it was difficult to create 
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carbon based particles that were mechanically stable and that weren’t crushed under the 
pressures seen in chromatography.18-20 Finally, Knox and Gilbert filed a patent in 1980 for a 
carbon-based stationary phase that would come to be called PGC.21,22 The method to synthesize 
these particles begins by introducing a mix of phenol and hexamine into a porous spherical silica 
template and heated to 160 °C to polymerize.23 The mix is then pyrolyzed at a temperature of 
1000 °C under inert gas (N2) to form an amorphous carbon structure. Next, the silica template is 
dissolved away using a hot aqueous potassium hydroxide solution. Lastly, the amorphous carbon 
is graphitized at >2500 °C under inert conditions. The result is a porous graphitic carbon particle 
that is now marketed under the trade name Hypercarb and is available in 3 µm, 5 µm, and 7 µm 
diameters.24 
 The structure of PGC particles is comprised of layers of graphitic sheets of carbon. The 
carbon within each sheet is bonded by covalent bonds while the sheets are held together with van 
der Waals forces. PGC is considered a two-dimension graphitic structure because there is no 
regular orientation between the sheets unlike three-dimensional graphite (Figure 1-3).25,26 The 
graphitic sheets are geometrically flat and have satisfied valence making it a highly polarizable 
structure throughout the bulk of the sheet. However, the carbons on the edge have unsatisfied 
valence and could be a site for oxidizable groups.27 PGC fulfills its original goal of being stable 
across the entire pH range and up to a very high temperature of 200 °C.28-30 
1.2.2 Retention Mechanisms on PGC 
 
As mentioned before PGC was originally developed to be a more stable reversed-phase 
stationary phase. At first glance, it appeared that it fulfilled that purpose. Just like C-18 reverse-
phase stationary phases, neutral hydrocarbons with increasing number of carbons showed 
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increased retention, with the addition of a methylene group demonstrating an even greater 
increase in retention than that of C-18.31,32 
 However, it was quickly noted that PGC was not behaving exactly like previously studied 
reversed-phase systems. PGC exhibited retention of polar groups, which is not seen on stationary 
phases like C-18. The electrostatic interactions between polar solutes and PGC was eventually 
termed polar retention effect on graphite (PREG).28 It is proposed that the mechanism by which 
this occurs has to do with the highly polarizable delocalized electrons of the graphitic sheets. As 
a solute with an ionized or dipole region approaches the surface of the graphite, the charge either 
repels (for negative ion/dipole) or attracts (for positive ion/dipole) the polarizable electrons on 
the surface of the graphite forming an image charge like in Figure 1-4. This image charge 
interacts with the ion or dipole of the solute, causing attraction and retention of that solute.  
 The ability to retain both polar and nonpolar solutes through these two mechanisms, 
though complex, allows the potential for using PGC stationary phases for much broader ranges 
of metabolites than previously used methods for metabolomics. 
1.2.3 Applications for PGC 
 
As of right now, PGC has primarily been used in the separations of polar analytes such as 
neurotransmitters, carbohydrates, organic explosives, and glycans.33-36 Additionally, since the 
surface of the PGC is flat, the orientation which the solute approaches its surface has 
consequences in its ability to induce the image charge and therefore its retention. This allows the 
potential to separate structural isomers in a way that many other stationary phases cannot.37,38 
 Also, because of the differences in retention mechanisms between PGC and traditional 
reversed-phase stationary phases like C-18, it has been shown that it is effective to couple PGC 
and C-18 in two-dimensional separations.39,40 But, despite all of its potential, the use of PGC has 
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been limited for complex mixtures like metabolites due to its complexity and unpredictability 
stemming from a lack of understanding of the various aspects that go into a separation using 
PGC. 
1.2.4 Challenges with PGC  
 
While there are many useful properties of using PGC stationary phases in liquid 
chromatography, there are also some difficult challenges that must be dealt with. The most 
significant of these challenges is a well-documented variability in retention times.41-43 The 
variation in retention time has been attributed to a variety of things, including susceptibility to 
contamination and oxidation of the PGC.41 The contamination susceptibility has been mitigated 
by using wash methods with acids, bases, or solvents such as ammonia, acetone, or hydrochloric 
acid.41,43 There are also methods that utilize washing with a reducing agent, such as ascorbic 
acid, to reduce the column and improve repeatability.42  
An additional accommodation must be made to run PGC capillary columns coupled to 
mass spectrometry. Because the graphitic stationary phase is electrically conductive, the voltage 
from the electrospray ionization source must be isolated from the column, otherwise electrical 
current will flow back through the length of the column.44 This could cause redox reactions with 
the sample and would likely produce unexpected results in the resultant chromatogram. 




In order to have high resolution separation of complex samples, it is necessary to have a 
very efficient column. Even though the metabolomics analysis is performed using a mobile phase 
gradient, it is useful to consider the column’s isocratic efficiency. Under isocratic conditions, a 
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solute experiences a number of broadening processes that can be summarized by the number of 
theoretical plates, N.16  
 ] = CF
@
T;@
  (1-1) 
Here, tR is the retention time of a peak and st2 is the temporal variance of the measured peak. N 
is a dimensionless value that describes the performance of a specific analyte on a specific 
column, where the higher N, the better the performance. In order to compare between columns of 
varying length, the height equivalence of a theoretical plate (H) is used: 
 _ = `
a
 (1-2)   
Where L is the length of the column that was used. 
1.3.2 van Deemter Equation 
 
As mentioned previously, a variety of broadening processes occur with the solute band 
throughout the duration of the isocratic separation. These processes vary with the mobile phase 
velocity (u). The velocity dependence on these processes is represented by the van Deemter 
equation:16 
 _ = b + c
d
+ e ∙ f (1-3) 
Here, A describes broadening due to eddy dispersion, B describes contributions from longitudinal 
diffusion, and C represents resistance to mass transfer within the column. The individual 
processes and their summation into Equation 1-3 can be seen in Figure 1-5. 
 The individual broadening terms can be described in further detail and Equation 1-3 can 
be written as: 







Here, dp is average particle diameter, Dm is the diffusion coefficient in the mobile phase, l is 
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related to the quality (uniformity) of the packed bed, g is the tortuosity factor, and c is the mass 
transfer coefficient. 
 The representation of H via Equations 1-3 and 1-4 allows comparison of efficiency of a 
solute on columns of varying lengths, however it may be useful to compare columns with varied 
particle diameters (dp) or solute/mobile phase compositions with differing diffusion rates (Dm).  
To allow these comparisons, oftentimes the dimensionless parameters reduced plate height (h) 
and reduced mobile phase velocity (u) are calculated:45 
 ℎ = l
>8
 (1-5) 
 m = d>8
7<
 (1-6) 
Which can be substituted into Equation 1-3 to form the reduced van Deemter equation. 
 ℎ = n + 4
o
+ p ∙ m (1-7) 
Using Equation 1-7 allows for comparison of performance between columns of varying lengths, 
particle diameters, and for different analyte/mobile phase combinations.46-49  
1.3.2.1 Eddy Dispersion 
 
The A-term of the van Deemter equation is also known as eddy dispersion. This describes 
the broadening that occurs due to the presence of many different flow paths that a solute can take 
through the packed bed of the column. Having many different flow paths means that the 
individual molecules may travel different distances through the column and will travel from the 
inlet to the outlet in different amounts of time leading to broadening of the band.16  
 Research has shown five different mechanisms that account for eddy dispersion 
including, transchannel, short-range interchannel, long-range interchannel, transparticle, and 
transcolumn.46 These five mechanisms all vary in scale within a packed bed. The A-term is 
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represented in the van Deemter equation as being independent of mobile phase velocity, however 
these five mechanisms will all be partially dependent on mobile phase velocity.47,49 This 
dependence will manifest itself as an apparent increase in the C-term, making the A-term seem 
less consequential in the overall broadening. The A-term broadening is best minimized by using 
smaller average diameter particles, improving the bed homogeneity through narrower particle 
size distribution, and improvements on packing techniques.42 
1.3.2.2 Longitudinal Diffusion 
 
The B-term of the van Deemter equation describes broadening caused by diffusion that 
occurs along the length of the column due to the relaxation of concentration gradients in the 
solute band.16 Increasing linear velocity decreases contributions from the B-term because a 
shorter amount of time on the column provides less time for this diffusion to occur. Longitudinal 
diffusion is the sum of multiple diffusion processes both inside and outside of the stationary 
phase particles. Outside of the stationary phase particles, diffusion of the solute occurs within the 
mobile phase that is flowing in the interstices between the particles. Within the particles, 
diffusion can occur both in the mobile phase that is stagnant within the pores and on the surface 
of the stationary phase itself.16,46 Oftentimes, this intraparticle diffusion is ignored, but becomes 
more significant the longer an analyte is retained on the column within the stationary phase.50 
1.3.2.3 Mass-Transfer 
 
The resistance to mass transfer is represented by the C-term in the van Deemter equation. 
It is related to the transfer of solutes between the mobile phase, stagnant mobile phase, and 
stationary phase within the column. Resistance to mass transfer in the stationary phase is due to 
the time it takes to diffuse in and out of the stationary phase, and the same for mobile phase 
resistance to mass transfer.16 The contributions from the C-term increase with increasing mobile 
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phase velocity because as solute molecules are taking time to diffuse between phases, the 
molecules in the mobile phase are traveling further ahead. Therefore, faster mobile phase 
velocities cause greater widening of the band. 
1.3.3 UHPLC 
 
Utilizing smaller particles is one way to increase the efficiency of the columns used for 
separation. The A and C terms are proportional to dp and dp2, respectively according to Equation 
1-4.16 This means that decreasing particle diameter will produce a decrease in H, as shown in 
Figure 1-6 for 5 µm, 3 µm, and 1 µm particles. Improvements due to decreasing particle 
diameters are what led to the development of ultra-high-pressure liquid chromatography 
(UHPLC) in the Jorgenson Lab. Decreasing particle size necessitates a much larger operating 
pressure to provide adequate flow through the column. Required pressure can be found using the 
Kozeny-Carman equation:16 





Where DP is the required pressure drop, h is the mobile phase viscosity, and ei is the fraction of 
column volume in the interstices between particles.  
 The linear velocity that achieves minimum plate height is proportional to 2
>8
 through 
Equation 1-6, therefore the pressure to operate at optimum linear velocity is proportional to 2
>8z
.50 
This shows that the improved performance from small particles requires a huge increase in 
pressure.  
 The other common way to improve separations is to lengthen the column, which, as 
shown in Equation 1-8, also requires an increase in pressure requirements. In order to perform 
separations at these high pressures, it was necessary to develop instrumentation that was capable 
 11 
of reaching pressures higher than the 400 bar (5,800 psi) limit of most high performance liquid 
chromatography (HPLC) systems. After advancements made in the Jorgenson lab, which were 
first published in 1997, most manufacturers have now released commercial instruments capable 
of gradient separations up to 15,000 psi (1,000 bar).52 These advancements allow for the analysis 
of more complex mixtures of proteomic and metabolomic samples.  
1.4 Dissertation Overview 
 
The work presented in this dissertation is an attempt to understand and improve 
separations of metabolites using capillary columns packed with porous graphitic carbon. PGC 
has the potential to be used for the separation of broader ranges of polarities of metabolites due 
to its alternative retention mechanisms, allowing better separation of the full range of metabolites 
than traditional reversed-phase separation methods. In order to produce the most efficient 
separations possible on PGC columns, we must gain an understanding of the mechanisms of 
retention and diffusion in the column as well as determining best packing methods and gradient 
development for various polar analytes. Chapter 2 investigates retention of polar analytes and 
PGC’s ability to preconcentrate a polar sample on the head of the column to produce narrow 
bands. Chapter 3 aims to describe intraparticle diffusion behavior on PGC when compared to 
traditional C-18 reversed phase columns. Chapter 4 shows the results of attempts to use 
sedimentation to size refine the PGC particles to try to get a smaller sized population to use for 
more efficient separations. Chapter 5 shows the results of a study aimed to find ideal packing 
conditions for capillary PGC columns. Finally, Chapter 6 explores using PGC for separations of 





Figure 1-1. Number of -omics publications from 1988-present according to search of titles 































Figure 1-2. Example of range of polarities present in metabolite samples such as urine.
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Figure 1-4. Graphical representation of PREG when (A) a negative ion or dipole or (B) a 
positive ion or dipole approaches the surface of PGC. From reference [53].
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Figure 1-5. Graphical representations of the contributions of the A, B, and C term broadening 
effects in chromatography. Derived from the van Deemter equation (Equation 1-3). Adapted 











Figure 1-6. Graphical representation of the effect of varying particle sizes on the efficiency of a 
capillary column packed with these particles. As particle diameter decreases, column 
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CHAPTER 2: EFFECT OF ANALYTE RETENTION ON MAXIMUM PERMISSIBLE 
SAMPLE INJECTION VOLUME FOR GRADIENT ELUTION SEPARATIONS ON 




2.1.1 The Importance of Pre-Concentration and Focusing in Separations 
 
 One of the major benefits of capillary UHPLC is its inherently small column volumes. 
The characteristic allows for the introduction of sample volumes that are larger than the column 
volume, therefore increasing the ability to detect low abundance species in the sample.1-3 
However, to efficiently separate these low abundance analytes, their retention (k’) must be 
sufficient to allow for pre-concentration of the sample.  
 Pre-concentration happens when a compound has a high retention factor (k’), as the ratio 
of time spent on the stationary phase is significantly higher than the amount of time spent in the 
mobile phase per Equation 2-1:4 




  (2-1) 
where tr is the retention time of the species, ts is the amount of time the analyte spends in the 
stationary phase, and tm is the time of elution for an unretained species. Because of the larger 
amount of time spent in the stationary phase, when the sample is injected, the solute band moves 
significantly slower than the velocity of the mobile phase. This ultimately narrows the band and 
produces what is referred to as sample pre-concentration. This phenomenon is visualized in 
Figure 2-1. The ability of a compound to pre-concentrate plays a large role in determining the 
maximum allowable injection volume for a sample. 
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 Initially, as injection volume increases, peak height increases without any change in peak 
width.4,5 Eventually, increasing injection volume will reach a point where the height stops 
increasing and the width starts increasing, which is referred to as volume overload. If the volume 
gets high enough, the Gaussian peak will eventually start to transition to a rectangular profile 
peak.1,6 The volume where this transition begins is the maximum allowable injection volume 
(Vmax). The maximum allowable injection volume is an important parameter in developing a 




  (2-2) 
Where q is the fractional loss of the number of plates caused by the injection volume (typical 
allowed value is 5% volume dispersion, q =0.05), Kinj is a constant determined by the shape of 
the injection profile (Kinj = 4 for an ideal rectangular injection), et is the total column porosity, 
and dc is the column inner diameter. As can be seen, the higher the retention factor of a sample 
(k’), the larger the maximum allowable volume injected. This becomes more important as the 
inner diameter of the column decreases, as in capillary UHPLC. A decrease in dc means that 
there is a smaller column volume and less stationary phase for the sample to interact with. Since 
Vmax is proportional to dc2 it becomes more important for k’ to be sufficiently large in capillary 
UHPLC separations.  
 It would be useful to have a way to predict Vmax for compounds that are of interest. If 
known, the sample injection volume could be tuned very easily without wasting as much time or 
material. By using tools for predicting gradient separation, this is possible.  
2.1.2 Fundamentals of Gradient Prediction 
 
 Because of the added complexity of gradient separations as compared to isocratic 
separations, chromatographers desired the ability to predict gradient elution using isocratic 
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retention data to simplify the optimization process. Initially, researchers thought that log{′ 
varied linearly with the amount of organic solvent in the mobile phase by this relationship:8,9 
 log{′ = log{′àà − äã (2-3) 
where S is a constant specific to the analyte (related to molecular weight), j is the fraction of 
organic solvent in the mobile phase, and k’00 is the retention factor when no organic solvent is 
present. However, it is now clear that the relationship is not linear for the majority of solutes, and 
various equations have been empirically developed over the years.10-12 
 Finding these equations for predicting retention was key, because an accurate estimation 
of retention is necessary to build a model to predict gradient elution, since the k’ varies over such 
a vast range throughout the duration of the separation.9 To calculate tr and peak width, k’ must be 
related to time (t) to know the retention factor during any given point in the gradient. Solving this 
integral gives k’ at any time point:13  
 ∫ >CQV(C) = ç~
C:
à   (2-4) 
Here, k’(t) is the retention factor at time, t. This equation shows that once an analyte has spent 
time in the mobile phase equal to that of the dead time (tm), it will be eluted from the column. 
This integral allows for the incorporation of values for retention, initial mobile phase condition, 
final mobile phase condition, and gradient slope to calculate tr and peak width (wp).14 Essentially, 
the simulation works by using something similar to Equation 2-4 to calculate its retention at 
various time points in the gradient, and thus tracking its position along the length of the 
hypothetical column. This allows the user to visualize what the peak should look like at the end 
of a separation with the parameters input into the program. 
 While there are several commercially available programs that offer gradient prediction 
capabilities for “dry” separation experiments, Gilar et al. developed a model for gradient 
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prediction and visualization for retention time and peak widths using a downloadable Excel 
spreadsheet.1,15,16 This spreadsheet is not as tunable as many of the commercial options which 
allow for input of parameters such as pH and temperature, but the accessibility and cost make it 
an indispensable tool for prediction of gradient chromatograms and determination of Vmax. 




 Optima LC/MS grade water with 0.1% formic acid (v/v), Optima LC/MS grade methanol 
(MeOH), acetone, and formic acid were purchased from Fisher Scientific (Hampton, NH). 
Hydrogen peroxide (H2O2), creatinine, cytosine, phenylalanine, and uracil were purchased from 
Sigma Aldrich (St. Louis, MO).  
2.2.2 Retention Measurements of Model Urinary Metabolites 
 
Isocratic separations with creatinine, cytosine, phenylalanine and uracil were carried out 
on an Acquity ultraperformance liquid chromatography (UPLC) system equipped with a 
photodiode array (PDA) detector from Waters (Milford, MA). For all experiments, 5 µL 
injections were used. The column was a Hypercarb column (4.6 mm x 100 mm, 3 µm particles) 
from Thermo Fisher Scientific (Waltham, MA). The isocratic separations were performed on a 
wide range of water/MeOH with 0.1% FA mobile phase compositions at 30 °C.   
Due to significant day-to-day drift in retention times on PGC, the column was washed 
with the desired mobile phase with 10 mM ascorbic acid added to it for at least 90 column 
volumes overnight.17 The column was then flushed with 30 column volumes of mobile phase 
without ascorbic acid before runs were performed each day.  
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2.2.3 UHPLC/MS Gradient Separations 
  
Gradient separations were carried out on a NanoAcquity UPLC system coupled to a 
QToF Premier (Waters Corp.; Milford, MA) with a 15 cm long 20 µm i.d. fused silica pigtail and 
a 10 µm i.d. fused silica electrospray emitter (New Objective; Woburn, MA). The Hypercarb 
capillary column was packed according to previously described methods (75 µm x 55.5 cm, 3.56 
µm particles).18,19 Broad injections were made onto the capillary column at a flow rate of 0.3 
µL/min and the gradient started at 100% water with 0.1% FA (mobile phase A) and went to 
100% MeOH with 0.1% FA (mobile phase B) in 30 minutes. The sample was prepared in 100% 
mobile phase A.  
In order to run the calculations in the simulation spreadsheet, the dead volume and dwell 
volume needed to be measured. To measure the dead volume, the column was coupled to a 
Linear UVIS 200 variable wavelength absorbance detector set at 268 nm (Thermo Scientific; 
Waltham, MA). Using the sample manager of the NanoAcquity, 2 µL acetone was injected onto 
the column at various flow rates and retention time of acetone was recorded. 
 Dwell volume, or gradient delay volume, is the total volume of the system between where 
the gradient is produced and the head of the column.4 To measure the dwell volume, the column 
was removed and replaced by a short length of 50 µm i.d. fused silica capillary. The system was 
coupled directly with the Linear UVIS 200. A gradient was programmed from 100% mobile 
phase A (water) to 100% mobile phase B (water + 0.1% acetone) in 3 minutes, back to 100% A 
at 6 minutes, back to 100% B at 9 minutes and finally back to 100% A again at 12 minutes. The 
acetone response was tracked over the course of the gradient at 256 nm. Dwell volume 
measurements were made using two different flow rates, each in triplicate. 
2.2.4 Modeling of Gradient Separations 
 
 26 
 In order to compare Hypercarb experimental peak widths with gradient simulation 
models, the repetitive injection model (RIM) spreadsheet developed by Gilar et al. was 
utilized.1,16 
 RIM uses an injection of two infinitesimally small bands which represent the front and 
rear of a sample injection zone as it travels through a column. To use the spreadsheet, it is 
necessary to have the column parameters, chromatographic conditions, instrumental parameters 
and retention data for the analytes to calculate peak widths. The spreadsheet then iteratively 
calculates the movement of the two injections through the columns stepwise by calculating k’ at 
a point based on the mobile phase strength, then using the set time between steps and velocity to 
calculate a distance traveled. Once a new position in the column is found, the calculation begins 
again with determining k’ at the next point. This process repeats until the full length of the 
column is reached, where the analyte would elute. The calculation process is performed on both 
the front and rear zones with the distance between the two zones representing the peak width 
(full width at half max, FWHM) at the time of elution. The values are then input into another 
spreadsheet that provides a visual representation of the theoretical chromatogram. 
2.3 Results and Discussion 
 
2.3.1 Retention Measurements of Model Urinary Metabolites 
 
 In order to run the simulation spreadsheet, it was necessary to determine the retention of 
each of the four model urinary metabolites over a range of water/MeOH and 0.1% FA mobile 
phase compositions. The spreadsheet requires that the parameters a and c be determined from the 
equation developed by Neue et al.:1,16,20 
 ln {′ = ln {′àà −
5|;AA8è
2P3?ê:ëAè
  (2-5) 
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Here, k’00 is the retention factor at 100% mobile phase A, csteep is a parameter that represents 
“steepness” of the curve, and acurve represents “curvature” (a > 0 is concave, a < 0 is convex), 
and j is the fraction of MeOH in the mobile phase.  
 This equation was also used to determine k’00 for uracil and phenylalanine. Due to the 
high retention of these two compounds at high mobile phase A compositions, it was not practical 
to determine k’00 experimentally. Equation 2-5 allowed for the determination of these 
compounds’ k’00 by projection to the y-intercept. Figure 2-2 shows the relationship of k’ to 
fraction of MeOH as well as the fit of Equation 2-5. Table 2-1 shows the fit parameters for 
Equation 2-5 for each of the four model urinary metabolites. 
2.3.2 Modeling of Gradient Separations on PGC 
 
 Before gradient modeling can be performed, it is necessary to know the system dwell 
volume (Vdwell). Dwell volume accounts for any volume contained in tubing, valves, and fittings 
that are between where the gradient is generated and the head of the column. It impacts the 
retention times of the solutes, because of the delay between the point of gradient generation and 
the head of the column, and varies from instrument to instrument. It is only important to know 
Vdwell for gradient separations because in isocratic separations, the mobile phase composition is 
not changing over time. The gradient described in the experimental methods section was used. 
The acetone response was tracked over time during the course of the gradient using the Linear 
UVIS 200. To calculate the time delay (tdelay) for the gradient, Equation 2-6 was used,21 
 ç>[X3í = ç2/D −
Cì
D
  (2-6) 
Here, t1/2 is the time it took for the acetone intensity to reach half of its maximum and tG is the 
length of the gradient (3 minutes). The time delay can then be used to calculate Vdwell based on 
the volumetric flow rate (F). 
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 }>î[XX = ç>[X3í ∙ ï  (2-7) 
Because the gradient ramped up and down, 4 values were calculated for Vdwell for each run and 
were averaged. An example of a trace collected for calculating Vdwell is shown in Figure 2-3. 
Measurements were made at both 0.5 µL/min and 0.25 µL/min and agreed for a calculated value 
of 0.581 ± 0.015 µL, n=9, for Vdwell.  
 Using the metabolite retention parameters (Table 2-1), column and instrument 
parameters, and gradient conditions, the model was able to calculate two zones that represent the 
front and rear of the sample zone and simulate its movement through the length of the column. 
The model parameters used can be seen in Table 2-2. For the model, the total porosity of the 
column (et) was set so that the predicted dead time was equal to the measured dead time. Figure 
2-4 shows the simulated repetitive injection peaks overlaid onto the experimental peaks with 
injection volumes of 3 µL (approximately 1.5 times the column volume). The predicted and 
experimental peak widths for each analyte can be found in Table 2-3. The two sharp peaks from 
the simulation represent the front and rear of the sample band, so intersection of the two peaks 
with the half max of the front and rear of the sample peak indicates a good fit. As seen in figure 
2-4, the spreadsheet model performed an accurate estimate for the peak widths after the 
separation. Therefore, it can be concluded that the model can be used to predict final peak widths 
after a variety of separation conditions. 
2.3.3 Determination of Maximum Permissible Sample Injection Volume for Gradient 
 Elution Separations on PGC 
 
Since the experimental and simulated peak widths agreed, the simulation spreadsheet can 
be used to determine maximum permissible sample injection volumes for gradient elution 
separations if retention parameters are known for the substance. Having a tool such as this 
spreadsheet is useful because it can be used to determine how large the sample injection can be 
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before the peaks will be too large and will negatively affect the separation. Figure 2-5 shows the 
extrapolation of peak widths vs. injection volume for the four model urinary metabolites. 
Utilizing a tool like this, researchers can determine the size of sample volumes to inject given 
samples with different retention properties on PGC. The ability to predict this without having to 
actually perform the separation will save significant amounts of time and materials. For example, 
if the researcher knows that they need a peak width to be 12 seconds or narrower, they will take 
the analyte with the least retention in their sample and run it through the simulation. If the 
conditions were the same as those used in this experiment, the lowest retention would be 
creatinine. In order to have a 12 second peak, the maximum permissible sample injection volume 
would be 0.43 µL. Theoretical injection volumes for other analytes used in this experiment are 
seen in Table 2-4. 
2.4 Conclusions 
 
 Simulation tools are valuable in separations because they give the ability to save time and 
resources by eliminating the need to perform many real separations in the method development 
process. A significant amount of work has been done to provide tools that predict separations 
with traditional reversed phase chromatography, but less understood stationary phases like PGC 
haven’t been explored in as much depth. Here, it is shown that tools like the gradient simulation 
spreadsheet developed by Gilar et al., which are designed for traditional reversed-phase 
separations, can be utilized with success for predicting separations with PGC. In the future, 
resources such as this will allow more efficient method development for metabolomics 









 lnk’00 acurve csteep 
Creatinine 1.91 0.27 11.77 
Cytosine 2.86 0.39 17.61 
Phenylalanine 4.13 0.16 7.07 
Uracil 5.79 3.07 38.52 
 
Table 2-1. Fit parameters for Equation 2-5. Calculated by plotting k’ versus fraction of MeOH in 


















Column Length (cm) 55.5 
Column inner diameter (cm) 0.0075 
Flow Rate (mL/min) 0.0003 
Gradient Organic Starting (C0) (%/100) 0 
Gradient Span (dC) (%/100) 1 
Gradient Time (min) 30 
Sample Loop Volume (mL) 0.003 
Sample Solvent Organic (Csample) (%/100) 0 
System Gradient Delay (Dwell volume) (mL) 0.000581 
 
Table 2-2. Column and gradient parameters entered into spreadsheet in order to perform 
















 Simulation Width (sec) Experimental FWHM (sec) 
Creatinine 60 58.8 
Cytosine 23.2 21.6 
Phenylalanine 10.8 11.4 
Uracil 6.0 6.6 
 























Width FWHM (sec) for 3 
µL injection 
(Experimental) 
Vmax injection (µL) 
for 12 sec FWHM 
Vmax injection (µL) 
for 6 sec FWHM 
Creatinine 6.75 58.8 0.8 0.4 
Cytosine 34.1 21.6 1.6 1.0 
Phenylalanine 79.2 11.4 3.4 1.7 
Uracil 327 6.6 29.5 14.8 
Table 2-4. Based on each analytes’ retention conditions, this table shows the prediction for 



















Figure 2-1. Visualization of what is occurring with preconcentration at low and high k’. Upon 
injection of an analyte with high k’ onto the column, the retention causes the band to 
significantly slow down, causing a tightening of the band. This allows larger sample volumes to 













Figure 2-2. Retention plots of k’ vs. fraction of MeOH in mobile phase for creatinine (A), 
cytosine (B), phenylalanine (C), and uracil (D). The measurements were taken on a Hypercarb 
column (4.6 mm x 100 mm, 3 µm particles) using an Acquity UPLC system equipped with a 







Figure 2-3. Example trace for calculation of Vdwell for the NanoAcquity UPLC system. The 
gradient was run as follows: 0 to 3 minutes 100% A (water) to 100% B (water + 0.1% acetone), 
3 to 6 minutes 100% B to 100 % A, 6 to 9 minutes 100% A to 100% B, 9 to 12 minutes 100% B 
to 100% A. Each run allowed the calculation of four Vdwell values, which were then averaged. 





Figure 2-4. Overlay of simulated peaks (red) onto experimental peaks (blue) for 3 µL injections 










Figure 2-5. Projection of width of peak in seconds vs. injection volume as predicted by the 
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CHAPTER 3: INTRAPARTICLE DIFFUSION IN PGC VS. C-18 STATIONARY 
PHASES 
 
3.1  Introduction 
 
3.1.1 Longitudinal Diffusion in Chromatography 
 
 As described briefly in the introduction to this dissertation, it is generally accepted that 
three major phenomena contribute to band broadening in chromatography: heterogeneous flow, 
molecular diffusion in the axial direction, and slow mass transfer between mobile and stationary 
phases in the column. These are represented by the A, B, and C-terms, respectively, of the van 
Deemter equation (Equation 1-3).1 The ability to produce columns with lower A- and C-terms 
due to smaller particles has placed more prominence on the effect of B-term broadening.1,2 
Additionally, because of the small particle sizes, pressure restrictions limit the use of separations 
at high velocities where C-term dominates, forcing flow to lower velocities where B-term has a 
stronger influence on plate height. 
 The broadening effects that comprise the B-term include diffusion in the mobile phase 
flowing in the column, diffusion in the mobile phase trapped in pores of the particles (called the 
stagnant mobile phase), and diffusion on the surface of the stationary phase. These effects are 
combined into an effective diffusion Deff, which encompasses all the longitudinal processes into 
one term.3 Traditionally, the B-term has been calculated using Deff through equation 3-1:4 
 ñ = 2 ∙ 7ABB
dò
∙ (1 + {V)  (3-1) 
Diffusion occurs in the axial direction regardless of flow in the column due to the relaxation of 
concentration gradients according to Fick’s first law of diffusion.5 Because of this, Deff can easily 
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be measured by stopping flow to a column in the middle of a separation and monitoring peak 
variance.5 These experiments are called “arrested peak” or “peak parking” experiments and 
allow the calculation through the equation: 
 63\,`D = 2ö[õõçWCYZ  (3-2) 
Where s2ax,L is total variance of a peak, and tstop is the amount of time the peak was “parked” in 
the column. By plotting the variance versus tstop, the slope of the resultant peak is equal to two 
times the effective diffusion. Once Deff is calculated, it can be used to parse out different aspects 
of the longitudinal diffusion broadening effects on the column, specifically differences between 
diffusion in the mobile phase outside of the particles gmDm and within the particles, intraparticle 
diffusion, Dpart. Dpart consists of both diffusion on the surface of the stationary phase, gsDs, and 
diffusion in the mobile phase contained in the pores of the particles, gmsDm. In addition to its 
contribution to the B-term of the van Deemter equation, knowledge of Dpart also allows better 
understanding of the mass transfer contribution in the stationary phase, Cs. Because higher Dpart 
coincides with faster movement, Cs is inversely proportional to Dpart.6 
 Intraparticle diffusion becomes more significant as retention increases for a given solute. 
When performing long gradient analyses, solutes with high retention spend large amounts of 
time in the stationary phase. The higher the diffusion in the stationary phase, the more band 
broadening that will occur throughout the duration of the separation. This effect is exemplified in 
Figure 3-1. In order to perform efficient separations using long gradients (which are likely used 
for complex metabolite samples), the diffusion in the stationary phase particles needs to be low. 
It has been established that C-18 phases produce excellent separations on long gradients of 
complex mixtures, therefore if PGC has intraparticle diffusion rates as low or lower than C-18, it 
is likely that running long gradients will not pose any issues.7 
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3.1.2 Previous Misconceptions About Stationary Phase Diffusion 
 
 Until recently, individual diffusion processes have been calculated assuming that they all 
occur independently of each other in a parallel manner. This would mean that the individual 




  (3-3) 






  (3-4) 
Here, tm, tms, and ts are the amount of time the solute spends in the mobile phase outside of the 
particles, the stagnant mobile phase in the particles and adsorbed to the stationary phase surface, 
respectively, and gmDm, gmsDm, and gsDs are the obstructed diffusion coefficients in the three 
locations, respectively.  
 If this model were accurate, it would mean that the concentration gradients driving the 
diffusion fluxes are the same both inside and outside of the particles, which is not likely.8-11 
Equation 3-4 predicts a linear relationship between 
7ABB
7<
∙ (1 + {V) vs. k’. However, experimental 
data clearly shows curvature not predicted by the equation, an example of which is demonstrated 
in Figure 3-2.9,12 This variation has always been attributed to the variation of gsDs with k’, but, 
simulations done by Desmet, et. al. displayed the same curvature despite gsDs being held 
constant.11 Thus, it can be assumed that the diffusion in different places inside and outside of the 
particles in a chromatography system do not occur in a purely parallel fashion and are not 
independent of each other. Therefore, the contributions cannot combine additively as in Equation 
3-3. 
3.1.3 Effective Medium Theory 
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In 2008, Desmet et al. determined that the effective medium theory (EMT) is a more 
reliable model for effective diffusion in chromatography.11 EMT is used in many fields to 
understand effective conduction or diffusion in binary media.13-18 This theory is based on 
Maxwell’s work, published in 1873 to describe permeability in binary media. It has been 
modified to describe diffusion in binary media in which the different media each have different 
diffusion properties. In regards to diffusion, the theory states that in binary media where one 
medium is dispersed within the other (i.e. stationary phase particles in mobile phase), the 
diffusion will lie somewhere between purely parallel and purely serial-connections for 
diffusion.19,20 The difference between a parallel-connection and serial-connection pathway is 
displayed in Figure 3-3.11 The simplest of all explicit EMT-expressions to determine intraparticle 
diffusion, the Maxwell-expression is accurate to within 5% for typical diffusion and retention 
characteristics used in liquid chromatography.11,21 
The Maxwell equation is used to determine the B-term constant for liquid 
chromatography using Equation 3-5:11 




  (3-5) 
Here, et is the total porosity of the column and ee is the external porosity or the interparticle 
porosity. The value b1 is referred to as the polarizability constant (from the equation’s origins 










  (3-7) 
Where apart is the relative permeability of the particles and Dpart is the intraparticle diffusion 
which is the sum of the stationary phase diffusion and diffusion in the stagnant mobile phase in 
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the pores. In this study, the Maxwell equations (Equations 3-5 to 3-7) are used to determine the 
intraparticle diffusion parameter, Dpart, for PGC and C-18 stationary phases to evaluate the level 
of diffusion in PGC as it contributes to band broadening processes. 




 HPLC grade Methanol (MeOH) and acetone, potassium chloride (KCl), hydrogen 
peroxide, and L-ascorbic acid were purchased from Fisher Scientific (Fair Lawn, NJ). Deionized 
water was obtained from a Barnstead Nanopure ultrapure water system (Dubuque, IA). Formic 
acid, mandelic acid, 4-methylhippuric acid (4-MHA), creatinine, phenylalanine, uracil, cytosine, 
potassium ferrocyanide, and potassium ferricyanide were purchased from Sigma Aldrich (St. 
Louis, MO). 
3.2.2 Molecular Diffusion Coefficient Measurements 
 
A dual-UV detector setup that has been described previously was used to measure 
molecular diffusion coefficients.24 Polyimide was removed from a fused silica capillary (outer 
diameter (o.d.) 360 µm, inner diameter (i.d.) nominally 50 µm, in two spots approximately 2.5 m 
apart (Polymicro Technologies; Phoenix, AZ). The two spots were threaded through two Linear 
UVIS 200 UV-vis spectrophotometers (Thermo Scientific; Waltham, MA). Measurements were 
made with a rise time of 0.1 s. Sensitivity was adjusted for each sample to have an acceptable 
signal-to-noise. The capillary inlet was placed into a vial containing the analyte in the desired 
mobile phase (1-2 mg/mL) in a house-made pressure vessel. The outlet was placed in a vial of 
the corresponding mobile phase to prevent evaporation at the outlet. Nitrogen pressure (30-60 
psi) was applied to the pressure vessel to force sample through the capillary. Sigmoidal signal of 
the sample passing through the two detectors was recorded. Differentiated peaks were generated 
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with Igor Pro (Wavemetrics, Inc; Lake Oswego, OR). The peaks were fit to Gaussians to 
measure the variance. Measurements were made at ambient lab temperature (24.2 ± 0.2 °C). 
3.2.3 Peak Parking Measurements 
 
Isocratic peak parking experiments were carried out using an Acquity UPLC system 
equipped with a photodiode array detector from Waters Corporation (Milford, MA). The 
columns used for the study were: Hypercarb (100 mm x 4.6 mm, 3 µm) purchased from Thermo 
Fisher Scientific Inc. and a Bridged Ethylene Hybrid C-18 column (BEH, 50 mm x 2.1 mm, 
1.7µm) provided by Waters Corporation. The columns are advertised as having an average pore 
size of 250 Å and 130 Å and a surface area of 125 m2/g and 185 m2/g for the Hypercarb and 
BEH-C18, respectively. 
 Runs were performed with two injection methods in MassLynx (Waters Corp.) so that the 
stopped and unstopped variances can be measured in each run. For the peak-parking, an analyte 
band was injected onto the column, and flow was diverted from the column using a four-port 
valve (Valco Houston, TX) when the analyte band reached halfway down the column. The valve 
had a restrictor capillary to keep back pressure constant throughout the unstopped and stopped 
periods. After the desired stop time, flow was directed back to the column, another analyte band 
was injected, and the two bands were eluted off the column to be detected. Measurements were 
taken at a range of stop times (1-4 hours) for each condition. 
 Runs were performed on both Hypercarb and BEH-C18 columns with unretained species 
(H2O2 for PGC, ascorbic acid for BEH-C18) and a range of standard test metabolites for a variety 
of mobile phase compositions of water and methanol with 0.1% FA to get a range of retention 
factors (k’ ~ 0-40). The columns were held at a temperature of 30 °C throughout the experiments. 
3.3 Results and Discussion 
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3.3.1 Experimental Molecular Diffusion Coefficient Data 
 
To fully understand the behavior of longitudinal diffusion in chromatography, it was 
necessary to determine the rate of diffusion of the analytes in the bulk mobile phase (Dm). 
Because the pressures experienced in the peak parking experiments are low (<500 bar), viscosity 
changes due to pressure do not need to be accounted for.24 The sigmoidal signals collected from 
the dual-UV detector setup were differentiated to obtain peaks (Figure 3-4). These peaks were fit 
with Gaussians. The difference in variance of these two peaks provides the variance due to 
Taylor dispersion between the detectors (s2t_net): 
 6CEA;
D = 6CDD − 6C2D   (3-8) 
Where  6C2D  and 6CDD  are the temporal variances of the first and second differentiated peaks. Dm is 




  (3-9) 
In Equation 3-9, dc is the capillary i.d. and Dt is the time between the two peaks. 
 In order to reliably determine Dm, it is necessary to determine an accurate value for dc, 
especially since it is squared, any error in this measurement will have a large impact on Dm. To 
calibrate dc, Dm for potassium ferrocyanide and potassium ferricyanide were measured. Accurate 
values for Dm for these two compounds are known (6.3 x 10-6 and 7.6 x 10-6 cm2/s, respectively), 
therefore dc could be determined.25  
 To account for temperature differences between the room and the operating temperature 
of the column, reported Dm values for potassium ferricyanide and potassium ferrocyanide, and 






  (3-10) 
In Equation 3-10, kB is Boltsmann’s constant, T is the absolute temperature, h is the mobile 
phase viscosity, and rH is the hydrodynamic radius of the analyte. The value for dc was found to 
be 45.1 ± 0.3 µm. This value was then used to determine Dm for all required analyte and mobile 
phase compositions. The viscosities of water/methanol have been previously reported.26 Values 
for Dm are shown in Tables 3-1 and 3-2. No less than 3 measurements were taken for each 
analyte/mobile phase combination. These values have some error, but is likely less than the 10-
15% error associated with the Wilke-Chang method for calculating Dm.27,28 
3.3.2 Peak Parking Measurements 
 
Peak-parking experiments were performed for a variety of retention conditions for both 
PGC and BEH-C18 columns to determine the effective diffusion (Deff) for various analytes. Due 
to tailing on the PGC column, it was determined to fit the peaks using the Foley-Dorsey model of 
the Exponentially-Modified Gaussian (EMG) function rather than the commonly used methods 
of statistical moments or fitting Gaussians. The EMG function is represented as:29,30 
















v©)  (3-11) 
where f(t) is the measured signal, Apeak is the peak amplitude, tr is the peak retention time, sfit is 
used to describe the Gaussian “sigma-type” broadening contribution, and tfit is used to describe 
the exponential decay, “tau-type” broadening. Only the sigma portion of the temporal variance is 
required during peak parking experiments. This is due to the nature of tau broadening effects, 
which only affect the broadening in one direction through things like poorly swept volumes in 
the injector, pigtails and connecting tubing, and slow adsorption/desorption kinetics.6,31,32 During 
periods of stopped flow, the movement by diffusion is symmetrical, therefore contributing to 
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sigma broadening only. Therefore, sfit is the sole parameter used in this experiment to calculate 
effective diffusion.6 It is important to note, that even though BEH-C18 produced symmetrical 
peaks that would be easily fit with Gaussians, the EMG function is used with the data for 
consistency. An example of a stopped peak compared to an unstopped peak is seen in Figure 3-5. 
 In order to calculate Deff, the variance must be converted to the spatial domain (s 2ax,L) 
from the temporal domain using the analyte band velocity (u). 
 63\,`D = 6õ™CD fD  (3-12) 
 The spatial variances were then plotted versus the stop times (tstop) for a given analyte and 
mobile phase combination to calculate Deff , which is half of the slope of the plot according to 
Equation 3-2.4,8 Figure 3-6 illustrates the linearity between 63\,`D  and tstop. The fit for all of these 
lines had ´D ≥ 0.98. Table 3-3 shows the data from the linear regressions of this data. Using 
Equation 3-2, ö[õõ was calculated for all of the combinations and the data is presented in Table 
3-1 and 3-2. 
 In order to eliminate bias introduced by changing mobile phase conditions, the data 
presented in Figure 3-7 uses the ratio of Deff and Dm plotted against k’ to compare the values for 
PGC and BEH-C18. For both PGC and BEH-C18, Deff/Dm decrease with increasing k’, which is a 
trend that has been previously seen in C18 and PGC.33,34 It appears from this plot that the two 
stationary phases are behaving in a similar manner. This varies from previous work in the 
Jorgenson lab by Lunn et al. with surface diffusion measurements.35 
 As mentioned earlier, previous studies determined that the most effective way to 
calculate intraparticle diffusion (Dpart) is to utilize an EMT model.11,21,33,34,36 The simplest model 
being the Maxwell equation, Equation 3-4.33,34 By using the values of Deff/Dm and rearranging 
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  (3-15) 
In order to do these calculations, the porosities of the columns were needed. The total porosity is 
simply calculated using the elution of an unretained analyte (H2O2 for PGC and ascorbic acid for 
BEH-C18): 
 ≠C = ï ∙
Cò
ÆØ
  (3-16) 
where F is the applied volumetric flow rate, t0 is the dead time, and Vg is the volume of the 
column (without packing). For random packed columns of spherical particles, it is usually 
accepted that ee = 0.38, which is the value used here.37  
Figure 3-8, shows a plot of 
öZ3ùC
ö~=  vs. {’	for PGC and BEH-C18. Values for öZ3ùC and 
ö~ for all conditions can be found in Table 3-1 and 3-2. Calculation of the standard deviations 
presented in this table can be found in the Appendix. Based on this data, it appears that the 
intraparticle diffusion rates in PGC and C-18 behave in a similar manner. 
In the work mentioned previously from the Jorgenson lab, analysis was done using 
Equation 3-3, which has been shown to be less accurate than the EMT model presented here.8-
12,35 In that work, it was observed that the stationary phase diffusion, ±WöW, which is a portion of 
öZ3ùC, had dependency on k’ in the C-18 stationary phase with lower k’ correlating with higher 
±WöW. In PGC, ±WöW seemed to be relatively independent of k’ (Figure 3-9). However, the 
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measurements taken on C-18 and PGC used different mobile phase compositions, so variation in 
diffusion may have been dependent on factors such as viscosity of the mobile phase inside the 
particles.38 The new measurements taken for this dissertation used mobile phase conditions for 
PGC and C-18 that were more similar, as seen in Table 3-1 and 3-2. The more similar conditions 
allowed for less uncertainty regarding outside factors such as viscosity affecting the intraparticle 
diffusion characteristics. 
It is important to note that in the previous work by Lunn, et al. the value that was 









{′  (3-18) 
Here, ¥µ represents the retention equilibrium between the mobile phase and stationary phase of 





  (3-19) 
The tortuosity in the stagnant mobile phase in the pores, ±~W , involves a calculation requiring 
knowledge of the ratio of the diameter of the analyte to the pore diameter and is beyond the 
scope of this dissertation.34 ±WöW is unable to be calculated, however, ±WöW ∝ öZ3ùC according to 
Equation 3-17, so they would likely show similar trends. Therefore, it is reasonable to compare 
previous results of ±WöW to öZ3ùCfrom the current study. 
 Since C-18 BEH has been established as a high performing stationary phase with no 
significant performance loss from intraparticle diffusion, the same assumptions can be made 
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about PGC. The two materials seem to have very similar intraparticle diffusion behavior and are 
both suitable for long gradient separations. 
3.4 Conclusions 
 
 In this work intraparticle diffusion characteristics of PGC were studied for a variety of 
metabolites using the EMT model. This study was done to determine if the intraparticle diffusion 
was significant to cause difficulties with long gradient separations and also to explore trends seen 
previously by Lunn, et al. comparing surface diffusion on PGC and BEH C-18 materials. The 
previous work used a model that was shown to be inaccurate by Desmet, et al. and the more 
accurate EMT model was used here. Lunn, et al. showed that surface diffusion on C-18 BEH 
decreases with increasing retention. However, experiments using more similar mobile phases on 
PGC to C-18 showed similar behavior with intraparticle diffusion. The data suggests that the 
intraparticle diffusion mechanisms are comparable for the two stationary phases. Since BEH C-
18 has shown to be a reliable stationary phase for long gradient separations, it can be concluded 










Analyte Mobile Phase k’ Dm (cm
2/s) Deff (cm2/s) Dpart (cm2/s) Dpart/Dm 
Ascorbic Acid 50/50 0 4.43 ± 0.08 x 10-6 2.0 x 10-6 - - 
4-MHA 60/40 1.72 6.03 ± 0.36 x 10-6 1.47 ± 0.01 x 10-6 5.9 ± 0.5 x 10-7 0.10 ± 0.01 
4-MHA 75/25 5.49 7.38 ± 0.44 x 10-6 1.36 ± 0.04 x 10-6 8.5 ± 0.7 x 10-7 0.12 ± 0.01 
4-MHA 85/15 14.6 8.18 ± 0.49 x 10-6 8.3 ± 0.5 x 10-7 5.8 x 0.6 x 10-7 0.07 ± 0.01 
Table 3-1. Analytes, mobile phase conditions, and measured diffusion data for the BEH C-18 column (2.1 mm x 50 mm, 1.7 µm) at 











Analyte Mobile Phase k’ Dm (cm2/s) Deff (cm2/s) Dpart (cm2/s) Dpart/Dm 
H2O2 100/0 0 2.06 ± 0.03 x 10-5 9.0 ± 0.4 x 10-6 - - 
Phenylalanine 50/50 1.45 ±0.11 5.80 ± 0.08 x 10-6 1.48 ± 0.05 x 10-6 5.8 ± 0.6 x 10-7 0.10 ± 0.01 
Uracil  60/40 1.56 ± 0.01 8.40 ± 0.50 x 10-6 2.21 ± 0.01 x 10-6 9.6 ± 0.8 x 10-7 0.11 ± 0.01 
Uracil 75/25 4.55 ± 0.06 9.03 ± 0.13 x 10-6 1.90 ± 0.02 x 10-6 1.21 ± 0.03 x 10-6 0.13 ± 0.003 
Phenylalanine 75/25 7.49 ± 0.06 6.64 ± 0.10 x 10-6 1.11 ± 0.02 x 10-6 7.7 ± 0.2 x 10-7 0.12 ± 0.003 
Cytosine 100/0 9.91 ± 1.30 1.75 ± 0.03 x 10-6 1.52 ± 0.06 x 10-6 7.9 ± 1.5 x 10-7 0.05 ± 0.01 
Uracil 85/15 12.4 ± 0.1 1.11 ± 0.07 x 10-5 1.58 ± 0.02 x 10-6 1.3 ± 0.1 x 10-6 0.12 ± 0.01 
Uracil  90/10 21.8 ± 0.2 1.21 ± 0.07 x 10-5 1.39 ± 0.06 x 10-6 1.4 ± 0.2 x 10-6 0.11 ± 0.02 
Table 3.2. Analytes, mobile phase conditions, and measured diffusion data for the PGC (Hypercarb)  column (4.6 mm x 10 mm, 3 











Ascorbic Acid 50/50 
BEH C-18 
 
0.98 4.0 x 10-6 
4-MHA 60/40 0.99 2.93 ± 0.03 x 10-6 
4-MHA 75/25 0.99 2.71 ± 0.07 x 10-6 
4-MHA 85/15 0.99 1.65 ± 0.11 x 10-6 




0.98 1.81 ± 0.07 x 10-5 
Phenylalanine 50/50 0.99 2.95 ± 0.10 x 10-6 
Uracil 60/40 0.99 4.42 ± 0.02 x 10-6 
Uracil 75/25 0.99 3.79 ± 0.04 x 10-6 
Phenylalanine 75/25 0.99 2.21 ± 0.04 x 10-6 
Cytosine 100/0 0.99 3.04 ± 0.12 x 10-6 
Uracil 85/15 0.99 3.16 ± 0.04 x 10-6 
Uracil 90/10 0.99 2.77 ± 0.11 x 10-6 
Table 3-3. Comparisons of slope and R2 for the various column, analyte, and mobile phase 
compositions. The slope is used to calculate Deff according to Equation 3-2. The data lacking 












Figure 3-1. Visualization of what is occurring with intraparticle diffusion when the diffusion is 
high and low. With high intraparticle diffusion, the retained analyte experiences significant band 











Figure 3-2. Equation 3-4 predicts linearity in a plot of !"##
!$
∙ (1 + )*) vs k’. However, 
experimental data shows a clear curvature, not predicted by this model. This curvature led 
Desmet, et al. to explore alternative models for intraparticle diffusion and in turn determined that 
























Figure 3-3. Visual representation of a serial diffusion path, parallel diffusion, and the 
combination of diffusion paths that occur in a packed bed. In the serial case, the concentration 
flux that drives diffusion in one region would affect the next region afterwards. In a parallel 
model, the fluxes in the different regions are independent of each other. The EMT model 






Figure 3-4. Mobile phase diffusion coefficient for second peak to pass the UV detector in the 
dual-UV setup. Raw signal (red) is sigmoidal and marks the analyte front passing through the 
detector. The raw signal is differentiated into a Gaussian peak (black). Dm is then calculated 







Figure 3-5. Example of peak parking measurement. The first peak in the chromatogram is the 
peak that was stopped, in this case for 60 minutes. The second peak is an unstopped peak. The 
variances for the peaks stopped for different amounts of time are plotted against stop time (tstop) 
according to Equation 3-2. These peaks are uracil in 85/15 water/MeOH + 0.1% Formic acid on 
the PGC (Hypercarb) column (4.6 mm x 100 mm, 3 µm). The peaks are then fit using 
exponentially modified Gaussians to calculate variance.
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Figure 3-6. Change in variance vs. stop time for the four uracil mobile phase conditions. Using 





































 60/40 H2O/MeOH; k'=1.56; slope=4.42x10
-6 cm2/s
 75/25 H2O/MeOH; k'=4.55; slope=3.79x10
-6 cm2/s
 85/15 H2O/MeOH; k'=12.4; slope=3.16x10
-6 cm2/s




Figure 3-7. Plot of ,-.. ,/0  for the various analytes and mobile phase conditions on the PGC 
(Hypercarb, 4.6 mm x 100 mm, 3 µm, blue) and BEH C-18 (2.1 mm x 50 mm, 1.7 µm, red) 
columns at 30 °C. The analyte and mobile phase compositions were varied to cover a range of 
retentions (k’) for each column. The error bars were calculated according to the process 




























Figure 3-8. Comparison of the ratio of intraparticle diffusion to mobile phase (,1234 ,/0 ) 
diffusion as a function of retention factor (k’) for the various analytes and mobile phase 
conditions on the PGC (Hypercarb, 4.6 mm x 100 mm, 3 µm, blue) and BEH C-18 (2.1 mm x 50 
mm, 1.7 µm, red) columns at 30 °C. The analyte and mobile phase compositions were varied to 
cover a range of retentions (k’) for each column. The error bars were calculated according to the 























 C-18 4-Methylhippuric Acid
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Figure 3-9. Previous data comparing the ratio of surface diffusion to mobile phase diffusion 
using the old model, shown here to demonstrate trend previously seen of variation versus 
retention factor (k’). Mobile phase concentrations are listed by each point to illustrate disparity 
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CHAPTER 4: PARTICLE SIZE REFINEMENT OF POROUS GRAPHITIC CARBON 




4.1.1 Particle Size Considerations 
 
4.1.1.1 Average Particle Diameter’s Effect on Efficiency 
 
 The overall particle diameter (dp) plays a role in multiple aspects of a chromatographic 
separations. The most important impact is on the chromatographic efficiency of the columns 
packed with the particles. In the van Deemter equation, both the A and C term are proportional to 
particle diameter as seen in Equation 1-4.1 Therefore, a decrease in dp leads to a decrease in H 
which means the separation is more efficient, illustrated in Figure 1-6.  
 The other way dp affects separations is in determining back pressure requirements. As 
discussed in Chapter 1 and illustrated in Equation 1-8, decreasing particle diameter greatly 
increases pressure requirements.1 However, if the capabilities are in place to reach high enough 
pressures, it is almost always beneficial to use smaller particles. 
4.1.1.2 Size Distribution Effect on Efficiency 
 
It is often assumed that a small particle size distribution (PSD) will yield packed columns 
with higher efficiencies.2 The assumption is due to the belief that a tighter distribution will lead 
to a more uniformly packed bed and therefore a smaller A-term contribution. However, many 
studies have turned out results that state that PSD has little to no effect on column efficiency.3-5 
The PSD has little effect on the packing homogeneity because in most cases slurry packing 
causes a random packing regardless of the spread of particle diameters.  
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An instance where this may be of consequence, however, is when packing capillary 
columns with low slurry concentrations. In 2012, Bruns, et al. published findings that stated that 
75 µm i.d. capillary columns packed with low slurry concentrations underwent a size segregation 
with smaller particles rearranging near the walls of the column and larger particles settling in the 
middle.6 This size segregation effect greatly affects the A-term broadening in the column.7,8 One 
can assume that the smaller the PSD, the smaller influence that this affect could have. Therefore, 
when packing capillary columns at low slurry concentrations, PSD may have an effect on 
column performance. 
4.1.2 Methods for Particle Size Refinement 
 
 The smallest commercially available particle diameter for PGC is 3 µm. Since the 
pressure capabilities are in place to use particles of significantly smaller diameters, it would be 
ideal to have access to particles with diameters less than 2 µm. Unfortunately, these are not 
available. One way to get smaller average diameter particles is through size refinement, of which 
a variety of techniques are available. (An illustration depicting all of the techniques described in 
Sections 4.1.2.1 to 4.1.2.4 is displayed in Figure 4-1). 
4.1.2.1 Sedimentation  
 
 The simplest size refinement technique in terms of equipment needs is sedimentation. 
Sedimentation is based on particles falling through a fluid at their terminal velocity which is 
dependent on the particle diameter:9 According to Equation 4-1, the velocity (ns) is proportional 




  (4-1) 
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Where rskel is the density of the particle skeleton, rl is the slurry solvent density, h is the slurry 
solvent viscosity, fp is the volume fraction of particles in the slurry solution, K2 is the hindered 
settling constant (typically 5.4 for hard spheres), e is the fraction of the particle occupied by 
pores, ef is the fraction of pores filled with solvent (assumed completely filled) and g is the 
acceleration due to gravity.10,11 According to Equation 4-1, particles with larger diameters will 
sediment more quickly than those with smaller diameters. In order to be successful at using 
sedimentation to size refine particles, the particles must be well dispersed and the sedimentation 
must occur slowly.9  
 In order to use sedimentation to size refine particles, a slurry is suspended at the top of a 
vessel containing the sedimentation solvent. The solution is allowed to sediment for an amount 
of time that allows the particles sedimenting at different velocities due to varying diameters to 
separate. The solvent is then fractionated into groups of particles with differing average 
diameters. This process can be repeated with various fractions to increase separation efficiency. 
Considerations need to be made in choosing the sedimentation apparatus and sedimentation time 
to get adequate separation. For reference, a silica 10 µm porous particle with a porosity of 75% 
settles at a velocity of about 1 mm/min.1 
4.1.2.2 Elutriation 
 
 Elutriation is also based on the same principles as sedimentation. In this technique, the 
particles are allowed to sediment in a solvent, but, in this case, with solvent flowing in 
opposition to the sedimentation.9 Often, an inverted cone apparatus is used to direct the particles 
to different locations based on their diameters. The cone provides a different solvent velocity 
throughout the entire height of the cone, so particles of different sizes are suspended in different 
places in the vessel where their sedimentation velocity is equal to the flow velocity.12-14 After 
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separation, flow velocity can be increased to allow fractions of different sizes to be pushed out 
from the top of the cone. 
4.1.2.3 Filtration 
 
 Filtration is likely the simplest size refinement technique in theory (but not in terms of 
equipment needs). In this technique, a mesh is used to only allow particles smaller than a set 
diameter to pass through, creating two distinctly sized populations of particles. It is a simple 
idea, but is often difficult for small particles due to limits in the ability to make small enough 
filters.9 An example of the use of filtration for size refinement occurred in the Jorgenson lab to 
refine particles between 1 and 2 µm. This method had difficulties with low throughput and 
contamination.15 
4.1.2.4 Hydrodynamic Chromatography 
 
 Hydrodynamic chromatography (HDC) utilizes an open tube or a column packed with 
inert, nonporous particles. It is dependent on the parabolic flow profile that occurs with pressure 
driven flow through narrow channels.16 Larger particles are unable to access the lower velocity 
flow near the walls of the channels that the small particles can experience. Therefore, larger 
particles experience a higher average velocity and elute from the column faster.16,17 Besides 
using this technique for size refinement, this technique is also commonly used for separation of 
nanoparticles.18 HDC has been demonstrated in the Jorgenson lab to fractionate particle samples 
by size using a long, large-bore column packed with nonporous particles.19,20 Like filtration, 
however, HDC tends to suffer from being low-throughput. 





Chloroform, HPLC grade methanol, cyclohexane, ethyl acetate, N,N-dimethylformamide 
(DMF), tetrahyrdrofuran (THF), dichloromethane (DCM), acetonitrile, acetone, hydrogen 
peroxide, and formic acid were purchased from Fisher Scientific (Fair Lawn, NJ). Deionized 
water was obtained using a Barnstead Nanopure ultrapure water system (Dubuque, IA). 
Formamide, benzoquinone, and methyl-p-benzoquinone were purchased from Sigma Aldrich (St. 
Louis, MO). Potassium silicate was purchased from PQ Corporation (Valley Forge, PA). 
4.2.2 Particle Diameter Measurements 
 
Anytime that the particles were sized, the measurements were taken according to this 
protocol. Particles were imaged using a Hitachi S-4700 cold cathode field emission scanning 
electron microscope (Tokyo, Japan). Average particle diameter was measured using ImageJ 
software (NIH; Bethesda, MD). Two diameter measurements were taken for each particle that 
was measured. The number of particles needed to be measured to report to a certain precision 
was calculated using Equation 4-2:21 





  (4-2) 
Which is a rearranged version of the equation used to calculate margin of error in statistics. Here, 
Npart is the number of particles measured, z is the z-score for the desired level of confidence (1.96 
for 95% confidence), s is the standard deviation for the measured population, and E is the 
margin of error desired.  
4.2.3 Sedimentation Solvent Selection 
 
4.2.3.1 In-Solution Microscopy 
 
For the solvents listed in Table 4-1 a 0.5 mg/mL slurry was made out of PGC particles 
extruded from a commercial Hypercarb column (Thermo Fisher Scientific; Waltham, MA). All 
slurries were sonicated for 10 minutes using a Cole Parmer Ultrasonic Cleaner 8891 (Vernon 
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Hills, IL) before imaging. After sonication 10 µL of the slurry was placed on a glass microscope 
slide, covered with a glass cover slip, then a drop of mineral oil was placed on the top of the 
cover slip. The solution was then observed with a Wolfe oil immersion microscope equipped 
with an Edmund Optics 1.25 oil lens (Barrignton, NJ). Images were taken using the DigiVu 
Microscope software. 
 4.2.3.2 Sedimentation Velocity 
 
Slurries were made with chloroform, DMF, and cyclohexane at a concentration of 0.5 
mg/mL in 20 mL glass scintillation vials. Each solution was sonicated for 10 minutes then 
immediately placed on the bench top to begin recording the sedimentation process. Images were 
taken at known intervals for 24 hours with an iPhone SE (Apple; Cupertino, CA). The 
sedimentation rates were then compared visually. 
4.2.4  Sedimentation 
 
Two different methods of sedimentation were attempted, they are referred to in this 
dissertation as centrifuge tube sedimentation and graduated cylinder sedimentation. 
The method for centrifuge tube sedimentation is as follows. Approximately 100 mg of 
PGC particles were measured in a 20 mL glass scintillation vial and 12 mL of chloroform was 
also added. The solution was sonicated for 20 minutes at 80 Hz using a Elmasonic P 60 H 
sonicator (Elma Schmidbauer GmbH; Singen, Germany). This slurry was divided into four 50 
mL glass centrifuge tubes (Fisher Scientific; Fair Lawn, NJ). 12 mL was placed into the 
scintillation vial again and sonicated again to wash out remaining PGC, then divided once more 
into the four tubes. 42 mL of chloroform was added to each of the four centrifuge tubes and the 
tubes were sonicated for 20 minutes once more. The tubes were secured to a stand that had a 
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weight placed on the bottom to minimize vibrations. Sedimentation was allowed to occur for 
about 12 hours.  
After 12 hours the top half of the 50 mL of each tube were removed and placed into new 
centrifuge tubes. These were diluted down to 50 mL, sonicated and secured to the stand. 
Sedimentation was allowed to occur for another 12 hours. This step was repeated twice more, 
until a total of four periods of sedimentation occurred.  
After the fourth sedimentation the particles were imaged and measured using SEM 
imaging and ImageJ software. After imaging it was discovered that the particles were being left 
covered in a film that made drying and imaging difficult. It was found that the chloroform was 
causing polymers to leach from the polypropylene pipette tips and liner in the caps of the 
scintillation vials. The method was altered to only use materials including glass, stainless steel, 
and PTFE because these materials are not extracted by chloroform.  
For the graduated cylinder sedimentation, a 1000 mL graduated cylinder (height from 
bottom to 1000 mL mark is 35 cm) was set up inside of a thermally insulating foam shield with 
clear acrylic “door.” The cylinder was filled with chloroform to the 1000 mL mark. A slurry of 
about 20 mg PGC particles in 5 mL chloroform was heated to about 50 °C to decrease its density 
and then, using a glass syringe with a stainless-steel needle with a 90°  bend at the end to gently 
layer the slurry onto the top of the surface of the chloroform in the cylinder. The system was 
covered with allowed to sediment for between 8 and 48 hours. 10 fractions were collected of 
about 50 mL each using a glass syringe and trying to minimally disturb the solution. 
With the aluminum foil it seemed that surface evaporation was causing cooling that 
caused streams of chloroform to travel faster than the bulk. It was decided that the top needed to 
be sealed off. The top lipped portion of the cylinder was cut off so that there was a flat surface at 
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the top, a circle of PTFE sheet was cut to the size of the top of the cylinder and a latex balloon 
was stretched over that. This seemed to reduce evaporation slightly. 
The temperature variation of the chloroform slurry didn’t produce as much of a density 
difference as desired, so the slurry was changed to be made in 20% dichloromethane (DCM) 
with 80% chloroform. The slurry was gently placed onto the surface of the chloroform in the 
same way. 
In order to watch what was occurring with the sedimentation, a Sony FDR-AX33 4K 
video camera was used to record (Tokyo, Japan). The footage was sped up to create time lapse 
videos to monitor the behavior of the sedimentation. 
4.2.5 Column Packing and Characterization 
 
The method used in the Jorgenson lab to pack capillary columns has been reported 
previously in detail.22 Lengths of 100 cm of 75 µm i.d. x 360 µm o.d. fused silica capillary 
tubing were cut. The capillary tubing was purchased from Polymicro Technologies (Phoenix, 
AZ). Outlet frits were made on empty capillaries by pressing tubing onto a glass microfiber filter 
paper (Whatman; Buckinghamshire, UK) wetted with 1/1 (v/v) ratio of formamide and 
potassium silicate (Kasil). Frits were set by placing them in the oven overnight at 55 °C.23 
Hypercarb slurries were prepared by suspending a known mass of particles from each fraction in 
acetone and sonicating for 5 minutes.  
 500 µL of slurry was then placed into the reservoir in the in-house designed packing 
vessel and the empty capillary was inserted and secured into the vessel using a UHPLC fitting. A 
stir bar was placed in the slurry reservoir of the packing vessel which was situated on a stir plate 
to prevent particle sedimentation during the duration of the packing. Packing was initiated at 
5,000 psi (350 bar) using a DSHF-300 Haskel pneumatic amplifier pump (Burbank, CA) with 
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acetone as the pushing solvent. After about 2 cm of bed was packed in the empty capillary, the 
pressure was ramped to 30,000 psi (2,000 bar). Once the bed reached the desired length in the 
column, the pump was turned off, and pressure was slowly drained to prevent bed movement.  
 After packing, the columns were connected to a DSXHF-903 Haskel pump using a 
UHPLC injector that was built in the Jorgenson lab and previously described.24 The columns 
were flushed at 40,000 psi for 20 column volumes with 5/95 water/acetonitrile with 0.1% formic 
acid. Since the bed is made with temperature stable Hypercarb particles, the previously described 
method of making a temporary frit using a heated wire stripper while flowing solvent slowly was 
not possible. To prevent bed movement, one of the injector valves was cracked so that fluid 
drained out slowly before the pump pressure was turned off. The column was then allowed to 
depressurize slowly over the course of at least 4 hours. Columns were then clipped to the desired 
length and another kasil frit was prepared as the inlet frit.  
 The columns were then characterized using isocratic solvent conditions and a test mixture 
containing hydrogen peroxide, 1,4-benzoquinone, and 2-methyl-1,4-benzoquinone. Low pressure 
injections were made on the previously described UHPLC injector using a DSTV-100 Haskel 
pump. Mobile phase was 5/95 water/acetonitrile with 0.1% Formic acid. Amperometric detection 
was used with an 8 µm carbon fiber electrode pushed directly to the outlet frit of the column. The 
electrode was held at -0.2 V vs. Ag/AgCl reference electrode. The signal was passed through an 
SR750 current amplifier (Stanford Research Systems; Sunnyvale, CA) with a 109 V/A gain. High 
frequency noise was filtered out with a 3 Hz, 3 dB low pass filter. Data was acquired at 21 Hz 
using a custom LabView 6.0 program (National Instruments; Austin, TX) on an Intel Core 2 Duo 
desktop computer with a 16-bit A/D converter.  
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 Reduced van Deemter plots were generated by performing runs of the test mixture over a 
range of linear velocities by varying the pressures. Low frequency baseline drift was removed 
with baseline subtraction. Measured peaks were fit with an iterative statistical moments 
algorithm (± 3s limits) written in Igor Pro 6.0 (Wavemetrics, Inc.; Lake Oswego, OR) to 
determine retention times and theoretical plates.25 A spreadsheet was used to calculate n  and h 
for each pressure. The minimum reduced plate height, hmin and reduced optimum mobile phase 
velocity nopt were determined by finding the minimum of the best fit van Deemter equation. 
4.3 Results and Discussion 
 
4.3.1 Sedimentation Solvent Selection 
 
 In-solution microscopy and sedimentation velocity observations were used to determine a 
good candidate for a sedimentation solvent. The goal was to find a solvent that produced no 
aggregation and slow sedimentation. Images of PGC particles were taken in each solvent listed 
in Table 4-1 (except for chloroform) and can be seen in Figure 4-2. Based on these images, each 
sample was ranked from most to least dispersed, the ranking can be seen in Table 4-1. The 
relative polarity was listed in Table 4-1 as well. After imaging, it is clear that PGC particles 
exhibit less aggregation in less polar solvents. 
 According to Table 4-1 cyclohexane, ethyl acetate and DMF show the least aggregation. 
However, due to its higher density (which will produce slower sedimentation according to 
Equation 4-1) and similar relative polarity compared to ethyl acetate it was determined to switch 
ethyl acetate out to include chloroform. The sedimentation rate was monitored over time and 
after 25 hours it was determined that chloroform had the slowest sedimentation rate. The photos 
of the sedimentation velocity experiment can be seen in Figure 4-3. Therefore, it was determined 
that chloroform would be the solvent used for sedimentation experiments. 
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4.3.2 Sedimentation Results 
 
Average particle diameter and the corresponding statistics from the different steps of 
centrifuge tube sedimentation can be seen in Table 4-2. The fractions that were measured were 
the particles left in each of the numbered centrifuge tubes after removing the top of the 
chloroform slurry. So, fraction 0 are the particles left in the first set of three centrifuge tubes after 
removing 25 mL of slurry from the top. As seen in table 4-2, all of the fractions had slightly 
higher average dp than the raw average of 3.56 ± 0.64 µm, n=1,532. However, none of the 
collected fractions showed an improvement in relative standard deviation (%RSD) with those 
values ranging from 15-21%.  
 Because of the slight increase in average diameter, it was decided that columns would be 
packed with some of the fractions. The three centrifuge tubes at each sedimentation step were 
combined, and columns were packed with particles from fractions 1, 2, and 3 which all had an 
average diameter of 3.7 µm. Three columns were also packed with raw PGC particles. The 
results of column characterization are shown in Table 4-3 and Figure 4-4. There was very little 
material leftover after drying each fraction of particles so the columns had to be packed with 
very low slurry concentrations. As will be seen in Chapter 5, columns packed at low slurry 
concentrations typically suffer in performance and repeatability. Even though there was much 
more material available to pack with raw particles, the slurry concentration was chosen so that it 
was similar to the columns packed with the particles from the sedimentation fractions.  
 The average hmin for the four columns packed with the larger diameter fractions was 4.4, 
while the average for the three raw PGC columns was 5.8 for 1,4-benzoquinone as the analyte. It 
seemed that the sedimented particles may have produced slightly better columns and it seemed 
that the improvement came predominantly from the a and c-terms as seen in Table 4-3. It is 
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surprising that there was an increase in performance in the a and c-term because both of those 
terms are proportional to dp therefore should have shown an increase in both of those terms. 
However, there was also a marked decrease in k’ for the sedimented fraction, therefore there may 
be other phenomena occurring that have affected the separation in an unpredictable manner.  
 Since the main goal was to isolate particles with smaller diameters, it was determined that 
the centrifuge tubes were not providing a long enough distance to allow enough separation to 
occur through the length of the sedimentation vessel. Therefore, it was determined to use a large 
graduated cylinder with a height of about 35 cm rather than the 10 cm sedimentation distance of 
the 50 mL centrifuge tubes. This will allow the larger diameter particles to disperse further from 
the smaller diameter particles due to their difference in sedimentation velocities determined by 
Equation 4-1. There were a few modifications that needed to be made to see make this set-up 
reasonable. First, the graduated cylinder needed to be shielded from temperature fluctuations and 
air currents in the laboratory. This was accomplished by making a packing foam barrier around 
the cylinder with a clear acrylic front. Next, evaporation from the top of the chloroform needed 
to be mitigated in a manner allowing minimal contact between the chloroform vapors and 
materials that could be extracted in the presence of chloroform. To attempt this, a PTFE sheet 
was placed over the top of the cylinder and a party balloon was stretched over both. Finally, a 
method for layering a slurry onto the top of the chloroform needed to be developed. In order to 
do this, it was determined that a density difference needed to be created between the slurry and 
the bulk chloroform. This was first done by heating the slurry to a temperature of about 50 °C. 
At room temperature, the density of chloroform is about 1.48 g/cm3 and at 50 °C it is about 1.43 
g/cm3. This temperature difference seemed to cause a bit of swirling in the cylinder that is not 
ideal for allowing the particles to settle only based on the sedimentation velocity. 
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 Next, a density difference was created using a mixture of DCM and chloroform. At room 
temperature, DCM has a density of 1.33 g/cm3.26 It was decided to use a ratio of 80/20 
chloroform/DCM to produce a slurry with a density of about 1.46 48 g/cm3. This slurry proved to 
be sufficient to be able to layer onto the chloroform using a glass syringe with a needle bend at a 
90° angle to gently layer at the top. Figure 4-5 shows the syringe as well as the setup at the start 
of a sedimentation. 
 Sedimentation was typically allowed to occur for about 24 hours. Particles from an 
assortment of the 50 mL fractions collected from the top of the chloroform were measured and 
their diameter statistics can be seen in Table 4-4. There seemed to be no differences between the 
fractions in dp, standard deviation, or relative standard deviation.  
It was decided that to figure out why the sedimentation didn’t seem to be working as 
expected, the sedimentation must be monitored throughout its duration. A video was taken of the 
sedimentation that was then compressed into a time lapse. Supplemental Video S-1 shows the 
time lapse of one of the iterations that was run. Temperature and time are shown in the video to 
record fluctuations. Typically, at night in the building that the lab is in, the temperature fluctuates 
due to turning down the HVAC to conserve energy. It was at this time, around 7:30 PM where 
the time lapse of the sedimentation showed swirling beginning in and on the surface of the 
chloroform. It is assumed that this swirling causes the particles to become mixed up, therefore 
particles of different diameters are all mixed back together.  
There was one strange thing that seemed to occur, however. At the top of the chloroform, 
where a slight amount of evaporation occurred, there is a ring that would develop on the glass of 
the cylinder (Figure 4-6). When the particles in this ring were collected, it appeared, upon 
imaging, that they were more uniform. Figure 4-7 compares the raw particles to the particles 
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from the ring at the top. These particles were measured to have a larger dp of 3.89 ± 0.55 µm 
compared to the 3.56 ± 0.64 µm for raw. That is, 14% RSD compared to 18%, the largest 
improvement seen up until that point. It was nearly impossible to collect a large enough quantity 
of these particles to be able to create a slurry to pack columns, though. 
4.4 Conclusions 
 
 Unfortunately, the sedimentation experiments attempted here using centrifuge tubes and a 
large graduated cylinder were unsuccessful for obtaining PGC particles of smaller average 
diameters. The earlier experiments with the centrifuge tubes showed some promise with 
improving performance, but work would need to be done to determine the cause of the shift in 
retention coefficients for the sedimented particles compared to the raw particles. Experiments 
using a longer sedimentation vessel with the 1000 mL graduated cylinder demonstrated the 
importance of having a setting where the sedimentation vessel is completely isolated from 




















Cyclohexane 0.006 0.98 0.779 1 
Ethyl Acetate 0.228 0.46 0.894 2 
DMF 0.386 0.92 0.944 3 
THF 0.207 0.55 0.886 4 
Acetonitrile 0.460 0.37 0.786 5 
Acetone 0.355 0.32 0.786 6 
Methanol 0.762 0.55 0.791 7 
Chloroform 0.259 0.58 1.498 - 
Table 4-1. Solvents used in in-solution microscopy to visualize aggregation tendencies. The 
bolded solvents were also used to observe sedimentation velocities of PGC particles. Ranking is 
from most disperse to least disperse. 













Vial Fraction Sediment time (Hours) Mass PGC (mg) dp (µm) 
Standard 
Deviation 
Number of Particles 
Measured %RSD 
1.0 0 - 7 3.75 0.70 821 18.7 
2.0 0 - 7 3.72 0.65 892 17.5 
3.0 0 - -1 3.74 0.65 1088 17.4 
        
1.1 1 20:05 - 3.8 0.6 306 16 
2.1 1 20:05 14 3.5 0.7 116 19 
3.1 1 20:05 12 3.7 0.6 156 17 
        
1.2 2 20:11 7 3.8 0.6 258 15 
2.2 2 20:11 -7 3.7 0.8 180 21 
3.2 2 20:11 8 3.7 0.6 289 16 
        
1.3 3 19:40 3 3.7 0.6 222 15 
2.3 3 19:40 9 3.7 0.6 242 17 
3.3 3 19:40 5 3.8 0.6 230 16 
        
1.4 4 19:48 0 3.7 0.6 158 17 
2.4 4 19:48 4 3.6 0.7 275 20 
3.4 4 19:48 3 3.7 0.7 245 18 
        
1.5 5 19:41 -1 3.7 0.6 147 16 
2.5 5 19:41 2 3.8 0.7 255 18 
3.5 5 19:41 -1 3.7 0.7 90 20 



















Table 4-3. Columns packed with different PGC particle sedimentation fractions in acetone. 
 




(cm) Analyte hmin k’ a b c 
1 1 3.7 3.5 86 benzoquinone 3.76 0.32 1.90 1.81 0.44 methyl-benzoquinone 3.94 0.68 2.97 0.91 0.26 
2 2 3.7 3.5 96.5 benzoquinone 6.20 0.31 3.68 2.30 0.69 methyl-benzoquinone 6.53 0.65 5.02 1.33 0.43 
3 3 3.7 3.5 98 benzoquinone 3.36 0.32 1.54 1.80 0.46 methyl-benzoquinone 3.53 0.66 1.59 1.89 0.50 
4 3 3.7 3.5 75 benzoquinone 4.17 0.28 1.93 2.16 0.58 methyl-benzoquinone 4.33 0.58 2.14 1.93 0.62 
5 Raw 3.56 3.6 94 benzoquinone 5.70 0.52 2.49 2.80 0.92 methyl-benzoquinone 5.73 1.06 2.90 2.51 0.80 
6 Raw 3.56 3.6 94.5 benzoquinone 7.48 0.52 3.09 2.89 1.67 methyl-benzoquinone 6.74 1.07 1.84 3.70 1.62 















3.6 0.7 631 19 
3 3.8 0.6 630 15 




3.7 0.7 570 19 
12 3.7 0.6 596 16 
16 3.7 0.7 546 19 
Table 4-4. Sedimentation fractions and particle diameter statistics for graduated cylinder 
sedimentation method. “Raw” is a measurement of the particles in the slurry before 
sedimentation. The fraction number refers to the 50 mL fractions that were removed from the top 
of the chloroform in the graduated cylinder. Fraction 1 would be the top fraction removed, 





















Figure 4-2. In solution microscopy of PGC particles. A. Acetone; B. Acetonitrile; C. 



















Figure 4-3. Observing Sedimentation velocities for chloroform (left), DMF (middle) and 






































Figure 4-5. Photos of the setup for graduated cylinder centrifugation. (A) Syringe with 90° bent 
needle for gently layering slurry onto surface of chloroform, (B) balloon over top of graduated 
cylinder to prevent evaporation (not visible, PTFE sheet under balloon), and (C) styrofoam 





Figure 4-6. Photo of ring that formed at the top of the surface of the chloroform in the graduated 













Figure 4-7. SEM micrograph displaying differences in PGC particle appearance between (A) 
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CHAPTER 5: OPTIMIZATION OF PACKING CONDITIONS FOR POROUS 




5.1.1 Role of Column Packing on Performance 
 
In order to reproducibly produce high performing and stable capillary columns, the 
column packing procedure itself must be reproducible. Historically, it has been seen that column 
packing is an art rather than a science, however as time goes on, developments have been made 
to, at the very least, improve on the process making it more scientific than it has been in the past.  
 The packing process is not greatly understood, but typically, it is believed that the 
packing structure most significantly affects the A-term contribution to H in the van Deemter 
model although there are still significant contributions to the B and C-terms.1 
5.1.2 Effect of Slurry Concentration on Column Performance 
 
Concentration of the particle slurry has been found to affect the radial size distribution of 
the particles in the bed. At low slurry concentrations, when the packing is slow, size-segregation 
of particles occurs across the width of the column diameter, with smaller particles gathering 
closer to the walls of the capillary tube.2,3 Any heterogeneity within the column bed will increase 
the diversity of flow paths, thus increasing the effect of eddy dispersion. High slurry 
concentrations have been shown to introduce voids into the bed due to less time for the particles 
to reorganize before being locked into place in the column bed.4 Voids also have the effect of 
increasing the diversity of flow paths and increasing the A-term broadening. 
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 Recently, in the Jorgenson lab, Godinho determined that the use of sonication during the 
packing process while using high slurry concentration eliminated the increase in voids in the 
packing structures and allowed for higher performing columns than ever seen before. These 
columns approached a reduced plate height of ~1.0 whereas it was previously believed that ~2 
was the lower limit for column performance.5 
 In addition to the bed structure affecting eddy dispersion, longitudinal diffusion and 
resistance to mass transfer are also affected. If the column is packed less densely, this increases 
the volume of space that can be occupied by the mobile phase. This will increase the contribution 
of mobile phase diffusion to the B-term of the van Deemter for the more sparsely packed 
column.6 Also, as packing density increases, some of the decrease in performance seen may be 
associated with velocity dependent A-term broadening, masking itself as a contribution to the C-
term.7-9 
5.1.3 Previous Methods for Predicting Suitable Slurry Solvent 
 
With standard bore columns in HPLC, traditionally the best packing conditions have 
involved the use of solvents that exhibit the least amount of particle aggregation in solution. 
However, packing studies have found this to be the opposite for capillary columns, with more 
aggregation in solution being an ideal situation.10,11 There are a number of methods that have 
been used to evaluate the suitability of various packing solvents for use in packing including in-
solution microscopy, comparing sedimentation velocity, zeta potential measurements and 
dynamic light scattering (DLS). 
 In-solution microscopy is the imaging of the particles in solution at atmospheric pressure. 
Because it is not under pressure, it is not an exact demonstration of the way that the particles will 
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interact during packing, but it gives an example of how the particles behave in solution to 
compare to other solvents.10 
 Sedimentation velocity of particles in solution is related to the effective diameter (deff) of 
the particles. The effective diameter is equivalent to the diameter of an entire aggregate as 
opposed to the diameter of the individual particle, dp. Therefore, the larger the aggregate, the 





  (5-1) 
According to this equation, the larger the effective diameter, the faster the particles will 
sediment. Therefore, more aggregation leads to faster sedimentation. So, unlike Chapter 4 where 
the aim was to find a solvent where there was little aggregation and slow sedimentation, here the 
best solvent would show the opposite properties, greater aggregation and fast sedimentation. 
 Zeta potential is calculated through measurement of electrophoretic mobility. The greater 
the zeta potential, the more electrostatic repulsion and the less aggregation in solution. Previous 
studies have shown that a minimum of ±30 mV is needed to have no aggregation in solution.13 
This technique yields useful information regarding the behavior of the particles but it is difficult 
to obtain measurements because the sedimentation of the particles makes it difficult to measure 
electrophoretic mobility. 
 Finally, DLS can be used to determine deff. DLS uses measurement of Brownian motion 
and relates it to the effective size of the particles. Slower Brownian motion means larger deff 
meaning more aggregation.15 This technique faces the same challenges as zeta potential 
measurements due to particle sedimentation.14 





HPLC grade solvents, hydrogen peroxide (30%), and potassium chloride were purchased 
from Fisher Scientific (Fair Lawn, NJ). Deionized water was obtained using a Barnstead 
Nanopure ultrapure water system (Dubuque, IA). Formamide, benzoquinone, and methyl-p-
benzoquinone were purchased from Sigma Aldrich (St. Louis, MO). Potassium silicate was 
purchased from PQ Corporation (Valley Forge, PA). 
5.2.2 In-Solution Microscopy 
 
For the solvents listed in Table 5-1 a 0.5 mg/mL slurry of PGC particles extruded from a 
commercial Hypercarb column (Thermo Fisher Scientific; Waltham, MA). All slurries were 
sonicated for 10 minutes using a Cole Parmer Ultrasonic Cleaner 8891 (Vernon Hills, IL) before 
imaging. After sonication 10 µL of the slurry was placed on a glass microscope slide, covered 
with a glass cover slip, then a drop of mineral oil was placed on the top of the cover slip. The 
solution was then observed with a Wolfe oil immersion microscope equipped with an Edmund 
Optics 1.25 oil lens (Barrignton, NJ). Images were taken using the DigiVu Microscope software. 
5.2.3 Sedimentation Velocity 
 
Slurries were made with methanol, acetonitrile, and acetone at a concentration of 10 
mg/mL in 5 mL glass scintillation vials. Each solution was sonicated for 10 minutes then 
immediately placed on the bench top to begin recording the sedimentation process. Images were 
taken at known intervals for about one hour with an iPhone SE (Apple; Cupertino, CA). The 
sedimentation rates were then compared visually. 
5.2.4 Slurry Solvent and Concentration Studies 
 
Particles were extruded from a 4.6 mm x 100 mm Hypercarb (3 µm particles) column 
from Thermo Fisher Scientific Inc. Particles were imaged using a Hitachi S-4700 cold cathode 
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field emission scanning electron microscope (Tokyo, Japan). Average particle diameter was 
measured using ImageJ software (NIH; Bethesda, MD).  
 The method used in the Jorgenson lab to pack capillary columns has been reported 
previously in detail.16 Lengths of 100 cm of 75 µm i.d. x 360 µm o.d. fused silica capillary 
tubing were cut. The capillary tubing was purchased from Polymicro Technologies (Phoenix, 
AZ). Outlet frits were made on empty capillaries by pressing tubing onto a glass microfiber filter 
paper (Whatman; Buckinghamshire, UK) wetted with 1/1 (v/v) ratio of formamide and 
potassium silicate (Kasil). Frits were set by placing them in the oven overnight at 55 °C.17 
Hypercarb slurries were prepared by suspending a known mass of particles seen in Tables 5-2 
through 5-4 in acetone, acetonitrile, or methanol and sonicating for 5 minutes.  
 500 µL of slurry was then placed into the reservoir in the in-house designed packing 
vessel and the empty capillary was inserted and secured into the vessel using a UHPLC fitting. A 
stir bar was placed in the slurry reservoir of the packing vessel which was situated on a stir plate 
to prevent particle sedimentation during the duration of the packing. Packing was initiated at 
5,000 psi (350 bar) using a DSHF-300 Haskel pneumatic amplifier pump (Burbank, CA) with 
acetone or methanol as the pushing solvent. After about 2 cm of bed was packed in the empty 
capillary, the pressure was ramped to 30,000 psi (2,000 bar). Once the bed reached the desired 
length in the column, the pump was turned off, and pressure was slowly drained to prevent bed 
movement.  
 After packing, the columns were connected to a DSXHF-903 Haskel pump using a 
UHPLC injector that was built in the Jorgenson lab and previously described.18 The columns 
were flushed at 40,000 psi for 20 column volumes with 5/95 water/acetonitrile with 0.1% formic 
acid. Since the bed is made with temperature stable Hypercarb particles, the previously described 
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method of making a temporary frit using a heated wire stripper while flowing solvent slowly was 
not possible. To prevent bed movement, one of the injector valves was cracked so that fluid 
drained out slowly before the pump pressure was turned off. The column was then allowed to 
depressurize slowly over the course of at least 4 hours. Columns were then clipped to the desired 
length and another kasil frit was prepared as the inlet frit.  
 The columns were then characterized using isocratic solvent conditions and a test mixture 
containing hydrogen peroxide, 1,4-benzoquinone, and 2-methyl-1,4-benzoquinone. Low pressure 
injections were made on the previously described UHPLC injector using a DSTV-100 Haskel 
pump. Mobile phase was 5/95 water/acetonitrile with 0.1% Formic acid. Amperometric detection 
was used with an 8 µm carbon fiber electrode pushed directly to the outlet frit of the column. The 
electrode was held at -0.2 V vs. Ag/AgCl reference electrode. The signal was passed through an 
SR750 current amplifier (Stanford Research Systems; Sunnyvale, CA) with a 109 V/A gain. High 
frequency noise was filtered out with a 3 Hz, 3 dB low pass filter. Data was acquired at 21 Hz 
using a custom LabView 6.0 program (National Instruments; Austin, TX) on an Intel Core 2 Duo 
desktop computer with a 16-bit A/D converter.  
 Reduced van Deemter plots were generated by performing runs of the test mixture over a 
range of linear velocities by varying the pressures (example chromatogram Figure 5-1). Low 
frequency baseline drift was removed with baseline subtraction. Measured peaks were fit with an 
iterative statistical moments algorithm (± 3s limits) written in Igor Pro 6.0 (Wavemetrics, Inc.; 
Lake Oswego, OR) to determine retention times and theoretical plates.19 A spreadsheet was used 
to calculate u  and h for each preassure. The minimum reduced plate height, hmin and reduced 
optimum mobile phase velocity uopt were determined by finding the minimum of the best fit van 
Deemter equation. 
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4.2.5 Sonication While Packing 
 
Packing, flushing, and column characterization occurred exactly as described in the 
previous section with the exception of the orientation of the column during the packing process. 
The capillary was wrapped around a piece of open cell foam so that the entire capillary other 
than 2 cm at the oulet were submerged into the sonication bath. Sonication was performed 
throughout the duration of the packing using an Elmasonic P 60 H sonicator (Elma Schmidbauer 
GmbH; Singen, Germany) using sweep mode at 80 kHz.  
5.3 Results and Disccusion 
 
5.3.1 In-Solution Microscopy 
 
The behavior of Hypercarb PGC particles in various potential slurry solvents was 
investigated by in-solution microscopy to determine its aggregation behavior in each of those 
solvents. Images of the particles were taken in each solvent and can be seen in Figure 5-2. Based 
on the images, each sample was ranked from most to least aggregation, the ranking can be seen 
in Table 5-1.6 Due to PGC’s ability to interact with both polar and nonpolar groups, it was 
difficult to predict whether the particles would tend to aggregate more in polar or nonpolar 
solvents. The relative polarity in comparison to water for each solvent is listed in Table 5-1.20 
After imaging it was clear that the PGC particles exhibited more aggregation in the more polar 
solvents. 
 Performing quality in-solution microscopy is a difficult process. Since such small 
volumes (10 µL) of slurry are used, that solvent evaporates quickly due to the heat of the 
microscope light. The particles in the solvent evaporation front become aggregated quickly so it 
is difficult to determine whether the aggregation is naturally occurring or if it is being amplified 
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by the evaporation. Therefore, care needed to be taken to ensure that images were taken before 
the solvent front approached the particles being imaged.  
 According to Table 5-1, methanol, acetone, and acetonitrile showed the most aggregation 
consistently. The solvents that showed the most consistent aggregation went on to have their 
sedimentation velocities studied further. Previous studies in the Jorgenson lab also have shown 
some success with mixtures of these various slurry solvents.6 Future studies should be done to 
determine whether a mixture of various solvents would promote more aggregation in a slurry 
system.  
5.3.2 Sedimentation Velocity 
 
 As mentioned previously, the sedimentation velocity is related to the effective diameter 
of the particles in solution.12,13 According to Equation 5-1 the larger deff, the faster the particles 
will sediment. Therefore, more aggregation will yield faster sedimentation. Figure 5-3 shows the 
sedimentation of particles in acetone, methanol, and acetonitrile over a one-hour period. The 
viscosity and density of the solvent also plays a role in the speed of sedimentation so it is 
important to take that into account when comparing these sedimentation rates. Table 5-1 shows 
the viscosities and densities for the solvents used here.21 Looking purely at the rates of 
sedimentation (Figure 5-3), it appears that methanol had the fastest sedimentation and acetone, 
the slowest. When comparing viscosities, methanol has the highest viscosity, so the fact that it 
also shows the fastest sedimentation means that it very probably has the most aggregation, 
making it an excellent candidate for a packing solvent. 
5.3.3 Slurry Solvent Study 
 
At the time that this study was performed the lab was limited on its supply of PGC 
particles so two columns each were packed at 10 mg/mL with acetone, acetonitrile, and methanol 
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as the slurry solvent. In order to accurately characterize the columns, the particles first needed to 
be measured to determine the precise average diameter rather than the nominal 3 µm diameter 
reported.  An SEM micrograph comparing PGC and BEH C-18 particles can be seen in Figure 5-
4. The average diameter was determined to be 3.56 ± 0.64 µm, n=1,532 particles. This is a 
relatively large standard deviation for particle diameters. For reference, the BEH C-18 particles 
have been measured to be 1.92 ± 0.25 µm, n=869. Ideally, the distribution should be tight, 
because the more homogeneous the particles are in size, the more homogeneous the bed that is 
packed will be. 
The columns were packed, flushed, and characterized as described and the data from this 
study is displayed in Tables 5-2 through 5-4 and the van Deemter curves are in Figure 5-5 and 5-
6. It was clear that the performance of the columns packed with methanol showed a slight 
improvement from the columns packed with acetone (hmin~3.87 vs. 4.23). However, the high 
viscosity of MeOH led to difficulty in the speed of packing. Throughout the packing process, the 
columns packed using acetone continued on without difficulty, but the columns packed using 
methanol would stop packing in the middle of the process and would require what is referred to 
in Table 5-2 as a “kickstart” where the pump would be shut off and drained then turned back on 
directly to 30,000 psi. The process of stopping and restarting the packing required a significant 
amount of time and monitoring that was not necessary for the columns packed with acetone. This 
significant increase in inconvenience coupled with a relatively small improvement in 
performance, led to the decision to continue packing with acetone rather than switching to the 
slightly better performing methanol in further studies on slurry concentration. For some reason, 
the columns that were attempted to be packed using acetonitrile didn’t form any bed after 
 103 
allowing the column to be under pressure for 20 minutes. Therefore, it was eliminated as an 
option for column. 
5.3.4 Slurry Concentration Study 
 
As mentioned previously, since increases in performance by packing with methanol 
didn’t add enough benefit to override the inconvenience, it was decided to continue packing with 
acetone due to its lower viscosity and therefore overall faster flow and packing rate. The next 
step in packing optimization was to determine an ideal slurry concentration. Here, two columns 
each were packed at concentrations of 20, 40, 80, and 160 mg/mL and were characterized as 
described above. The data is shown in Table 5-3. In previous studies with C-18 packing material, 
without sonication, there is an observed improvement of performance up until an intermediate 
slurry concentration before that performance starts to drop again.22,23 A similar behavior was 
seen with packing PGC particles as displayed in Figure 5-7. 
The intermediate concentration of 80 mg/mL stood out as the highest performing, in this 
case reaching an hmin of 2.12, lower than seen previously for PGC. Before performing this study, 
slurries were always prepared as 25 mg/mL or less to preserve PGC material. However, this only 
ever allowed a best hmin of ~2.5-3.0, which is significantly lower performing than seen here for 
80 mg/mL.  
It is important to mention that at the lowest and highest concentrations, 20 mg/mL and 
160 mg/mL, the packing occurred very slowly. The packing at low and high concentrations took 
up to 4x as long to pack the entire column than at 80 mg/mL slurry concentration. The 
sluggishness of packing at these concentrations is likely a contributor to the poor performance. 
As mentioned in the introduction, the thing that seems to be most correlated with performance in 
capillary columns is the speed at which it is packed.10,24,25 The lowest concentration packed 
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slowly because of there being less particles available to be packed. The highest concentration 
packing slowly was unexpected. The slurry consistency was like mud and therefore very viscous. 
It is possible that this high viscosity contributed to the slow packing of these columns.  
5.3.5 Sonication While Packing 
 
 Because the performance for PGC varied versus slurry concentration in a similar manner 
to C-18 particles, it was suspected that sonicating the column throughout the packing process 
may improve the performance of columns packed at even higher slurry concentrations.4 Two 
columns each of concentrations of 80, 110, or 160 mg/mL were packed with sonication and 
characterized as described in the experimental section. The data is displayed in Table 5-4 and 
Figures 5-8 and 5-9.  
 If the PGC packing were to continue to exhibit similar behavior to packing with C-18 
particles, the 80 mg/mL column with sonication should have performed better than the 80 
mg/mL column without sonication and the performance would have continued to improve with 
even higher slurry concentrations. However, this does not seem to be the case. Performance of 
the sonicated columns appears to be in the same range as unsonicated, indicating no 
improvement on the previously determined ideal slurry concentration of 80 mg/mL, unsonicated. 
While there is not an explanation as to why this difference between PGC and C-18 particles has 
been observed one possibility is that the interactions in the aggregation of the PGC particles are 
stronger than in C-18. This would mean that while the sonication provides enough energy to 
disrupt the aggregates in the bed of C-18 particles to eliminate some of the voids in the structure, 




 Finding optimal packing conditions for capillary columns is crucial for producing 
efficient and reproducible columns. Using what is known about optimal conditions for C-18 
stationary phases guided the process for determining ideal conditions for PGC. It was found that 
the most aggregation occurs in slurries made with polar solvents such as acetone, methanol, and 
acetonitrile. However, acetonitrile proved to be unsuccessful for packing. Methanol showed 
slight improvements on performance over acetone, but the increased difficulty in packing 
outweighed the slight improvements on performance. PGC showed similar trends to C-18 
particles with column efficiency related to slurry concentration with an increase in performance 
as concentration increases to an intermediate concentration before a decrease in performance 
occurred at higher concentrations. However, unlike C-18, PGC did not show an increase in 
performance with the addition of sonication in the packing process, perhaps because of 
differences in the energy in the interactions of aggregates. With the finding of an ideal slurry 
concentration different from the concentration previously used in the lab, improvements should 
be made in the separation of complex metabolite samples in gradient UHPLC-MS separations. 
Moving forward, columns with PGC should be packed unsonicated with a concentration of 80 


















Methanol 0.762 0.55 0.791 1 
Acetone 0.355 0.32 0.786 2 
Acetonitrile 0.460 0.37 0.786 3 
DMF 0.386 0.92 0.944 4 
THF 0.207 0.55 0.886 5 
Ethyl acetate 0.228 0.46 0.894 6 
Cyclohexane 0.006 0.98 0.779 7 
Table 5-1. Solvents used in in-solution microscopy to visualize aggregation tendencies. The 
bolded solvents were also used to observe sedimentation velocities of PGC particles.  











 Solvent Concentration (mg/mL) Kickstarts 
Length 
(cm) Analyte hmin k’ 
1 Acetone 10 0 92.5 benzoquinone 4.37 0.50 methyl-benzoquinone 4.00 1.04 
2 Acetone 10 0 94.5 benzoquinone 4.23 0.50 methyl-benzoquinone 4.28 1.04 
        
3 Methanol 10 3 78.0 benzoquinone 3.87 0.49 methyl-benzoquinone 4.28 1.01 
4 Methanol 10 1 92.5 benzoquinone 3.95 0.47 methyl-benzoquinone 4.06 0.97 


















 Concentration (mg/ml) Analyte hmin k’ 
1 21 benzoquinone 2.65 0.59 methyl-benzoquinone 2.77 1.26 
2 21 benzoquinone 3.50 0.53 methyl-benzoquinone 3.50 1.09 
     
3 39 benzoquinone 3.05 0.52 methyl-benzoquinone 3.26 1.06 
4 39 benzoquinone 3.33 0.53 methyl-benzoquinone 3.41 1.08 
     
5 79 benzoquinone 2.39 0.50 methyl-benzoquinone 2.52 1.03 
6 79 benzoquinone 2.19 0.51 methyl-benzoquinone 2.12 1.05 
     
7 162 benzoquinone 2.81 0.50 methyl-benzoquinone 2.82 1.03 
8 158 benzoquinone 3.74 0.48 methyl-benzoquinone 3.72 0.99 











 Concentration (mg/mL) Analyte hmin k’ 
1 82 benzoquinone 2.73 0.50 methyl-benzoquinone 2.93 1.02 
2 80 benzoquinone 3.05 0.48 methyl-benzoquinone 3.23 1.00 
     
3 111 benzoquinone 3.33 0.41 methyl-benzoquinone 3.12 0.86 
4 110 benzoquinone 3.65 0.42 methyl-benzoquinone 3.42 0.87 
     
5 162 benzoquinone 3.61 0.49 methyl-benzoquinone 3.88 1.01 
6 161 benzoquinone 3.44 0.48 methyl-benzoquinone 3.60 1.00 
Table 5-4. Columns packed with varying slurry concentrations in acetone. Sonication of the 
















Figure 5-1. Example chromatogram for characterization of benzoquinone (second peak) and 2-
methyl-1,4-benzoquinone (third peak) on a PGC capillary column. Dead volume marker: 
hydrogen peroxide (first peak). 
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Figure 5-2. In solution microscopy of PGC particles. A. Acetone; B. Acetonitrile; C. 











Figure 5-3. Observing Sedimentation velocities for acetone (left), methanol (middle) and 




























































 21 mg/mL - hmin= 2.65
 21 mg/mL - hmin= 3.5
 39 mg/mL - hmin= 3.05
 39 mg/mL - hmin= 3.33
 79 mg/mL - hmin= 2.39
 79 mg/mL - hmin= 2.19
 162 mg/mL - hmin= 2.81
 158 mg/mL - hmin= 3.74
























Figure 5-8. van Deemter curves comparing 50 cm columns packed with and without sonication 




















 79 mg/mL unsonicated - hmin= 2.39
 82 mg/mL sonicated - hmin= 2.73
 162 mg/mL unsonicated - hmin= 2.81
 162 mg/mL sonicated - hmin= 3.61
hmin values are calculated for 1,4-benzoquinone
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Figure 5-9. Plot of hmin vs. Slurry concentration for 50 cm columns packed with PGC particles 
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CHAPTER 6: USE OF POROUS GRAPHITIC CARBON FOR SEPARATION OF  




6.1.1 Peak Capacity 
Since most liquid chromatography separations occur under gradient conditions, it is 
useful to have a way to compare the efficiency of a separation under these conditions. Something 




+ 1  (6-1) 
Where tw is the separation window, or the time between the first and last eluting peaks. This 
measure translates into the number of peaks that can fit into a separation window with a 




  (6-2) 
Here, tr1 and tr2 are the retention times of two eluted peaks and w1 and w2 are the widths (4s) of 
those same two peaks.  
 A very high peak capacity is necessary to analyze many of the metabolite samples that 
may be of interest to researchers. More efficient separations increase the number of 
identifications by reducing ion suppression caused by too many analyte molecules competing to 
be charged in the electrospray process.4 Peak capacity is affected by many of the aspects already 
discussed in this dissertation including sample volume injected, retention and ability to 
preconcentrate the analyte, diffusion characteristics in the separation, and the use of a gradient to 
promote narrow peaks.5-7 
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6.1.2 Peak Compression from Gradient Separation 
 
 The main reason to use a gradient in a liquid chromatographic separation is to elute a 
wide range of analyte polarities in a reasonable time. An additional benefit is a phenomena 
known as peak compression which occurs in gradient conditions but not isocratic conditions. 
Figure 6-1 shows chromatograms for the same analytes on the same column under both isocratic 
and gradient conditions.8 Under isocratic conditions, the later eluting peaks experience 
significant broadening in time when compared to these same peaks under gradient conditions 
causing short peaks with a high limit of detection. Peak compression causes the peaks in gradient 
elution to be taller, which allows detection of samples with much lower concentrations.9 
 Peak compression occurs because, when there is a constant shift in mobile phase 
conditions towards more strongly eluting compositions, the back end of the analyte band 
experiences stronger conditions that the front end of the band. This difference causes the tail to 
move at a faster velocity than the front, essentially allowing it to “catch up” to the front and 








  (6-3) 
 R = I.TUVWXWY:2
UVWXWY6%
  (6-4) 
Here, k’init is the analyte retention factor in the mobile phase conditions at the start of the 
separation and gs is the gradient slope experienced by the analyte defined as,11 
 Z" = [∆]
?^
?_
  (6-5) 
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Where S is a constant related to the solute’s molecular weight, Dj is the change in organic 
mobile phase fraction over the length of the gradient, and tG is the gradient time. According to 
Equations 6-3 to 6-5, gradient compression becomes more significant as g increases. 
6.1.3 Analysis of Urinary Metabolites 
 
 While blood is the most informative biological metabolite sample, when urine can be 
used it is chosen over blood due to its noninvasive collection and minimal amount of protein and 
lipid interferents meaning easy sample preparation.12 Urine is a good example of a metabolomic 
sample that requires highly efficient separations. The main components of urine are waste 
filtered from the bloodstream by the kidneys, excess water and sugar, and more. It contains 
metabolites such as urea, inorganic salts, ammonia, creatinine, and organic acids.13 Urine is 
considered an important diagnostic sample. The first ever genetic disease in humans to be 
diagnosed was done so through a urine sample, alkaptonuria.14 Today, urine is used to diagnose 
or monitor disorders such as diabetes, nephritis (kidney inflammation), or infection.15  
 Because urine is such a complex sample, analysis is tricky. To date, no one method has 
been developed to study its full range of metabolites. Researchers have employed a variety of 
tools to attempt to characterize the urine metabolome, however, most studies using a single 
method haven’t been able to identify more than 100 compounds.13,16 However, together through 
studies done with NMR, LC-MS, fast atom bombardment ionization coupled to MS (FAB-MS), 
and GC-MS hundreds of metabolites have been profiled.13,17-20 As of today, the Urine 
Metabolome database managed by the Human Metabolome Project lists information about 
approximately 3,100 metabolites found in human urine.13  
The use of PGC stationary phase in LC-MS analysis has the potential to produce useful 
separations of a broader range of urinary metabolites than many of the methods used to date due 
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to its broad retention capabilities for compounds of varying polarities. So far, PGC has been used 
to analyze desomsine and isodesmosine, N a-acetyldimethylarginine, N-glycans and various 
carbohydrates in urine samples.21-24 However, there are yet to be studies published using PGC for 
global metabolite profiling, likely due to the complexity of PGC separations and the challenges 
with optimizing its methods including considerations with gradient design, mobile phases, and 
sample prep.  




Optima LC-MS grade water and methanol were purchased from Fisher Scientific, Inc 
(Fair Lawn, NJ). Formic acid and the standards run to determine model urinary metabolites were 
all purchased from Sigma Aldrich (St. Louis, MO).  
6.2.2 Determination of Model Metabolites 
 
The urine of 5 females was collected, equal volumes of each were pooled, and 
centrifuged. The pooled supernatant was then frozen into 0.125 mL aliquots. The before running 
an aliquot was diluted to a total of 1.0 mL. Gradient separations were run using a Waters 
nanoAcquity coupled to a qTOF Premier (Waters Corp) with a 15 cm long 20 µm i.d. fused silica 
pigtail and a 10 µm i.d. fused silica emitter (New Objective; Woburn, MA). Separations were 
carried out on a 75 µm x 70 cm PGC capillary column. The separation occurred at a flow rate of 
0.3 µL/min with a gradient that is shown in Table 6-1 mobile phase A is water with 0.1% formic 
acid and mobile phase B is acetonitrile with 0.1% formic acid. 
Every injection had a volume of 2 µL. The outlet of the column was coupled to the 20 
µm fused silica pigtail via a metal union. This union was connected to a ground point on the 
nanoAcquity instrument. The electrospray voltage was set at +3.0 kV and the sample cone 
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voltage was 35 V in positive ionization mode. The source temperature was 110 °C with a the 
Nano Flow (desolvation gas) set at a pressure of 1.00 bar. The collision voltage was set to 5 V to 
minimize fragmentation in the collision cell and ensure mostly parent ions were detected. Scan 
time was 0.6 s with an interscan delay of 0.1 s for all runs. The detector was set to collect m/z 
between 100 and 1000. 
Rough identifications were made using HMDB spreadsheet of metabolites and matching 
them to peaks seen in chromatogram. Well resolved peaks were selected and m/z values were 
nominally matched to possible metabolites from urine. 64 possible identifications were chosen as 
targets to analyze. Of these 64 targets, 23 were able to be separated and detected using the above 
described separation and detection method, while the remaining 39 weren’t detected.  
Retention times were saved in a database to be used with the Progenesis QI software 
(Nonlinear Dynamics; Newcastle upon Tyne, UK). Another aliquot of the same pooled urine 
sample described above was run and analyzed using Progenesis QI software. Using the retention 
time database created in lab and the HMDB database of m/z values, 15 of the standards were 
determined to be present in the urine sample. Three of these identified standards as well as 
creatinine were selected to be used as model urinary metabolites for the studies described in 
previous chapters. 
6.2.3 Gradient Separations using UPLC-MS 
 
 Urine samples (prepared as described above) were run on a capillary column packed with 
PGC at a slurry concentration of 80 mg/mL (75 µm x 50 cm). The column was coupled to the 
Waters qToF Premier as described above. Three different gradients were used, they are seen in 
Table 6-1 through 6-3. The flow rate was 0.3 µL/min and the sample injections were all 2 µL. 
Mass spectrometer settings were the same as listed above.  
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6.2.4 Data Analysis 
 
 Peaks that were at least 10% of the maximum peak height were handpicked. The full-
width half-maximum (FWHM) was measured as well as the retention time. The FWHM was 
used to determine s according to Equation 6-6:3 
 `abc = 2.355g  (6-6) 
From this, the 4s peak width was calculated and using Equation 6-1, peak capacity was 
calculated for each gradient condition. Additionally, resolutions were calculated using Equation 
6-2 for various peak pairs. The gradients were then evaluated using these measures. Separation 
window was determined as the difference in time between the first and last measured peak for 
(the same two peaks in each chromatogram). 
6.3 Results and Discussion 
 
6.3.1 Determination of Model Urinary Metabolites 
 
In order to carry out the retention and diffusion studies described in Chapters 2 and 3, it 
was necessary to have a selection of metabolites that would be common in a metabolite sample. 
In order to do this, a rough identification of metabolites that were able to be detected after 
separation on a PGC capillary column was performed. The Waters qToF Premier that was used 
in this study was limited in its mass accuracy due to lack of functioning lock-mass, so it is 
difficult to do identifications that would be possible with an instrument with higher mass 
accuracy. Therefore, rough identifications were made using the nominal masses of peaks 
detected in the separation of a pooled urine sample. The rough identifications were based on 
molecular weight and whether or not they are present in the average persons’ urine in 
concentrations greater than 0.2 µmol/mmol creatinine or had more than 5 entries in the database 
(corresponds to 5 different publications that had detected it in urine).13 
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From these rough identifications, 64 potential standards were chosen and run in groups of 
10 to create a spreadsheet of retention times. The chromatograms from these standards are seen 
in Figure 6-2. Out of the 64 potential identifications, 23 were able to be detected using the mass 
spectrometer conditions described above. These 23 standards are listed in Table 6-4. Retention 
time data was saved for these 23 metabolites that was able to be used in combination with the 
Human Metabolome Database through the software Progenesis QI.  
Progenesis QI is a chromatogram processing software that performs peak picking, 
alignment, and identification. For the identifications, the program gives a score based on the 
match to the m/z values for any ionization products that the user specifies as possible in the 
sample (M+H+, 2M+H+, M+Na+, etc), how well it matches the retention time data from the 
house-made spreadsheet, matches to expected isotope ratios, and how well it matches 
fragmentation patterns in the database. Table 6-5 shows the 15 standards that were able to be 
identified from a urine sample. The scores in this case are all relatively low (scores are out of 
100). The low scores come from the low mass accuracy of the qToF Premier as well as not 
utilizing MS/MS capabilities to get a fragmentation score. From these identifications, the model 
metabolites used in previous chapters were chosen due to their range in retention times 
(corresponding to a variety of retention factors, k’). Additionally, the compound creatinine was 
added due to its high importance in the urinary metabolome as a quantitative reference.  
Creatinine is used to estimate the concentration of a urine sample. Creatinine is a 
byproduct of muscle activity and is cleared from the bloodstream by the kidneys.25 Typically, 
creatinine concentrations in urine are determined by colorimetric analysis.26 Any other 
metabolites quantified in the urine are then reported relative to the concentration of creatinine.27 
In this way, creatinine provides a way to determine how concentrated a urinary sample is since 
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concentration varies greatly based on donors’ hydration level, time of day, etc. The importance 
of creatinine as a urinary metabolite lead to its inclusion in the four model urinary metabolites 
used in this dissertation.  
The other three compounds that were chosen were cytosine, phenylalanine, and uracil. As 
seen in Chapter 2, they have varying retention factors (k’00=17.5, 62.2, and 327, respectively). 
The reason for choosing metabolites with a range of retention factors is to account for 
differences in interactions with the PGC due to different in retention factors.  
6.3.2 Optimizing Peak Capacity Using gradient UPLC-MS 
 
 In addition to using urine to determine model metabolites for studying chromatography 
on PGC, it is useful to perform studies to optimize gradient conditions using a complex sample 
such as urine. According to Equation 6-3 above, the steeper the gradient, the more of an effect 
peak compression will have on the bands. This would have the effect of producing taller peaks 
with lower limits of detection, but also will produce a lower peak capacity. Additionally, when 
dealing with PGC, studies have shown that it faces difficulties with equilibration.28 Having 
difficulty with equilibration may mean that fast, steep gradients may cause difficulties in 
performance or reproducibility. A slow gradient also potentially has the effect of increasing peak 
capacity, in this case because of an increase in the separation window, tw, from Equation 6-1. 
However, it has less of an ability to compress the peaks and also long separations are typically 
not as desirable as quicker ones.  
 In this study, three gradients of varying lengths were compared to determine which would 
produce the best separations on PGC. These three are described in Tables 6-1 to 6-3. For all three 
gradients, there is a 16-minute stall at 100% mobile phase A for focusing, followed by a linear 
gradient from mobile phase A to B, another stall of 14 minutes at 100% B to elute highly 
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retained compounds, before returning back to 100% A in 5 minutes for a 30-minute re-
equilibration stage.  
The variation between the gradients comes in the amount of time it takes to get from 
100% mobile phase A to 100% mobile phase B. The first gradient has an intermediate gradient 
rate of 1% mobile phase B per minute. The second gradient had a gradient slope that was twice 
as high as the first one of 2% mobile phase B per minute. Finally, the third gradient was only 
slightly slower than the first one with a gradient rate of 0.83% mobile phase B per minute. An 
example chromatogram for each gradient can be seen in Figure 6-4. 
 In order to evaluate which gradient performed the best, peak capacity was calculated 
according to Equation 6-1. Data for these calculations can be seen in Table 6-6. According to 
peak capacity calculations, gradient 3 performed the best with the highest peak capacity of 
173±21. Gradient 1 was second best with nc =161±54, larger than gradient 2, nc=114±23. As 
expected, gradient 2 produced the narrowest peaks, as it had the sharpest gradient slope, while 
the lowest gradient slope, from gradient 3 had the widest peaks. Gradient 3 ended up producing 
the highest peak capacity due to its larger separation window of 61 minutes, 22 minutes larger 
than the next longest at 49 minutes.  
 Another measure of how gradient separation’s performance is through calculating 
resolution between pairs of peaks. In this study three peak pairs were selected for resolution 
analysis due to their consistently high signal and appearance in all 9 chromatograms that were 
collected and analyzed. Additionally, the pairs were chosen because of their similar retention 
times. The resolution data for the three peak pairs is seen in Table 6-7. From these three peak 
pairs it can be seen that while resolution varies significantly for the different pairs, gradient 1 
typically produced the highest, or nearly the highest resolution. This is because the peak widths 
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weren’t as large as the peaks produced by the slow gradient slope of gradient 3, but still had 
good differences in retention time unlike the more compressed, fast gradient 2.  
6.4 Conclusion 
 
 Based on the studies reviewed in this chapter, PGC is a promising stationary phase for 
analysis of complex metabolomic samples such as urine. While these studies were limited in the 
detection power of a relatively low accuracy mass spectrometer, the fact that identifications were 
able to be made using an analysis software such as Progenesis QI shows that if there were access 
to higher power mass spectrometers, the ceiling would be much higher for separation and 
identification of urine metabolites using PGC. Additionally, these studies showed that PGC 
performs as expected with gradients of varying rates, with faster gradients yielding narrower 
peaks, but a smaller separation window and longer gradients producing wider peaks with a large 
separation window. However, an intermediate gradient rate may be most ideal to produce well 
resolved peaks (though less of them due to a lower peak capacity) in a reasonable length of time. 
Further studies for gradients of PGC should explore different mobile phases such as methanol 



























































































Metabolite Group Monoisotopic Mass (Da) 
Retention 
Time (min) 
Histidine IV 155.1 13 
Isoleucine IV 131.1 14 
Threonine V 119.1 14 
Betaine I 117.1 15 
Creatinine I 113.1 16 
Cytosine II 111 23 
N-Acetylneuraminic Acid VI 309.1 23 
Citric Acid I 192 31 
Uracil VII 112 33 
Phenylalanine V 166.1 35 
Tyrosine V 181.1 38 
Methylcysteine V 135 38 
Nicotinamide Ribonucleotide VI 334.1 38 
Cytidine III 243.1 40 
dCMP II 307.1 46 
Hypoxanthine III 136 46 
CMP I 323.1 55 
Thymidine VII 242.1 55 
Tryptophan V 204.1 59 
Xanthine VII 152 60 
Adenosine I 267.1 68 
Guanosine IV 283.1 74 
Guanine III 151 78 
Table 6-4. The 23 metabolites that were able to be detected in positive mode out of the 64 rough 
identifications made from a diluted pooled urine sample. The group number refers to the group 
that it was assigned to. Metabolites were run in approximate groups of 10 to reduce the chance of 




Metabolite Score Retention Time (min) 
Histidine 37 17.21 
Methylcysteine 29.4 17.53 
Cytosine 37.8 22.84 
Uracil 38.4 33.38 
Phenylalanine 36 35.14 
Threonine 27 35.19 
Cytidine 39.8 40.62 
Nicotinamide Ribonucleotide 24.8 41.50 
Hypoxanthine 38.3 47.00 
CMP 27.5 51.76 
Thymidine 28 56.90 
Tryptophan 51.9 61.45 
Xanthine 35.3 62.75 
Adenosine 53.5 72.22 
Guanine 39.9 79.21 
Table 6-5. Metabolites that were identified using the software Progenesis QI with the Human 













Gradient tw (min) wp (min) nc 
1 49 0.31 161±54 
2 28 0.24 114±23 
3 61 0.36 173±21 
Table 6-6. Separation window, average peak width, and peak capacity for the three gradients in 
Tables 6-1 to 6-3 on a 75 µm x 50 cm PGC capillary column. The gradients were each run in 

















Gradient Pair m/z tr (min) wp (min) Resolution 
1 1 547 91.2±1.7 0.19±0.01 7.5±0.4 389 92.8±1.6 0.24±0.03 
2 1 547 74.5±0.5 0.17±0.01 3.8±0.6 389 75.2±0.5 0.23±0.01 
3 1 547 99.4±1.2 0.23±0.03 7.9±1.2 389 101.6±1.0 0.35±0.01 
      
1 2 398 74.0±3.8 0.28±0.00 3.7±0.4 341 75.2±3.8 0.34±0.06 
2 2 398 63.3±1.0 0.21±0.04 3.7±0.8 341 64.2±1.1 0.27±0.01 
3 2 398 80.5±3.7 0.28±0.03 3.2±0.3 341 81.4±3.7 0.32±0.02 
      
1 3 367 81.5±3.1 0.24±0.03 3.8±1.9 409 80.6±2.8 0.13±0.00 
2 3 367 67.6±0.8 0.20±0.00 1.2±0.2 409 67.8±0.7 0.18±0.00 
3 3 367 87.7±3.0 0.27±0.01 2.7±2.0 409 86.9±2.4 0.25±0.01 
Table 6-7. Table comparing resolution for three different m/z pairs seen in urine across all three 












Figure 6-1. Illustration of the difference between a separation done in gradient conditions (top) 













Figure 6-2. Chromatograms of the 7 groups of 64 test metabolites that were run in order to 












Figure 6-3. Example chromatogram of diluted pooled urine sample with several of the 15 











Figure 6-4. Example chromatograms for each of the three gradients. Top: gradient 1, 
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APPENDIX: CALCULATION OF ERROR IN INTRAPARTICLE DIFFUSION 
 
 Due to the immense number of measurements and calculations needed to study 
intraparticle diffusion, an in-depth analysis of error was completed. This section details the 
calculation of error in the measurement of intraparticle diffusion for BEH C-18 and PGC 
stationary phases. The standard deviation (error) of any value, x, will be denoted as sx.  
 The measurement of each analyte’s diffusion coefficient in the mobile phase was 
measured using a dual-UV detection setup. After sigmoidal signals were differentiated into 
Gaussian peaks, Dm was calculated using Equation 3-9. The diameter of the capillary, dc was 







k  (A-1) 
gl^  can then be calculated by accounting for error in measurements of the terms in Equation 3-9. 
Because measurements for a single solute were taken at a variety of pressures to assure no 





















  (A-2) 
Peak parking experiments then allowed calculation of sott using Equation 3-2. Measured values 
for guv,xI  were plotted vs. m"?yM and sott was calculated as half of the slope of the fitted trendline. 














  (A-4) 
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The first number that is calculated is the polarizability constant, }%, by using Equation 3-13. 













  (A-5) 
And gUV is calculated as follows. Since mÄ is a constant, it is assumed that g?^ = 0. 
 g?Ç&?^ = zg?Ç
I + g?^















  (A-7) 
Equation 3-13 can be rewritten as A-8 to see the components of error that need to be calculated. 
 }% = j
%
%&5.
k 7ÑottÖÜ(1 − àV) − 18 N
%
I6~.//5â(%6UÉ)
P  (A-8) 
The terms Öo and ÖÜ are treated as constants so their standard deviations are assumed to be 0. The 
three terms in Equation A-8 are referred to as }%u , }%ä , and }%> , respectively. Since the only 
variable in }%u  is Öo, its standard deviation is 0. gãGå  can be calculated by:  
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  (A-16) 
The data is then displayed as a ratio of the intraparticle diffusion to the mobile phase diffusion, 
l(ïFY
l^
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