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Abstract. The paper analyzes the possibilities to non-destructively determine food quality 
(potatoes, eggs) by means of the spectra of transmission in the visible and near-infrared 
regions of the electromagnetic spectrum. The research includes the creation and testing of a 
training sample of representative samples and the evaluation of the possibilities for 
classification using Neural Classifier and Support Vector Machines method (SVM). 
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1. FOOD QUALITY 
The recent developments in the food and flavour industry have been marked by an on-
going upsurge in the requirements concerning food product quality. This necessitates the 
search for new methods for food product quality evaluation and sorting, which turns out 
to be a difficult task. 
Undoubtedly, the most essential and understandable aspect of the quality of foods is their 
safety related to human health. The consumer at the end of the food chain has the right to 
demand and expect to consume quality, safe, and absolutely harmless food products. 
One of the most promising methods for non-destructive quality evaluation of various 
quality-related parameters of foods is the usage of spectroscopy in the visible (VIS) and 
near-infrared (NIR) spectral regions. It is known that most complex organoleptic and 
functional characteristics for food product quality evaluation correlate with their VIS and 
NIR spectral ones [5, 13]. Typical are the VIS and NIR spectroscopic methods which 
have great many applications and have proven to possess the following advantages: 
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 they are proven-in-practice methods for the routine compositional, functional, and 
sensory analysis of food components, ingredients, and final products; 
 they do not require preliminary processing of the product under study or damage 
its wholeness; 
 the analysis is conducted easily and quickly; 
 they are also suitable for an on-line control of processes. 
Egg quality 
Kramer (1951) was the first to define the term "quality" – as the property of some 
foods to have an impact on consumers [3].  
Egg quality is a general term which adheres to standards determining the internal and 
external state of eggs. External egg quality has to do with the egg shell, its purity, 
structure, shape, etc., whereas internal egg quality is connected to the egg white – its 
purity and viscosity, the size of the air cell, the shape and coloring of the egg yolk, etc. 
The market and manufacturing criteria for egg quality amount to requirements 
concerning egg freshness, the presence of internal and external defects, weight, egg 
density and shape (egg index, asymmetry), the ratio between the size of the albumen 
substance and the egg yolk weight and the size of the germinal disc [2, 5, 12]. 
 
 
Fig. 1 Internal egg defects – a) Blood spots; b) Meat spots; c) Rotten eggs. 
The literature on the problem demonstrates that the optical spectral methods for egg 
quality evaluation can be thought of as a rival alternative to visual ovoscopy. Back in 
1937, Harvey substantiated the possibility for using X rays in order to discover the 
internal defects of fruits and vegetables, especially the internal cavities of potatoes [14]. It 
was his idea to use optical methods in the non-destructive quality evaluation and sorting 
of eggs, which in the 1960s-1980s was successfully applied by Karl Norris [8] to the 
quality evaluation of fruits, vegetables, and eggs. 
The spectrophotometry of eggshell colour, egg yolk colour, blood and meat cells 
constitutes the first attempt at an automated egg quality control. The initial identification 
of blood and meat cells is based on the measurement of light transmission at 575 nm  
where hemoglobin has an absorbing band. The disadvantage of this method lies in the 
dependence of transmitted light on the size and colour of the egg shell, diseases and 
contamination. The determination of food product defects, based on spectral analysis, has 
to do with the fact that fresh white eggs have maximum light transmission at 573-580 nm , 
brown eggs have maximum light transmission at 590-596 nm  and 636-638 nm , and eggs 
with blood cells have an absorbing maximum at 538-540 nm  and 573-576 nm .  
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The research conducted and the analysis of egg permeability in the wavelength range 
of 400-1100 nm  led to the discovery of sections characteristic of the different quality 
parameters such as eggshell colour, presence of blood and meat cells, putrefaction, etc. 
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Fig. 2 Spectrograms of a healthy egg and the commonest internal defects −  
blood spot and meat cell 
Figure 2 shows the spectral characteristics of three of the commonest defects – a 
healthy egg with a blood spot and a meat cell. The characteristics manifest that most of 
the information concerning quality is carried by the 550-850 nm  region where the 
permeability of the defect-bearing eggs is lower than those of the healthy ones. 
Potato quality 
Potatoes are products with high nutritional value, so they have an important stake in 
the daily meals. They are the group of 15 food products of exceptional importance for 
humanity. The main difficulty in the automatic qualification of potatoes are associated 
with a wide variety of defects and diseases (external and internal). Greening is one of the 
most common defects affecting both appearance and taste. Another defect is darkening 
due to mechanical damage, which leads to rot of potato tubers changes. 
Potatoes are classified on the basis of the presence and degree of damage of the tubers 
(internal and external defects, diseases, genetic anomaly, injuries, etc.). The expert 
classifies each tuber into one of the following classes - D1 (1st quality), D2 (2nd quality) и 
D3 (3rd quality). Figure 3 presents examples of the realizations of a signal U(n) which 
correspond to different product qualities - D1, D2, D3. Each realization U[n] (Fig. 3) of the 
light transmission coefficient consists of L=25 values, registered by the longitudinal 
scanning of the tuber. The U[n] function possesses almost complete spectrophotometric 
information about the product and is invariant to disturbances and product thickness. 
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Fig. 3 Images of potato tubers from three quality fractions – D1, D2 and D3 
2. MATERIALS AND METHODS  
Support Vector Machines (SVM). SVM is one of the recently established methods in 
Statistical Learning Theory for regression and classification problems [11, 16]. The 
definition of the classification problem involving two classes is the following: there are 
N -class learning images, represented by the vectors Nixy ii ...1),,( =  where: iy  is a 
class label; dℜ∈= ][ i1i2i3i3i d;d;d;ax − a feature vector. The classifier is represented by the 
function iyxbxf →:),,( w . SVM is used to determine an optimal separating hyperplane 
so that the learning examples with notations for two classes +1 and -1 are situated on both 
sides of the hyperplane at a maximum distance (margin) between the boundary support 
vectors for the two classes (Fig. 4). 
 
 
Fig. 4 An optimal hypersurface, linear (a) and non-linear (b) class separation. 
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The solution is defined by the function 0=+ bxw  with parameters ),( bw . For vectors 
which do not cut across the hyperplane, the following conditions are met: 0>+ bwx  or 
0<+ bwx . Thus, the classifier is defined as )(),;( bsignbf += wxwx . Support vectors 
lie on two parallel hypersurfaces 1±=+ bwx . The maximization of the margin with these 
two equations results in an optimization problem with the following additional conditions: 
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1min w  for Nibyi K1,1).( =≥+xw  (1) 
Since the learning vectors are not always linearly separable, in (1) a regularization 
parameter C is introduced as well as variables which account for errors ξ i in the decision 
function. In this case, the problem is expressed in the following way:  
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To solve the optimization problem (2), a Lagrange form of dual is used to get: 
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Lagrange variables iλ  have a non-zero value only for the support vectors. 
SVM can be generalized in the case of non-linearly separable surfaces. Typical for this 
method is the projection of data into a new high-dimensional space where the data are 
linearly separable. The operation in this space is simulated via the so-called Kernel Method. 
If the vectors dℜ∈x  map into a new space H, through the function Hd →ℜΦ : , then the 
product 〈 .i jx x 〉 from (3) is transformed with 〈 ( ). ( )i jΦ Φx x 〉. The product K( ,i jx x ) = 
〈 ( ). ( )i jΦ Φx x 〉 is a kernel which is directly used in (3), without explicit computing of Φ  
("kernel trick"). 
The SVM analytic function is defined only for the separation of two classes. For multi-
class separation (M-class), two approaches are used: One-Against-All – M classifiers are 
applied iteratively to separate the point of each class from all the others; One-Against-
One - 2/)1( −MM  classifiers separate all class pairs, the final solution being the class 
determined most frequently [4, 18]. 
SVM makes use of the so-called kernel. The most commonly used kernels are linear 
kernels, polynomial kernels, and radial basis functions: 
 zxzx ,),( =K ;  nK ),1(),( zxzx += ;   )2/exp(),( 2σzxzx −−=K ;  
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Neural classifier. In recent years, artificial neural networks (ANN) have been widely 
studied and tested for various applications. Nevertheless, there remain some questions 
which are still unsolved, which substantiates follow-on research. One of these questions 
has to do with the determination of a suitable size and topology of the network. The 
construction of a neural network (NN) is a complicated task because in most cases it is 
very difficult to find out its optimal configuration. If the network possesses too many free 
parameters, i.e. weights, neurons, etc., the problems with the local minimum and over-
training cannot undoubtedly be avoided. In principle, it is difficult to discover a general 
quantitative criterion to optimize the overall functioning of the network. In most cases, the 
optimal synthesis of a feed-forward network is, in fact, to find rational network architecture 
or approximate the best possible one which will solve the problem. The criteria for 
evaluation usually belong to some of the characteristics: rate of training, complexity of the 
network, precision of training, generalization properties, etc. An essential issue concerning the 
synthesis of a neural network is the complexity of the model and the accuracy of training, 
which directly influence the generalization properties of the network [5, 7, 17]. 
Different structures of the neural network (NN) have been studied and the most suitable 
one has been taken to be the feed-forward NN which constitutes a multilayer perceptron 
(MLP) (Fig. 5). 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5 Structure of  Neural Networks  
The NN consists of an input layer, an internal layer (or layers) and an output layer. 
Each layer contains simple process elements, "neurons", connected in a certain manner to 
the layer following, the connections having specific weights W that determine the 
knowledge accumulated in the network [10, 15]. 
 
Hidden layer Output layer Input layer 
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3. CALCULATION ERRORS 
In the practice of automatic grading and sorting of food products, the classes are more 
than two, but the evaluations of the credibility of recognition in general include mainly 
two types of errors: highway and marginal. 
Highway (major, basic) error is calculated according to the expression: 
 %,1001     
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i
i
×−= ∑ = , (4) 
where: i = 1,2,...,N,  is the number of the respective class; rim – the number of objects 
(products), assessed on the basis of expert evaluation (EE) in class i; mik – the number of 
objects according EE in class i, which after the algorithmic classification (AC) have 
ended up in class k by mistake;  mii – the correctly identified objects in the class with the 
number i, or the number of the objects with EO in class i, left after the algorithmic 
classification in class i.  
The highway error is a constant for the control algorithm and does not depend on the 
distribution of the objects in the sample. It can also be said that with a large sample the 
highway error does not depend on the quantity of the objects in the respective class. 
Marginal (alternative, field) error is determined by the expression: 
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The marginal error reflects the performance of the algorithm with all the classes 
simultaneously, which means that the ratio between the quantities of products in separate 
classes affects the error.  
In a synthesized form the error is the difference between the expert evaluation and 
result of the program realization of the algorithm after training. 
Summarizing the bialternative case of error, the highway error shows how many ob-
jects  have mistakenly gone to other classes, i.e. how many objects are not assigned to the 
class to which they actually belong, and the marginal – how many objects have mistakenly 
come from other classes and in this sense are equivalent to the type I and type II errors in 
mathematical statistics. 
If the highway error characterizes the accuracy with which the algorithm classifies a 
given class, i.e. what percentage of objects wrongly "flow" out of the respective class to 
other classes, on the other hand the marginal error reflects the "pollution" of a given class 
with objects from other classes. 
The mean values for the highway and marginal errors can be calculated respectively 
by the expressions: 
 ∑ == Ni ieNe 1
1 ;     ∑ == Ni igNg 1
1 . (6) 
The averaged errors (6) are not equivalent for those who accept the solutions of the 
classification. In the recognition system they reflect respectively the risk of the developer 
and the risk of the user. 
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Total (resultant) error is determined by the formula: 
 ( )∑ ∑= = −= Ni iiNk ik mm me 1 10 100 , %;     
or    Accmme Ni ii −=−= ∑ = 1/)(1 10 .  
where: ∑ == Nk ckmm 1  is the total number of objects in the training sample. The total error 
can also be calculated by the equivalent formula: 
 ∑ == Ni ii DPee 10 )( , (7) 
where ( ) ci iP D m m= , (i = 1,2,...,N) are the a priori probabilities of distribution of the 
objects of the respective classes i. According to the rule: 1)(1 =∑ =Ni iDP , because the 
features S ∈ Di form a complete group of incompatible events. 
After the training the performance of the algorithm, and more precisely its accuracy, is 
evaluated using a control (test) sample. The resulting error of the test is shown in table of 
errors, which in the particular case of  Table 1 provides a general picture of the errors in 
four classes of recognition (N = 4). The structure of the errors corresponding to Table 1 is 
graphically presented with the graph of Fig. 6. 
The formulas for the highway and marginal errors have a universal application and can 
be used for different recognition algorithms: from neuron type [6], in selecting the complex 
of features through a genetic algorithm or Karhunen–Loève decomposition [1, 9] and others. 
Table 1 Table of errors 
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Fig. 6 Graph of the errors  (N = 4) 
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4. EXPERIMENTALLY OBTAINED RESULTS 
Forming a training sample of eggs. During the experimental studies, the permeability 
of 95 eggs was measured, after which expert evaluation was performed and the eggs were 
subdivided into three groups: 28 healthy eggs (with no defects), 37 eggs with blood spots 
and 30 eggs with putrefaction and mould (Table 2). The measurements were made in the 
VIS and part of the NIR region in the 450-900 nm  range with the USB4000 spectropho-
tometer of Ocean Optics (USA). In addition, on the basis of the literature on the problem, 
five intermediate spectrum points – 561, 577, 581, and 640 nm  – were included. 
On the basis of a metric proximity criterion, the spectral pattern of the objects was 
preliminarily reduced to 25 frequencies of permeability.   
The composition of the testing sample and that of the training sample were selected at 
random, 60% of the sample as proportional to each class is used for classifier training and 
40% - for testing. The distribution of the objects in classes is shown in Table 3. 
Table 2 Quality groups (classes) for quality evaluation on the basis of internal egg quality. 
Quality groups Composition/characteristics 
Class 1 - D1 Absence of blood spots or meat spots 
Class 2 - D2 Presence of blood spots and meat spots 
Class 3 - D3 Presence of mould 
The samples used in the experiment are shown in Table 3. 
Table 3 Composition of the training sample and the testing sample  
when determining internal egg defects. 
Classes Training 
sample 
Testing 
sample 
Total number of 
objects 
Class 1 10 18 28 
Class 2 14 23 37 
Class 3 12 18 30 
Total 36 59 95 
Forming a training sample of potatoes. The reference evaluation and classification of the 
potato tubers was carried out with the help of the methodology outlined in [5]. It is worth 
pointing out that the recognition algorithm does not diagnose the disease of the infected potato 
but identifies only the presence of a defect in the tissue. As a result of scanning, signals are 
received which are proportional to the optical densities of transmission ODT and reflection 
ODR. The signals have different shapes depending on the respective wavelength, the shape and 
size of the tubers, the presence and location of the defects. 
Table 4 shows the distribution by class quality sample of potatoes. 
Table 4 Quality groups (classes) for quality evaluation potatoes 
Quality groups Composition/characteristics 
Class 1 - D1 without external and internal defects 
Class 2 - D2 light mechanical damage, impaired surface, atypical coloration 
Class 3 - D3 waste, various decay and others disease states, greening 
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Table 5 shows the distribution of objects in the class, and their division in the training 
and testing samples. 
Table 5 Composition of the training sample and the testing sample 
when determining potatoes defects 
Classes Training 
sample 
Testing 
sample 
Total number 
of objects 
Class 1 754 379 1133 
Class 2 813 426 1239 
Class 3 562 260 822 
Total 2129 1065 3194 
Classifiers. These two methods are used in order to guarantee the acquisition of the 
best solution for the given problem in view of its description and the sample available. 
The choice of classifiers to determine internal egg quality and potato quality are 
preceded by a considerable number of experiments and analyses. The preliminary 
selection is necessitated by the presence of many parameters which in some cases 
determine the accuracy of the model. Table 6 and Table 7 generalizes the possibilities for 
the realization of this application. 
The architecture of the NN used has a fixed 25/15/3 structure, which means that the 
NN has a 15-dimensional input vector, 25 neurons in the first layer and 3 neurons at the 
output. The NN has been trained via applying the "backpropagation" algorithm in a 
Matlab environment. The structures of the networks and the parameters have been 
selected by validation with a certain number of experiments. Classification errors have 
been evaluated after training the network for a given number of epochs. 
In order to realize the algorithm for classification with a SVM, a MATLAB 
environment has been used once more, by applying the multi-alternative synthesis scheme 
"One against One". 
Table 6 Results from testing the classifiers using spectral features and PCA of eggs data.  
Model: Classifiers using spectral features 
Classes 1 2 3 
Errors gi, % ei, % gi, % ei, % gi, % ei, % 
eо, % 
SVM, Gaussian 
kernel function 
3.2 11.0 7.2 8.0 6.2 0.9 6.1 
Neural classifier 2.3 1.8 6.0 7.5 8.1 4.0 4.9 
Model: Classifiers using PCA 
Classes 1 2 3  
Errors gi, % ei, % gi, % ei, % gi, % ei, % eо, % 
SVM, Gaussian 
kernel function 
0.7 5.2 6.0 8.6 8.3 4.0 5.5 
Neural classifier 0.2 0.0 3.2 1.6 6.3 0.0 1.9 
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Table 7 Results from testing the classifiers using spectral features and PCA of potato data.  
Model: Classifiers using spectral features 
Classes 1 2 3 
Errors gi, % ei, % gi, % ei, % gi, % ei, % 
eо, % 
SVM, Gaussian 
kernel function 
4.7 6.8 8.3 7.3 5.7 8.4 6.8 
Neural classifier 4.3 7.8 10.9 8.5 7.6 10.2 8.2 
Model: Classifiers using PCA 
Classes 1 2 3  
Errors gi, % ei, % gi, % ei, % gi, % ei, % eо, % 
SVM, Gaussian 
kernel function 
4.1 5.9 7.2 6.4 4.9 7.3 5.9 
Neural classifier 3.8 7.1 9.8 7.6 6.8 9.2 7.4 
5. CONCLUSION  
The results from the study substantiate the following conclusions: 
1. Light permeability may be used as a characteristic which helps the objective 
determination of internal and external food quality.  
2. The problem of non-destructive quality assessment of potatoes the best results in 
the evaluation of classifiers is obtained using the SVM method, while the 
determination of internal defects eggs best results were obtained when shared use 
of neural classifier and PCA. 
3. The evaluations of the classification errors in testing deviate to some extent from 
the testing and validation errors. This is due to the relatively small samples. When 
the samples are small, the differences in the partial values for each error influence 
the total value in the case of a disbalance of samples.  
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