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D. Berardi, D. Calvanese, G. De Giacomo, Reasoning on UML class diagrams
UML is the de-facto standard formalism for software design and analysis. To support the design of
large-scale industrial applications, sophisticated CASE tools are available on the market, that provide
a user-friendly environment for editing, storing, and accessing multiple UML diagrams. It would be
highly desirable to equip such CASE tools with automated reasoning capabilities, such as those stud-
ied in Artificial Intelligence and, in particular, in Knowledge Representation and Reasoning. Such
capabilities would allow to automatically detect relevant formal properties of UML diagrams, such as
inconsistencies or redundancies. With regard to this issue, we consider UML class diagrams, which
are one of the most important components of UML, and we address the problem of reasoning on
such diagrams. We resort to several results developed in the field of Knowledge Representation and
Reasoning, regarding Description Logics (DLs), a family of logics that admit decidable reasoning
procedures. Our first contribution is to show that reasoning on UML class diagrams is EXPTIME-
hard, even under restrictive assumptions; we prove this result by showing a polynomial reduction
from reasoning in DLs. The second contribution consists in establishing EXPTIME-membership of
reasoning on UML class diagrams, provided that the use of arbitrary OCL (first-order) constraints
is disallowed. We get this result by using DLRifd , a very expressive EXPTIME-decidable DL that
has been developed to capture typical features of conceptual and object-oriented data models. The
last contribution has a more practical flavor, and consists in a polynomial encoding of UML class
diagrams in the DL ALCQI , which essentially is the most expressive DL supported by current
state-of-the-art DL-based reasoning systems. Though less expressive than DLRifd , the DLALCQI
preserves enough semantics to keep reasoning about UML class diagrams sound and complete. Ex-
ploiting such an encoding, one can use current DL-based reasoning systems as core reasoning engines
for a next generation of CASE tools, that are equipped with reasoning capabilities on UML class di-
agrams.  2005 Published by Elsevier B.V.
T. Lukasiewicz, Weak nonmonotonic probabilistic logics
We present an approach where probabilistic logic is combined with default reasoning from con-
ditional knowledge bases in Kraus et al.’s System P , Pearl’s System Z, and Lehmann’s lexico-
graphic entailment. The resulting probabilistic generalizations of default reasoning from conditional
knowledge bases allow for handling in a uniform framework strict logical knowledge, default log-
ical knowledge, as well as purely probabilistic knowledge. Interestingly, probabilistic entailment
in System P coincides with probabilistic entailment under g-coherence from imprecise probability0004-3702/2005 Published by Elsevier B.V.
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It turns out that they all are proper generalizations of their classical counterparts and have similar
properties as them. In particular, they all satisfy the rationality postulates of System P and some Con-
ditioning property. Moreover, probabilistic entailment in System Z and probabilistic lexicographic
entailment both satisfy the property of Rational Monotonicity and some Irrelevance property, while
probabilistic entailment in System P does not. We also analyze the relationships between the new
formalisms. Here, probabilistic entailment in System P is weaker than probabilistic entailment in
System Z, which in turn is weaker than probabilistic lexicographic entailment. Moreover, they all
are weaker than entailment in probabilistic logic where default sentences are interpreted as strict sen-
tences. Under natural conditions, probabilistic entailment in System Z and lexicographic entailment
even coincide with such entailment in probabilistic logic, while probabilistic entailment in System
P does not. Finally, we also present algorithms for reasoning under probabilistic entailment in Sys-
tem Z and probabilistic lexicographic entailment, and we give a precise picture of its complexity.
 2005 Published by Elsevier B.V.
S. Thiébaux, J. Hoffmann, B. Nebel, In defense of PDDL axioms
There is controversy as to whether explicit support for PDDL-like axioms and derived predicates is
needed for planners to handle real-world domains effectively. Many researchers have deplored the
lack of precise semantics for such axioms, while others have argued that it might be best to compile
them away. We propose an adequate semantics for PDDL axioms and show that they are an essential
feature by proving that it is impossible to compile them away if we restrict the growth of plans and
domain descriptions to be polynomial. These results suggest that adding a reasonable implementation
to handle axioms inside the planner is beneficial for the performance. Our experiments confirm this
suggestion.  2005 Published by Elsevier B.V.
P. Baroni, M. Giacomin, G. Guida, SCC-recursiveness: a general schema for argu-
mentation semantics
In argumentation theory, Dung’s abstract framework provides a unifying view of several alternative
semantics based on the notion of extension. In this context, we propose a general recursive schema
for argumentation semantics, based on decomposition along the strongly connected components of
the argumentation framework. We introduce the fundamental notion of SCC-recursiveness and we
show that all Dung’s admissibility-based semantics are SCC-recursive, and therefore a special case of
our schema. On these grounds, we argue that the concept of SCC-recursiveness plays a fundamental
role in the study and definition of argumentation semantics. In particular, the space of SCC-recursive
semantics provides an ideal basis for the investigation of new proposals: starting from the analysis of
several examples where Dung’s preferred semantics gives rise to questionable results, we introduce
four novel SCC-recursive semantics, able to overcome the limitations of preferred semantics, while
differing in other respects.  2005 Published by Elsevier B.V.
X. Fan, J. Yen, R.A. Volz, A theoretical framework on proactive information exchange
in agent teamwork
Proactive information delivery is critical to achieving effective teamwork. However, existing theories
do not adequately address proactive information delivery. This paper presents a formal framework
Forthcoming Papers / Artificial Intelligence 167 (2005) 243–245 245for proactive information delivery in agent teamwork. First, the concept of information need is intro-
duced. Second, a new modal operator, InfoNeed is used to represent information needs. The properties
of the InfoNeed operator and its relationships to other mental modal operators are examined, four
types of information needs are formally identified, and axioms for anticipating the information needs
of other agents are proposed and justified. Third, the axiom characterizing chains of helpful behavior
in large agent teams is given. Fourth, the semantics for two proactive communicative acts (ProInform
and 3PTSubscribe) is given using a reformulation of the Cohen–Levesque semantics for communica-
tive acts in terms of the SharedPlans formalism of Grosz and Kraus. The work in this paper not only
provides a better understanding of the underlying assumptions required to justify proactive informa-
tion delivery behavior, but also provides a coherent basis for the specification and design of agent
teams with proactive information delivery capabilities.  2005 Published by Elsevier B.V.
L. Giordano, V. Gliozzi, N. Olivetti, Weak AGM postulates and strong Ramsey Test:
A logical formalization
We reformulate AGM postulates for belief revision systems that may contain conditional formulas.
We show that we can establish a mapping between belief revision systems and conditionals by means
of the so called Ramsey Test, without incurring Gärdenfors triviality result. We then derive the con-
ditional logic BCR from our revision postulates by means of a strong version of the Ramsey Test. We
give a sound and complete axiomatization of this logic with respect to its standard selection-function
models semantics, and we prove its decidability. We finally show that there is an isomorphism be-
tween belief revision systems and selection function models of BCR via a representation theorem.
The logic BCR provides a logical formalization of belief revision in the language of conditional
logic.  2005 Published by Elsevier B.V.
R. Ben-Eliyahu–Zohary, An incremental algorithm for generating all minimal models
The task of generating minimal models of a knowledge base is at the computational heart of diagno-
sis systems like truth maintenance systems, and of nonmonotonic systems like autoepistemic logic,
default logic, and disjunctive logic programs. Unfortunately, it is NP-hard. In this paper we present
a hierarchy of classes of knowledge bases, Ψ1,Ψ2, . . . , with the following properties: first, Ψ1 is
the class of all Horn knowledge bases; second, if a knowledge base T is in Ψk , then T has at most k
minimal models, and all of them may be found in time O(lk2), where l is the length of the knowledge
base; third, for an arbitrary knowledge base T , we can find the minimum k such that T belongs to
Ψk in time polynomial in the size of T ; and, last, where K is the class of all knowledge bases, it is
the case that
⋃∞
i=1 Ψi =K, that is, every knowledge base belongs to some class in the hierarchy. The
algorithm is incremental, that is, it is capable of generating one model at a time.  2005 Published
by Elsevier B.V.
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