Abstract The short-term combined economic emission hydrothermal scheduling is a bi-objective problem minimizing both fuel cost and emission of a hydrothermal system while satisfying thermal, hydro and system constraints. In this paper, an efficient cuckoo bird-inspired meta-heuristic algorithm (CBIA) is first successfully applied for solving the bi-objective hydrothermal scheduling problem with nonlinear objectives and constraints. For implementation of the CBIA to the problem, the bi-objective problem is converted into single objective optimization by using the price penalty factor. The performance of the CBIA has been verified on two test systems with nonconvex fuel cost function of thermal units and a cascaded-reservoir system. The result comparisons between the proposed CBIA with other methods have shown that the CBIA is more efficient than many other methods. Therefore, the proposed CBIA can be a very powerful method for the bi-objective hydrothermal scheduling problems with cascaded reservoir system. 
Introduction
The short term hydrothermal scheduling (HTS) problem can be classified into two types including fixed-head and variable-head short-term hydrothermal scheduling problems where the former considers the water head of the reservoir as a constant while the water head is a variable in the latter. Despite the different manner, the main objective of the short-term problem is to determine power generation among the available thermal and hydro power plants so that the total fuel cost of thermal units is minimized over a scheduled horizon time of a single day or a week satisfying both hydraulic and electrical operational constraints such as power balance, the quantity of available water and limits on generation [1] . However, the thermal power generating stations are the main sources of carbon dioxide (CO 2 ), sulfur dioxide (SO 2 ), and nitrogen oxides (NO x ) which cause the atmospheric pollution [2] . Moreover, the energy efficiency and the amount of emission released into the air from thermal power plants have a mutual relation that means if the efficiency is improved the produced pollution emissions will be also decreased. Therefore, the short-term HTS problem can be extended to minimize the gaseous emission as a result of the recent environmental requirements in addition to the minimization of the fuel cost of thermal power plants, forming the short-term combined economic emission hydrothermal scheduling problem [3] .
In the past decades, several artificial intelligence algorithms such as genetic algorithm (GA) [4] , two-phase neural network [5] , evolutionary programming technique (EP) [6] , particle swarm optimization (PSO) [7] , clonal selection algorithm [8] , and differential evolution [9] have been widely and successfully applied for solving the single-objective variable-head shortterm HTS problem where a cascaded-reservoir system and only cost objective are taken into consideration. Among the methods, GA is regarded as the less efficient method due to obtaining the higher total cost, longer simulation time and higher constraints violation than other methods. In recent years, many meta-heuristic algorithms have been implemented to solve the multi-objective variable-head short-term HTS problem such as evolutionary programming based interactive fuzzy satisfying (EP-IFS) method [10] , differential evolution (DE) [11] [12] , improved quantum-behaved particle swarm optimization (IQPSO) [13] , multi-objective differential evolution (MODE) [14] , non-dominated sorting genetic algorithm-II (NSGA-II) [14] , improved quantum-behaved particle swarm optimization (IQPSO) [15] , quadratic approximation based differential evolution with valuable trade off (QADEVT) approach [16] , particle swarm optimization (PSO) [17] , non-dominated sorting gravitational search algorithm with chaotic mutation (NSGSA-CM) [18] , multi-objective artificial bee colony algorithm (MOABCA) [19] , improved multi-objective gravitational search algorithm (IMOGSA) [20] , and surrogate differential evolution (SDE) [21] .
Among the mentioned methods, EP-IFS [10] was the first method applied for solving the short-term combined economic emission hydrothermal scheduling problem and the results obtained by this method in terms of total cost, emission and computational time are worse than those from the other methods. In the EP-IFS method, the bi-objective HTS problem is simplified by converting into a single-objective problem using two weight factors to obtain a set of non-dominated solutions and the interactive fuzzy satisfying method is then employed to determine the best compromise from the non-dominated solutions. DE is a population-based direct search algorithm for obtaining optimal solution when applied to a complicated system with non-differentiable, non-linear and multi-modal objective functions [22] ; however, the DE cannot obtain the best solution as applied to the bi-objective short-term hydrothermal scheduling. Therefore, several modifications performed on the conventional DE by handling reservoir end volume constraint have been presented in [11] and the version of DE has obtained better solution quality than the conventional DE. MODE and Nomenclature a si , b si , c si , g si , d si Emission coefficients of thermal unit i a si , b si , c si , e si , f si fuel cost coefficients of thermal plant i C 1hj , C 2hj , C 3hj coefficients of hydropower plant j C 4hj , C 5hj , C 6hj coefficients of the hydropower plant j d index of nest F 1 fuel cost objective F 2 Emission objective G current iteration G max maximum number of iterations I j,m , S j,m water inflow, spillage discharge rate of hydropower plant j within interval m K h penalty factor for all hydro units K Q penalty factor for water discharge at the subinterval M K s penalty factor for the slack thermal unit K V penalty factor for reservoir volume over the first M À 1 subintervals M number of scheduled sub-intervals N 1 number of thermal units N 2 number of hydro units N P number of nests Nu set of up-stream units directly above hydro-plant j p a probability of alien egg to be abandoned P D,m load demand at subinterval m P hj,m power output of hydro plant j at subinterval m P hj,max , P hj,min maximum, minimum power output of hydropower plant j P L,m transmission loss at subinterval m PR m price penalty factor during subinterval m P si,m power output of thermal unit i at subinterval m P si,max , P si,min maximum and minimum power output of thermal plant i Q j,m water discharge of hydro plant j at subinterval m Q j,min , Q j,max lower and upper limits of water discharge of hydro plant j rand random number within the range of [0, 1] t m duration of subinterval m V j,end volume of reservoir j at the end of the scheduled horizon V j,initial volume of reservoir j at the beginning of the optimal horizon V j,m volume of reservoir j at subinterval m V j,min , V j,max lower and upper limits of volume of reservoir j w 1 weight factor associate with fuel cost objective w 2 weight factor associate with emission objective X best , X d best egg and egg d among the number of eggs X d d is new solution generated via the discovery action of alien eggs X r1 , X r2 random perturbation for positions of the nests in X d a positive updated step size s i,j water delay time between reservoir j and its upstream i at subinterval m NSGA-II in [14] have also determined the set of nondominated solutions and then another technique has been employed to obtain the best compromise solution. On the contrary, the studies in [11] [12] [15] [16] [17] have converted the biobjective HTS problem into a single objective problem by using a price penalty factor and only the price penalty factor needs to be selected in case of finding the best compromise solution instead of determining a set of non-dominated solutions like studies [10, 14] . The NSGSA-CM method has become an efficient optimization algorithm by employing particle memory character and population social information to update new velocity and using chaotic mutation to avoid the premature convergence. However, the obtained result comparison has not pointed out the fast convergence and high potential of the method because there is no execution time comparison reported and only few methods have been included in the comparison. In MOABC, the conventional artificial bee colony algorithm has been improved by modifying the selection operator, and employed bee phase and probability calculation of onlooker bee phase. By using the modification, the MOABC method can deal with multiobjective optimization problem and reduce the possibility of getting the local optimal solution. Despite the advantages, the method also has to apply the fuzzy-based mechanism for determining the best compromise solution similar to other methods and the robustness of the method has not been demonstrated as analyzing the result comparison. Although the IMOGSA method has been pointed out superior to other methods such as NSGA-II and MODE in terms of solution quality, the method can fall into premature convergence and local optimal solution if the selection of control parameters is not carried out meticulously. Furthermore, the method is comprised of many control parameters that have high impact on the obtained results. By combining a novel master-slave model optimization algorithm and a parallel self-adaptive differential evolution algorithm, the SDE method [21] can tackle disadvantage that conventional DE must suffer such as local optimal solution. However, the SDE method still has the same characteristic as the conventional DE such as difficulty for selection of control parameters. Inspired from the intelligent reproduction behavior of cuckoo birds, Yang and Deb have developed a cuckoo birdinspired algorithm which has several advantages over PSO and GA for benchmark functions such as better solution quality, success rate, and few easily selected control parameters [23] . The CBIA, one of the most modern meta-heuristic algorithms, has been widely and successfully applied to various optimization problems in power systems such as economic load dispatch [24] , hydrothermal scheduling [25, 26] and distribution network reconfiguration [27] . In these studies, CBIA method has shown its high effectiveness and robustness since it obtained better solution quality and faster convergence especially when applied to problems with nonconvex objective function of thermal units.
This paper presents an application of the CBIA to solve the short-term combined economic emission HTS problem considering nonconvex fuel cost function of thermal units and cascaded-reservoirs. The results in terms of total cost and emission obtained from the proposed CBIA for test systems have been analyzed and compared with those from other reported methods available in the literature.
Problem formulation
The short-term HTS problem considering both fuel cost and emission objectives is formulated as a bi-objective optimization problem with nonlinear objective functions and nonlinear hydraulic constraints. Since the fuel cost and polluted emission of hydropower plans are considered, the problem is to determine power output of thermal units and hydro units so that the total fuel cost and emission of thermal units are minimized. In this section, the mathematical formulation of the biobjective short-term variable-head HTS problem is mathematically formulated as follows.
Fuel cost objective
The most simplified fuel cost function F 1 (P si ) for thermal unit i loaded with P si MW is approximated by a quadratic function. However, it is more practical to consider valve point loading effects on the fuel cost function of thermal units where the fuel cost curve of thermal units contains higher order of nonlinearity and discontinuity. Therefore, the fuel cost function can be accurately modeled in terms of real power output as a nonsmooth cost function as follows [14] :
Emission objective
In the classical HTS problem, the fuel cost of thermal units is usually the main objective since the emission released into the air from thermal units is neglected. However, the amount of emission from the fossil fuel fired thermal plants is a major cause increasing the earth temperature and environment pollution level. Therefore, the emission produced by thermal units is included and also expressed in the form of a quadratic and exponential function as follows [28] :
Combined economic and emission objective
The economic dispatch and emission dispatch are optimization problems where the emission objective is neglected in the economic dispatch problem and the fuel cost objective is not considered in the emission dispatch problem. However, there is a conflict between the two objectives. It means that as the fuel cost is minimized, the emission could increase and vice versa. Therefore, the compromise solution for the bi-objective problem needs to be determined. There have been two methods to be employed for dealing with the issue so far including a fuzzy based mechanism [3, 10, 14] and the price penalty factor based method [11] [12] [15] [16] [17] . In this paper, the bi-objective optimization problem is converted to a single objective one using a price penalty factor based method as follows:
An efficient cuckoo bird inspired meta-heuristic algorithm
There are three dispatch cases including economic dispatch (w 1 = 1, w 2 = 0), emission dispatch (w 1 = 0, w 2 = 1/PR m ) and combined economic and emission dispatch (w 1 = 1, w 2 = 1). The following steps are applied to determine the price penalty factor PR m for a particular load over optimal interval [29] :
Step 1: Calculate the average fuel cost for each MW of each thermal unit at full generation at each subinterval m.
Step 2: Calculate the average emission for each MW of each thermal unit at full generation at each subinterval m.
Step 3: Calculate the ratio of the average cost to average emission for each thermal unit and thus PR im is obtained by Step 4: Arrange the price penalty factor in ascending value order.
Step 5: Sum the maximum capacity of each unit (P si,max ) beginning from the full generation of thermal unit with the lowest value of the factor until the sum is equal or higher than the load demand.
Step 6: At this stage, the price penalty factor PR im associated with the final unit in the process is chosen as the price penalty factor for the subinterval m.
The values of the factor obtained in [29] have shown that PR m depends on the load demand at subinterval m and note that there is only one value of the factor for each optimal subinterval.
Problem constraints
The objective function (3) above must be minimized subject to many following constraints.
Load demand
The total power generation from thermal and hydro units must satisfy the load demand plus power losses in transmission lines.
where P hj,m is determined based on the function of water discharge and reservoir volume as follows:
Hydraulic continuity
The hydraulic continuity condition is determined by
Initial and final reservoir storage
The initial and final volumes of the reservoirs are given as follows:
Reservoir storage and water discharge limits
The reservoir storage and water discharge are limited by their upper and lower boundaries as follows:
Generator operating limits
The power outputs of thermal and hydro units are limited by their upper and lower boundaries by P si;min 6 P si;m 6 P si;max ; i ¼ 1; 2; . . . ;
P hj;min 6 P hj;m 6 P hj;max ; j ¼ 1; 2; . . . ;
3. Cuckoo bird-inspired algorithm for the problem
Cuckoo bird-inspired algorithm
Cuckoo bird is one of brood parasite species as it does not build its own nest and a female cuckoo will lay her own eggs to other host bird nests. The cuckoo is very intelligent to choose the nest of other species whose eggs have the same color as its eggs dumped in. This action allows the cuckoo to trick the host birds since the host birds may not identify alien eggs in their own nests. On the other hand, before laying their eggs into other nests, the cuckoos carefully observe the routine and the behavior of the other species to select the species who have longer time of hatching than them so that cuckoo chicks can be hatched before the host bird's babies are done. Cuckoo chicks are very aggressive toward the host chicks; thus, the first instinct action that cuckoo chicks will do is to propel the host eggs out of the nest to increase the food that host bird provides the cuckoo chicks [23] . However, not every host bird is totally tricked and about 20% of cuckoo eggs will be recognized as alien eggs and the host birds are either thrown them out of the nests or forsaken together with the nests. In this case, the host bird will choose another place to build a completely new nest. The cuckoo's behavior above in the real life has inspired Yang and Deb to develop a cuckoo bird-inspired algorithm. The algorithm is mainly based on the three idealized rules as follows [23] :
Rule 1: Each cuckoo lays eggs and puts each egg (each egg corresponding to a solution) in a random nest of other species. Rule 2: The best nest containing the highest quality of cuckoo egg will be carried over to the next generation. Rule 3: There is a probability that a fraction of the initial cuckoo eggs in the chosen host nests will be discovered as alien eggs by the host bird. The probability of the discovery is in the range from 0 to 1. In this case, the host bird either propels the alien eggs out of its nest or forsakes both the eggs and its nest to build a new one elsewhere. For the sake of simplicity, it is supposed that a fraction p a of the number of nests is replaced by new nests in this rule.
The CBIA method is developed based on the three main rules with the three corresponding important stages as follows:
Initialization: There is a population of N p host nests generated by using rule 1. The first new solution generation: This stage is to generate new eggs via Le´vy Flights corresponding to rule 2. The second new solution generation: This stage is also used for generating new eggs via the action of discovery of alien eggs corresponding to rule 3.
Based on the three main rules summarized above, the pseudo code of the CBIA was presented in the study [23] .
Calculate slack water discharge and slack power output of thermal unit
In the CBIA, all variables are first determined excluding slack ones which are used to exactly guarantee the power balance constraint (5) and hydraulic continuity constraint (7) satisfied. In this study, the slack variables consisting of the water discharge of jth reservoir at subinterval M, Q j,M,d and the power output of thermal unit 1 at subinterval m, P s1,m are obtained as follows:
Implementation of cuckoo bird-inspired algorithm
Based on the three rules in Section 3.1, the standard CBIA for solving the bi-objective short-term hydrothermal scheduling problem is represented as follows.
Initialization
Similar to other meta-heuristic algorithms, each cuckoo nest in N p nests is represented by a vector
. ., N p ). Certainly, the upper and lower limits of each nest are respectively X d,min = [P si,min , Q j,min ] and X d,max = [P si,max , Q j,max ]. Consequently, each nest X d is randomly initialized within the limits P si,min 6 P si,m,d 6 P si,max (i = 2, . . ., N 1 ; m = 1, . . ., M) and Q j,min 6 Q j,m,d 6 Q j,max (j = 1, . . ., N 2 ; m = 1,. . ., M À 1).Using (7), the reservoir volume at mth subinterval is obtained by
The water discharge Q j,M,d is obtained by (13) and hydro generations can be calculated using (6) . The slack thermal unit is obtained using (14) .Based on the initial population of nests, the fitness function to be minimized corresponding to each nest for the considered problem is calculated by Figure 1 The flowchart of CBIA for solving the short-term combined economic emission hydrothermal scheduling problem. An efficient cuckoo bird inspired meta-heuristic algorithm
The limits of variables in (16) are obtained as follows:
hj ¼ P hj;max if P hj;m;d > P hj;max P hj;min if P hj;m;d < P hj;min ; j ¼ 1; . . . ; N 2 ;
Generation of new solution via Le´vy Flights
In this section, the generation of new solutions using Le´vy Flights is described. The new solutions generated via Le´vy flights are obtained as follows [25] :
The value of a has a significant influence on the final solution because it will lead to different new solutions as it is set to different values. If this parameter is set to a high value, there will be a huge difference between the old and new solutions and the optimal solution is either obtained fast or omitted or outside the feasible zone. On the contrary, if the value is set to small the location for the new solution is very close to the previous one and the optimal search strategy is also not effective due to long computational time.
There are no criteria to make sure that the newly generated solutions from (21) can satisfy their limits. Therefore, in case of violation of the limits they will be redefined as follows: Number of iterations = 15000
Fitness Function ($) Figure 2 The fuel cost convergence characteristic for test system 1. 
Replacement of a fraction of eggs
In this section, the second phase of new solution generation is to improve the quality of the previously obtained solutions. This mechanism differs from other meta-heuristic methods to obtain better solution and faster computational time. In the cuckoo bird's behavior, there is a possibility that an alien egg may be identified by the host bird and either the egg can be thrown out of the nest or the nest is forsaken together with the egg by the host bird. Like the Le´vy flights, the action of alien eggs discovery in the nests with a probability of p a can also generate new solutions for an optimization problem.
The new solutions are created by
The newly obtained solutions also need to be redefined using (22) in case they violate upper and lower limits.
Stopping criteria
The above algorithm is stopped when the maximum number of iterations is reached.
Overall procedure
The overall procedure of the proposed CBIA for solving the short-term combined economic emission hydrothermal scheduling problem is described in the flowchart in Fig. 1 .
Numerical results
In this paper, the performance of the proposed CBIA is tested on two hydrothermal systems. The proposed CBIA is coded in 0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000 11000 12000 13000 14000 15000 16,000 Number of iterations = 15000
Fitness Function (lb) Figure 3 The Emission convergence characteristic for test system 1. Matlab platform and run fifty independent trials for each value of p a on a 1.8 GHz PC with 4 GB of RAM.
Experience in handling constraints and selection of control parameters
The two important keys of CBIA to obtain good results when applying the considered optimization problem are the way to handle constraints such as power balance constraint, reservoir constraints, and the water continuity constraints and the selection of its control parameters consisting of the number of nests, the number of maximum iterations, and the fraction of eggs to be abandoned. The constraint handling plays an important role to obtain feasible solutions. A technique is used to handle the constraints of the problem in the paper by using slack variables consisting of the water discharge of jth reservoir at subinterval M (Q j,M,d ) and the power output of thermal unit 1 at subinterval m (P s1,m ). Consequently, only water discharges at the first (M À 1) subintervals and power output of (N À 1) thermal units at each subinterval are randomly generated in the initialization step. Moreover, the two slack variables are included in the fitness function to evaluate the quality of each solution. In case that the two slack variables are out of their limitations, there will be two penalty terms included in the fitness function to evaluate the solution quality. Therefore, the obtained solution with the violated slack variables will be penalized with higher value of the fitness function and the optimal solution will be the one with the smallest value of the fitness function satisfying all constraints and the limitations of the two slack variables. Consequently, the obtained solution by the proposed method is always a feasible one. On the contrary, the control parameters including number of nests, number of iterations and the number of abandoned eggs mainly influence the solution quality and the execution time for searching an optimal solution. Therefore, the task of selection of the numbers is very important to the applied algorithm. The two parameters among these ones having an impact on each new solution generated from Le´vy flights and replacement of a fraction of eggs are the number of nests N p and the probability of an alien egg to be discovered p a whereas the maximum number of iteration G max has an influence on the final optimal solution. On the other hand, both number of nests and maximum number of iterations have impacts on quality of the optimal solution and execution time. The value of p a will decide a fraction of variables in a solution to be replaced by adding information from two other solutions. If this value is high, many variables are replaced and only few ones are newly changed in case of low value of p a . There is no rule to determine whether the high or the low values are effective for the control parameters but the trial runs with p a from 0.1 to 0.9 with a step of 0.1 are the best way. In fact, as observed from obtained results of system 1 the best solution for economic dispatch, emission dispatch and combined economic emission dispatch of system 1 is obtained at p a = 0.5, 0.6 and 0.5, respectively while obtained results of system 2 indicate that the optimal values of p a for system 2 are 0.6 for economic dispatch and 0.7 for two remaining dispatch cases. Obviously, there is no criterion for the optimal selection of the p a value. On the contrary, the optimal solution is also sensitive to the value of both number of nests and maximum number of iterations. If the large number of nests is chosen, the quantity of candidate solutions is plentiful and the best optimal solution after each iteration will be normally better than the case of lower number of nests. However, the computational time for each iteration is also slower, leading time consuming. This manner is due to the determination of the slack thermal unit for each solution corresponding to each nest. Similarly, the value of the maximum number of iterations has a direct influence on the optimal solution and the computational time. It is clear that the higher the maximum number of iterations is, the better the optimal solution is and the more the time consuming for the whole search process is. Based on the analysis, the values of the two control parameters are selected by experience and the optimal values of them are adjusted by evaluating the objective function values of total cost and total emission. Finally, 100 and 15,000 are selected for number of nests and maximum number of iterations for the two systems in the paper. In summary, we have successfully implemented a powerful method for solving a complex problem of hydrothermal systems. Moreover, the performance of the proposed method has been promoted by our experiences on the control of parameters including probability of alien eggs to be abandoned, maximum number of iterations and the number of nests.
Test system 1
Test system 1 comprises four cascaded hydropower plants and three thermal plants whose cost function and emission function are respectively represented as a nonconvex fuel cost function and a combined quadratic and exponential function [10] . The schedule horizon time for the system is 24 one-hour subintervals. For implementation of the proposed CBIA, the number of nests and the maximum number of iterations are respectively set to 100 and 15,000 for each value of p a ranging in [0.1, 0.9] with a step of 0.1.
In this case, the hydrothermal scheduling is regarded as a pure economic load dispatch problem considering only the fuel cost objective. The summary of the results including minimum total cost, average total cost, maximum total cost, standard deviation cost and average computational time obtained by the proposed CBIA with different values of p a in the range from 0.1 to 0.9 is given in Table 1 . As observed from the table, the best total emission and the best average cost are obtained at the same value of p a = 0.5 whereas the best maximum total cost and standard deviation cost are respectively obtained at the same value of p a = 0.8. Fig. 2 shows the fuel cost convergence characteristic. Case 2. Emission dispatch (w 1 = 0, w 2 = 1/PR m ).
The pollutant emission is only considered in objective function for this case. Therefore, the hydrothermal scheduling is a pure emission dispatch problem. The obtained results given in Table 2 indicate that the best solution for minimum, average, maximum and standard deviation emissions is found at p a = 0.6, 0.7, 0.8 and 0.2, respectively. Fig. 3 shows the emission convergence characteristic. This case considers the hydrothermal scheduling with two objectives minimizing both fuel cost and emission. Similar to Cases 1 and 2, the best optimal solution is searched in the range of p a from 0.1 to 0.9 with a step size of 0.1. There is a conflict between the fuel cost and emission of an obtained optimal solution. Therefore, the results obtained for the case cannot be reported in the same way with the two cases above. Table 3 shows fuel cost and emission of ten top solutions with the corresponding p a . Table 4 reports the comparison of fuel cost and emission obtained by the proposed CBIA and other methods available in the literature. As indicated in the table at columns 2 and 4, the fuel cost and pollutant emission amount respectively corresponding to economic dispatch and emission dispatch obtained by the proposed CBIA are much better than those from all methods. In fact, the second lowest cost from QPSO-DM [15] and the highest cost from EP-IFS [10] are respectively $41,682 and $45,063 whereas the minimum cost from the proposed CBIA is only $41,223. The values have indicated that the CBIA gets 8.5% and 1.10% cost less than the worst method and the second best method. Similarly, the second lowest emission and the highest emission from EP-IFS [10] and DE [12] are respectively equal to 16,554 lb and 18,257 lb; meanwhile, it is 16,302 lb obtained by the proposed CBIA. The comparison has indicated that the proposed CBIA gets 10.7% and 1.5% emission less than DE and EP-IFS. In addition, the proposed CBIA is also the best method for the combined economic and emission scheduling once it not only obtains the lowest cost to generate electricity but also releases the lowest amount of emission to the air. In terms of computational time, the method is much faster than EP-IFS [10] and as proximately fast as DE [12] and PSO [17] . The computational time from other methods is not reported. EP-IFS [10] and PSO [17] have been respectively run on a Pentium 3 computer and a computer with 1 GB of RAM.
The best solutions including water discharges and power output of hydrothermal system for the economic dispatch, emission dispatch, and combined economic and emission dispatch are given in Appendix A.
Test system 2
Test system 2 consists of three thermal units and four cascaded hydropower plants scheduled in twenty four one-hour subintervals [14] which have been modified from test system 1 with the changes in the fuel cost characteristic and emission characteristic of thermal units. To obtain the best solutions for economic dispatch, emission dispatch, and combined economic emission dispatch the proposed CBIA is also run fifty independent trials with its control parameters set to 100 for number of nest, 15,000 for the maximum number of iterations and nine values in range [0.1, 0.9] with a step size of 0.1 for the probability of alien eggs to be abandoned. The manners to obtain the best result for three cases of dispatch for the test system 2 are carried out similar to that for the system 1 above. Namely, the best fuel cost for economic dispatch case and the best emission for emission dispatch are selected by comparing the minimum values obtained by each value of p a ; meanwhile, the best solution for the combined economic emission dispatch case is determined by evaluating a list of ten top solutions containing fuel cost and emission. Finally, the best results obtained by the CBIA method for the test system 2 are $94,281.4 for economic dispatch case at p a = 0.6, 9.5300 ton for emission dispatch case at p a = 0.7, and $102,057 and 13.3323 ton for the combined economic emission dispatch case at p a = 0.7. Besides, CBIA method has been run with average time under 100 s for obtaining the optimal solution for each dispatch case. Clearly, the period of time is approximated to that for the test system 1 because the number of nests and the maximum number of iterations set for the two systems are the same. The results obtained by the proposed CBIA method and other methods in study [14] including real-coded genetic algorithm (RCGA), non-dominated sorting genetic algorithm-II (NSGA-II), differential evolution (DE), and multi-objective differential evolution (MODE) are reported in Table 5 . As observed from the table, the cost for economic dispatch and the emission for emission dispatch from the proposed CBIA are respectively 16.5% and 18% less than those from RCGA and 14.9% and 17.1% less than those from DE. For the combined economic emission dispatch, the CBIA can save 19.8% the amount of money and reduce 29.7% emission compared to NSGA-II. Similarly, the CBIA also can save 19.5% the amount of cost and reduce 24.7% emission compared to MODE. The comparison has revealed that the proposed CBIA can obtain much better solutions than RCGA, DE, NSGA-II and MODE. Furthermore, the proposed CBIA is also faster than these methods. Note that all methods in [14] have been run on a Pentium-IV, 3.0 GHz computer. The optimal solutions for the test system 2 obtained by the CBIA are given in Appendix A.
Conclusions
The paper has presented the application of CBIA method for solving the short-term combined economic emission hydrothermal scheduling problem considering nonlinear hydraulic constraints and nonconvex fuel cost function of thermal units. In order to reduce a huge number of trials for determining a set of non-dominated solutions and the best compromise solution for the combined economic emission dispatch case, a price penalty factor is employed to convert the multi-objective problem into single objective one. The CBIA is a new meta-heuristic algorithm having several advantages such as few easily selected control parameters, high successful rate and high solution quality. Among the three control parameters including number of nests, maximum number of iterations and the probability of alien eggs discovered, the first two ones can be easily fixed and the last one has to be tuned for the best solution. The performance of the proposed CBIA is evaluated via testing on two systems consisting of four hydropower plants and three thermal plants. For the two test systems, the obtained total cost, total emission and best compromise solution from the proposed method are much better than those from other methods in the literature such as genetic algorithm, differential evolution and particle swarm optimization based methods. Moreover, the computational time from the proposed method is also vastly faster than that from other methods. The comparisons have indicated that the proposed CBIA is very efficient for solving the short-term combined economic emission hydrothermal scheduling problem with complex objective and constraints. Therefore, the proposed CBIA can be a powerful method for solving the short-term combined economic emission hydrothermal scheduling problem with nonconvex objective functions. 
