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Abstract We present an up-to-date overview of the prob-
lem of top quark mass determination. We assess the need for
precision in the top mass extraction in the LHC era together
with the main theoretical and experimental issues arising in
precision top mass determination. We collect and document
existing results on top mass determination at hadron colliders
and map the prospects for future precision top mass determi-
nation at e+e− colliders. We present a collection of estimates
for the ultimate precision of various methods for top quark
mass extraction at the LHC.
1 Introduction
The precision with which we determine the top quark mass
impacts our understanding of several phenomena. Examples
are EW precision fits [1], determination of the vacuum sta-
bility in the Standard Model [2,3] as well as models with
broad cosmological implications [4,5].
A number of measurements of mt from hadron colliders
exist [6,7], utilizing all measured decay modes of the top
quark. The experimental extraction has accuracy of δmt ≤
1 GeV. The main task for this writeup is to map the steps
that can clarify the relation between the extracted value of
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the mass and a theoretically well-defined top mass (like the
pole mass).
The top quark mass mt is not a physical observable and,
therefore, it cannot be measured directly. Virtually all exist-
ing strategies for determining mt (see Sect. 3) are based on
its extraction from observables that are directly sensitive to
it, i.e. mt is defined as the solution to the following implicit
relation:
σ exp({Q}) = σ th(mt , {Q}), (1)
where {Q} is a set of kinematical variables, σ exp stands for
the measured and σ th for the predicted value of some chosen
observable σ . In a typical application, mt is adjusted in σ th
to obtain the best fit to the shape of σ exp, as a function of the
variables {Q}. This implicitly assumes that σ exp has been
corrected for detector (and possibly acceptance) effects, or
that the converse has been applied to σ th, so that the observ-
ables on either side of Eq. 1 are defined at the same level,
with the same cuts. Uncertainties in the theoretical predic-
tion due to missing higher-order effects, finite-width effects,
and non-perturbative corrections are generally present. We
discuss them in more detail in Sect. 2.
The top mass mt is scheme dependent and a large number
of such schemes exist. Examples are the pole, the MS, and
the threshold mass schemes [8–10]; see Refs. [11,12] for a
discussion in the context of hadron colliders. Different mass
schemes are perturbatively related to each other. For example,
the top mass mt (R, μ) in scheme “R” is related to the pole
mass m
pole
t through a perturbative series
123
3119 Page 2 of 14 Eur. Phys. J. C (2014) 74:3119
m
pole
t = mt (R, μ) + δmt (R, μ),
δmt (R, μ) = R
∞∑
n=1
n∑
k=0
ank [αs(μ)]n lnk
(
μ2
R2
)
, (2)
where R is a scale associated with the scheme; for the MS
scheme R ∼ mt . The relation between the pole and MS
masses is known to three loops in QCD [13,14]; a possible
large EW correction has recently been reported in Ref. [15].
Large logarithms can arise in converting between schemes
if the scale R  mt , as seen in top resonance schemes [16]
where R ∼ top, and can be resummed via an infrared renor-
malization group equation [17,18].
A reliable interpretation of top mass measurements
requires understanding the connection between the theory
prediction, in a given top mass scheme, and the experimental
observable as shown schematically in Eq. (1). This connec-
tion between experimental observables and the appropriate
top mass schemes is well understood in e+e− colliders. Pre-
cision top quark mass determinations at e+e− colliders have
been studied for top pair production near threshold [19–22]
and in the boosted regime [16,23]. In the boosted regime, a
new class of top resonance mass schemes were introduced;
additional top resonance mass definitions were given and
explored in further detail in Ref. [24]. The expected uncer-
tainty in the top MS mass from the threshold scan method is
δmt ≤ 100 MeV [25,26] and a few hundred MeV [27] for
boosted top quarks. See Sects. 4, 4.1, and 4.4 for details.
The introduction of process-specific top mass definitions
does not automatically solve the problem of top mass deter-
mination. If the perturbative relation between a process-
specific mass and another “universal” mass (like the pole
or MS mass) is not known with sufficiently high accuracy,
or does not converge well, then even a very precise determi-
nation of the value of this particular process-specific mass
cannot be used in other processes. On the other hand, if the
relation is precisely known and convergent, then effectively
one is using a single mass definition in all processes.
For hadron colliders, which are the main focus of the cur-
rent and near future research, and by extension of this docu-
ment, the situation is more complicated and a rigorous frame-
work is still lacking. Below we review the current status and
issues in precision top mass extractions at hadron colliders.
Unless explicitly specified, when in the following we refer
to the top mass we mean the top pole mass and its associated
total uncertainty.
2 Issues in precision top mass determination at hadron
colliders
A unique property of the top quark is that it decays very
quickly, before it can form strongly interacting bound states.
For this reason the top quark can be studied largely free of
non-perturbative effects [19–21]. Still, a number of uncer-
tainties of perturbative and non-perturbative origin affect the
extraction of mt :
1. MC modeling Most methods for extraction of mt rely on
modeling the measured final state with typically LO + LL
MC generators. The extracted mass then reflects the mass
parameter in the corresponding MC generator. Identify-
ing the nature of this mass parameter and relating it to
common mass schemes, like the pole mass, is a non-
trivial and open problem, and it may be associated with
ambiguities of order 1 GeV [28, Appendix C]; see also
Ref. [11]. The effect of the top and bottom masses on
parton-shower radiation patterns is generally included
already in the LO + LL Monte Carlos [29–34] and acts
to screen the collinear singularities. NLO matching and
non-perturbative effects are discussed separately below.
2. Reconstruction of the top pair Typically, the existing
methods for extraction of the top quark mass implicitly or
explicitly rely on the reconstruction of the top pair from
final state leptons and jets. This introduces uncertainties
of both perturbative origin (through higher-order correc-
tions) and non-perturbative origin (related to hadroniza-
tion and non-factorizable corrections). Methods that do
not rely on such a reconstruction are therefore comple-
mentary and highly desirable; two examples are given in
3.4 and 3.5.
3. Unstable top and finite top width effects These effects
have been studied extensively in the context of top pair
production at e+e− colliders [35–37]. In the context of
higher-order corrections at hadron colliders, finite top
(and W ) width effects have been computed in [38–40]
where comparisons versus the narrow width approxima-
tion can be found. The conclusion is that these correc-
tions are small, sub-1 %, in inclusive observables (like
the total inclusive cross section used in 3.3) but can be
sizable in tails of kinematical distributions. In particular,
they significantly affect the tail of the B  invariant mass
distribution used in the method 3.4 (but not the central
region of the distribution which is most relevant for the
mt determination described in 3.4).
4. Bound-state effects in top pair production at hadron col-
liders The effect of bound-state formation on top pair pro-
duction at hadron colliders has been studied in Refs. [41–
44]. Despite the very short lifetime of the top quark,
top–antitop bound-state formation starts to take place
and this process affects the shape of differential distribu-
tions within a few GeV of absolute threshold. Therefore,
any mass measurement that is sensitive to this kinemat-
ical region has to properly take these effects into con-
sideration. In the context of the total cross section, see
Refs. [45,46], the effect on the cross section is sub-1 %
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and is taken into account in current higher-order calcula-
tions of the total inclusive cross section (and thus in mass
extractions based upon it).
5. Renormalon ambiguity in top mass definition It is well
known [17,47–49] that the pole mass of the top quark
suffers from the so-called renormalon ambiguity. This
implies an additional irreducible uncertainty of several
hundred MeV’s on the top pole mass. The short-distance
masses do not suffer from the renormalon ambiguity
and the precision in their determination is restricted
only by experimental and theoretical uncertainties. At
hadron colliders, where currently δmt ≤ 1GeV, the renor-
malon ambiguity is numerically subdominant; see also
Ref. [12].
6. Alternative top mass definitions It is well understood
from e+e− collider studies that by using alternative top
mass definitions one could improve the precision of the
extracted top quark mass. Similar studies for hadron
colliders have been done in Refs. [11,12,50]. It has
been argued in Ref. [11] that for top mass extractions
in the peak region, the appropriate short-distance mass
schemes correspond to the top resonance schemes where
R ∼ Rsc ∼ 1 GeV ∼ top, where Rsc is the shower
cutoff implemented in the MC. An interpretation of this
statement in the context of a factorization framework for
hadron colliders is still lacking. Reference [50] advocates
extracting directly the top MS mass from the top pair
production cross section. The improvement at the cur-
rent level of precision δmt ≤ 1 GeV, however, is small
[12] (see also the discussion of renormalon ambiguity,
above). The extracted top MS mass might be affected by
the findings reported in Ref. [15].
7. Higher-order corrections Missing higher-order correc-
tions can be an important source of uncertainty in the
determination of the top mass. These are typically added
through NLO calculations [38,40,51,52] and for the case
of the total cross section through approximate NNLO cal-
culations [12,46,50,53] (for calculations in full NNLO,
see the discussion in Sect. 3.3). A particularly sensitive
issue is the matching of NLO top-quark calculations to
parton showers; see [54–56].
8. Non-perturbative corrections Non-perturbative correc-
tions mostly affect the MC modeling of the final state.
These include hadronization, in particular of the final-
state partons that inherit the top quark color charges
(which causes an unavoidable non-perturbative exchange
of energy with the rest of the event), hadron and τ decays
(including the B hadron decays), underlying event, and
possible additional non-perturbative phenomena such
as color reconnections or other collective phenomena.
Depending on how the corrections to the cross sections
in Eq. 1 are performed, these uncertainties enter either on
the experimental or theoretical side of the equation. The
underlying-event, hadronization, and particle-decay cor-
rections are typically split into two components; firstly,
a process-independent jet-energy-scale (JES) systematic,
determined mainly from photon+jet and dijet events and
applied to the jets in top events, and secondly a ded-
icated top-specific systematic obtained by varying the
hadronization and underlying-event modeling on t t¯ MC
samples and evaluating the change in the extracted top-
quark mass. Since there is currently no systematic way of
treating the correlation between these two components,
double counting between them is a significant concern,
with different experiments taking different approaches.
This is an area on which further input from the MC mod-
eling community could be beneficial. A study of color-
reconnection effects in the special case of e+e− collisions
found very small effects <100 MeV [57], but toy models
show that the effect in hadron collisions may be as large
as 0.5 GeV [58]. More physical models and better con-
straints are required to reduce this uncertainty further, for
instance by allowing one to bound it, rather than merely
switching it on and off. Non-perturbative corrections can
also be introduced through final-state interactions in the
presence of strong jet vetoes [59]. Inclusive measure-
ments like the methods described in Sects. 3.4 and 3.5 are
likely to suffer least from such non-perturbative effects.
9. Contributions from physics beyond the standard model
It is possible that some yet-undiscovered physics beyond
the standard model (BSM) might influence the various
measurements used to extract the top quark mass. Given
that in the context of top mass extraction experimental
measurements have so far always been compared with
predictions based on the SM, the possibility arises that
there might be a bias in the determination of the top
quark mass due to new physics. While it is unlikely that
such new physics can cause large corrections,1 O(1 GeV)
modifications to mt cannot be excluded at present. A first
dedicated study of BSM contributions to mt determina-
tion is ongoing [60]. Application to top mass measure-
ments of the work reported in Refs. [61,62] may also
be useful for disentangling BSM contributions (although
this will likely require the inclusion of NLO QCD cor-
rections).
3 Top mass determination at hadron colliders
A major collection of experimental methods is available in
[63]. Here we highlight a few that have already proven useful
or appear to be promising:
1 For example, the CMS endpoint top mass determination (see Sect. 3.2)
is based on kinematical considerations, i.e. it has reduced sensitivity to
the top quark production mechanism.
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1. Matrix element methods The most precise measure-
ments of mt from the Tevatron use the matrix element
method [64,65], in which the measured objects are com-
pared with expectations from the LO t t¯ production and
decay diagrams convoluted with the detector response.
The method derives much of its power from the fact
that the likelihood for each event to be consistent with
both t t¯ and background production is calculated; greater
weight is assigned to events that are more likely to be
from t t¯ when measuring mt . In addition, the hadroni-
cally decaying W boson in + jets events provides an in
situ constraint on the jet response, substantially reducing
the systematic uncertainty. An NLO theory approach is
currently being developed [66].
2. Ideogram and template methods The current generation
of CMS analyses, which are among the most precise mt
measurements, use ideogram techniques. The ideogram
corresponding to the most probable solution for the mass
is determined on an event-by-event basis. These are then
summed over the full dataset to determine an “integrated
ideogram”. The top mass is then determined by fitting this
to a Monte Carlo spectrum for the same number of events.
The MC spectrum is determined as a function of mt
(CMS—all jets) or mt and JES (CMS—lepton and jets).
The dilepton channel is handled in a similar way using the
analytical matrix weighting technique (AMWT) to treat
the two-neutrino ambiguities. Regarding Monte Carlo
generators, CMS uses Madrgraph [67] (LO ME gener-
ator) with Pythia [68,69] for the parton showering. The
ATLAS Collaboration uses similar “template” methods.
The main differences with respect to the CMS analyses
are that the ATLAS Collaboration currently uses three
parameters (mt , lightJES, bJES) for their lepton + jets
analysis as well as POWHEG [70–72] + Pythia for event
generation.
3. Extraction from the total cross section σtot The total
inclusive t t¯ cross section at a given collider depends on
mt , so the measured cross section can be used to con-
strain mt . Extractions of the top mass from σtot have
been performed in [12,46,50,53,73] using NLO+NNLL
or approximate NNLO cross section calculations. Very
recently a first analysis performed in full NNLO + NNLL
appeared [74]. The sensitivity of σtot to the top mass is rel-
atively low (few %), so this method is not competitive in
precision with other existing methods. On the other hand
the method uses an observable based on a well-defined
top mass, has small uncertainties due to perturbative and
non-perturbative effects, and is not very sensitive to top
width effects.
4. The J/ψ method [75] In about one in 105 top quark
decays, the fragmentation products of the b quark will
include a J/ψ decaying to μ+μ−. If the W boson from
the same top quark also decays leptonically, the three-
lepton invariant mass is sensitive to mt . The other top
quark is only used to discriminate t t¯ production from
background. The strength of this method is that the main
systematic uncertainties arise from different sources than
in other methods (primarily b fragmentation), and they
may be smaller. Moreover, no t t¯ reconstruction takes
place i.e. the method is inclusive at any order in perturba-
tion theory. These potential advantages must be weighed
against the statistical limitations arising from requiring a
J/ψ candidate. MC studies of this method are reported
in [76–78], and the uncertainty from b fragmentation was
studied at NLO in [79–81]. A NLO study, with factorized
production and decay, was performed in Ref. [52]. The
complete NLO result including production/decay inter-
ferences, off-shell effects and backgrounds, was com-
puted in Refs. [38,39] (the B mesons in this work are
treated as b-jets). Additional error estimates, performed
within this study, can be found in Sect. 3.4 below. A
related measurement of the top mass, using the lepton and
b-jet invariant mass, has been performed by the ATLAS
Collaboration [82].
5. Dilepton-specific methods In the same spirit as the J/ψ
method, it may be advantageous to measure mt using
kinematic properties (e.g. the invariant mass and pT )
of the lepton pair in dilepton t t¯ candidates (selected as
pair of leptons and possibly two b’s, without requiring
t t¯ reconstruction) [83]. These observables should have a
smaller sensitivity to the modeling of hadronic observ-
ables (showering and jets). Such measurements can be
compared versus complete NLO calculations [38–40], as
well as versus standard MC generators. This approach
may not be as sensitive to the value of mt as other meth-
ods, but it offers very different systematics, and there-
fore may help to reduce the overall uncertainty on the
world-average mt . First measurements of top pair differ-
ential distributions in dilepton final states have already
appeared [84]. See also the related discussion in Sect. 3.5
below.
In the near to medium term (i.e. prior to the construction of
a lepton collider capable of performing a t t¯ threshold scan),
improvement in the precision with which we know mt will
depend on:
– Extraction of the top mass with new methods that have
alternative systematics (like 4 and 5 in Sect. 3). Such
extractions will either validate the current precision in
the available top mass measurements or highlight the
need for additional scrutiny. Further phenomenological
and experiment studies of these new methods are needed.
– Decreasing the perturbative uncertainty in currently used
matrix element methods by applying future extension of
the work in Ref. [66]. It remains an open question if top
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width effects and non-perturbative effects can also be
reduced this way.
– Improved understanding of the relation between MC
mass and standard quark masses, such as the pole mass.
Work along these lines has been reported in [11]; see also
Ref. [28, Appendix C].
In the following we review, and present estimates, for the
capabilities of various methods for top mass determination.
The methods can be split into “conventional” (Sect. 3.1),
“other available” (Sects. 3.2, 3.3) or “under development”
(Sects. 3.4, 3.5).
3.1 “Conventional” top mass determination techniques
As a model for the conventional collider mass measurements,
we consider the CMS lepton-plus-jets [85], dilepton [86] and
all-hadronic analyses [87]. These are currently the most pre-
cise measurements in each channel. The analyses use similar
methods and result in measurements with comparable sys-
tematic uncertainties. To estimate the potential precision for
the various 14 TeV scenarios we have taken the CMS lepton-
plus-jet result mt = 173.49 ± 0.27(stat.) ± 1.03(syst.) GeV
as representative and have performed extrapolations based
on this. The results are presented in Table 1.
These are based on the 7 and 14 TeV cross sections cal-
culated using the full NNLO framework [88–91] with an
allowance for a decreased trigger efficiency due to higher
event rates and trigger thresholds. For the systematic errors,
we assume that some of the soft QCD and fragmentation
uncertainties will be constrained using the data from future
LHC runs. We keep the initial- and final-state radiation and
pdf uncertainties unchanged. Without a full simulation of the
machine conditions, we are unable to model the effects of the
increased merging of the top-decay products in moving to the
higher energy. To allow for this and the uncertainties in the
extrapolations we add in an additional 300 MeV uncertainty
to the mass measurement.
Table 1 Extrapolations based on the published CMS lepton-plus-jets
analysis
Ref. [85] Projections
CM energy (TeV) 7 14
Cross section (pb) 167 951
Luminosity (fb−1) 5 100 100 300 300 3,000
Pileup 9.3 19 30 19 30 95
Syst. (GeV) 0.95 0.7 0.7 0.6 0.6 0.6
Stat. (GeV) 0.43 0.04 0.04 0.03 0.03 0.01
Total 1.04 0.7 0.7 0.6 0.6 0.6
Total (%) 0.6 0.4 0.4 0.3 0.3 0.3
Table 2 Dominant systemic uncertainties for each scenario
Scenario Dominant uncertainties
Ref. [85] Jet energy scale, hadronization, soft QCD,
ISR/FSR
100 fb−1/19 PU Jet energy scale, hadronization, soft QCD,
ISR/FSR
100 fb−1/30 PU Jet energy scale, hadronization, soft QCD,
ISR/FSR, pileup
300 fb−1/19 PU Jet energy scale, hadronization, soft QCD,
ISR/FSR
300 fb−1/30 PU Jet energy scale, hadronization, soft QCD,
ISR/FSR, pileup
3,000 fb−1/95 PU Jet energy scale, hadronization, soft QCD,
ISR/FSR, pileup
In Table 2 we summarize the dominant uncertainties for
each scenario. While these are very similar, it should be noted
that pileup and the associated uncertainties from the missing
transverse energy and contamination of the underlying event
are expected to become increasingly important as the colli-
sion energy and pileup are increased. We also note that the
ISR/FSR uncertainly, which is one of the sub-leading uncer-
tainties for [85] becomes one of the leading uncertainties for
each of the 300 and 3,000 fb−1 scenarios.
Based on the comparison of the results from [85] and the
CMS combined result from the three channels shown at the
TOP2012 Workshop [92], see also [93], we estimate that
combinations of different channels for each of the 14 TeV sce-
narios may lead to a small improvement in the projected pre-
cisions. We also note that the triggering on the all-hadronic
events may prove difficult when running at very high lumi-
nosity and under high pileup conditions. This may prevent
the effective use of this channel under these conditions.
3.2 CMS endpoint method [94]
This method is kinematical in nature and utilizes the cor-
relation between the endpoints of the Mb  and the M221T2perp
distributions and mt [95,96]. It gives a mass measurement
mt = 173.90±0.90(stat.)+1.70−2.1 (syst.) GeV. This was extrap-
olated using similar assumptions to that used for the CMS
lepton-plus-jet method. A summary of the results is given
in Table 3. As this technique is insensitive to pileup effects
we only quote one extrapolation for each of the luminosity
scenarios.
In Table 4 we summarize the dominant uncertainties for
each scenario. As with the conventional analysis, these are
fairly similar as a function of increasing luminosity. We also
note that, unlike the conventional method, the ISR/FSR and
pileup terms do not seem to play a role in the precision of the
measurements, even at high luminosity.
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Table 3 Extrapolations based on the published CMS Endpoint analysis
Ref. [94] Projections
CM energy (TeV) 7 14
Cross section (pb) 167 951
Luminosity (fb−1) 5 100 300 3,000
Syst. (GeV) 1.8 1.0 0.7 0.5
Stat. (GeV) 0.90 0.10 0.05 0.02
Total 2.0 1.0 0.7 0.5
Total (%) 1.2 0.6 0.4 0.3
Table 4 Dominant systemic uncertainties for each scenario
Scenario Dominant uncertainties
Ref. [94] Jet energy scale, hadronization, soft QCD
100 fb−1 Jet energy scale, hadronization, soft QCD
300 fb−1 Jet energy scale, hadronization, soft QCD
3,000 fb−1 Jet energy scale, hadronization
Although the terms listed in Tables 2 and 4 have a large
overlap, we note that they are not 100 % correlated so that
combining the results from the two methods may be benefi-
cial to the overall precision. This follows from the fact that,
unlike the conventional analyses, the Endpoint method does
not rely on Monte Carlo modeling to do an internal calibra-
tion. It is largely analytical with a data-driven model for the
background.
We also note that the kinematical nature of this method
makes it suitable to attempt top mass determination which is
less likely to be affected by possible new physics contribu-
tions. Nonetheless, this important aspect of mt determination
needs further study. Finally, one would like to study in more
detail the effect of higher order corrections, for example, by
comparing with the findings of Refs. [38,40].
3.3 ATLAS three-dimensional template fit method [97]
The ATLAS Collaboration has recently published a new
determination of the top quark mass in the lepton+jets final
state [97]. This analysis uses a three-dimensional template
technique which determines the top quark mass together
with a global jet energy scale factor (JSF), and a relative b-
quark jet to light-quark jet energy scale factor (bJSF), which
allow important experimental systematic uncertainties to be
reduced. The result is mt = 172.31 ± 0.23 (stat) ± 0.27
(JSF) ± 0.67 (bJSF) ± 1.35 (syst) GeV. The uncertainties
labeled JSF and bJSF correspond to the statistical uncer-
tainty of the global jet energy scale factor (JSF) and the rel-
ative b-jet to light-jet energy scale factor (bJSF). The in-situ
determination of these global jet energy scale factors in the
3D fit has allowed the two dominant systematic uncertain-
ties to be transformed into statistical uncertainties to a large
extent. The residual jet energy scale uncertainty is combined
together with a large number of other sources of uncertainty
into “syst”. The modeling of top quark production and decay
has a non-negligible contribution.
3.4 Top mass determination from J/Ψ final states [75]
Our estimate of the theory error is based on the NLO QCD
calculation of Ref. [52] performed for LHC 14 TeV. The
estimation of the statistical uncertainty is based on prelim-
inary studies by the CMS Collaboration. Calculations for
LHC 33 TeV in leading order QCD are also available.2 From
these results we conclude that 〈MB〉(mt ) is not sensitive to
the collider energy, if the same cuts are used. More restric-
tive cuts for LHC 33 TeV lead to slight modification of
the 〈MB〉(mt ) dependence, but the theoretical error of the
extracted mt remains largely unchanged. The main sources
of theoretical error in the J/Ψ method are scale variation and
B-fragmentation. Modeling of 〈MB〉 in NNLO QCD could
become possible during the LHC 13 TeV run, which would
reduce the scale variation by a factor of 2.5. We estimate this
possible improvement by comparing in Table 5 the scale and
pdf uncertainty of the total inclusive cross section for LHC
13 and 33 TeV at NLO and NNLO [88–91].
We use m = 173.3 GeV with MSTW2008 [98] (with 68cl)
and NNPDF2.3 [99] (with αs(MZ ) = 0.118 and n f = 5)
NLO and NNLO pdf sets.
The long-term limiting factor would be the uncertainty
in B-fragmentation. As a benchmark, we take the DELPHI
measurement [100] of the first moment of the fragmentation
function 〈x〉 = 0.7153 ± 0.0052, which has an uncertainty
of about 0.7 % (completely dominated by systematics). Such
error in 〈MB〉 implies δmt ≈ 0.9 GeV. A future dedicated
ILC run at the Z -pole should be able to significantly improve
the existing measurements of B-fragmentation. Such a mea-
surement is likely to occur only after the end of the currently
foreseen LHC operations but before the dedicated top thresh-
old scan during the later phases of the ILC where, for the
first time, measurement of a short-distance top quark mass
with very high precision O(100 MeV) will be performed (see
Sects. 4, 4.1, and 4.4).
The estimates for the total error are given in Table 6.
The theoretical error is estimated as follows: for LHC 8 and
14 TeV and luminosity up to 300 fb−1 we take the error as
estimated in Ref. [52]. For 3,000 fb−1 at 14 TeV we assume
that NNLO calculation will be available, which will decrease
the scale uncertainty by a factor of 2.5. At this point the dom-
inant uncertainty is the one from B-fragmentation. For LHC
2 We thank the authors of Ref. [52] for providing us with these addi-
tional estimates.
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Table 5 Scale and pdf uncertainty for the total inclusive t t¯ cross section at 13 and 33 TeV
LHC 13 TeV LHC 33 TeV
δscale (%) δpdf (%) δscale (%) δpdf (%)
MSTW NNPDF MSTW NNPDF MSTW NNPDF MSTW NNPDF
NLO +12.1−12.1
+11.8
−11.9
+1.9
−2.3
+1.8
−1.8
+11.5
−10.3
+11.2
−10.0
+1.2
−1.5
+1.0
−1.0
NNLO +3.4−5.6
+3.5
−5.7
+1.8
−2.0
+1.8
−1.8
+3.1
−4.7
+3.1
−4.7
+1.0
−1.4
+1.0
−1.0
Table 6 Extrapolations based on the J/Ψ method
Ref. analysis Projections
CM energy (TeV) 8 14 33 100
Cross section (pb) 240 951 5,522 25,562
Luminosity (fb−1) 20 100 300 3,000 3,000 3,000
Theory (GeV) – 1.5 1.5 1.0 1.0 0.6
Stat. (GeV) 7.00 1.8 1.0 0.3 0.1 0.1
Total – 2.3 1.8 1.1 1.0 0.6
Total (%) – 1.3 1.0 0.6 0.6 0.4
at 100 TeV we assume that the B-fragmentation uncertainty
is reduced by a factor of 2 with the help of a dedicated future
lepton collider measurement.
3.5 Top mass determination from kinematic distributions
The top quark mass can be extracted from σtot. The advan-
tage of this method is that a mass is obtained in a rigorously
defined mass scheme. Typically the extracted mass would be
the top pole mass since existing higher-order calculations are
(naturally) performed in that scheme. It is possible to convert
such calculations into a short-distance mass scheme as was
done in Refs. [12,50] for the MS and 1S [9] masses (for more
on this point see also the discussion on Alternative top mass
definitions in Sect. 2). The D0 experiment has attempted this
approach [73]. Preliminary results have been presented by
both the ATLAS and the CMS Collaborations. The uncer-
tainty on the extracted top quark mass amounts to approxi-
mately 3 %. Although the recently derived NNLO result [88–
91] has not yet been fully utilized in this regard (however,
see Ref. [74]), significant future improvements within this
approach are unlikely given that the uncertainty in σtot at
present arises from a number of competing sources [101].
Ultimately the potential of this method is expected to be lim-
ited by the relatively small sensitivity of the cross section
with respect to the top quark mass.
Kinematic differential distributions offer improved sensi-
tivity to mt and several methods for the extraction of the top
pole mass have been studied.
Reference [102] suggested mt extraction from the invari-
ant mass distribution of t t¯ pairs produced in events in associ-
ation with a hard jet. The sensitivity is improved well beyond
what can be achieved with the total cross section. The authors
claim that uncertainties related to uncalculated higher-order
corrections or uncertainties in the parton distribution func-
tions are expected to affect the mass measurement by less
than 1 GeV. The impact of top decays and experimental
uncertainties—evaluated in a generic detector simulation—
is also expected to be sub-GeV.
The extraction of mt from leptonic kinematic distribu-
tions in dilepton events [83] is less affected by MC modeling
and non-perturbative corrections, thus reducing an important
source of uncertainty in the current top mass extractions. The
only currently available study of mt extraction from dilep-
ton events has been performed for LHC 14 TeV in Ref. [52]
where the authors find the possibility for extracting mt with
precision of about 1.5 GeV. Such a precision is similar to the
one from the J/Ψ method. Further exploration of the sys-
tematics in this method is needed and studies are currently
under way [83].
4 Top mass determination at lepton colliders
Current theoretical understanding of top quark threshold pro-
duction at lepton colliders suggests (see Sect. 4.1 below) that
it is feasible to determine a short-distance top quark mass
with a precision of about 100 MeV, the top quark width with
a precision of about 40 MeV and the top quark Yukawa cou-
pling with a precision of about 50 %. Such a precision is
substantially higher than the ultimate precision expected at
hadron colliders.
Several proposals for lepton colliders—mainly linear
e+e− colliders—have been put forward so far. The Interna-
tional Linear Collider (ILC [103]) is a e+e− machine based
on superconducting radio-frequency cavities. The Compact
Linear Collider (CLIC [104]) has drive beam scheme capable
of operating at multi-TeV energies. Both ILC and CLIC are
expect to collect 100 fb−1 after only few months of operation.
A circular e+e− collider with a circumference of approxi-
mately 80–100 km could also reach the t t¯ production thresh-
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Fig. 1 a Typical threshold behavior of the (normalized) total e+e− →
t t¯ cross section with Coulomb and finite-width effects taken into
account, E =
√
s − 4m2t . b Realistic simulations of various observ-
ables for the t t¯ threshold production in e+e− collisions with the beam
effects taken account [108]. Sensitivity to the top quark mass is indi-
cated with the different symbols denoting 200 MeV steps in top mass
old (TLEP [105]). Research and development toward a muon
collider is also ongoing [106].
The most promising method for high-precision extraction
of the top quark mass is through a scan of the t t¯ production
threshold [107]. The authors of Ref. [108] find that a four-
parameter fit including the top quark mass and width, the
strong coupling constant and the top Yukawa coupling can
yield a statistical precision of several tens of MeV on the
top quark mass. Calculations of the production cross section
in the threshold region [35,109,110] have since reached a
precision of few percent. The potentials of ILC and CLIC
have been revisited [111] with realistic luminosity spectra for
both machines, a detailed simulation of the detector response
and an evaluation of the dominant systematic uncertainties.
Assuming total integrated luminosity of 100 fb−1, statistical
uncertainty of 34 MeV on the (1S) top quark mass when
extracted from a 10-step threshold scan was found there.
Top quark mass measurements can also be performed at
center-of-mass energies away from threshold. Above thresh-
old (i.e. for√s > 2mt ) the top mass extracted from the invari-
ant mass distribution of the reconstructed top quark decay
products has excellent statistical precision; Ref. [111] quotes
statistical uncertainty of 80 MeV combining the events col-
lected in the semi-leptonic and fully hadronic decay channels
for 100 fb−1 at
√
s = 500 GeV.
The rate for single top production (e+e− → t b¯W− and
the charge conjugate process) depends strongly on the top
quark mass for
√
s < 2mt . The cross section for this process
is very small (less than a femtobarn for √s below 300 GeV).
Given the likely prospect that a future ILC will be operating
for several years at energy around 250 GeV before any top
threshold measurement can be done, an exhaustive study of
the possibilities for top mass determination below threshold
is highly desirable.
4.1 Theory of t t¯ production near threshold at e+e−
colliders
The dynamics of top pair production at threshold is controlled
mainly by two opposing effects. Firstly, due to the strong
interactions, the non-relativistic quark–antiquark pair tends
to form a series of Coulomb-like bound states below thresh-
old (“toponium”). Secondly, due to the weak interactions, the
large decay width of the top quark (which is comparable to
its Coulomb binding energy) smears out the sharp would-be
resonances in the cross section. The interplay of these two
effects leaves a single well-pronounced peak at √sres ≈ 2mt ,
which roughly corresponds to the would-be toponium ground
state (see Fig. 1a).
The expression for the resonance cross section, σres ∼
α3s /(mtt ), reveals strong dependence on the top quark mass
and width as well as on the strong coupling constant. Since
t  
QCD, the top quark decays well before it hadronizes,
i.e. the top quark width serves as an infrared cutoff which
makes the process perturbative in the whole threshold region
[19–21]. With non-perturbative effects fully under control,
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Fig. 2 Structure of perturbative expansion for a the resonance energy
counted from the threshold [115] and b the (normalized) resonance cross
section [128] in e+e− → t t¯ . Subsequent approximations are plotted as
functions of the strong coupling normalization scale. The shaded area
represent the uncertainty due to yet unknown three-loop Wilson coeffi-
cient
perturbative QCD gives a reliable theoretical description of
the t t¯ threshold production.
The accuracy of the approximation for σres is limited
mainly by its convergence, i.e. by the number of known
terms in its perturbative expansion. Systematic calculation
of the higher-order corrections in heavy quarkonium systems
is based on the non-relativistic effective theory of (poten-
tial) NRQCD [112–114] which involves simultaneous expan-
sions in the strong coupling constant and in the heavy quark
velocity. The perturbative analysis has been pushed up to
the NNLO by several groups [26]. The NNLO corrections
to the cross section turned out to be huge despite the renor-
malization group suppression of the strong coupling at the
characteristic mass scales.
A few conjectures have been made relating the slow con-
vergence of the perturbation theory to the infrared renor-
malon contribution to the top quark pole mass, and to the
corrections enhanced by powers of the logarithms of the
heavy quark velocity in the case of the cross section. Esti-
mates of the missing higher-order corrections have been done
based on these assumptions. In particular, the use of vari-
ous “threshold” or “short-distance” mass parameters free of
infrared renormalon have been suggested in order to improve
the convergence of the series for the resonance energy [8–
10]. As it turns out, however, complete control over the N3LO
corrections is ultimately necessary for a rigorous quantitative
analysis of threshold production. Significant progress has
been achieved in this field [115–127] and the main results
are reviewed below.
4.2 Resonance energy and top quark mass determination
The total O(α3s ) correction to the leading order toponium
ground-state energy has been obtained in [115]. The renor-
malon, logarithmic, and “generic” third order contributions
turn out to be comparable in magnitude with no particular
contribution saturating the total result. As shown in Fig. 2a,
the third order correction stabilizes the series in the pole mass
scheme and considerably reduces the scale dependence of
the NNLO approximation. A crucial feature of the N3LO
approximation is that it already contains all the effects char-
acteristic to the threshold dynamics including the relativistic
and ultrasoft (retardation) corrections. No qualitatively new
effects exist beyond the third order of perturbation theory and
the higher-order corrections are expected to be under control.
The numerical analysis of Ref. [115] produces a simple
relation between the resonance energy and the top quark pole
mass
√
sres =
[
1.9833+0.007 mt − 174.3 GeV
174.3 GeV
± 0.0009
]
×mt ,
(3)
including the effect from the finite top quark width and the
uncertainties in αs(MZ ) = 0.118±0.003 and from unknown
high-order terms. This corresponds to a theoretical uncer-
tainty of about 80 MeV in the extracted pole mass. Though
the asymptotic character of the series for the binding energy
in the pole mass scheme is not manifest through the third
order (cf. Fig. 2a), the factorial divergence of the pertur-
bative coefficients is expected in higher orders due to the
infrared renormalon contribution, and the quoted uncertainty
should be attributed to the fixed (third) order perturbative
determination of the pole mass. The use of a less infrared
sensitive mass parameter removes this ambiguity and appar-
ently further reduces the error; for example, an uncertainty
of 40 MeV in the determination of the “conventional” short-
distance MS mass mt (mt ) is quoted in [129]. Note that the
series for the MS mass converges for the strong coupling con-
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stant renormalized at μ ∼ mt as one would expect from a
short-distance quantity, while the series for the infrared sensi-
tive pole mass appears convergent at the soft renormalization
scale μ ∼ αsmt . However, the N3LO analysis requires the
O(α4s ) perturbative relation between the pole and the MS
mass (currently known to O(α3s ) [13,14]) and one has to rely
on an assumption about the structure of the corresponding
perturbative series [130], which may introduce an additional
uncertainty. The calculation of the four-loop mass relation is,
therefore, crucial for the determination of the short-distance
mass with such an accuracy. At the same time the pole mass is
a more natural parameter for the description of the invariant
mass distribution of the top quark decay product as com-
pared to the MS or the threshold masses. The comparison of
the values extracted from the invariant mass distribution and
from the threshold energy scan may give a realistic estimate
of the experimental and theoretical uncertainties.
4.3 Threshold cross section
The evaluation of the threshold cross section through N3LO
is one of the most challenging problems of perturbative QCD.
Currently the bulk of the third order corrections to the thresh-
old cross section is available [116,118–125] with only a few
Wilson coefficients still missing. The analysis is likely to be
completed in the nearest future.
The structure of the perturbative series for the cross section
is shown in Fig. 2b. As in the case of the resonance energy, the
third order correction stabilizes the series and the accuracy
of the N3LO approximation is likely to be about 3 %, or even
better. Further refinement of the perturbative analysis may be
achieved by resummation of the higher-order logarithmically
enhanced corrections through effective theory renormaliza-
tion group methods [131–134]. At this level of accuracy the
electroweak effects become important. A consistent treat-
ment of the top quark finite lifetime beyond the resonance
approximation has been obtained through N2LO [36,37]. The
one-loop electroweak corrections to the cross section have
been considered in [135,136]. Besides the total cross section,
differential observables including forward-backward asym-
metry and the top quark momentum distribution are known
through NNLO up to non-factorizable effects in the top quark
finite lifetime [9,137].
4.4 Threshold t t¯ production at e+e− colliders:
experimental simulations
Realistic simulations of the t t¯ threshold production have been
performed in [108]. This study assumes a 9-point energy scan
around the t t¯ threshold where the nominal center-of-mass
energy is varied between 346 and 354 GeV, in 1 GeV steps,
with an additional energy point taken well below threshold to
measure the background. The assumed integrated luminosity
per energy point is 30 fb−1, for a total of 300 fb−1 used in the
full scan. This simulation takes into account the experimental
uncertainties related to the detector effects, event selection
efficiency, and the statistics, as well as an estimated theo-
retical uncertainty of 3 % in the normalization of the cross
section.
At each energy point, three observables are considered:
the total cross section, the peak of the top quark momen-
tum distribution, and the forward-backward asymmetry. The
simulations show the total cross section to have an estimated
experimental error of about 3 %, much below the one of the
differential observables. No theoretical uncertainties on the
differential observables have been taken into account yet.
The results of the simulated scan for these three observables
are shown in Fig. 1b.
As can be appreciated, the beam energy spread,
bremsstrahlung, and beamstrahlung significantly smear the
measured cross section and the precise determination of the
(machine-dependent) luminosity spectrum is crucial for the
reconstruction of the actual energy dependence of the cross
section from the threshold scan. A multi-parameter fit includ-
ing the top quark 1S mass, top quark width and top quark
Yukawa coupling is performed considering simultaneously
the three observables mentioned above. The strong coupling
constant αs(MZ ) is used as an input value with an assumed
uncertainty of ±0.001. The resulting uncertainties on the top
quark mass and width are 31 and 34 MeV, respectively. Note
that these estimates do not account for any uncertainties on
the nominal beam energy or the luminosity spectrum, which
must be accurately known [138].
More recent studies have evaluated the potential precision
on the top quark mass considering realistic luminosity spec-
tra generated with the GuineaPig [139] program. In particu-
lar, Ref. [140] reports a detailed evaluation of the sensitivity
of the top quark mass measurement to the ILC accelerator
parameters. The nominal ILC parameters (Nominal) are com-
pared to two alternative machine parameter known as LowQ
and LowP, that have reduced and increased beamstrahlung,
respectively. Reference [111] has compared the top quark
mass extraction form the threshold scan using luminosity
spectra of the (nominal) ILC and CLIC, where beamstrahlung
plays a more important role.
As an example, Fig. 3 shows the bare t t¯ threshold as a
function of center-of-mass energy near threshold, as well
as the effective cross sections after convolution with the
total luminosity spectrum, for the Nominal, LowQ and LowP
ILC machine parameters. The effective luminosity of the
machine is clearly reduced due to the combined effects
of bremsstrahlung, beamstrahlung and energy spread. The
impact on the sensitivity is rather small: the statistical uncer-
tainty on the top quark mass extracted at CLIC, with a very
substantial increase in the level of beamstrahlung level, is
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Fig. 3 Top quark pair production cross section in e+e− scattering near
the t t¯ threshold. The NNLO prediction based on the TOPPIK pro-
gram [9], not including beam effects, is shown as the dashed line. Also
shown are the predicted cross sections after convolution of the beam
effects (beam energy spread, bremsstrahlung and beamstrahlung) cor-
responding to three different sets of ILC accelerator parameters (see
text for details)
degraded by a few MeV with respect to the ILC [111]. An
accurate knowledge of the effect on the shape of the cross
section in the threshold region is, however, required to avoid
a large systematic contribution to the extracted mass. While
bremsstrahlung can be accurately predicted, the impact of
beamstrahlung and beam energy spread (a much smaller con-
tribution to the luminosity spectrum) must be determined
experimentally. A detailed study [141] has been performed
on how to reconstruct the luminosity spectrum from Bhabha
events measured with the tracking detectors and calorimeters,
taking into all relevant theoretical and experimental effects.
This study shows that, in the context of the CLIC accelerator
at
√
s = 3 TeV, the luminosity spectrum can be reconstructed
to better than 5 % between the nominal and about half the
nominal center-of-mass energy. Pending a precise estimate
of the resulting systematic uncertainty on the top quark mass
measurement, a conservative 50 MeV uncertainty based on
early studies is assumed here.
The uncertainty on the nominal beam energy contributes a
further systematic uncertainty. Recent studies in the context
of the ILC [142,143] suggest that beam energy resolutions of
10−4 should be readily achievable. Therefore, the uncertainty
in √sres/2 induced from the beam energy measurement is
assumed to be 35 MeV and independent of luminosity and
machine parameter sets.
In summary, for a 300 fb−1 threshold scan, the total
expected uncertainty on a short-distance top quark mass is
∼ 100 MeV, resulting from the sum in quadrature of the
following contributions: a statistical uncertainty of order
30 MeV (from Ref. [108], confirmed to be possible also
with 100 fb−1 from a two-parameter fit in a recent study
in Ref. [111]), 35 MeV (beam energy), 50 MeV (luminos-
ity spectrum) and 80 MeV (from the conversion of sres into
mt according Eq. 3). Given the dominance of systematic
uncertainties, it should be possible to reduce the integrated
luminosity used in the threshold scan without significantly
degrading the total uncertainty.
4.5 Top quark mass from a reconstruction of the top-decay
products
At an e+e− collider the top quark mass can also be measured
via reconstruction in the continuum, following approaches
similar to those being pursued at the Tevatron and the LHC.
One could a priori hope that the cleaner environment at an
e+e− collider would allow smaller systematic uncertainties
and thus improve upon the measurements from hadron col-
liders.
Full simulation studies on the top quark mass via direct
reconstruction at an e+e− collider have been carried out in
both the fully hadronic (e+e− → t t¯ → qq¯bqq¯b) and semi-
leptonic (e+e− → t t¯ → νbqq¯b) decay channels [144–
146]. These studies have shown that statistical uncertainties
on the top quark mass below 100 MeV per decay channel are
possible assuming an integrated luminosity of 100 fb−1 at√
s = 500 GeV. A similar statistical uncertainty is obtained
for the measurement of the top width.
Similarly to the case of hadron colliders, systematic uncer-
tainties are again expected to be the limiting factor. At present
only limited information on the anticipated experimental
and theoretical systematic uncertainties at an e+e− collider
exists. Nevertheless, it is possible to obtain a rough lower
limit on the total systematic uncertainty. The expected uncer-
tainty due to fragmentation/hadronization modeling is ∼ 250
(400) MeV in case of the semi-leptonic (fully hadronic) decay
channel [147]. Reconnection effects in the final state could
contribute uncertainties at the level of few hundred MeV.
Preliminary studies suggest that Bose–Einstein correlations
could contribute an uncertainty of ∼100–250 MeV [147],
while color-reconnection effects could also lead to an uncer-
tainty of O(100) MeV [148]. Finally, there is a theoretical
uncertainty in the relation between the maximum of the
invariant mass distribution and the mass parameter in the
QCD Lagrangian.
It would be desirable to update these estimates taking
advantage of the most recent developments in both event
generators and experimental techniques for in situ constrain-
ing systematic uncertainties at hadron colliders. Taking into
account all these contributions, and the fact that we have
not considered experimental systematic uncertainties (e.g.
jet energy calibration), it is difficult to imagine that the
total systematic uncertainty would be less than (mt )syst ∼
500 MeV, completely dominating this measurement. Thus
the threshold scan clearly beats the direct reconstruction of
the top quark mass in precision. The latter, however, can be
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used for additional control of systematic uncertainty in the
threshold measurements.
5 Conclusions
In the course of the 2013 Snowmass process, and during the
preparation of this document, we have analyzed the theoret-
ical and experimental aspects of the problem of top quark
mass determination. We have reached the following conclu-
sions that reflect the past developments and future prospects
in this field:
– Need for precision in mt determination The current pre-
cision with which the top quark pole mass mt is known,
δmt ≤ 1 GeV [6,7], is already impressive; indeed the
EW precision tests [1] are currently limited by the uncer-
tainty in mW rather than in mt . Nonetheless, motiva-
tion for increased precision may come from cosmology
[4,5], more fundamental issues in particle physics [2,3],
or a discovery of beyond the Standard Model physics
at the LHC. We estimate that some methods for top
mass determination at the LHC might lead to top pole
mass extraction with total uncertainty as low as 500–
600 MeV. Delivering such precision at the LHC will,
however, be challenging and it remains to be seen if it
can be achieved in practice. In the meantime, the most
pressing issue is the relationship between the top quark
mass measured at hadron colliders and a well-defined
quark mass. Meaningful improvement in the precision
will therefore likely require the application of several
current and novel experimental methods that are sensi-
tive to different effects, and also advances in the theoret-
ical understanding of the relationship between measured
and fundamental quantities. A significant increase in pre-
cision, reaching δmt ≤ 100 MeV in a short-distance
scheme, can be achieved at a future lepton collider.
– A comprehensive collection of mt determination tech-
niques This paper contains a comprehensive collection of
top mass extraction methods for hadron colliders. These
are methods that have been used in the past, are in cur-
rent use or are under development. We discuss the salient
features of each method and present estimates for the
precision reach for some of them.
– Recommendations for further studies Going beyond the
methods discussed in this paper, we point to two problems
that have not been studied so far and that we think will
be playing an increasingly important role in the future.
1. The possibility of BSM “contamination” in the var-
ious top mass measurements [60]. Both model-
dependent and model-independent studies would be
very useful.
2. The most precise known method for extracting mt is
from a threshold scan at a future lepton collider. At
present, however, it appears that the most likely lepton
collider to be built is an ILC with a first stage operat-
ing at c.m. energy significantly below the t t¯ threshold.
The current expectation is that such first stage will
be operational for a number of years; moreover, its
energy upgrade might be affected by future consid-
erations (like funding, for example). For this reason
it is important to fully explore the possibility for top
mass extraction at below-threshold energies through,
for example, single top production. Such studies are
lacking at present.
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