Active learning (AL) concerns itself with learning a model from as few labelled data as possible through actively and iteratively querying an oracle with selected unlabelled samples. In this paper, we focus on a popular type of AL in which the utility of a sample is measured by a specified goal achieved by the retrained model after accounting for the sample's marginal influence. Such AL strategies attract a lot of attention thanks to their intuitive motivations, yet they typically suffer from impractically high computational costs due to their need for many iterations of model retraining. With the help of influence functions, we present an effective approximation that bypasses model retraining altogether, and propose a general efficient implementation that makes such AL strategies applicable in practice, both in the serial and the more challenging batch-mode setting. Additionally, we present theoretical analyses which call into question a common practice widely adopted in the field. Finally, we carry out empirical studies with both synthetic and real-world datasets to validate our discoveries as well as showcase the potentials and issues with such goal-oriented AL strategies.
Introduction
With the availability of large-scale human-annotated datasets such as ImageNet (Deng et al., 2009) , the LDC Fisher corpus (Cieri et al., 2004) , etc., supervised machine learning methods have achieved great successes at producing predictive models that reach, sometimes even surpass, human-level performance on tasks such as image recognition (Krizhevsky et al., 2012) , speech recognition (Xiong et al., 2017) and medical diagnosis (Hannun et al., 2019) . However, even with crowdsourcing, human annotation is still a laborious process, and to produce high-quality annotations in large volumes remains an expensive privilege not affordable to everyone; to some extent this is a limiting factor before machine learning can become even more widely applicable.
Semi-supervised learning, multi-task learning and unsupervised pre-training all provide alternatives to mitigate this strong dependency on labelled data from different angles. Yet all of them assume an already existing labelled dataset to begin with. Active learning (AL) (Settles, 2009) , on the other hand, allows a model to actively query an oracle for labels with chosen unlabelled samples, thus effectively assembling a labelled dataset on the fly.
Due to its obvious practical value of saving annotation costs, active learning has been studied extensively and a large suite of various AL strategies have been proposed. However, their success in practice has not been entirely consistent. In fact, even research investigating this problem sometimes produces seemingly contradictory findings, e.g. with Evans et al. (2013) claiming AL works better under model "mis-match" while Mussmann and Liang (2018) claiming otherwise. In quest of a better common understanding of several popular AL strategies that can all be abstracted as selecting samples to boost an explicitly specified goal on the model, this work leverages influence functions (Koh and Liang, 2017) to closely analyse such AL strategies and offers several interesting insights.
We summarize our main contributions as follows, a) Formalizing a general goal-oriented AL framework which generalizes many existing AL strategies; b) Being the first to ever apply influence functions to the AL setting (to the best of our knowledge), which significantly reduces its computational cost, especially for the batch-mode setting; c) Showing both analytically and empirically that using the current model prediction to resolve the unknown-label dependency in such AL strategies (which is a common practice) is not actually a sensible choice; d) Demonstrating the difficulties of finding a good goal in goal-oriented active learning.
Goal-Oriented Active Learning (GORAL)
We focus on pool-based active learning (Lewis and Gale, 1994) for classification problems in this paper. An unlabelled data sample is denoted by x ∈ X and, when it is labelled, z = (x, y) where y ∈ {1, . . . , K}. We then assume there is a large pool of unlabelled samples U pool = {x} from which an AL strategy will pick samples to be labelled by an oracle and then to be added into a growing labelled dataset L train = {z} for model training. We restrict ourselves to discriminative probabilistic models P θ (y|x) and further assume access to an initial labelled dataset L init (e.g. randomly carved out from U pool and labelled by the oracle) from which we will train an initial model to kick off the active learning process, as well as a (labelled) test set L test which we use to measure model performance and accordingly data efficiency (i.e. the minimum |L train | needed to reach a certain level of model performance), a key metric for comparing various AL strategies. These three datasets (U pool , L init , L test ) jointly define the data dependency of an AL instance in our study.
Many well-known AL strategies (e.g. uncertainty sampling (Lewis and Gale, 1994) , expected error reduction (Roy and McCallum, 2001) , variance reduction (Schein and Ungar, 2007) , etc.) are typically dictated by a utility function π(x;θ) which, based on the current modelθ, assigns a utility score to unlabelled samples. Under such strategies, those samples with a higher utility score (e.g. model uncertainty) would then be favoured to query the oracle with in the next iteration.
In this paper, we are primarily concerned with a specific type of utility that depends onθ (or, more precisely, L train 1 ) only through an explicitly defined goal function τ (θ) used for evaluating the models (the higher the better, e.g. model accuracy
2 ). Specifically, we define this goal-oriented utility to be the difference in goals before and after accounting for an additional (unlabelled) sample x, i.e.
whereθ (x,y) represents the model obtained from L train ∪ {(x, y)}, that is the current training set augmented with one additional sample x hypothetically labelled as y, and y [·] represents an operator that resolves the dependency on y from its operand (e.g. min y , "set y to 1", etc.). We shall discuss the various potential choices for this operator shortly. Also note that, in the above definition, τ (θ) is a constant term that bears no impact on the resulting sample selection strategy. We choose to include it mainly to make subsequent derivations cleaner, as shall become clear in Sec. 3.
As an example, when y is min y and τ (θ) is negative dev-loss, the above strategy naturally reduces to the min-max view for AL (Hoi et al., 2008) , i.e. one that favours those unlabelled samples that have the best worst-case utility. In general, Eq. (1) is also intuitive in that it says we should favour those samples that will more likely lead to a new model that better meets our specified goal, assuming the dependency on the unknown label y can be "efficiently" resolved. Henceforth we call all AL strategies that involve such a goal-oriented utility function Goal-Oriented Active Learning (GORAL).
Apart from the intuitive definition, unlike the utility function π(x;θ) that depends on an ever-changing model, the explicit goal function τ (θ) in GORAL serves as a more comparable target across AL iterations. As a result it will be easier to measure progress as well as perform analyses in GORAL than those AL strategies without a clear goal (e.g. uncertainty sampling), as we will demonstrate later. However, one should also note that the evaluation of π goal is much more expensive than that of simpler utility functions like model uncertainty, due to its dependency on model retraining to get 1 We assume there is a bijection betweenθ and Ltrain and use them interchangeably at times. 2 The various goal functions being considered in this paper will be discussed in details later in Sec. 4.
θ (x,y) (potentially K times per sample x due to y being unknown), and to carry out such evaluations over a large pool of unlabelled samples only further adds to the problem. Fortunately, we show in Sec. 3 that with the help of influence functions recently leveraged by Koh and Liang (2017) for interpreting black-box model predictions, this high cost of model retraining could be drastically reduced to make GORAL more practical for a wide class of models.
Resolving the dependency on the unknown label
Before that we first discuss a few obvious choices of y that resolve the unknown label y in Eq. (1).
Expectation (E y ) This is probably the most obvious choice, especially for models that already come with a probabilistic prediction, as are the ones considered in this paper. Variants along this line look at different ways to come up with the distribution P (y), e.g. by taking it directly from the current model Pθ(y|x) (e.g. Roy and McCallum (2001) ; Schein and Ungar (2007) ), or indirectly from a separately estimated "oracle" model (e.g. Evans et al. (2015) ). It could also be set to a uniform distribution, leading to a simple average. Popular and seemingly intuitive as it may be, below we show that taking y ∼ Pθ(y|x) is not actually a sensible choice in GORAL.
Min-/Max-imization (min y /max y ) This is being most pessimistic (e.g. Hoi et al. (2008) ) / optimistic (e.g. Guo and Greiner (2007) ) as it only looks at the most extreme goal that could be achieved amongst all possible labels of x.
Oracle ("set y to ground-truth") Assuming knowledge of the ground-truth label of x goes against the motivation of performing AL in the first place. Nonetheless, this is still an interesting setting to look at since it is the most efficient way by nature and therefore, once adopted, should provide a performance "upper bound" for other choices to compare against.
Another possibility could be to borrow from the various acquisition functions developed for Bayesian Optimization (Mockus, 2012) although we keep to the above ones for the scope of this paper.
3 Approximating GORAL with influence functions
As explained above, to accurately evaluate the goal-oriented utility per Eq.
(1) over a large pool of unlabelled samples appears prohibitively expensive in general. In this section we show how, for a wide class of models, this can be efficiently approximated using influence functions (Cook and Weisberg, 1982; Koh and Liang, 2017) .
, we now assume the modelθ is obtained via empirical risk minimization, i.e.θ argmin θ 1 n n i=1 R(zi, θ), where R is the per-sample loss function (with any regularization terms folded in). We then defineθ ,z argmin θ 1 n n i=1 R(zi, θ) + R(z, θ) to be the new model trained with an additional -weighted training sample z. Following Koh and Liang (2017) , under certain regularity conditions (e.g. R being twice-differentiable and strictly convex), influence functions provide an efficient estimate for the difference in model parametersθ ,z −θ (when is small) via
Following the chain rule and assuming τ (θ) is differentiable, we can now measure the "influence" of introducing an infinitesimally -weighted sample z (on the goal) as
which we then leverage to form the approximation (using 1st-order Taylor approximation of τ (θ ,z )):
and henceforth defineπ goal (x;θ) 1 n y I(z;θ) to be the approximate goal-oriented utility. Note that when y is a linear operator (e.g. Expectation or Oracle), it can switch order with ∇ , i.e. 
is independent of z and hence, once computed, can be reused across all samples. Therefore, computation-wise, even though to evaluate π goal (x;θ) over U pool requires K × |U pool | iterations of model retraining, for π goal (x;θ) it now only requires the same number of gradient computations, i.e. ∇ θ R(z,θ).
where the last step naturally follows from the well known result that the score function has zero mean, i.e. E y [∇ θ log P θ (y|x)] = 0, for which we include a short proof in the appendix.
It is also worth noting that the above remark holds regardless of the choice of the goal function τ (θ). And therefore for model classes fitting the above assumptions, e.g. logistic regression, using the current model prediction to resolve the unknown label y seems rather poorly justified.
GORAL in batch-mode
In batch-mode AL, instead of just selecting the top one sample, i.e. argmax x∈Upool π(x;θ), multiple samples are to be selected, labelled, and then added to the training set in one go at every iteration. From a practical perspective, this helps to amortize the waiting cost of one relatively slower AL iteration (mostly due to model retraining) over several oracle queries. But that aside, it also facilitates less greedy AL strategies as it allows one to evaluate and process a batch as a whole (e.g. to take diversity into consideration, explicitly or implicitly) rather than sticking to successive locally-optimal individual selections, as is the case with the normal serial AL setting that we have focused on so far.
However, this is not exempt from the "no free lunch" principle. Denote a batch by X {x}. Due to the combinatorial nature of subset selection, optimizing a wholistic batch utility π(X;θ) typically results in much higher computational costs (sometimes exponential to the batch size). As a result, many batch-mode AL strategies used in practice choose to simply compose its batch utility from the sum of individual utilities, i.e. π(X;θ) = x∈X π(x;θ), which essentially reduces it back to the greedy setting, risking selecting redundant samples and seeming like a heuristic at best. For batchmode GORAL though, we can actually enjoy the best of both worlds, i.e. we can naturally induce a wholistic batch utility, yet still benefit from cheap computation through principled approximations.
Thanks to the explicit goal function τ (θ), we naturally extend the definition of the utility (Eq. (1)) to the batch-mode setting by following the same principle, i.e. π goal (X;θ)
, where Z denotes the batch augmented with hypothetical labels Y ,θ Z the model trained with this additional (labelled) batch, and Y the operator that resolves the unknown Y (similar to Sec. 2.1).
Similarly, we useθ ,Z argmin θ 1 n n i=1 R(z i , θ) + b z∈Z R(z, θ) (b being the batch size |Z|) to study the "influence" of introducing a batch of samples Z, and as it turns out,
which means the collective influence I(Z;θ) is simply the average of the individual I(z;θ)s.
Then applying the same approximation idea as above (Eq. (3)) and assuming b n, we have
and thus denoteπ goal (X;θ) b n Y I(Z;θ) to be the approximate batch utility. Remark 2. The approximate batch utility is the same as the sum of the approximate individual utilities, i.e.π goal (X;θ) = x∈Xπ goal (x;θ).
This is straightforward as
5 Remark 2 implies that using greedy selection for batch-mode GORAL is actually well-justified.
Computation-wise, accurately selecting the best batch (of size b) from the pool requires 
The various goals in GORAL
Recall that the goal function τ (θ) is used to evaluate models and GORAL makes progress by pushing it ever higher across AL iterations. It also needs to be differentiable in order for the above influencefunction based approximation to be applicable. Below we examine several viable options.
Negative dev-set loss (τ dev ) The simplest and most intuitive goal may be model accuracy, for which e.g. the negative cross-entropy loss on a held-out development set serves as a good proxy, i.e. τ dev (θ; L dev ) (x,y)∈Ldev log P θ (y|x). But this has two issues: firstly, simply pushing the model towards a better dev-set performance could easily lead to it over-fitting to the dev-set; and secondly, this may incur extra labelling costs, whereas these labels could otherwise be directly used towards training a better model.
Negative prediction entropy (τ ent ) An alternative goal which is free from the above problems might thus be some measure of negative model uncertainty (e.g. prediction entropy) on an unlabelled data set U (e.g.
, where H stands for entropy and p θ (x) (P θ (y = 1|x), . . . , P θ (y = K|x)) denotes the predictive probability vector. The intuition underlying this goal is that one should favour models that are more certain about its own predictions on unseen data, and it has been used both for semi-supervised learning (Grandvalet and Bengio, 2004) and active learning (Guo and Schuurmans, 2007) . As it turns out, this is actually also the de facto goal adopted by the "expected error reduction" strategy (Roy and McCallum, 2001 ).
Negative Fisher information (τ fir ) The value of unlabelled data for classification problems in the context of active learning was initially studied in Zhang and Oles (2000) , where the criterion of "Fisher information ratio" was proposed to capture impacts on the asymptotic efficiency of parameter estimation when comparing unlabelled samples. More recently, (Sourati et al., 2017) carried out a rigorous theoretical investigation into this criterion and showed it served an asymptotic upper bound of the expected variance of the log-likelihood ratio. Inspired by these findings, we propose a novel goal τ fir (θ; U) − tr(I u (θ)), where I u (θ) 1 |U | x∈U I(θ|x) and I(θ|x) E y|x [∇ θ log P θ (y|x)∇ θ log P θ (y|x)] represents the conditional Fisher information matrix. 6 
Experiments
We now carry out empirical studies to validate the efficacy, as well as showcase some problems, of several GORAL strategies. For this we use three datasets, i.e. synth2 (Huang et al., 2010; Yang and Loog, 2018) , which is a binary classification dataset crafted to highlight issues with those AL strategies that focus on exploiting "informative" samples only (e.g. uncertainty sampling), rt-polarity (Pang and Lee, 2005) , a binary sentence classification dataset, and letter (Frey and Slate, 1991) , a multi-class image classification dataset. For rt-polarity, we encode every sentence by taking its "[CLS]" embedding from BERT (Devlin et al., 2018) . The full dataset We focus on Multinomial Logistic Regression (MLR) for all the experiments. There has been a lot of research specifically concentrated on AL for logistic regression (Schein and Ungar, 2007; Yang and Loog, 2018) . Furthermore, with the recent advent of powerful pre-trained models (Devlin et al., 2018) , it is becoming ever more promising that, by simply stacking an additional final layer (typically MLR for classification) on top of those pre-trained networks and fine-tuning that layer's parameters to the given task one can readily obtain well performing models with little work. We include intercepts in the model and select the hyperparameter λ with cross validation. 
Approximation quality
We first examine how well the approximate utility proposed in Sec. 3 actually reflects the true utility. Here we present results on the goal function τ ent only, since other goals all result in similar observations. We use the rt-polarity dataset and first train a modelθ from 50 random samples. We then compute both the actual utilities π goal (x;θ) (by performing actual model retraining) and the approximate utilitiesπ goal (x;θ) (per Eq. (3)) over a pool of another 500 random samples. From the scatter plots in Fig. 2 , we see that overall the approximation works fairly well across all the various y s considered in this paper. Another observation is that the various y s do result in very different rankings among the samples, as is exemplified by the 5 samples marked with crosses. Each dot represents one sample x in the pool and is coloured consistently across plots (indexing into a color-map using its actual Oracle utility). The grey line represents the line y = x for reference. And the crosses mark samples we single out for closer inspection.
In Fig. 3 we examine the same approximation quality for the batch-mode setting (with batch size b = 10). For practical reasons, we don't examine all the possible 500 10 ≈ 2.5 × 10 20 batches, but instead just pick 491 batches from the same pool using a sliding window. Compared to the serial setting, we observe a slight degradation of the approximation quality when y is linear (i.e. Expectation or Oracle), and a larger degradation when y is max y or min y , echoing our analysis in Sec. 3. Nonetheless, in all cases the approximate utilities still exhibit a strong correlation with the actual ones (even when b /n is as high as 10 /50 = 0.2), which is an inspiring result. For the special case of E y∼Pθ (y|x) , i.e. expectation under the current model prediction, we have known from Sec. 3.1 that the approximate utilities will be constant. In Fig. 4 we show the histogram, along with the kernel density estimate, of the actual utilities under this operator (legend "ExPred"), and contrast it with utilities from some other operators, across various batch sizes. From this we see that utilities under E y∼Pθ (y|x) are indeed highly concentrated within a fairly small region, making it highly susceptible to noise (e.g. due to training or numerical instabilities) and therefore less meaningful as a reliable criterion for sample selection in GORAL. In the following subsections, we benchmark several representative GORAL strategies on a series of datasets along with baselines such as random sampling and uncertainty sampling, which are recently shown to be the more consistently effective AL strategies in Yang and Loog (2018) . And when we mention GORAL, we now always refer to its practical version using influence-function approximations and use its batch-mode version with b = 10.
synth2: an adversarial setting
From Fig. 1 we know that in this case L init is deliberately crafted to mislead the initial model, and we would like to inspect how robust an AL strategy is by checking how quickly it can recover from that. For GORAL we look at τ dev , where the dev-set L dev is composed of a random 10% subset of U pool (i.e. 53 samples) associated with their ground-truth labels. In Fig. 5 we show two snapshots, one after the 1st batch of 10 queries and the other after the 17th batch, during the AL iterations of uncertainty sampling and GORAL with the Average operator. We observe that GORAL queries a good batch of samples that allows the model to achieve almost the best performance right after its first trial, while uncertainty sampling gets stuck with the bad initial model and only starts to query the more useful samples in its 17th batch after the two "misleading" clusters of samples have been exhausted. Also note that even after we take into account the additional 53 dev-labels exploited by GORAL, it still enjoys a much higher data efficiency than uncertainty sampling, which reaches the similar level of test accuracy (0.966) after making 230 queries, 170 of which are spent (or rather wasted) on the two misleading clusters. We defer more details into the appendix. 
What makes a good goal?
Below we benchmark GORAL on two real-world datasets. In Fig. 6 and 7, we show the usual learning curve on the upper half, in which we inspect data efficiency, i.e. how quickly the various strategies help the model reach a certain level of performance (the "end goal" in general AL); On the lower half we show the "goal curve", in which we look at whether the proposed approximate utility actually helps the model achieving the designated goal (the computable "proxy goal" in GORAL). An ideal GORAL strategy should find success in both cases.
For τ dev , we see from Fig. 6 that there is a clear correlation between the two curves, which should not be surprising given the close relationship between dev-set loss and test accuracy. We can also see the over-fitting effect from Fig. 6b when after about 600 queries the test accuracy starts to gradually drop despite the still increasing goal (under Oracle). Yet Oracle aside, the other practical simple GORAL strategies do not consistently outperform the baselines.
For τ ent , the most telling message from Fig. 7 is really the obvious contrast between the two curves (under Oracle), where successfully boosting the goal actually leads to the worst AL performance. And this signifies why τ ent should not be trusted as a sensible goal in GORAL. We observe similar results for τ fir as well and leave it, as well as some additional results, to the appendix.
Discussion
Since its introduction to machine learning, influence functions have also been successfully applied to the setting of "optimal subsampling" (Ting and Brochu, 2018) , which bears some resemblance to active learning in that both are trying to select a subset from the data. However, the differences between these two settings are also stark and clear. In particular, for active learning, both its unique dependency on the unknown labels and the discrepancy between the goal and the training objective call for more careful treatment, as have been demonstrated in this paper.
When we were discussing the computational cost of GORAL and its approximation in Sec. 3, our primary focus was on those terms that either scale with the size of the pool |U pool | or the batch b, since they are the more dominant ones (especially in batch-mode). Notably, the one-time cost of computing vθ is also not to be neglected as it involves a Hessian (O(|L train |d 2 )) and an inverse-Hessian-vector product. However, we note that, in the AL setting, it is expected that |U pool | |L train |. Compared with at least |U pool |K b times of model retraining, the reduction of computation is still significant.
In regards to the issue of a vacuous utility resulting from using the current model prediction in the expectation (Sec. 3.1), one possible remedy might be to soften the prediction distribution (Hinton et al., 2015) by annealing it with a temperature T ∈ R + , i.e. setting P (y) ∝ exp( log Pθ (y|x) /T ). Note that this reduces it to a uniform distribution when T → ∞, the original distribution when T = 1, and a singleton distribution at argmax y Pθ(y|x) when T → 0. Hence one can start with a relatively high temperature at the early stage of an AL process when the model is less well trained, and then progressively tune the temperature down as the model has been trained with more data and gets more accurate over time. We leave this to future work.
A novel goal based on Fisher information
The value of unlabelled data for classification problems in the context of active learning has been studied in Zhang and Oles (2000) , where Fisher information is used to measure the asymptotic efficiency of parameter estimation and query selection is then aimed at increasing this efficiency. Various notable developments including Hoi et al. (2006) ; Settles and Craven (2008) have been made since then but it was not until fairly recently that Sourati et al. (2017) first presented a rigorous theoretical investigation into the connection between the popular criterion of "Fisher information ratio" used in practice (as well as the various approximations and relaxations therein) and the asymptotic upper bound of the expected variance of the log-likelihood ratio, and thus closed the long-standing gap between theory and practice for works along this line. Below we first briefly recapitulate the main ideas, and then present a novel interpretation of the result which allows us to develop a new goal for the above GORAL framework.
Fisher information Given a parametric probabilistic model p θ (x, y), Fisher information is defined as the covariance matrix of the score function, i.e.
Fisher information can be used to estimate the variance of unbiased parameter estimators (e.g. the maximum-likelihood estimator) due to Cov[θn] I(θ * ) −1 (known as the Cramér-Rao lower bound) and Cov[θ∞] = I(θ * ) −1 , where θ * stands for the ground-truth parameters andθ n the parameter estimate from n samples (drawn from p θ * (x, y)).
For discriminative models considered in this paper, parameters θ only affect the conditional P (y|x), i.e. p θ (x, y) = p(x)P θ (y|x). We therefore additionally define conditional Fisher information as
Fisher Information Ratio (FIR) Intuitively, one would like to reduce the variance Cov[θ n ] during learning, yet having a lower bound on that is not very helpful. Sourati et al. (2017) show that a different criterion named Fisher information ratio actually serves as an asymptotic upper bound of the expected variance of the log-likelihood ratio (namely log Pθ
where q denotes the training distribution q(x, y) = q(x)P θ * (y|x), from which training samples (e.g. denoted by
) are drawn that give rise to the estimateθ n , and
Note that the variance Var q (·) results from the stochacity of L n .
Under this criterion, active learning is motivated by selecting queries that form a training distribution q that minimizes FIR, i.e. the r.h.s. of Eq. (4), in a hope to quickly reach an estimateθ n that has a smaller variance of the log-likelihood ratio. However, solving for the optimal q under FIR is by itself a difficult discrete optimization problem, let alone the fact that computing FIR requires the ground-truth data distribution p(x) (for I(θ * )) as well as the true parameters θ * , neither of which is accessible, and hence calls for further approximation.
Adapting FIR for GORAL First of all, given that I q (θ * ) and I(θ * ) are both positive semi-definite, we have tr
Furthermore, in the context of the above GORAL framework, at every step q effectively represents a discrete distribution supported by the training samples. Hence I q (θ * ) = n n+1 1 n xi∈Ln I(θ * |x i ) + 1 n+1 I(θ * |x ) (across the various next chosen query x ) and we therefore approximately treat it as a constant matrix that is independent of x , and that leaves us to concentrate on tr(I(θ * )) alone. As has been shown in Chaudhuri et al. (2015) ; Sourati et al. (2017) , under certain regularity conditions, I(θ n ) provides a fairly good approximation to I(θ * ) (with high probability).
We therefore formulate our FIR-inspired goal to be negative Fisher information (τ fir ) as follows,
and we effectively use a large pool of unlabelled samples U to approximate p(x).
Below we show that for multinomial logistic regression τ fir turns out fairly similar to τ ent in nature.
The case for Multinomial Logistic Regression
Take X = R d and one-hot encoding for the labels, i.e. y ∈ ∆ K−1 (a (K − 1)-simplex) that only has one entry (for y = k) as 1 and 0 elsewhere. Multinomial logistic regression is parametrized by Θ (θ 1 , . . . , θ K ) ∈ R d×K (or θ = vec(Θ) ∈ R dK ) 8 and encodes P θ (y|x) through the probability vector p θ (x) = σ(Θ x) ∈ ∆ K−1 , where σ(·) represents the softmax function.
The per-sample loss function, as well as its gradient and Hessian matrix, then look as follows,
where λ ∈ R + is the hyper-parameter that controls the strength of 2 regularization,
K×K , and ⊗ represents the Kronecker product between two matrices. We note that Λ θ (x) is symmetric, diagonally dominant and positive semi-definite, and that the per-sample Hessian H(θ; z) shown above as well as the full-batch Hessian H θ are both symmetric and positive definite, and hence the loss function is convex and H −1 θ does exist.
Expected utility As per Sec. 3, the key term in the utility computation is the expected gradient, and
where p y ∈ ∆ K−1 represents the probability vector of P (y). From this we also see that when one sets p y = pθ(x),π exp (x;θ) = v θ · E y ∇ θ R(z,θ) = λv θθ and becomes independent of x.
Gradient of τ ent We derive the gradient for the goal of negative prediction entropy as follows,
where we abbreviate p θ (x) and H(p θ (x)) with p and H respectively in the last step for brevity.
Computing τ fir Below we derive a closed-form solution to the negative Fisher information (Eq. (5)). We first simplify it by making use of the the well-known result that Fisher information is equal to the expected Hessian of the negative log-likelihood, i.e. I(θ|x) = E y [H(θ; z)] = H(θ; x), where the 2nd equation follows from the fact that the Hessian is independent of y as per Eq. (7). Now we can rewrite the goal as τ fir (θ; U) = −E x∈U [tr(H(θ; x))], where
where we abbreviate p θ (x) with p and set ν p p in the last step. From Eq. (8), we can see that τ fir , as does τ ent , also favours models that yield minimum-entropy predictions. The close relationship between these two goals is also verified from our empirical studies.
Setting the hyperparameter λ We use the Scikit-learn implementation of MLR in our experiments, which uses a slightly different formulation that involves a regularization constant C and λ = 1 nC (n being the number of training points). In active learning, n keeps increasing as more labelled samples are added into the training set. To maintain this mapping, we choose to first select C using cross validation 9 and then update λ accordingly during AL iterations.
9 Additional experimental results
synth2
As shown in Fig. 1 , the synth2 dataset is composed of three groups of clusters, which we name as "central", "distracting", and "definitive" respectively. Within each group there are always two clusters, one for the positive label and one for the negative. The two central clusters are where L init is drawn from, and are poised to mislead the initial model into a nearly horizontal divide between the two; The two distracting clusters are those lying on the upper-left and lower-right corners, and are composed of samples with the highest margins (w.r.t. the optimal classifier); And the two definitive clusters that sit on the upper-right and lower-left corners are what, along with the two central clusters, define the optimal decision boundary.
From the below snapshots, we observe the following querying patterns of the different AL strategies on synth2:
• Uncertainty sampling: getting stuck with exhausting the two "central" clusters initially • GORAL (Oracle): selecting the "optimal" samples right away • GORAL (Average/Maximum): approximating the "Oracle" querying pattern quite well, and both leaving the two distracting clusters to the end • GORAL (Minimum): starting with the two distracting clusters 
