Abstract-This paper is concerned with the problem of blind separation of an instantaneous mixture of sources (BSS), which has been addressed in many ways. When power spectral densities of the sources are different, methods using second-order statistics are sufficient to solve this problem. Otherwise, these methods fail and others (higher order statistics, etc.) must be used.
I. INTRODUCTION
T HE BLIND source separation (BSS) problem is currently receiving increased interest [6] , [9] , [14] , [17] , [22] in numerous engineering applications. This problem consists in restoring unknown, statistically independent random sources from available observations that are linear combinations of these sources.
Methods based on second-order statistics (AMUSE [28] , SOBI [4] , or IMISO [10] ) have been extensively used to solve the BSS problem. These methods perform well when power spectral densities (PSDs) of sources are different. Otherwise high-order statistics (HOS) methods are required [8] , [19] , [23] , [29] , [31] , subject to delicate estimation, for example, iterative methods using fourth-order cumulants have been studied [7] .
In this paper, we present a new iterative method based on the evaluationofonlyfirst-andsecond-orderstatisticsestimatedfrom extracted series of observations (we talk of conditional statistics), avoiding calculation of high-order quantities. The main advantage of this method is that, like usual HOS techniques, it allows the processong of certain cases where PSDs of sources are the same; hence, it can doubtless be interpreted as an HOS method. However, in this paper, we deliberately do not compare HOS methods to ours from the theoretical point of view; for example, we do not approach the theoretical problems of robustness with respect to the number of sources, but numerical comparisons with a classical HOS method (JADE) are providedin this paper to draw conditions for which our method brings an improvement.
Indeed, this method is sensitive to probability density functions (PDFs) of sources, and conditions on these PDFs are necessary to reach separation: These conditions are not very restrictive, and the usual domains of application as digital communications, etc., respect them. We will see that this method restores sources of similarordifferentPSDsaswell.Weprovethatourmethodconverges. ClassicallyHOSmethodsusecontrastfunctionsandimposeaconvergencetoaseparationstate [20] , [24] , [27] .Wewillprovethatour method converges to a state that can be known according to PDFs ofsources(thenofengineeringapplications)andisnotnecessarily a separation state: This method cannot belinked to a contrastfunctionbut,nevertheless,yieldstheseparation.Some particulartypes of PDFs are more detailed.
To solve BSS problem for an instantaneous mixture, there exist different methods: HOS methods (algorithm JADE for example), geometrical methods [2] , [25] , [26] , or neural network methods [3] , [15] . Severe restrictive conditions must be verified for geometrical methods to work: PDFs of sources must have a bounded domain of definition, and results are very sensitive to the density on the edges.
Some authors use the property of nonstationarity of signals (for example: speech signals) to solve the BSS problem: In the case of instantaneous mixtures [33] or of convolutive mixtures [32] , this assumption of nonstationarity is crucial for their algorithms. For instance,thisassumptionallows [33] to use only second-order moments and an iterative procedure.
Concerning the present paper, in the mind of authors, the main ideaofthemethodproposedisthatitusesconditionalstatistics(restricted up to second-order ones) through an iterative algorithm. We are aware that HOS are efficient to solve the BSS problem for the instantaneous mixture model, provided that cumulants are not null(non-Gaussiansignals).Wearealsoawarethattheconvolutive mixture model is presently the main field of research for the BSS problem and that a method that works for instantaneous mixture could seem to bring little. However, as far as we know, it appears to us that the approach proposed is original enough; for the first time, this method needed to be tried and justified within the framework of the more simple model of instantaneous mixture; proofs are already not obvious for this more simple model. Adaptation of this method for the more general convolutive mixtures model (reverberations for example) will be treated in a forthcoming paper. Hence,asafirststep,thispaperdeliberatelyrestrainsitstopictothe instantaneous mixture model for which proofs can be provided.
Formulation of the Problem: For blind source separation problem, we consider unknown and statistically independent sources and available observations , where is an unknown deterministic nonsingular constant matrix called the mixture matrix. The BSS problem consists of restoring sources by applying to an unknown linear transformation so that : This is a product of a nonsingular diagonal matrix and a permutation matrix. Thus, is a separating matrix. The algorithm proposed calculates at each step a matrix so that the resulting matrix associated with the a priori knowledge of the state at the end of convergence tends to a separating matrix when increases.
Organization of the Paper:Thispaperisorganizedasfollows. SectionIIformulatesthemathematicalmodelandintroducestools for study. Section III summarizes a few classical methods using only second-order moments and underlines their limitations; the aim of the method proposed is to reduce them. After a detailed presentation of the reasons that lead us to the method proposed in Section IV, our algorithm is explained in Section V; its limitationsandmethodsusedtoquantifyitsperformancesaredescribed. Section VI is dedicated to analysis of convergence of this algorithm. Calculation of conditional moments in different interesting cases is done. Proof of convergence of the algorithm is given according to PDFs of sources. Monte Carlo simulation results are presented in Section VII; robustness of this algorithm with respect to the number of sources is illustrated for some specific cases.
II. BASIC ASSUMPTIONS AND PROBLEM FORMULATION

A. Basic Assumptions
Let us consider zero-mean random sources assumed to be unknown, stationary, and statistically independent:
Through a set of receivers, observations are available: which are linearly linked to sources by (1) where is an unknown deterministic nonsingular constant matrix called mixture matrix. This relation can also be written as
We will note as the spatial covariance matrix of for a lag :
. By assumption, is a diagonal matrix.
B. Problem Formulation
The principle of separation, i.e., restoration of sources, consists of applying a linear transformation to to generate signals statistically independent and proportional to sources :
There are two inherent indeterminacies concerning the order and the power of each source. Hence, the matrix is valid if it verifies where is the nonsingular diagonal matrix, and is the permutation matrix. Furthermore, the indeterminacy concerning allows, without loss of generality, consideration of ; thus, the spatial covariance matrix of sources at lag 0 is where denotes the -by-identity matrix.
C. Measure Index of Closeness to
For the needs of our algorithm, we have to define an index that measures the closeness of a matrix to
. To quantify such a proximity,wewilluseanadaptedversionoftheperformanceindex proposed by Moreau [20] ; this one, which indicates how a matrix is close to , is noted and is defined as follows:
and has the following properties.
Notwithstanding its properties, this performance index does not suit our needs. We want an index that verifies also the additional property:
. A way to complete this requirement is to apply to the following transformation:
. . . . . . with and then to apply the classical performance index to in lieu of :
Note first that if is a unitary matrix, , and then, and, second, that a normalization of rows of by would be effective as well. From here, we will call "performance index of " the value .
III. CLASSICAL SECOND ORDER METHODS
Methods using second-order statistics have been successfully proposed by several authors for the case of sources with different PSDs. Some of them are presented hereafter.
A. AMUSE
The algorithm for multiple unknown signals extraction (AMUSE) proposed by Tong et al. [28] processes the more general following model:
where is a corrupting noise. This algorithm computes a singular value decomposition (SVD) of the spatial covariance and estimates the number of sources from the number of significant singular values and noise variance from others. Then, it performs an orthogonalization transformation applied to :
. A judicious choice of a lag such that has distinct eigenvalues and leads to signal estimation , where is the corresponding eigenmatrix.
B. SOBI
The second-order blind identification (SOBI) algorithm has been proposed by Belouchrani et al. [4] .
A matrix can be found to ensure spatial decorrelation of the process . For a lag , the covariance matrix of whitened observations is , which can be written , where is a unitary matrix to be evaluated. Matrices are diagonal, and then, is the eigenmatrix for all matrices . If a value of for which has distinct eigenvalues can be found, can be completely determined. An interesting option is to choose a set of values of , say, and to perform a simultaneous diagonalization of the set of matrices . This technique that has been introduced in [5] consists of a generalization of Jacobi's method to diagonalize a Hermitian matrix. Knowing , sources are restored by .
C. IMISO
The identification de mélanges instantanés au second ordre-second order identification of instantaneous mixtures (IMISO) algorithm proposed by Cavassilas et al. [10] , [13] is a natural extension of previous one and can be summarized as follows: The covariance matrix of observations is For commonly encountered signals (bandlimited), it is reasonable to postulate that is indefinitely differentiable with respect to . Then This is a generalized eigen-problem where is obviously a diagonal matrix, and (except for a diagonal and a permutation matrix). Then, applying to leads to (except for a diagonal and a permutation matrix).
At least two conditions are required to assert such a result.
• and must be symmetric, and one of them must be positive definite; this condition is always guaranteed.
• No row of must be proportional to a row of ; such a thing would correspond to the case where second-order series expansion of normalized autocorrelation functions of sources are identical or very close in vicinity of 0; this assumption is generally not realistic. This case is involved if has a multiple eigenvalue, i.e., there is an indeterminacy within the eigensubspace concerning the choice of eigenvectors to take into account. If PSDs (therefore autocorrelation functions) of sources are identical, there is one eigenvalue of multiplicity , indeterminacy is complete, and it is not possible to extract privileged directions. Experimentally, a value (second-order derivative) is then often sufficient, but a value (or more) may be necessary to solve the problem.
A generalized method, including AMUSE and IMISO as particular cases, has been recently proposed by Barrère and Chabriel [1] .
D. Limitations of These Methods
There is unfortunately a severe limitation to these methods: They work in one step only with second-order statistics. This is why it is not possible to use them to restore sources that have the same PSD: Sources must be differently colored. In such a case, people usually try to solve the problem by using higher order statistics; the main disadvantage of such an approach lies in the estimation of higher order moments, which becomes quickly difficult when increases.
For sources with identical PSD, the way to use first-and second-order conditional statistics through an iterative formulation seems attractive. Nevertheless, we stil need to find a linear transformation that makes independent observations.
IV. USE OF CONDITIONAL STATISTICS
A. Introduction
The idea of previous algorithms is always to find two functions of , , and , verifying the property of linearity and such that the two matrices verify that (2) is an eigenvalue problem (this is the case provided that is a diagonal matrix) with a nonmultiple eigenvalue. Then, applying the transpose of an eigenvectors matrix to leads to (except for a diagonal and a permutation matrix). In the case of identical PSD, there is a unique eigenvalue of multiplicity , and this approach (classical second-order moments) is hopeless.
B. Conditional Statistics
Let us introduce conditional moments. Our problem is very specific since practically only linear combinations of sources are available (1), say, the observations . For example, the condition used can be . Conditional first-and second-order moments are and . The second one is naturally one out of the two matrices needed, say, . Denoting , it is tempting to define . Then
Noting conditional mean of sources ( -dimension vector)
and conditional covariance matrix of sources (4) it becomes
Generally, is not a diagonal matrix. However, this must be the case if separation is already reached:
. In such a case, is a vector whose all components are null except the , which is strictly positive. The term is already a diagonal matrix (with only one nonzero term). Matrix remains to be studied.
If we note as the domain of definition of source , the hypervolume described by all sources is then . Let us consider one observation . The equation " " is that of a hyperplane passing through ; divides into two parts and . Using condition " " describes the hypervolume . To make the joint conditional PDF of appear under the condition : , the th component of is given by and the element of row and column of is As in the case of expected values under a discrete random variable condition, we can calculate these expressions with the following: Noting , which is the probability that the th observation is positive, they are both calculated by integrating first-or second-order moments in : (5) and (6) Of course, as sources are independent, . is not diagonal in the general case. However, as the condition used is linear passing through O, it can be proved that if PDFs of sources are symmetrical ( and ), then , and matrix is the diagonal of the terms We can note that this term does not depend on the hyperplane chosen but only on PDFs of the sources.
Proof: Let us state that the PDFs of the sources are symmetrical. and are symmetrical. Effectively,
Then, defining , which verifies the property (8) where is a continuous function with "good properties," the last term is null, and Furthermore, from (7) and (8) , we obtain the elements of the matrix , which is the diagonal of term . Obviously, if PDFs are identical, this matrix becomes scalar.
C. Conclusion
In conclusion, if we want to respect the condition that " is a diagonal matrix," two sufficient (but not necessary) conditions are as follows.
• PDFs of sources are symmetrical.
• The condition to take into account is the equation of an hyperplane passing through O. The first condition is a very acceptable one: In the field of digital communications, signals are usually uniformly distributed (with a limited or unlimited number of states).
The second one is in fact imposed by the following problem: Available quantities are observations, i.e., linear combinations of sources.
For reasons explained in this section and others that will be detailed later, both conditions will be stated to be verified in Sections V-VII.
V. PRESENTATION OF THE ALGORITHM
This section is devoted to a general presentation of the algorithm proposed. In light of the previous section, this algorithm relies on an iterative application of an adaptation of the generalized algorithm described in Section IV with conditional statistics: A linear condition (based on observations) is used to make those conditional statistics appear.
A. Principle of the Algorithm
Let us expose the mechanism to restore sources. As stated in Section IV, we first extract from observations a conditional subsequence of them, called conditional observations and noted , or This is a highly nonlinear operation, and . Obviously, , and we can define , where . From these extracted observations, we calculate the -bycovariance matrices of and , which are noted and Now, let us define and let us process the eigen-decomposition of :
If we write (1) as , denoting the first iteration of our algorithm, and then apply to [this is natural according to the comment linked to (2) in Section IV], we obtain a new combination of observations called "new observations" which appears as a new mixture of sources;
is the new mixture matrix (9) Here, the first step of our algorithm is finished. If properties of are satisfying, this step can be iterated again on new observations . is determined, except for a permutation and a power. In other words, (or ) are also eigenvectors of : Both indeterminacies involved in and correspond to the inherent indeterminacies aforementioned regarding power of sources and their order. can be normalized readily. When applying to observations , we apply the transformation (or ). According to Section II-C If is a diagonal matrix, no improvement has been brought by the transformation: This observation leads to the determination of the criterion to stop convergence.
Test for End of Convergence: As is unknown, mixture matrix at step is never reachable. Even if we use it for proofs of convergence, we cannot use it practically during convergence to test the closeness of our solution to the good one.
Nevertheless, matrix being available at each step, we stop iterative process for an smaller than a value defined beforehand, i.e., when the transformation matrix is close to the product (in other words, when convergence is achieved). We will study in Section VI the state at the end of convergence. ). In fact, practically, we observe that the algorithm applied stricto sensu extracts one of the sources. If one source is found, it is theoretically possible to extract it and to reduce the problem to a -dimension problem. Practically, however, a significant deterioration appears quickly, and such a way is not conceivable. The way to simultaneously extract all the sources is greatly preferable. The algorithm needs to be modified: As the mixture matrix is nonsingular, it is reasonable to suppose that the same test (of series extraction) applied to each observation will lead to satisfactory vectors, i.e., linearly independent. Consequently, the algorithm is modified as follows.
Summarized Basic Algorithm at
Step . Let us consider modified observations available at step : . 
B. Rewriting According to Sources
To study properties of the algorithm, let us see its implications with regard to sources. We will use the same notation for the If we apply the modified algorithm, instead of this expression, the new mixture matrix will be
The th line of is (11) One line of depends on the corresponding line in and the PDFs of the sources. The theoretical expression of is known. We will see that the difficulty lies in the calculation of . From Section IV-B, if PDFs of sources are symmetrical, then , and the covariance matrix is the diagonal of the terms (12) In this case Obviously, if PDFs are identical of power , this matrix becomes scalar:
, and
Remark: Limitations of the Study of Convergence:
We readily see that [and therefore ] closely depends on the PDFs of sources. This is the main limitation of the study of convergence of this algorithm: Theoretical calculation of and may hardly be done in a general way. Unfortunately, proof of efficiency of the algorithm must be provided for each specific sort of PDF. This observation will prompt us to focus our attention on some noteworthy cases of PDFs, even if general considerations can be brought.
C. Remark About a Whitening Stage of Observations
Before running the algorithm, it is always possible to whiten observations. Then, at each step, the transformation matrix must comply with these constraint: must be a unitary matrix. Hence, is also unitary. This procedure comes down to making orthogonal lines of calculated by the algorithm. Practically expressions are calculated and normalized to 1, and then, is calculated by and forced to be orthogonal by columns. This is only a guarantee not to converge twice or more to the same source for different initial conditions. Practically, the matrix obtained is indeed nearly but not exactly orthogonal. However, because of this very small distance to a unitary matrix, simulations show that without imposing a constraint of orthogonality to at each step, the algorithm derives slowly to a situation where the mixture matrix becomes noninvertible, and certain sources are found twice or more, whereas some others are lost. Therefore, it becomes necessary to impose such a constraint to [in practice, vectors (columns) of are normalized by a Gram-Schmidt algorithm, and its normalization is never a problem because sources are retrieved except for their power]. By constraining to be orthogonal, the correction brought is not as important as it would appear. This constraint just imposes that two lines of the new mixture matrix are orthogonal.
However, it is not necessary to prewhiten observations. When observations are whitened, that means that a linear transformation is applied to , where and are, respectively, the eigenvectors and eigenvalues matrices of covariance matrix . If observations are whitened, the transformation matrix must comply with some constraints; let us note that . A procedure is used to make orthogonal. The transformation applied to will be in lieu of . This is a manner of avoiding the prewhitening stage of observations but keeping the structure of an invertible mixture matrix.
VI. ANALYSIS OF CONVERGENCE ACCORDING TO PDF
In the light of previous sections, throughout this section, we state that sources have symmetric PDFs.
A. Assumptions and Notations
Let us consider one observation , i.e., one line of the mixture matrix where can be considered to be a point in .
After one step of our algorithm, the new observation corresponds to the th line of the new mixture matrix, which, from (11), verifies where and are given by (3) and (4); their components are, respectively, calculated by (5) and (6). (13) As PDFs of sources are symmetrical (14) The study consists of comparing the th line of and the th line of . This comparison is made through the index performance that is naturally adapted to one line. A constraint exists nevertheless:
is invertible; at each step, this constraint must be verified to ensure coherence of columns of new mixture matrix. If a prewhitening stage is processed, this constraint is simply " is unitary."
B. Miscellaneous Considerations
From the point of view of the algorithm, there is no restriction to normalize , e.g., by its largest value. If , this line is equivalent to (the hyperplane of equation is the same as ).
1) Fixed Points of the Algorithm:
We define a fixed point of the algorithm as a point such that, after one step, the new observation corresponds to the following (normalized) line of new mixture matrix:
, verifying , . We want to study the behavior of our algorithm around its fixed points. For each fixed point, we want to determine if it is attractive or repulsive.
2) Absence of One Source in Observation: Let us consider the case where one source is not present in observation (i.e., ). The initial mixture line is . The numerator of in (13) can than be written as
As sources are zero-mean, this term is null: . Conclusion: As expected, a source cannot appear in a line if it is not present from the start. The final line will be necessarily like . 
3) Observations of the Form
Conclusion:
Starting from the point , one step of the algorithm leads to . Provided that PDFs of sources are all identical, it is equivalent to . In this case, this is a fixed point of the algorithm.
4) Separation Point:
From the previous paragraph, (there is only one 1 at the th position) is a fixed point of the algorithm. This particular point is called a separation point of the algorithm in the sense that ; only one source appears in the observation. 5) Conclusion: From now, we will consider that all the sources have the same symmetric PDF . In fact, the method proposed does not necessitate this hypothesis, and a mixture of sources with different symmetric PDFs can be successfully processed (see Section VII).
The power of sources will be noted , and from (12), the conditional covariance matrix of the sources is scalar:
, whatever the condition taken into account.
C. Analysis of Convergence According to PDF
This section is devoted to an analysis of the convergence of the algorithm around fixed points in the particular case where PDFs of sources are symmetrical and identical. As proved above, results closely depend on PDFs of sources; then, three cases of PDFs will be detailed:
• Uniformly distributed sources (continuous or discrete, i.e., taking a limited number of values): Such sources are of particular interest for digital communications (16-QAM, 4-PAM, etc.).
• Gaussian sources: We will confirm that according to known results, it is not possible to restore Gaussian sources from a linear mixture of them.
• Sources with a Laplace's PDF . Those three examples have been carefully chosen because they have different particularly interesting behaviors: convergence to a separation point for the first one (as in contrast function [21] , [24] ), no convergence for the second, and a convergence to an a priori known mixture point for the last.
To illustrate these behaviors, we start our study with the particular case , where calculation can be done completely. Following this, we develop results for any value of .
1) Study in the Case
: Starting from , let us consider for the first time the first observation as the linear condition. The first line of new mixture matrix is given by , (5), (6) , and (11). Supposing that (else separation is already reached), . For the sake of simplicity, in the whole cases, we suppose that observations have been prewhitened and that (other cases are deduced from this one with no difficulty); we will note . The case of whitened observations can be boiled down to , where with is an orthogonal matrix. This particular case is quite interesting because is readily calculable:
and can be immediately compared to the performance index of new mixture matrix (which will be also orthogonal). Then, is nothing more than the square root of initial performance index . Let us study the three cases of interest described above. The initial performance index is . As , , and . Then, , and . Fig. 1 gives the new performance index versus the old one. The diagonal line represents a situation where they are always equal: This is the case for Gaussian sources (see Section VI-C1b). An intersection of the curve with this diagonal line represents a fixed point of the algorithm. According to position of the curve compared with this diagonal line, the algorithm behaves differently (it converges to a separation or a mixture fixed point, depending on whether this curve is below or above the diagonal. It appears clearly from this figure that there is only one attracting fixed point (0,0) and a repelling fixed point (1,1) and that starting from any value of the performance index in , the algorithm will converge to a null performance index, i.e.,
. That means that at the end of convergence, separation is reached. We see also that separation cannot be reached in one step, but a convergence to the solution has began.
Remark: If , calculations are similar. Expressions of and are just inverted. All the other cases are simply deduced from these.
b) Gaussian Sources: If and are Gaussian random signals of power , and in the case of whitened observations, expressions of and can be easily found in the same way as the previous section. From (5) As from (12) , the ratio . Consequently, and as we expected, no improvement occurs after the first step of the algorithm, and is no more discriminating than w.r.t. sources. This proves that, as it is well known, it is not possible to restore two Gaussian sources. c) Sources With Laplace's Distribution: We consider here that and are random signals with PDF: (its domain of definition is infinite unlike uniform PDF). Expressions of are
The new ratio is . For , , . The new performance index versus the old one is shown in Fig. 2 . There is only one attracting fixed point (1,1) and a repelling fixed point (0,0).
Unlike the case of uniform PDF, the performance index tends to 1 in lieu of 0. When convergence is finished, restored sources are linked to real sources through a rotation of angle 45 . A cor- rective rotation of 45 must be applied at the end of convergence to balance this predictable behavior.
This behavior is particularly interesting since the algorithm does not converge to a separation state but to an a priori known mixture state. It will be experimentally confirmed with more than two sources with Laplace's PDF (cf. Section VII).
d) Conclusion:
This section shows clearly how closely the behavior of our algorithm depends on PDFs of sources. Three different behaviors have been observed:
• convergence to a separation state;
• convergence to an a priori known mixture state;
• no convergence. Now, let us study convergence for any value of .
2) Study for Any Number of Sources:
This section is devoted to a local study of convergence of the algorithm around points of interest, say, fixed points.
Starting from one line of : leads to the line of : . For the sake of simplicity, we will note , and . As stated before, it is always possible to normalize each equation of hyperplane: We will suppose that : becomes . From (14), (15) As we want to study the behavior of the algorithm close to fixed points, let us see what happens if the initial line is instead of ; then, the final line is instead of . Then (see Appendix A), we have (16) , shown at the bottom of the next page, with , and . Let us study this expression in the both following cases:
• around a separation point, • around other fixed-points. e) Study Close to a Point of Separation: In this case,
, and with ; the observation is almost one of sources (here ) with residual contribution of others. It happens (see Appendix B) that the initial ratio becomes Evolution to the separation point depends on the term according to whether it is greater, equal to, or smaller than 1; these quantities only depend on PDFs of sources.
A direct application of this study around other fixed points is given in Appendix C; three particular cases (uniform, Gaussian, and Laplace's PDFs) are studied. , where . According to Section VI-B2, the presence of does not change the future calculation of the following proof. There are always (at the same position) in the resulting mixture line. The study is the same as that of a -length line . Noting , three cases are possible:
• : The algorithm tends to go away from the fixed point; this is a repulsive fixed point.
• : The algorithm tends to come closer to the fixed point; this is an attractive fixed point.
• : This is a neutral fixed point. In this case, and , and from (16), we have (17) , shown at the bottom of the page. Noting , we observe that and . Furthermore, for obvious reasons of symmetry, necessarily, , implying .
Let us find the conditions to be verified for to be less than :
Evolution to separation point depends on whether the term is greater than, equal to, or smaller than ; these quantities depend on the PDFs of the sources. We note that this quantity also depends on . A study of the evolution of this ratio according to shows (see Appendix D) that, according to the PDFs of the sources, if a fixed point is repulsive (resp. attractive) for a value of , it remains repulsive (resp. attractive) for all values larger than .
A direct application of this study around other fixed points is given in Appendix E: Two particular cases (uniform and Laplace's PDFs) are studied.
Conclusion: Fixed points of the algorithm can be divided in two classes: attractive and repulsive ones. For the uniform PDF, the attractive fixed point is , i.e., separation state. For Laplace's PDF, this is . The use of a perturbation method that consists of applying a known transformation (a rotation by example) to observations ensures that even if an initial point is one of the repulsive fixed points, convergence will lead to the attractive fixed point. This method must be applied if after one step of the algorithm, nothing has changed.
g) Conclusion:
This section of the analysis of the convergence of the algorithm stresses several important points.
• Processing is done by line (nevertheless coherence of columns is ensured by orthogonalizing at each step because is invertible by assumption).
• Its behavior closely depends on PDFs of sources: This naturally limits the range of the proofs. Then, the study has been done close to fixed points: separation points and others.
• For uniform PDFs, the separation state is the sole attractive fixed point; other fixed-points are repulsive.
• For Laplace's PDF, the sole attractive fixed point is .
• A perturbation method can be used to avoid freezing on a repulsive fixed point.
• In Section VII, computer simulation with digital signals will illustrate the power of this method.
. (17) VII. SIMULATIONS
The algorithm has been tested with digital signals. Throughout this section, all signals will be understood to have the same PSD (i.i.d.), unless the contrary is specifically stated. Theoretically, sources and mixture matrix are unknown; however, as usual, we will use this information to quantify the relevance of the results.
Sources and observations can be represented by -by-matrices where is an -dimensional vector .
A. Practical Considerations
Simulations are completed with Matlab ™ . Matlab functions and are used, respectively, to create time samples of uniformly distributed (as well as binary or four states) or Gaussian sources. In Appendix F, the processes to generate sources with a Laplace's PDF and to generate sources with the same PDF but different PSD are given.
Practically, to reach the condition (i.e., ), we process an extraction of a sequence from observation ; for example, let us use the first one . We select indices for which is positive and create an -dimensional vector whose entries are these indices. Then, for , we are able to create the th extracted observations (which is an -length vector) defined by and conditional observations (which is a matrix): .
For example, ; then, , and .
B. Results and Comments
For a chosen value of and given types of PDF (specified in each case), iterations are stopped when the value of is less than a small value chosen beforehand. To quantify results, we choose the following criteria: the value of , where is the mixture matrix at the end of convergence, and the mean square error (mse) between real and restored sources. Values presented in Tables I and II are average values obtained from 500 experiences. The mean number of iterations necessary to reach the stopping condition is also given.
For each realization, mixture matrix (invertible) and sources are chosen at random.
• Sources with a Uniform PDF Results are summarized in Table I . Remark: Concerning the robustness w.r.t. number of sources the results obtained for are convincing; Let us note that simulations with sources with a limited number of states (digital communications) have been realized. Results are very good, and convergence is all the better when the number of states decreases. In such cases, the mean square error need not to be very small, and a reasonable small value can easily be neglected a posteriori.
Remark: The mean number of iterations necessary to reach the stopping condition is given with a standard deviation. Nevertheless, this information is incomplete as it does not permit the realization of how the performance index converges. Hereafter, we give two examples of this evolution versus the iteration number in cases of two and ten uniformly distributed sources (see Figs. 3 and 4 ).
• Sources with a Laplace's PDF Results presented take into consideration the final correction described in Section VI-C1c. In the case , convergence leads to the mixture state . Real sources are retrieved by two successive rotations (of angle and 45 ) about appropriate orthogonal axis. Results are summarized in Table II. • Sources with Different PDFs
Results presented here aim at illustrating that the method proposed can also process mixtures of sources with different PDFs (provided that at the most one Gaussian source is present). Results are summarized in Table III .
C. Comparison With a Classical HOS Method
Let us compare numerically our algorithm's behavior to a classical HOS one, say, JADE algorithm. This comparison consists of launching both algorithms for identical data (sources and mixture matrix). The criterion to evaluate these methods is the value of , which is the performance index of the final mixture matrix. Tables III and IV give results obtained with the both methods for several kinds of sources' PDFs. When an acceptable separation state is reached, CPU times are presented to give the reader a rough idea of time convergence: Its significance does not lie in its absolute values but in a comparison between magnitudes for the both methods.
It sometimes happens that the JADE algorithm converges to a bad solution (e.g., in Table IV for  and  ,  where ); this case is indicated by an asterisk. Let us note that a value of greater than 0.01 is a bad one (separation is far from being reached).
For a given number of sources , let us see what happens as the number of time samples decreases.
• Uniformly distributed sources: Let us consider 40 uniformly distributed sources. Results are summarized in Table IV.   TABLE III  SOURCES WITH DIFFERENT PDF first source has a uniform PDF and the second a Laplace's PDF.
sources have, respectively, a uniform PDF, a uniform PDF with a different PSD, a Laplace's PDF, and a Gaussian PDF. We can observe in this table that, as expected, for a given value of , the quality of results decreases with . When is too small, both methods fail.
• Binary sources: Let us consider 40 binary sources, i.e., each time sample is equal to or . The results are summarized in Table V. • Four-state sources: Let us consider 30 sources that can take four values ( , , 0.5 and 1) with an identical probability. The results are summarized in Table VI . Conclusion: Some conclusions can be deduced from the observation of these few numerical experimental results.
For a given number of sources , both methods work better when the number of time samples of each source increases: The price to pay is increased CPU time. In fact, when increases, must increase significantly for results to stay satisfactory.
For a large value of (relatively to ), JADE algorithm gives better results; in such a case, the JADE algorithm is very efficient, and it is difficult to compete with it.
However, as stated before, the advantage of our method appears when increases while does not (or, equivalently, when decreases while is fixed). A decreasing value of involves a slow degradation of results; under a threshold of , which is different according to the algorithm, the algorithm fails. The threshold for the JADE algorithm is higher than for ours, and thus, there exists an area of values of for which the JADE algorithm totally fails while ours continues to give acceptable results. In this area, our algorithm brings a substantial improvement. Naturally, when is too small, both methods fail.
VIII. CONCLUSIONS
In this paper, we present a new method for the blind source separation problem when PSDs of sources are the same; in such cases, it is well known that second-order methods are ineffective. In fact, the method proposed does not depend on PSDs of sources and also gives good results in the case of different PSDs. Thus, this algorithm can be used for both cases.
The method proposed presents several advantages.
• Contrary to geometrical methods [2] , [25] , [26] or neural network methods [3] , [15] , it can process sources whose the PDF has an unbounded domain of definition (e.g., Laplace's PDF).
• Calculations are limited to only first-and second-order moments.
• It is robust w.r.t. the number of sources (relatively to the number of time samples of each source).
• Despite a presentation that could seem complicated, the algorithm is very easy to program and necessitates little calculation. For reasons explained in the paper, we have limited our study to symmetrical PDFs. Two classes of signals have been more precisely detailed: uniformly distributed sources (digital communications) and sources with Laplace's PDF.
The state reached at the end of convergence depends only on the PDFs of the sources. This state can be a separation state (e.g., uniformly distributed sources) or an a priori known mixture state (e.g., sources with Laplace's PDF).
The speed of convergence is different according to the PDF (in fact, it depends on the distance to a Gaussian PDF) and number of sources; for example, for sources with a triangular PDF, convergence is slower than with uniform ones.
Practically, convergence is always reached. However, when the number of sources grows, mean-square error is larger; as our objective is not to find sources exactly, but an approximation as satisfying as possible, this is quite acceptable for numerous engineering applications.
For uniformly distributed sources (with any number of states), results are very convincing. The algorithm converges directly to a separation state. In this case, it will doubtlessly be possible to establish a link with contrast functions [24] .
The numerical comparisons with a commonly used HOS method (JADE) are provided. They show that for a given number of sources, our method continues to give acceptable results, like the JADE algorithm, when the number of time samples available decreases.
On the other hand, for sources with Laplace's PDF, such as at the end of convergence, we obtain an a priori known mixture state, where a final operation is necessary to reach the separation state. In this case, it is hardly possible to talk of a contrast function. However, a generalization of contrast functions could be seen in the light of this particular example. As a prospect, this question needs to be examined in more detail. Much work remains to be done concerning a link between our method and contrast functions.
Another prospect is the study of convergence of the algorithm when the PDF's of the sources are no longer symmetric. In addition, a theoretical study of links with HOS methods must be performed in the future. Obviously, application of this algorithm (withadaptations) to the convolutive mixtureproblemwith sensor noise must be the subject of a detailed study in the near future.
APPENDIX A STUDY FOR ANY NUMBER OF SOURCES
The expression of is which can be written where those of appear:
or, noting is an attractive point of the algorithm.
In fact, in this case, it is possible to find the exact expression of and :
Obviously, , and ratio equals . Then, starting from leads approximately to . There is an improvement in the sense that relative distance (between starting point and separation point) has decreased. The progression of the decrease is geometric of ratio 2/3; there is convergence to , which is consequently an attractive fixed point of the algorithm.
Example 2-Gaussian PDF of Power :In this case, , and
. Then, and, as expected, is a neutral point of the algorithm (in fact like any point).
Example 3-Laplace PDF:In this case, , and then, . , and ; then, .
is a repulsive point of the algorithm.
APPENDIX D STUDY OF THE ALGORITHM AROUND OTHER FIXED POINTS
We will note as the value of given by (15) is an attractive point of the algorithm.
• For , , and . Calculations give ; is an attractive point of the algorithm. Case of Uniform PDF:
• For , calculations give ; is a repulsive point of the algorithm. In the case of uniformly distributed sources, a systematic analysis of the bounds of integration allows the calculation of coefficients of new observation versus those of the initial one. This approach can readily be systematically applied to find the integrals needed to calculate conditional moments. Unfortunately, the number of integrals inflates quickly with (three for , ten for or 6, 35 for or 8, 126 for or 10, etc.). As only ratios of 's are important to determine the behavior of the algorithm, we will ignore the constant term in the expressions hereafter.
• As an example for , the first constraint is , . The equation of is " " with .
. Then, it is necessary to have , and as , is always true. Consequently, , for .
• As an example for , each conditional moment will be calculated with three triple integrals:
The results obtained are the following.
• .
• . Then, : is a repulsive fixed point. This is confirmed by the calculation of : .
• As an example for , the results obtained are the following.
: is a repulsive fixed point. This is confirmed by the calculation of : .
• . • . • . Then, : is a repulsive fixed point. This is confirmed by the calculation of : .
APPENDIX F GENERATION OF SOURCES WITH LAPLACE'S PDF
To generate time samples of a source with Laplace's PDF, i.e., , let us start from time samples generated by the Matlab function rand • • • .
Generation of a Source With Same PDF and Different PSD
Starting from a source with a given PDF, it is possible to generate another one with the same PDF but a different PSD by applying a simple process. This process consists of swapping time samples of so that the PDF is unaltered. Keeping the first time sample of , the second one swaps with another one among the following samples: We choose the sample whose value is the closest to the first sample, and so on, from the second time sample. must be chosen judiciously (neither too small nor too large).
