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Abstract. To a CSP program P, we associate an infinitary language I(P) which represents the 
finite and infinite behaviors of P; then we define a relation - on I(P): u - v if and only if there 
is the same relation of causality between the actions of u and v. I(P)/- is an asynchronous 
semantics for the program P. This semantics can also be obtained by a commutation relation, 
and we prove that u - v if and only if u and u have the same projections on each process. We 
studied the notions of fairness in this model, and we prove that we cannot realize a fair channel 
in CSP and, generally, we cannot simulate a program P by a centralized program (i.e., a program 
with a special process which manages the communications between processes). 
R&~mi. A un programme CSP P, nous faisons correspondre un langage infinitaire d(P) qui 
represente les comportements finis et infinis de P; nous definissons une relation - sur I(P): u - u 
si et seulement si il y a la mi?me relation de causalite entre les actions de u et u. I(a)/- est une 
semantique asynchrone pour le programme I! Cette semantique peut aussi 3tre obtenue par une 
relation de commutation, et nous prouvons que u - v si et seulement si u et v ont les mGmes 
projections sur chaque processus. Nous Ctudions les notions d’6quitC dans ce modkle, et nous 
prouvons qu’on ne peut pas kaliser un canal equitable en CSP et qu’en g6nCral on nc peut simuler 
un programme P par un programme centralis (i.e., un programme ayant un processus spkial 
qui gbre les communications entre processus). 
1. Introduction 
Dans un langage pour dCcrire le parall~lisme comme CSP [6] il parait nature1 
de considkrer que les processus ne termirxnt pas, et de ce fait il est anormal qu’une 
sCmantique pour ce genre de langage ne prenne en compte que les comportements 
finis des processus (assimilant les cc mportements infinis h. 1’indCfini). De plus, 
beaucoup “3 properi&% wpposies Ces programmes parallgles (en particulier les 
probl8mes 3quid) concernent les rapports entre les cozzportements finis et les 
comportements infinis. Aussi une idee naturelle est de considher l’ensemble des 
comportements comme un langage infinitaire: comportement d’un 
sera alors un mot fini ou infini dkrivant une se nce possible d’actions exkcutkes 
le programme. 
‘autre part une &mantique par ‘interleaving’ est insatisfaisante: par exemple si 
on considhe en CSP le programme [P = a 11 Q = 61, les deux sequences a6 et ba 
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correspondent intuitivement B la meme chose (l’ordre d’execution des action a et 
b n’ayant rien de relevant); aussi comme l’indique Lamport [7] il serait preferable 
de considerer des ensembles d’&enements munis d’une relation d’ordre partielle 
indiquant la causalite entre ces evenements, les comportements obtenus par ‘inter- 
leaving’ correspondant alors B un ordre total compatible. Dans l’exemple precedent, 
Q et 6 sont incomparables pour cet ordre. Pour des langages comme CSP 06 la 
communication est synchrone, cette relation d’ordre partiel est tres simple: elle est 
la fermeture transitive de la relation ‘precede immediatement’. Qprecede immediate- 
ment 6 si et seulement si a et 6 correspondent a des actions d’un m2me processus 
qui se suivent sequentiellement (a ou 6 pouvant 6tre des communications avec 
d’autres processus). Par exemple dans: 
[P, = P2?a( ): b 11 P2 = c; Pl!a( ); d] 
c est avant b pour cette relation d’ordre car c precede immediatement une communi- 
cation avec PI qui precede immediatement 6. 
Enfin en ce qui concerne les comportements infinis, une semantique par ‘interleav- 
ing’ usuellement admet qu’un processus oit definitivement abandon& msme si rien 
ne l’empkhe de progresser; par exemple: 
[P=*[True+a311Q=*[True+b]] 
admet a” comme comportement! (Ce qui est contraire a l’idie que l’on peut se 
faire de I’execution en parallele des processus.) Si dans un systeme monoprocesseur 
une telle situation est envisageabie (mais non souhaitable!) dans un environement 
distribue, c’est tout B fait injustifiable. 
Le but de ce qui suit sera done d’essayer de definir une semantique asynchrone 
pour CSP; on definira cette semantique comme le quotient du langage des comporte- 
ments (obtenu classiquement par ‘interleaving’) par une relation d’equivalence, et 
on definira un critere de maximalite sur ces comportements asynchrones de faGon 
a n’obtenir que les comportements infinis correspondant 6 la sdmantique intuitive 
de CSP. Enfin on montrera l’impossibilite de resoudre certains problemes en CSP. 
Plus precisement, apres avoir rappel6 les definitions et proprietes des langages 
infinitaires qui nous seront utiles, dans les Sections 3 et 4, a un programme CSP 
=[PJI l l l IIP,l on associera deux ensembles de comportements: 
ti V(P) correspond a une semantique vectorielle, 06 un comporte- 
) sera un mot fini ou infini sur l’alphabet X, x 9 l l x X,, (les Xi 
representant res actions possibles des processus Pi), tel que la mieme lettre de 
ce mot represente l’activite de chacun des n processus a l’instant m. 
-Le second note I( ) correspond a une semantique par ‘interleaving’ air un com- 
portement est un mot fini ou infini sur l’alphabet XI u 9 . l u X,,, dans un tel 
comportement un seul processus est actif B la fois. 
on definira une semantique Lsynchrone pour =[PJl ’ l l IIP,l: 
pour une telle se ntique ce qui relic les actions des differents processus sera 
iit+, et non de tern ralite. Au lieu de definir cette s&mantique 
Semantique asyvichrone t comportements injinis 279 
directement comme [ 111, on la definira ici a partir de V( ) en consid&-ant 
qu’un comportement asynchrone sera un element de V 
par une relation d’equivalewe -: deux comportemnts se 
cette relation si ils induisent la meme relation de causalit& entre Mnements. On 
montrera alors que V( we des comportements asyn- 
thrones equivalents c’ )/- sont isomorphes. De plus 
on montrera que cette relation - peut aussi k?tre obtenue 5 partir d’une relation de 
commutation entre les lettres de X, u l l l u X,, . Ainsi les comportements asynchrones 
peuvent aussi apparaitre comme eliments d’un monoi’de partiellement commutatif. 
Enfin on montrera que les projections sur les Xi caracterisent entierement un 
comportement asynchrone. 
Dans la Section 5 on definira les criteres de maximalite de ces comportements 
asynchrones: un comportement asynchrone sera maximal s’il ne peut &re prolonge 
par aucun autre comportement asynchrone. On verifiera que cela correspond aux 
criteres de correction d’implementation du rendez-vous CSP [2] et a une notion de 
justice [9]. 
Dans la Section 6 en appliquant les resultats precedents ur l’analyse des comporte- 
ments infinis, on montrera qu’il n’est pas possible de construire en CSP un canal 
equitable. De meme on prouvera qu’il n’est pas toujours possible de simuler un 
programme CSP P par un programme Q centralise (i.e., tel qu’un processus par- 
ticulier de Q g&e les communications de tous les processus). 
2. ZWiminaires 
2.1. Mots &is et injinis 
Soit X un alphabet fini; on notera E le mot vide, X* representera l’ensemble des 
mots finis sur X, X” representera l’ensemble des mots infinis sur X et X” la reunion 
de X” et de X*. 
Si M E X” et E E X, on notera I& le nombre d’occurrences de E dans u (I& = 00 
signifie qu’il y a une infinite d’occurrences de lettres de E dans u et IuI est une 
abriviation pour I u Ix ). 
On notera: 
u(n) la nieme lettre de u si elle existe et E sinon; 
u[n] = u(1) l l l u(min(n, Iti!>); 
u[n, m] = u(n). . . u(min(m, 1~1)) si fl s IuI et u[n, m] = E sinon; 
FG(u)={u[n]1 n E IV}. FG( u) est l’ensemble des facteurs gauches de U. 
2.2. Langages 
Soit LG X*. I-G(L) sera l’ensemble des facteurs gauches des mots de L: 
FG(L) = {v E FG(u) 1 w E L}. 
Une notion fondanentale dans la suite sera celle d’adh&nce: 
Adh(L)=(ueX”lE~(u)rF 
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Un langage sera dit firme’ si Adh( L) C_ L; un langage est ferme si tous les mots 
infinis de ce langage sont les limites des facteurs gauches de ce langage. 
le. Soit L={uEXWIIuI, = 00); alors on aura Adh( L) = X” et si X contient 
au moins deux lettres, L ne sera pas ferme. De m6me si L = (~“6” 1 n 2 0}, alors 
Adh( L) = a”. 
On notera Lfin la partie finitaire de L: L”” = L n X*. 
On notera Linf la partie infinitaire de L: Linf = L n X0. 
Un langage sera dit ideal si L”” = FG( L). 
2.3. Morphismes 
On dira qu’un morphisme f est alphabhique si l’image d’une lettre est une lettre 
ou le mot vide. Soient X et Y deux alphabets; tous les morphismes que nous 
considererons ici sont des extensions a X” de morphismes de X* dans Y*: si 
UEXO, f(u)=f(u(l))...f(u(?l)) . . . . 
On dira qu’un morphisme f est fi&!e sur L si et seulement si pour tout u E Y”, 
l’ensemble E, = {v E FG( L) 1 u = f (v)} est fini et on a alors la proposition suivante [ 11. 
sition 2.1. Si f es? fiddle SW L, alors f (Adh( L)) = Adh( f (L)). 
pie. Soit L={a”b”In~O}ua”etf lemorphismedefiniparf(a)=&etf(b)= 
b; L est un langage ferme, mais f(L) = b* n’est pas ferme; f n’est pas fiddle sur L 
car {~~FG(L)~b”=f(u))=a*6” n’est pas fini. 
reposition 2.2. (1) L’image et l’image inverse par un morphisme alphabetique d’un 
langage ideal sont ideaux. 
(2) L’intersection de deux langages ideaux et fermes est un langage ideal et fermi. 
(3) Les notions de langages et de relations rationnelles sur X” son? celles de [S]. 
ipI)) l l ’ IIpnl un schema de programme CSP; on suppose don& pour 
rocessus les ensembles uivants: 
Var( Pi) est l’ensemble des variables de Pi (que Ton notera vl , v2, . . .). 
) est l’ensemble des symboles de test de 8 (que l’on notera bl, b2, . . .) 
est l’ensemble des symboles d’actions internes de Pi (que l’on notera 
a,,a2,- ) 
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La syntaxe d’une sch6ma de programme CSP peut 6tre d&rite de la manke 
suivante: 
Communications: Com::pi?v 1 e!v avec v E Var( P,); 
Gardes: G:: b 1 Corn avec b E Bool( e); 
Commandes: C::aICom(*[G,+O l 4ZlG~+C,,]~C,;C2 
l IIPJ. 
Quitte 5 renommer les actions et les gardes, on supposera que si i #j, Act( pi) n 
Act( 5) = 0 et Bool( I$) n Bool( 4) # 0. 
3.1. Processus 
On va definir le langage B( Pi) associC au processus Pi. B( Pi) reprbsente l  langage 
des comportements ‘a priori’ rdalisables par Pie 
Pour chaque Pi on d&nit l’alphabet Xi comprenant: 
(1) Act(Pi)ufini; 
(2) gardes: 
- b E BOOl( Pi), 
- (i, j, VI, 2)s) avec VI E Var( Pi) et v2 E Var( Pj), 06 (i, j, vl, v2) represente une 
communication de Pi vers Pj avec affectation de la valeur de la variable v, 
de Pi B la variable v2 de pi, 
- (j, i, ~2, vl) represente de fagon symetrique une communication de Pj vers Pi; 
(3) sorties de commandes itkatives: CSi. Si x E CSi, alors x = 
{b 1,***9 6 i *, ], . . . , ik) oti 4 est le nom d’un processus et bj E Bool( Pi); x reprbsente 
toutes les conditions de sortie d’une commande iterative: si 6 E x, 6 reprkente la 
nigation d’un garde boolien bi et si 4 E x, 4 indique que le processus 4 doit avoir 
termirk 
A chaque Pi on associe le langage infinitaire Bl( Pi) sur X” de la man&e suivante: 
(1) Gardes: 
Bl(b) = b, 
Bl(e?v) = u (i, i, M’, v), Bl(e!v) = u (i,j, 0, 4; 
weVar( Pi) wEVar( P,) 
(2) Commandes: 






iGl,=. ( 3 Gn,) 
ou Gj = 6 si Gj = b et G’j = k si Gj = Pk ?V CiU Gj = Pk !V; 
Bl(C1; C2) = BI(Cl)Bl(C2), I(fin) =fin,. 
Par definition, l’ensemble des corn ortements de Pi sera 
I( Pi)) et on a la proposition suiva 
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roposition 3.1. B( Pi) est un langage rationnel fermi (et id&l). 
reuve. Bl( Pi) est construit avec des unions, produits, et operations 00 B partir 
d’ensembles finis de mots. D’apres [5], cela montre que Bl (Pi) est rationnel et 
ferm6; B( Pi) est done aussi rationnel et ferme (et ideal par construction). q 
xemple. Soit Pi = *[b + alO Pj!v + a2];a3; alors 
al 
U W, 24 da2 Khfini 
WE Var( Pj ) 
et les comportements infinis de Pi seront 
Binf( pi) = 
0 
U W, tl, w) l 
WEVar( Pj) 
3.2. Synchronisation 
Dans ce paragraphe on considerera deux sortes de comportements synchronises: 
(1) Les premiers seront des mots sur X = (X, x l l l x X,,) et correspondent a une 
semantique vectorielle: un x appartenant a X repkentera l’activit6 a un instant 
don& de chaque processus. 
(2) Les seconds seront des mots sur l’alphabet X = X, u l l . u X, et correspon- 
dent 5 une semantique par ‘interleaving’ ou a chaque instant un seul processus est 
actif. 
3.2.1. Sirnan tique vectorielle 
,x~)~(X,u{e})X~~~X(X,u{e})-(e,...,e)~tli,j~{1,...,n} 
Xi E Xj*Xi = Xj} oii e est une lettre particuliere n’appartenant a aucun des Xi; si 
X = (X1 , l l l , X,) alors Xi = e signifiera que le processus Pi ne fait rien et Xi E Xi n Xj 
correspond a une communication entre Pi et 4. 
On notera pi : X”O+ X” defini pour .Y E X par pi((X,, . . . , x,)) = E si Xi = e et =Xi 
sinon. 
On notera p: dkfini pour UEX~ par p(u)= 
(PlW, ’ l l , PnW. 
Un mot u de O” representera un comportement possible de =P*II l l l IIP”l9 
2.4 n) 6tant l’acti 6 de chacun des processus au temps n; l’absence d’activite d’un 
processus est representee par la lettre e. 
ur tenir compte de la convention de terminaison distribuee on consider-era 
nVi,j jEpi(U(n)) * 3qs n pj(U(q))=finj)* 
n effet, j E pi( U( n)) signifie qu’au temps n Ee processus Pi suppose que le processus 
pi a termine, et done il faut s certain temps q ant&=ieur A n le 
processus a effective e P,(U(q)) = finj. 
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Dans ces conditions on definit V( ) l’ensemble des comportements synchrones 
Pa= 
=p;‘(B(P,))n. l -np,‘(B(P,))n 
On alors la proposition suivante. 
roposition 3.2. V( ) est un langage rationnel fermi (et idkal) de 
reuve. En fait V: (Xy x . . 9 x XT) + 
WI 9.•*9 u,)=pr’(ul)n- l l np,‘(u)n 
est une transduction rationneile et s est un langage rationnel fermi et ideal. Comme 
les B( Pi) sont ideaux, on conclut en appliquant la Proposition 2.2. •l 
3.2.2. S6mantique par ‘interleaving’ 
Soit maintenant X = X, u l l 9 u X,. Si X E Xi n Xj, alors x represente une com- 
munication entre Pi et Pj. Pour tenir compte de la convention de terminaison 
distribuee on pose: 
S={uEXaO~Vn,jjEu(n)33m<n U(m)=fiIlj}. 
Soit un u E X”; u peut 6tre interpret6 comme un comportement de 
I?4 l l l IP”1 P our lequel au temps m soit un processus seulement est actif, soit 
deux processus communiquent. Un tel comportement correspond a un semantique 
par ‘interleaving’. 
On notera ni : XoD+ XT defini par ni(X) = x si x E Xi et ni(X) = G sinon. 
OnnoteraaussiIr:X”-,X~~~~~~X~d~finiparrr(u)=(~,(u),...,?r,(u)). 
On pose aiors 
I(P) = I?-‘( B( PI) x l l l x S( P,)) n S. 
I(P) est l’ensemble des comportements ynchrones par ‘interleaving’ 
ml l l l IlKI. D e m2me que precedemment on a la proposition suivante. 
Proposition 3.3. I( ) est un langage rationnel fermd (et idial). 
On notera I: X7x- l -xX:+X” la transduction rationnelle definie par 
I(&,-•*, 24,) = 7f1(ul, l l . , u,) n S. 
e. Soit 6:Xoo+ O” defini par L(X)E avec pj(L(X))=X si XE 
pj( C( X)) = e sinon. Par exemple 
4M,2, vl 9 V&Z) = (6 V NL 2, v1 9 QZ)(~ 2, vl, Me, 4 




Soia D domaine de calcul, on notera St = [Var( PI) + D] x l l 9 x [Var( 
l’ensemble des etats des variables de P; on notera Sti = [Var( Pi) + D] l’etats des 
variables de Pi. 
Cne interpr&ation $ sera la donnee de: 
_. un domaine de calcul D; 
- co appartenant B St l’etat initial des variables; 
- pour chaque i, Mi : Aet( fi) + [Sti + St,] et Bi : Boo~( 8) + [ Sti + {Vrai, Faux}]. 
On etend M,, B X* en posant si x = (x,, l l l , x,) est Clement de X: 
- Mi(x) = Mi(xi) si Xi E Act(&), 
- Mi(x)(o) = CT’ si Xi = (j, i, z+,v~) et a = (CT,, . . . , u”) avec U’ = (al,. . . , (T;) defini 
Par 
~~(t)z)=~j(vl) et c~(v)=c~(v) pour k#i ou v#v~, 
- Mi(x)ta) = CT dans les autres cas; 
si u EX*: 
- M(uX)(c) = Mi(x)(M(u)(a))* 
On &end Bi aux conditions de sorties de boucles en posant 
Bi({Kl 9 . . . , &, il, . . l , i,}) = lBi( bl)& l l l &7Bi( 6”). 
Soit 
on a 
u E X*. On dira que u sat&fait 9 si et seulement si pour tout i, pour tout n 
&W)E Bool(Pi)uCSi*Bi(pi(u(n)))(Mi(u[n])(~~)) =Vrai; 
c’est-a-dire, si pour tout n et pour tout i l’etat des variables apres urn] satisfait les 
conditions de test. Soit L9 l’ensemble des w qui satisfont 9. 
oition L’ensembEe des comportements de P = [PI 11 l l l 11 PJ pour l’interpretation 
On definira de fagon similaire I,a( 
la proposition suivante. 
) 1 L(U) E LJ. On a immediatement 
osi ) sont des langages idiaux et fermh. 
. En effet L9 est un langage ferme et I’intersection de deux langages fermes 
est un langage fermC. 0 
ans la suite on su oserii donnee une interpretation 9, et V( ) (respectivement 
ectivement Z$ (
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PI = x := 0; 6 := true; *[b + x = x + 10 b + P2!x; b := false], 
P*=y:=1o;*[y>o+y:=y-1op,?z+y:=o]. 
q:x:=O, a&:=true, u3:x:=x+1, 
u4: b := false, as: y:= 10, a,:y:=y-1, 
a,: y:=o, hr, :b := false, b,: y>O. 
On a done 
PI = a,; a2; *[bl + a,U 6, + P2!x; a,], 
P2 = a,; *[ b2 + a&l P,?z + a,]. 
u = (a, 3 a,)@,, e> (@I, e)(e, b2)( a3, a,))“( b, , e)( a3, e) est uil element de V( 
m2me 
v = a1a2a5(bla3)“(b2a,)“b,(l, 2, x, z)a,a4(61)fin,(62, I’Gn2, 
w = a, a5a2( b2a6)‘( b1a3)“‘. 
v et w sont deux elements de I(P). On peut remarquer que dans I’interpretation 
usuelle, u et v sont impossibles pour n > 10 et 3’ est un comportement infini possible. 
Le fait que les comportements oient toujours des langages fermes entrajine en 
particulier que si on a une infinite de comportements possibles, alors il existe au 
moins un comportement infini possible (ce fait sera utilise dans la derniere partie). 
Dans l’exemple, les comportements infinis correspondent B un choix non equitable 
de la commande iterative de PI. 
4. Asynchronis 
Un des inconvenients des semantiques presentees ci-dessus est qu’elles distinguent 
trop les comportements. 
le. Soit Pi = *[Pi+, mod 4!Vi + UiCl Pi-1 n,od 4?Vi + Ui] et P= [Poll l l ’ 11 P3]. 
En notant (i, j) au lieu de (i, j, vi, vj), alors u = ((0, l)aO, (0, l)a, , (2, 3)a2, (2, 3)a3)” 
est un comportement de V( ). De mcme, u’ = (O,l)a,a,(2, 3)a2a3)* est un compode- 
u et ut se correspondent dans le sens oii 
processus execute la m6me sequence d’ 
u” est bien un comportement infini de 
acceptable dans le cadre d’une imp16 
((0, l)aOa,)k((2, 3)a2a3)q(0, 3) et 24’ = (( 
bien deux comportements di tincts pou 
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deux au mtme schema de synchronisation. C’est-a-dire qu’il y a la m$me relation 
de causalite logique entre les differentes actions; ils correspondent au schema dans 
la Fig. 1. 
On va definir formellement ces notions: soit M E V( ); on notera D(u) le domaine 
d’actiuite’ de u: 
D(u)=((i,j)li~(I,....,n}j~)pi(u)I}, 
ou (i, j) element de D(u) signifie que le processus Pi execute au moins j actions 
pour u. 
Soit (i, j) E D(u); la date de (i, j) pour u (notee Date,( i, j)) sera l’entier k tel que 
pi( u(k)) # E et Ipi(u[k])i = j. La ualeur de (i, j) (notee ValJi, j)) sera la lettre de Xi 
correspondant a la realisation de (i, j) (i.e., Val,( i, j) = pi( u( Date, (i, j)))). En clair, 
si le jeme element existe bien pour le processus Pi, Date,( i, j) indiquera le temps 
ou sera active cet evenement, cet evenement &ant pour le processus i l’action 
ValJ i, j). On d&nit alors des relations sur D(u). 
SimultanM: (i, j) et (i’, j’) sont logiquement simultanes pour u (ce que l’on 
notera (i, j) SIM, (i’, j’)) si et seulement si ou bien (i, j) et (i’, j’) sont le meme 
evenement ((i, j) = (i’, j’)), ou bien (i, j) et (i’, j’) correspondent a une m6me com- 
munication pour tf (Date,( i, j) = Date,( i’, j’) et ValJ i, j) = Val.( i’, j’)). 
P&Gde: (i, j) precede logiquement immediatement (i’, j’) (ce que l’on notera 
(i, j) PREC, (i’,j’) si et seulement si (i,j+ I) SIM, (i’, j’)). 
rques. On a (i, j) PREC, (i’, j’) si soit i = i’ et j = j’ - 1, c’est-a-dire si l’action 
representee par (i, j) precede immediatement l’action representee par (i, j’) dans le 
processus Pi (c’est la seque:int.ialitC des processus), soit l’action qui precede immkdi- 
atement (i’,j’) dans !e processus P-i’ est une communication avec Pi represent&e par 
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De fait PRECZ represente une relation de causalit entre evenements [7]. 
Exemple ( suite). On a (0,2i+l)SIM,(IJi+I) pour i<k et (0,2i+ 
l)PREC~(1,2(i+j)+l)pour(i+j)<kmaisonn’apas(O,i) RECZ (2, i+j) pour 
i+j<2k+l. 
On peut aussi remarquer que co(~) = D( t!‘) et pi(u) = pi( u’) pour tout i et PREC, = 
PREC,‘, SIM, = SIM,t. 
Pour definir les comp~w~~nznts asynchrones on va identifier les comportements 
correspondants au rn&ile schema de synchronisation, c’est-a-dire tels que chacun 
des processus effectue la meme sequence d’actions et tels que la relation de causalite 
entre les evenements oit identique. Pour cela, on d&nit la relation -. 
Dkfinition. Pour u, v E X”, u - v@p( u) = p( v) et PREC, = PREC, et SIM, = SIM,. 
Comme X” est isomorphe B un sous ensemble de w, on peut considerer I( 
comme un langage sur X” et comme un sous ensemble de V( ); aussi etant donne 
u appartenant B I(P) on peut definir D(u), PREC, et SIM,. On a alors la proposition 
suivante. 
Proposition 4.1. Pour tout u appartenant ci V( ) il existe v appartenant ci I( 
que u - v. 
Preuve. Soit x E X, x = (x,, . . . , x,). Posons pour chaque i: 
x: = 8 si xi E Xi n Xj et i <j, 
Xi=Xi dans tous les autres cas. 
Si g: O”+ X” est defini par g((x, . . , x,,)) = xl, . . . XL sur les lettres de on verifie 
aisement que si u appartient a V( ), alors g(u) appartient a I( ) et gW--u. Cl 
)/ - son t isomorphes. 
Si u - u’, on dira que u et u’ correspondent au m6me comportement asynchrone. 
On va maintenant donner d’autres caracterisations des comportements asyn- 
thrones. Si u et u’ sont deux mportements de I eut s’obtenir a partir 
de u’ par des co recess 
alors u et u’ intuitivement correspondent au m$me comportement asynchrone. Ainsi, 
dans I’exemple precedent, (0, I), a,, a, peuvent commuter avec (2,3), Q-, a3 Mais 
(0,l) ne peut commuter avec (I, 2) ou al. 
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Soit C C_ X XX: (a, b) f CHVi7((7& j f E) et (ni(b) + E)), c’est&dise (a, 6) E 
C si l’action Q et l’action b concement des processus distincts. 
Soit * la relation sur X” definie par 
u-t) w a3p0, u,EX*(a,b)EC tel que u=uOubu, et v=uObaul. 
Soit f+* la fermeture reflexive et transitive de c+. 
11 est clair que si (a, b) E C, (ab)” correspond au m6me comportement asynchrone 
que ( bajW bien qu’on n’ait pas (ab)” ++* (ba)” car il faudrait une infinit6 de 
commutations; d’un autre cot6 (ab)” ne correspond pas a a”b” bien que pour tout 
n on ait (ab)” ++* d’b”. 
Dhfinition. Soit u et v Clement de Xoo. Alors u s v si et seulement si 
Vn3mElw E X* u[n]w W* v[m] et Vn3m3wEX* v[n]w f)* u[m]. 
On peut remarquer que si u, v E X*, alors u = v si et seulement si u M* 21. On a 
alors le theoreme suivant. 
Thh~me 4.3. Pour tout u, v appartenant ci X”, u - v@ u = c-i ?T( u) = cn( v) 
Preuve. (a) On prouve d’abord le theoreme pour u et vfinis: 
(1) Si u-v, on verifie que u- v et, par induction sur n, que, pour tout n, 
u*“v*u- v et done que u = v entratne que u - v. 
(2) Si u - v, on a -n(u) = ~t( v) par la definition m6me de -. 
(3) Montrons que rr( u) = m(vj3u = v par induction sur lui: 
- pour Iu I= 0 c’est clair. 
-si u= uIx avec x E X, soit alors la decomposition de v: v = v1xv2 telle que v2 ne 
contienne pas d’occurrence de x. Si rj(X) # E, on a mj( V2) = E, car sinon, on aurait 
rj( v,xvz) = trj(vl)xvj( t)z) = vj( u) = wx et done mj(v2) = W’X contredisant la 
definition de v2. 
On a done pour tout m 6 Iv21 (v2(m), x) E C et aussi v w* v1v2x. Comme IC( u) = 
e(v), on a aussi 9r( v, v2) = rr( u,) et, par hypothese de recurrence, u1 H* v1v2 et 
u = uIx H* vlv2x H* v soit encore u = v. 
(b) Soient u et v infinis: 
(1) Supposons que ~rr( u) = ~rr( v). Soit n, il existe un mot h et un entier m tels 
que =(u[n])h = w(v[m]). Si h’est tel que a$h’) = h, on aura ar(u[n]h’) = Is(v[m]). 
En appliquant le part (a) on en didujt que u[n]h’ tit v[m] et done on a 
Vn3m3wu[n]w c+* v[m]. De meme on aura Vra3&m3wv[n]w ++* u[m] et done 
M z - 0. 
(2) Si u- v, par definition, on a n(u) = W(V). 
(3) Si 01s 0, montrons que l’sn a u - U: 
- On a D(u) = D(v) car si (i,_r) E D(u) - D(v), on ne pourrait avoir 
u[Date,(i, j)]w w* v[n] pour auc1~r. w et aucun n. 
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- Remarquons d’abord que pour u et ZJ Clement de X” on a 
De plus, UEXW: 
PREC, = u PREC,tkl. 
keN 
Si u = 0, alors pour tout k on a 
u[k]w H* v[m] pour un certain w et pour un certain m. 
us v * PREC, c PREC,. 
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D’apr& le (a) on a done 
PREC,tk, G PREC,tk,, c PREC,t,, 
et done PREC, c PREC,. SymCtriquement, on obtient PREC, E PREC,. 
- La v&ification est analogue pour SIM, = SIM,. 0 
Remarque. On peut remarquer que le fait que les destinataires et les sources des 
messages ont explicites dans le message lui-m6me est crucial dans la preuve (ainsi 
que le fait qu’on suppose qu’a un comportement d’un processus donn6 correspond 
un unique 6tat du controle de ce processus). La situation serait differente en ADA 
oii un processus a la possibilite de recevoir un message sans en connaftre la 
provenance. 
Corollaire 4.4. Pour tout u, v appartenant ci X”, p( u ) = p( v) * u - v. 
Preuve. En efIet, si p(u) = p( v) d’apres la Proposition 4.1 il existe tp’ appartenant 
a L(X~), 2)’ appartenant a b(Xoo) tels que u - u’ et v - 21’. Comme fl(u’) = 7r( v’), 
on a aussi u’- v’ et done u - v. I7 
D’ap&s la Proposition 4.1 et le Theoreme 4.3 p( V(P)) = w( I( P)) et V(P)/ -, 
I(P)/- et I(P)/ = sont isomorphes; aussi l’ensemble des comportements asyn- 
thrones de P = [PI 11 l l l J)P,1,q_sel’onnoteraA(Pj,seraA(P)=p(V(P))=rr(l(P)). 
Soit u E A(P); on definira D(u), PREC, et SIM, de la maniere suivante. 
Dhfinition et proprihths. D(u) = {( i,j) 1 i E { 1, . . . , n} et j s Iwi( u)l} 
(i, j) SIM,(i’, j’) @ 3w E I(u) (i, j) SIM, (i’, j’) 
e GE V(u) (i, j) SIM, (i’, j’) 
@ tlw E I(u) (i, j) SIM, (i’, j’) 
e VW E V(u) (i, j) NM, (i’, j’); 
(i, j) PREC.(i’, j) @ 3w E I(u) (i, j) PREC, (i’, j’) 
e ZW~‘E V(u) (i, j) PREC, (i’, j’) 
@ lfdw E I(u) (i, j) PREC, (i’, j’) 
e vww~ V(u) (i, j) PREC, (i’, jr). 
Remarquons enfin que nc us avons aussi la propri6te suivante. 
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(i, j) PRECZ (i’,j’) e VW E V(u) Date& j)s Date,,, (i’, j’), 
(i, j) SIM, (i’, j’) e VW E V(u) Date&, j) = Date,,, (i’, j’). 
Aussi si ( i9 j) PRECZ (i’, j’), cela signifie que, pcur toutes synchronisations de u, 
l’&+xnent represent6 par (i, j) precede nkessairement l’evenement represent5 par 
(i’, j’) et de m2me (i, j) SIM,( i’, j’) signifie que pour toutes synchronisations de u 
l’evinement ( i, j) est simultane avec ( i’, j’). 
SIM, est une relation d’equivalence, PRECZ w SIM, est une relation d’ordre 
partiel representant la causalite entre 6knements et I(u) representera toutes les 
linearisations possibles de cet ordre partiel. Ainsi on pourra dire que (i, j) et (i’, j’) 
sont independants ou concurrents s’ils sont incomparables pour cette relation 
d’ordre; c’est-a-dire aussi s’il existe w E V(u) et W’E V(u) tels que Date,( i, j) c 
Date,( i’, j’) et DatewV( i, j) > DateJ i’, j’). 
Remarques. (1) Dans le cas de comportements non interpr&s, A(P) est une relation 
rationnelle infinitaire sur X(p x l l l X XF; plus genikalement, si I(P) est rationnel 
(ce qui est equivalent aussi a V(P) rationnel), alors A(P) est une relation rationnelle. 
(2) La definition de = permet de considerer A(P) comme une partie d’un monoi’de 
yartiellement commutatif. Ainsi on peut utiliser des resultats generaux, par exemple, 
l’existence de formes normales pour les elements de I(P) equivalents pour = [8]. 
En reprenant l’exemple precedent, on peut remarquer que certains comportements 
infinis ne correspondent pas a la semantique intuitive de CSP, ainsi dans l’exemple 
precedant pour w = ((O,l)aOal)” les processus P2 et P3 que rien n’empkhe de 
progresser ne progressent jamais. Si dans un environement centralis on peut 
admettre qu’un tel w correspond a la monopolisation de i’unite centrale par les 
processus PO et PI, dans un univers distribui une telle hypothese est incorrecte. 
Nous allons essayer de caracteriser les comportements correspondant 5 une seman- 
tique distribuk de CSP. I1 faut noter que pu ‘qu’on ne considere pas ici les etats 
des processus, mais uniquement les comportements, pour que les notions definies 
plus loin aient un sens, ii faut supposer qu’a partir des comportements on peut 
retrouver de fagon unique l’etat du controle pour chacun des processus (ce qui peut 
Etre realis& par un codage des actions et des gardes). Dans ce paragraphe, on ne 
que les comportements d’une semantique par ‘interleaving’, l’extension 
le ne pose cependant pas de problemes. 
T; on notera u G 2, (24 prolonge v) si et seulement s’il 
existe h tel que uh = v; on notera u C v (u prolonge strictement v) si u s v et u # 21. 
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Soit L c XT x l l l x Xz; on notera ax(L)={uEL113vELu<v}; M(L) est 
l’ensemble des comportements maximaux de L. 
En adaptant la notion de justice [9] on pose la definition suivante. 
hfinition. Soit u i%ment de I( 
seulement si 3nVm > n u[m]a E 
t a ClGment de X; u est injuste pour a si et 
et lu[ m, 1~111~ = 0.
Le comportement u est injuste pour a si 5 partir d’un certain temps, l’action a 
&ant toujours realisable n’a jamais et6 realisee. On a la proposition suivante. 
Proposition 5.1. Si a E X et u E Z( ), les deux propositions suivan tes son t kquivalen tes : 
(1) u injuste pour a. 
(2) -SiaE(Xi-_U{XjIi#j})( i.e., a n’estpas une communication entreprocessus), 
TV E XF et qi(u)a E B( Pi); 
- si a E Xi n Xj (i.e., a reprksente une communication entre Pi et pi), Ti(U) E XF, 
flj(U)E XF, qi(u)a E B(Pi) et rj(U)a E B(Pj)* 
Ainsi u est injuste pour a si soit un processus est definitivement a&e alors qu’il 
pouvait progresser par une action purement interne, soit deux processus sont 
definitivement steppes alors qu’ils pouvaient communiquer ensemble. 
Si un comportement u n’est injuste pour aucun a appartenant a X, on dira que 
u est juste. On peut noter que les comportements justes dans ce sens sont exactement 
ceux qui doivent engendrer une implfmentation correcte du rendez-vous de CSP 
comme decrit dans [2,13]. 
De m6me on peut definir une notion de justice pour les comportements asyn- 
thrones. 
DCfinition. u E A(P) est injuste pour a Clement de X si et seulement si ua E A( 
et ua # u. 
Remarquons que la notion de justice pour les comportements ;nchrones et les 
comportements asynchrones se correspondent, et ne depend pas du choix du 
representant dans la classe modulo -. 
pour a. 
) est injuste pour a si et seulement s’il existe un v E Z( 
ur a si et seulement si tout v E Z ( ) tel que 4 VI = u est inWe 
reuve. En effet, si u E A( ) est hiuste pour a, alms si v est WI que 04 = u, en 
appliquant la Proposition 5.1 on verifie que v est injuste pour a. 
si v est injuste pour a, alors on a bien (v)< 4~) et n(ua) E A 
cedentes la propriM suivante. 
292 H. Fauconaier 
Proprikd 5.3. AJ(P) = Max(A(P)) = n(IJ(P)) et IJ(P) = I(AJ(P)). 
Pram. Si u E AJ( P), alors pour tout a E X on a UQ # u_ UQ ti A(P) et done il 
n’existe pas de h Clement de X(p x l l . x XT tel que u < uh avec uh E A(P) et done 
u E Max(A(P). 
Soit u E A(P); si u e A”(P), alors il existe un a tel que u c ua et ua E A(P) et 
done u ti Max(A( P)). 
Si u E Max(A(P)), alors il existe un ZI E I(P) tel que B-(V) = u et on montre avec 
la Proposition 5.1 que v est injuste pour aucun a et done que v E IJ( P). 
Si u E m( IJ(P)), alors en appliquant la Proposition 5.1 on a necessairement 
w(u) E AJ(P). On a Esnc montre que 
I’(P)c Max(A(P))r w(IJ(P))c I”(P). 
Si UE IJ(P), alors UE I(m(u)) et array. Si UE I(AJ(P)), alors UE I(P) 
et par la proposition 5.1 on verifie que u E IJ( P). III 
On a aussi la proposition suivante. 
Proposition 5.4. A(P)={uEw(S)@JEA~(P) usv}. 
Preuve. La proposition est equivalente a montrer que 
I(P)={uESpvE IJ(P) n(u)<=(v)}. 
L’inclusion I(P)2(uES13vc IJ(P) m(u)sm(v)} est Claire, car I(P) est ferme 
par facteurs gauches. 
Reciproquement soit Fin(u) = {i E { 1, . . . , n} 1 ni( u) E XT}. Fin(u) est l’ensemble 
des processus ayant un comportement fini pour u; on montre d’abord le lemme 
suivant. 
Lemme. Si uEI(P) alors 3vEIJ(P) tel que fr(u)Gm(v) ou 3vE I(P) tel que 
II(U) < w(v) et Fin(u) E Fin(v). 
Preuve du lemme. On va construire un tel v comme limite d’une suite croissante: 
pour cela on construit par recurrence une suite (u,) d’elements de X” et une suite 
(m,) d’entiers. 
(1) uO=u et m,=O 
(2) Si u, E I”(P), on pose u,+~ = u, et m,,, = m,. Sinon, soit k le plus petit entier 
tel que 
(a) ]Ti(U,[k])l> n pour iE Fin&) 
(b) vi(u,[k])=wi(u”) pour iEFin(u,). 
Comme u, E I ), il existe x E X tel que u,xE I(P) et m(u,) C m(u,)n(x). On a 
alors aussi u,[ u,,[k + 1, lunl] E I( ). On pose done 
U n+l = u,,[k]xu,[k+ 1, Iu,,~] et m, = k+ 1. 
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Wne fois ces deux suites construites: 
- soit elles sont stationnares & partir de k et on a uk E I”(P) et u s uk; 
- soit la suite u&n,] est strictement croissante; posons alors t) = lim,,, u,[m,]. 
Comme I(P) est ferme, v est element I(P). On a 
(1) Vi fZ Fin(u) ?ri(U) = T-(V); 
(2) VnIljEFin(u) tel que q(u,[m,])> Tj(u,-l). Fin(u) etant un ensemble fini, 
il existe un k E Fin(u) tel que wk( u,[m,]) > qk( u,_,) pour une infinite de n et done 
wk(v) est infini, d’o6 Fin(v) c Fin(u). 
Comme I(P) es9 ferm6, on a DE I(P). 
La proposition se deduit immediatement du lemme. Cl 
Cette prop&ion montre que tout comportement de A(P! est le prolongement 
d’un comportement juste. On peut remarquer que l’on s’est servi du fait que 
l’ensemble des comportements ynchrones est fermk. On peut aussi noter que la 
situation est diffCrente pour la notion d’equitk (u sera dit Cquitable pour a si a &ant 
possible un infinitC de fois alors Q est rkalise une infinite de fois); aussi un 
comportement de A(P) n’est pas toujours prolongeable en un comportement bqui- 
table. 
La verification du lemme suivant est simple mais ennuyeuse, on pourra en trouver 
la preuve dans [4]. 
Lemme 5.5. Si u, v E S et u fini son? tels que rr( u) G ‘IC( v), alors il existe s E S tel que 
u<setv-s. 
De ce lemme on deduit immidiatement une proposition. 
Proposition 5.6. Si u, v E I(P) son? tels que rr( u) G w(v) et u jini, alors il existe un 
sEI(P) telqueuGsetv-s. 
Less dew derni&res propositions vont permettre de prkiser les rapports entre les 
comportements finis, les comportements justes et les comportements infinis. 
Corollaire 5.7. (1) FG( I”( P)) = I(P) n X*. 
(2) Adh(I’(P)) = I(P)n X0. 
Preuve. (1) L’inclusion FG( I’( P)) c I(P) est Claire. Rkciproquement, si u f I( 
alors n(u) E A(P) et il existe v E AJ( P) tel que m(u) s v et done il existe d’aprks 
la Prugosition 5.6 w E I’(P) tel que u s w. 
(2) L’inclusion Adh( IJ( X” est Claire. Rkiproquement, si u E 
I(P) n X”, alors pour tout n, il existe vl, tel we v, E I J ( 
et u[n] G v,,, et done u E Adh({v” 1 n > 
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On a aussi la proposition suivante [4]. 
roposition 5.8. Si I(P) es? rationnel, &rs IJ(P) esb rationnel et AJ( 
rela tiorr ra tionnelle in$nitaire. 
Cette derniire proposition permet, dans le cas ou le langage des comportements 
est rationnel (et done entre autres si on se place a un niveau purement syntaxique), 
de tester l’egalite ou l’inclusion de comportements justes de programmes CSP. 
Beaucoup de protocoles correspondent eff ectivement a des comportements ration- 
nels et il existe plusieurs systemes capables de tester des propriMs de ce genre pour 
des langages de comportements rationnels [3,12]. Notons aussi qu’on a des pro- 
priCt6s analogues si on considere les comportements vectoriels. 
6. Applications 
Dans ce que suit on considerera uniquement une semantique par ‘interleaving’ 
de CSP, mais l’extension a une semantique vectorielle ou asynchrone est sans 
difficuhe. 
Le but de ce paragraphe est d’appliquer les proprietes etudiees pre&demment 
pour prouver certaines limitations du langage en montrant qu’on ne peut simuler 
en CSP tel ou tel ensemble. Pour cela il faut d’abord definir une notion raisonnable 
de simulation, 
Soit P‘= [&II l l l 11 P’] un programme CSP; X = (X, u l l l u X,,) I’alphabet des 
comportements, Y un alphabet fini quelconque et f: X”O+ Y” un morphisme; on 
dira que f est admissible pour P si et seulement ai f est fiddle sur FG( IJ( P)), i.e.: 
VUE y”o (U#G(ZJ(P))/f(v)=u) est fini. 
f est un morphisme de simulation: on va s’interesser ux comportements de P 
vus B travers f; on suppose simplement que f est sufisamment ‘fin’ pour ne pas 
identifier une infinite de comportements finis en un seul mot de Y*. On peut noter 
que si f esi: fiddle alors f transforme necessairement un comportement infini en un 
comportement infini et un comportement fini en un comportement fini (mais que 
la reciproque n’est pas vraie). 
II P,,], f admissible et L E Y”; on dira que ( 
6.1. Canal 6quitable 
Soit PO=*, . f PI 3x + P,!xCl P,?x + P3 !x]. PO realise un canal partage entre PI et & 
en entree et P; en sortie (voir Fig. 2) 
Cependant ce canal n’est pas equitable en ce sens que si P, est toujours prit B 
communiquer, rien n’empiche d’exclure toujours P2. Soient el , e2 les processus 
en entree du canal et s le rocessus en sortie du canal. 
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Fig. 2 
Notons Ei ={(ei,O,y, x)ly~Var(ei)} pour i= 1, 2 et S={(O,3, x,y)ly~Var(3)). 




B( PO) n X” = ((E, v E2)S)? 
sera dit equitable si de plus tous ses comportements r~ verifient la propriete 
pour Y=E, et Y=E,et Y=S: 
(Vn3m > n u[m] Y n I(P) # 0) * luly = 00. 
P, = x:= 1; “[x = 1 + P,!x; Ps?x], 
P2 = y := 0; *[y = o+ P,!y; y := 11, 
p3 = *[ P,?z + P, !z]. 
Si PO est un canal equitable partage avec P, et P2 en entree, et P3 en sortie, il est 
clair que l’ensemble des comportements de [Poll l l 0 11 P3] est infini mais qu’il n’y a 
aucun comportement infini. 
Prop&k 6.1. II est impossible de simuler un canal kquitable en CSP. 
En effet on a la propriete suivante. 
ProprW 6.2. Soit P = [PI II l 9 l 11 Pn] un programme CSP; si Card( I J ( 
Preuve. Remarquons tout d’abord que si L est infini alors Adh( L) # $9; soit L, = 
(FG(L)) n X”; L, est non vide et fini et, pour tout n, si u appartient a Ln+, alors 
il existe un u appartenant a L,, tel que u c u. En appliquant le Lemme de Koenig, 
on prouve l’existence d’un w infini tel que pour tout n, w[n] appartienne a L,, et 
done tel que w appartienne 8 Adh(L). 
00, a fortiori Card )) = 00; aussi A )) # 0 et done, 
n 5.4, si u E Adh( I( il existe v E LJ( tell que 3=(u)< 
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Si il etait possible de simuler un canal equitable en CSP, il serait possible de 
simuler un langage L tel que Card(L) = 00 et tel que Ln X” = 4). Or, tous les 
morphismes de simulation transformant des mots finis en mots finis et des mots 
infinis en mots infinis, il serait done possible de construire un programme tel 
) soit infini et tel que I’(P) n X" soit vide. Cl 
On peut remarquer que l’on a uniquement utilisi le fait que f transforme un 
comportement infini en un comportement infini condition moins forte que le fait 
d’6tre fid&le sur I’(P). 
6.2. Sydmes centralist% 
Soit P=[P,)l l - IIP,] un programme CSP. On dira que Pi est un moniteur pour 
si Pi simule la trace des communications de P Cette definition est sufisamment 
gCnCrale pour contenir les notions usuelles de moniteur. 
Soit h: X” + X” le morphisme qui efface toutes les lettres qui ne correspondent 
pas B des communications. Si u est un comportement, h(u) represente la trace des 
communications. 
6finition. P sera dit centralise s’il existe un processus Pi et g fidble sur Vi( I(P)) 
tel que pour tout u appartenant a Z(P) on ait h(u) = ggi( u). Dans ce cas Pi sera 
le moniteur de P et g ic morphisme du moniteur. 
Cette definition signifie que le systeme est centralise si un des processus imule 
les traces des communications de tous les processus. 
Soit P le programme de l’exemple de la Section 4; on a 
)=h(TJ(P))={uE((0,1)-+~l,2)+(2,3)+(0,3))”~ 
il existe i 1, i2, i3 deux a deux distincts tels que wij( U) E XT} 
6.3. 11 n’existe pas de programme CSP Q = [Q, 11 . l l II QJ centralisd qui 
simule L. 
reuve. Supposons le contraire: s’il existe Q centralis et f admissibk tel que (Q, f) 
simule L, soit Qi le moniteur de et g le morphisme du moniteur. On a alors le 
lemme suivant. 
Le lemme signifie que les comportements justes infinis d’un processus sont 
exactement les comportements infinis de ce processus. 
L’inclusion dans un sens est Claire. 
tel que U = 7Ti(t)) et 
(w) et done en 
7 entraine alors Ti( U) = Vii W). Cl 
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uite). Le systeme &ant centralise et Qi &ant le moniteur 
Comme h(L)= Letf(I 
L. Soit M = =(I’( )). Comme L c X”, necessairement M c X” et done 
appliquant le lernme: 
Or, on verifie aisement que mi est fiddle sur I( ), et done M est fern& Or, f et g 
etant fiddle, on aurait aussi f( g( M)) ferme et done L ferme ce qui n’est pas. Cl 
On peut remarquer que pour prouver ce resultat on a utilise le fait que les 
morphismes de simulation etaient fiddles sur I(Q). La propriM de transformer un 
comportement infini en comportement infini aur& 436 ici insuffisante. 
7. Conclusion 
On a montre que l’on pouvait definir une semantique asynchrone en termes de 
langages de comportements. Le principal est qu’en CSP (ou une communication a 
un destinataire et une source unique qui est syntaxiquement determike), un com- 
portement asynchrone est entierement determine par ses projections sur chacun des 
processus: a partir uniquement de ces projections on peut reconstituer une unique 
relation de causalite entre evenements. Cependant on aurait pu construire une 
semantique asynchrone directement sans passer par une semantique synchrone et 
une relation d’equivalence, mais cette approche paratt plutot plus complexe [ 1 I]. 
Le modele d&it ci-dessus a les inconvenients des semantiques par comportements 
ou par traces: il est en particulier peu adapt6 pour decrire les phenomenes de 
blocages et d’equite, 06 la notion d’etat du controle des processus joue un role 
fondamental; mais une extension des notions developpees ci-dessus B un cadre plus 
general comme celui des systemes de transition parait realisable [lo]. Cependant 
ce modele permet de considerer les comportements infinis des processus paralleles 
et met en lumiire certaines proprietes fondamentales de ces comportements en 
particulier par l’analyse des rapports entre les comportements infinis et l’adherence 
du langage des comportements. 
On peut remarquer d’autre part que l’on pourrait sans grandes difficultes etendre 
ce modele B d’autres langages paralleles. 11 est d’ailleurs clair qu’une semantique 
asynchrone serait particulierement adapt&e B d& G-e des situations ou conrrairement 
a CSP il n’y a pas communication synchrone, mais ou la transmission des messages 
prend un certain temps ou m6me est incertaine. 
ec cs , si les destinataires et les sources d ages sont connues alors Jn 
comportement est entierement caracterise par ses traces sur chacun des pro@essus. 
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