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Abstract
Let Zp be the ring of residue classes modulo a prime p. The ZpZp[u, v]-additive
cyclic codes of length (α, β) is identify as Zp[u, v][x]-submodule of Zp[x]/〈x
α −
1〉 × Zp[u, v][x]/〈x
β − 1〉 where Zp[u, v] = Zp + uZp + vZp with u
2 = v2 = uv =
vu = 0. In this article, we obtain the complete sets of generator polynomials,
minimal generating sets for cyclic codes with length β over Zp[u, v] and ZpZp[u, v]-
additive cyclic codes with length (α, β) respectively. We show that the Gray image
of ZpZp[u, v]-additive cyclic code with length (α, β) is either a QC code of length
4α with index 4 or a generalized QC code of length (α, 3β) over Zp. Moreover,
some structural properties like generating polynomials, minimal generating sets of
ZpZp[u, v]-additive constacyclic code with length (α, p − 1) are determined.
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1. Introduction
Linear codes over finite rings have been received remarkable attention of many math-
ematicians after the works of Hammons et al. published in 1994 [11]. Cyclic codes
are the most important class of linear codes due to their nice algebraic properties as
well as for important generalizations, like constacyclic, quasi-cyclic, skew cyclic etc. In
1998, Delsarte and Levenshtein [9] introduced a generalized class of cyclic codes, namely
additive codes which are defined as the subgroup of a commutative group. In 2009,
Borges et al. [7] studied Z2Z4-linear codes and investigated their generator matrices
and duality. Also, Abualrub et al. [2] characterized Z2Z4-additive cyclic codes as Z4[x]-
submodule of Z2[x]/〈x
r − 1〉 × Z4[x]/〈x
s − 1〉 in the same year and derived the unique
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set of generators as well as minimal generating set for these codes where s is odd. Fur-
ther, in 2015, Aydogdu et al. [4] worked over Z2Z2-additive codes and later some good
techniques were introduced by researchers for additive codes [[5, 8, 16, 13]]. Recently,
Aydogdu et al. [6] investigated the structure of Z2Z2[u]-cyclic and constacyclic codes.
Here, they presented the complete structure of constacyclic codes as Z2[u][x]-submodule
of Z2[x]/〈x
α−1〉×Z2[u][x]/〈x
β− (1+u)〉 and obtained some optimal binary linear codes
as the Gray images of Z2Z2[u]-cyclic codes.
In this article for any prime p, we consider the finite local ring Zp[u, v] where u
2 =
v2 = uv = vu = 0 and study the ZpZp[u, v]-additive cyclic and constacyclic codes. The
additive code of length (α, β) is define to be the subgroup of the commutative group
Z
α
p ×Zp[u, v]
β. Note that additive code is a linear code over Zp if β = 0 and over Zp[u, v]
if α = 0. Therefore, it is a generalization of linear code over Zp as well as over Zp[u, v] .
The main motive of this work is to find out the generator polynomials, minimal spanning
set of cyclic codes over Zp[u, v], ZpZp[u, v]-additive cyclic and constacyclic codes respec-
tively.
The manuscript is organized as follows: In Section 2, we discuss some basic facts and re-
sults. Section 3 discusses the structure of cyclic codes over Zp[u, v] while Section 4 finds
generator polynomials and minimal generating set of ZpZp[u, v]-additive cyclic codes.
Also, Section 4 includes an encoding method and the Gray images of ZpZp[u, v]-additive
cyclic codes. Some properties of constacyclic codes over Zp[u, v] are obtained in Sec-
tion 5. Section 6 gives the structure of ZpZp[u, v]-additive constacyclic codes. Section 7
concludes the manuscript.
2. Preliminary
Throughout the manuscript, for a prime p, Zp represents the ring of residue classes modulo
p and Zp[u, v] denotes the ring Zp + uZp + vZp where u
2 = v2 = uv = vu = 0. Clearly,
Zp[u, v] is a finite commutative ring with characteristic p and cardinality p
3. Moreover,
Zp[u, v] is a local ring with unique maximal ideal 〈u, v〉 and quotient ring Zp[u, v]/〈u, v〉 ∼=
Zp. We consider ZpZp[u, v] = {(c, d) | c ∈ Zp, d ∈ Zp[u, v]}. Then ZpZp[u, v] is a
commutative group with respect to component wise addition. Also, for two positive
integers α and β, it is easy to verify that Zαp × Zp[u, v]
β = {(c, d) | c = (c1, c2, . . . , cα) ∈
Z
α
p , d = (d1, d2, . . . , dβ) ∈ Zp[u, v]
β} is an additive group. We define each subgroup
of Zαp × Zp[u, v]
β as a ZpZp[u, v]-additive code of length (α, β). Let C be a ZpZp[u, v]-
additive code of length (α, β). Then C being subgroup of Zαp×Zp[u, v]
β, it is isomorphic to
a commutative structure like Zk0p ×Z
3k1
p ×Z
2k2
p ×Z
k3
p and contains p
k0+3k1+2k2+k3 codewords.
Therefore, C is consider as ZpZp[u, v]-additive code of type (α, β; k0, k1, k2, k3). Now, we
define a ring homomorphism ρ : Zp[u, v] → Zp by ρ(a + ub + vc) = a for a, b, c ∈ Zp
and multiplication ∗ : Zp[u, v] × ZpZp[u, v] → ZpZp[u, v] by z ∗ (c, d) = (ρ(z)c, zd), for
z ∈ Zp[u, v]. The extension of above multiplication over Z
α
p × Zp[u, v]
β is as follows:
for any z ∈ Zp[u, v], we have z ∗ (c, d) = (ρ(z)c1, ρ(z)c2, . . . , ρ(z)cα, zd1, zd2, . . . , zdβ)
where c = (c1, c2, . . . , cα) ∈ Z
α
p , d = (d1, d2, . . . , dβ) ∈ Zp[u, v]
β. Under this extended
multiplication, one can verify easily the following lemma.
Lemma 1. The additive group Zαp × Zp[u, v]
β is a Zp[u, v]-module under the above mul-
tiplication.
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Definition 2.1. (Module version) Any non empty subset C of Zαp × Zp[u, v]
β is said to
be Zp[u, v]-additive code of length (α, β) if C is a Zp[u, v]-submodule of Z
α
p × Zp[u, v]
β.
Definition 2.2. Any non empty subset C of Zαp ×Zp[u, v]
β is said to be an additive cyclic
code of length (α, β) if
1. C is ZpZp[u, v]-additive, and
2. for any z = (c, d) = (c1, c2, . . . , cα, d1, d2, . . . , dβ) ∈ C, we have
τ(z) = (cα, c1, . . . , cα−1, dβ, d1, . . . , dβ−1) ∈ C.
The ring homomorphism ρ defined above is also extended to Zp[u, v][x] as
ρ : Zp[u, v][x]→ Zp[x]
by
ρ(
n∑
i=0
cix
i) =
n∑
i=0
ρ(ci)x
i.
Therefore, the multiplication ∗ : Zp[u, v][x]× (Zp[x]/〈x
α−1〉×Zp[u, v][x]/〈x
β−1〉) define
by γ(x)∗(c(x), d(x)) = (ρ(γ(x))c(x), γ(x)d(x)) is well-define. Let Rα,β = Zp[x]/〈x
α−1〉×
Zp[u, v][x]/〈x
β − 1〉 and C be a ZpZp[u, v]-additive cyclic code of length (α, β). Now, each
codeword (c, d) = (c0, c1, . . . , cα−1, d0, d1, . . . , dβ−1) ∈ C can identify with a polynomial
(c(x), d(x)) ∈ Rα,β under the correspondence (c, d) 7→ (c(x), d(x)) where c(x) = c0+c1x+
· · ·+ cα−1x
α−1, d(x) = d0 + d1x+ · · ·+ dβ−1x
β−1.
Lemma 2. The set Rα,β = Zp[x]/〈x
α − 1〉 × Zp[u, v][x]/〈x
β − 1〉 is a Zp[u, v][x]-module
under the multiplication defined above.
Proof. Straightforward.
Theorem 1. Let C be a ZpZp[u, v]-additive code of length (α, β). Then C is ZpZp[u, v]-
additive cyclic code if and only if C is Zp[u, v][x]-submodule of Rα,β .
Proof. Let C be a ZpZp[u, v]-additive cyclic code of length (α, β). Let r(x) ∈ Zp[u, v][x]
and z = (c(x), d(x)) ∈ C where c(x) = c1+c2x+· · ·+cαx
α−1, d(x) = d1+d2x+· · ·+dβx
β−1.
Now, x ∗ (c(x), d(x)) = (xc1 + c2x
2 + · · ·+ cαx
α, xd1 + d2x
2 + · · ·+ dβx
β) = (cα + c1x +
· · ·+ cα−1x
α−1, dβ + d1x+ · · ·+ dβ−1x
β−1, represents the cyclic shift τ(z) of z. Also, C is
ZpZp[u, v]-additive cyclic code, so x
i ∗ (c(x), d(x)) ∈ C for all integers i ≥ 0. Hence, by
linearity of C, we can conclude that C is a Zp[u, v][x]-submodule of Rα,β .
Conversely, let C be a Zp[u, v][x]-submodule of Rα,β and z = (c(x), d(x)) ∈ C. Since, C is
a Zp[u, v][x]-submodule of Rα,β, so x∗ (c(x), d(x)) ∈ C. This shows that for any z ∈ C, its
cyclic shift τ(z) = x ∗ (c(x), d(x)) ∈ C. Hence, C is a ZpZp[u, v]-additive cyclic code.
Definition 2.3. Let z1 = (c0, c1, . . . , cα−1.d0, d1, . . . , dβ−1), z2 = (e0, e1, . . . , eα−1.f0, f1, . . . , fβ−1)
∈ Zαp × Zp[u, v]
β. The inner product of z1 and z2 is define as z1.z2 = (u+ v)
∑α−1
i=0 ciei +∑β−1
i=0 difi ∈ Zp[u, v]. Also, for a ZpZp[u, v]-additive cyclic code C of length (α, β), its
dual code is define as C⊥ = {z1 ∈ Z
α
p × Zp[u, v]
β | z1.z2 = 0, ∀z2 ∈ C}.
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Lemma 3. For a ZpZp[u, v]-additive cyclic code C of length (α, β), its dual C
⊥ is also a
ZpZp[u, v]-additive cyclic code.
Proof. Let C be a ZpZp[u, v]-additive cyclic code of length (α, β). Let z1 = (c0, c1, . . . , cα−1, d0, d1 . . . , dβ−1) ∈
C⊥. In order to prove τ(z1) ∈ C
⊥, let z2 = (e0, e1, . . . , eα−1, f0, f1 . . . , fβ−1) ∈ C. Consider
k = lcm(α, β) and z3 = τ
k−1(z2) = (e1, . . . , eα−1, e0, , f1 . . . , fβ−1, f0) ∈ C. Then z1.z3 = 0,
and this gives
0 = (u+ v)(c0e1 + c1e2 + · · ·+ cα−2eα−1 + cα−1e0) + (d0f1 + d1f2 + · · ·+
dβ−2fβ−1 + dβ−1f0)
= (u+ v)(cα−1e0 + c0e1 + c1e2 + · · ·+ cα−2eα−1) + (dβ−1f0d0f1 + d1f2+
· · ·+ dβ−2fβ−1)
= τ(z1).z2.
Since, z2 ∈ C was arbitrary, so τ(z1) ∈ C
⊥. Hence, C⊥ is a ZpZp[u, v]-additive cyclic code
of length (α, β).
3. Structure of cyclic codes over Zp[u, v]
Definition 3.1. A non empty subset C of Zp[u, v]
β is said to be a linear code of length β
if C is a Zp[u, v]-submodule of Zp[u, v]
β.
Definition 3.2. A linear code C of length β over Zp[u, v] is said to be cyclic if (cβ−1, c0, . . . , cβ−2) ∈
C whenever (c0, c1, . . . , cβ−1) ∈ C.
We identify each codeword c = (c0, c1, . . . , cβ−1) ∈ C with a polynomial c(x) = c0 +
c1x+ · · ·+ cβ−1x
β−1 ∈ Zp[u, v][x]/〈x
β − 1〉 by the correspondence c = (c0, c1, . . . , cβ−1) 7→
c(x) = c0 + c1x + · · · + cβ−1x
β−1. Therefore, in polynomial representation of the cyclic
code C, we get the following result.
Lemma 4. A linear code C of length β over Zp[u, v] is cyclic if and only if C is an ideal
of Zp[u, v][x]/〈x
β − 1〉.
Proof. Straightforward.
Lemma 3.1 ([14]). Let R be a finite commutative local ring and f(x), g(x) ∈ R[x] be any
two polynomials with g(x) regular (i.e, g(x) is not a zero divisor in R[x]). Then there
exist s(x), t(x) ∈ R[x] such that
f(x) = g(x)s(x) + t(x),
where t(x) = 0 or deg(g(x)) > deg(t(x)).
Note that Zp[u, v] is a finite commutative local ring, therefore, the Lemma 3.1 can
be used accordingly. One of the main target of this article is to determine the complete
structures of ZpZp[u, v]-additive cyclic codes of length (α, β) and to achieve the goal, we
first investigate the structure of cyclic codes of length β over Zp[u, v].
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Here, Zp[u, v] = Zp+uZp+vZp = {a+ub+vc | a, b, c ∈ Zp} where u
2 = v2 = uv = vu = 0
and let Zp[u] = Zp+uZp = {a+ub | a, b ∈ Zp} where u
2 = 0. Also, let C be a cyclic code of
length β over Zp[u, v]. Define the map φ : Zp[u, v] 7→ Zp[u] by φ(a+ub+vc) = a+ub mod
v. Then φ is a homomorphism and can be extended to the quotient ring Zp[u, v][x]/〈x
β−1〉
as
φ : Zp[u, v][x]/〈x
β − 1〉 → Zp[u][x]/〈x
β − 1〉
define by
φ(c0 + c1x+ · · ·+ cβ−1x
β−1) = φ(c0) + φ(c1)x+ · · ·+ φ(cβ−1)x
β−1.
Then C is an ideal of Zp[u, v][x]/〈x
β − 1〉. Also, ker(φ) = vJ where J is an ideal of
Zp[x]/〈x
n − 1〉. As Zp[x]/〈x
β − 1〉 is a principal ideal ring, ker(φ) = 〈vb(x)〉 where
b(x) ∈ Zp[x] with b(x) | (x
β − 1) mod p. Further, Im(C) is an ideal of Zp[u][x]/〈x
β − 1〉.
If β is not relatively prime to p, then by Theorem 3.3 of [15], we have Im(C) = 〈g(x) +
up1(x), ua(x)〉 where a(x) | g(x) | (x
β−1) and a(x) | p1(x)
xβ−1
g(x)
mod p. Hence, C = 〈g(x)+
up1(x) + vp2(x), ua(x) + vp3(x), vb(x)〉 where a(x) | g(x) | (x
β − 1), b(x) | g(x) | (xβ − 1),
a(x) | p1(x)
xβ−1
g(x)
and b(x) | p3(x)
xβ−1
a(x)
. If β is relatively prime to p, then by Theorem 3.4
of [15], we have Im(C) = 〈g(x) + ua(x)〉 where a(x) | g(x) | (xβ − 1) mod p and hence
C = 〈g(x) + ua(x) + vp1(x), vb(x)〉 where a(x) | g(x) | (x
β − 1), b(x) | g(x) | (xβ − 1) and
b(x) | p1(x)
xβ−1
a(x)
.
Lemma 5. Let C = 〈g(x) + up1(x) + vp2(x), ua(x) + vp3(x), vb(x)〉 be a cyclic code of
length β over Zp[u, v]. If g(x) = a(x) = b(x), then C = 〈g(x) + up1(x) + vp2(x)〉 and
(g(x) + up1(x) + up2(x)) | (x
β − 1) in Zp[u, v][x]/〈x
β − 1〉.
Proof. We have Im(C) = 〈g(x) + up1(x), ua(x)〉. Now, u(g(x) + up1(x)) = ug(x) =
ua(x) ∈ Im(C), consequently Im(C) = 〈g(x) + up1(x)〉. Therefore, C = 〈g(x) + up1(x) +
vp2(x), vb(x)〉. Further, v(g(x) + up1(x) + vp2(x)) = vg(x) = vb(x) ∈ C. Therefore,
C = 〈g(x)+up1(x)+up2(x)〉. Now, dividing x
β−1 by g(x)+up1(x)+up2(x), we get two
polynomials q(x), r(x) in Zp[u, v][x] such that
xβ − 1 = (g(x) + up1(x) + up2(x))q(x) + r(x),
where r(x) = 0 or deg(r(x)) < ged(g(x) + up1(x) + up2(x)) = deg(g(x)). This implies
r(x) = −(g(x) + up1(x) + up2(x))q(x) ∈ C,
in Zp[u, v][x]/〈x
β − 1〉. As g(x) is the minimal degree polynomial in C, r(x) = 0. Hence,
(g(x) + up1(x) + up2(x)) | (x
β − 1) in Zp[u, v][x]/〈x
β − 1〉.
Now, by summarizing all these results we characterize cyclic codes of length β over
Zp[u, v] as follows.
Theorem 2. Let C be a cyclic code of length β over Zp[u, v].
1. If β is not relatively prime to p, then
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(a) C = 〈g(x) + up1(x) + vp2(x)〉 with (g(x) + up1(x) + vp1(x)) | (x
β − 1) in
Zp[u, v][x]/〈x
β − 1〉, or,
(b) C = 〈g(x)+up1(x)+vp2(x), ua(x)+vp3(x), vb(x)〉 where a(x) | g(x) | (x
β−1),
b(x) | g(x) | (xβ − 1), a(x) | p1(x)
xβ−1
g(x)
and b(x) | p3(x)
xβ−1
a(x)
mod p.
2. If β is relatively prime to p, then C = 〈g(x) + ua(x) + vp1(x), vb(x)〉 where a(x) |
g(x) | (xβ − 1), b(x) | g(x) | (xβ − 1) and b(x) | p1(x)
xβ−1
a(x)
mod p.
3.1. Minimal spanning sets for cyclic codes over Zp[u, v]
In this section, we find the minimal generating sets for the cyclic codes of length β over
Zp[u, v]. These sets are helpful to get the generators matrices and sizes of those codes.
We will use the notation g, a etc for the polynomials g(x), a(x) in rest of our discussion.
Theorem 3. Let C be a cyclic code of length β (not relatively prime to p) over Zp[u, v].
1. If C = 〈g(x) + up1(x) + vp2(x)〉 with (g(x) + up1(x) + vp1(x)) | (x
β − 1) in
Zp[u, v][x]/〈x
β − 1〉, then
Γ = {g + up1 + up2, x(g + up1 + up2), . . . , x
β−δ−1(g + up1 + up2)}
is a minimal generating set of the code C where deg(g + up1 + up2) = δ.
2. C = 〈g(x) + up1(x) + vp2(x), ua(x) + vp3(x), vb(x)〉 where a(x) | g(x) | (x
β − 1) and
b(x) | g(x) | (xβ − 1), a(x) | p1(x)
xβ−1
g(x)
, b(x) | p3(x)
xβ−1
a(x)
mod p, then
Γ = {g + up1 + up2, x(g + up1 + up2), . . . , x
β−δ−1(g + up1 + up2), ua+ vp3, x(ua+ vp3),
. . . , xδ−γ−1(ua+ vp3), vb, x(vb), . . . , , x
δ−ǫ−1(vb)}
is a minimal generating set of the code C where deg(g + up1 + vp2) = δ, deg(ua +
vp3) = γ, deg(vb) = ǫ.
Proof. 1. Let c be a codeword in C. Then c = c1(g+up1+up2) where c1 ∈ Zp[u, v][x].
Since, (g+up1+ vp2) | x
β−1, so xβ−1 = (g+up1+ vp2)h for some h ∈ Zp[u, v][x].
If deg(c1) ≤ (β − δ − 1), then c1 ∈ span(Γ). Otherwise, by division algorithm, we
have
c1 = hq + r,
where r = 0 or deg(r) ≤ deg(h) = (β − δ − 1). Then
c = c1(g + up1 + vp2) = (hq + r)(g + up1 + vp2)
= q(xβ − 1) + r(g + up1 + vp2)
= r(g + up1 + vp2).
Therefore, c ∈ span(Γ). Hence, the set Γ generates the code C. By the construction
of Γ, one can easily check that none of the element of Γ is the linear combination
of proceeding elements, therefore, Γ is linearly independent. Thus, Γ is a minimal
generating set of C.
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2. To show Γ spans C, it is suffices to show that Γ spans the set
Γ′ = {g + up1 + up2, x(g + up1 + up2), . . . , x
β−δ−1(g + up1 + up2), ua+ vp3, x(ua+ vp3),
. . . , xβ−γ−1(ua+ vp3), vb, x(vb), . . . , , x
β−ǫ−1(vb)}.
First we prove xδ−ǫ(vb) ∈ span(Γ). Since b | g, so g(x) = k(x)b(x) for some
k(x) = k0+ k1x+ · · ·+ kδ−ǫx
δ−ǫ. As b and g are both monic polynomials, so kδ−ǫ is
a unit. Now, xδ−ǫ(vb) = v(kδ−ǫ)
−1g(x)−v(kδ−ǫ)
−1b(x)(k0+k1x+· · ·+kδ−ǫ−1x
δ−ǫ−1).
Also, v(g + up1 + vp2) = vg ∈ span(Γ). Therefore, x
δ−ǫ(vb) ∈ span(Γ). Similarly,
it is shown that xδ−ǫ+1(vb), xδ−ǫ+2(vb), . . . , xβ−ǫ(vb) are in span(Γ). Next, we show
that xδ−γ(ua+vp3) ∈ span(Γ). Since (g+up1+vp2) is regular, by division algorithm,
we have
xδ−γ(ua+ vp3) = (g + up1 + vp2)q + r,
where r = 0 or deg(r) < deg(g+up1+up2) = δ. Therefore, r = A(ua+vp3)+B(vb) ∈
C where A,B are polynomials with deg(B) = δ − ǫ− 1 and deg(A) < δ − γ, since
deg(r) < δ. Hence, xδ−γ(ua + vp3) ∈ span(Γ). Similarly, we can prove that rest
terms are also in span(Γ). It is easy to check that the set Γ is linearly independent.
Hence, Γ is a minimal generating set for the code C.
Theorem 4. Let C be a cyclic code of length β (relatively prime to p) over Zp[u, v]. Let
C = 〈g(x) + ua(x) + vp1(x), vb(x)〉 where a(x) | g(x) | (x
β − 1), b(x) | g(x) | (xβ − 1) and
b(x) | p1(x)
xβ−1
a(x)
mod p. Then
Γ = {g + up1 + up2, x(g + up1 + up2), . . . , x
β−δ−1(g + up1 + up2), vb,
x(vb), . . . , , xδ−ǫ−1(vb)}
is a minimal generating set of the code C where deg(g + up1 + vp2) = δ, deg(vb) = ǫ.
Proof. Same as the proof of Theorem 3.
4. Structure of ZpZp[u, v]-additive cyclic codes
Let C be a ZpZp[u, v]-additive cyclic code of length (α, β). Then C is a Zp[u, v][x]-
submodule of Rα,β = Zp[x]/〈x
α − 1〉 × Zp[x][u, v]/〈x
β − 1〉. In this section, we determine
the structure of C as a Zp[u, v][x]-submodule of Rα,β. First we define the projection map
Π : Rα,β → Zp[x][u, v]/〈x
β − 1〉
by
Π(c(x), d(x)) = d(x).
It can be checked that Π is a Zp[u, v][x]-module homomorphism. Now, consider the re-
striction of Π to the submodule C. Then ker(Π) = {(c, 0) ∈ C | c ∈ Zp[x]/〈x
α − 1〉}. Let
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I = {c ∈ Zp[x]/〈x
α − 1〉 | (c, 0) ∈ ker(Π)}. Then it is a routine work to check that I is
an ideal of Zp[x]/〈x
α − 1〉. Since Zp[x]/〈x
α − 1〉 is a principal ideal ring, so there exists
f1 ∈ Zp[x] such that I = 〈f1〉 and f1 | (x
α − 1). Therefore, ker(Π) = 〈(f1, 0)〉. Moreover,
Π(C) is an ideal of Zp[x][u, v]/〈x
β − 1〉. If β is not relatively prime to p, then by Part
1(b) of Theorem 2, we have Π(C) = 〈g + up1 + vp2, ua+ vp3, vb〉 with a | g | (x
β − 1) and
b | g | (xβ − 1). Therefore, C = 〈(f1, 0), (f2, g + up1 + vp2), (f3, ua + vp3), (f4, vb)〉, for
f2, f3, f4 ∈ Zp[x]. If we use the structure of cyclic code over Zp[u, v] given in Part 1(a) of
Theorem 2, then C = 〈(f1, 0), (f2, g+up1+vp2)〉 where (g+up1+vp2) | (x
β−1), f1 | (x
α−1)
and f1, f2 ∈ Zp[x].
If β is relatively prime to p, then similar results can be found. Thus, above discussion
gives the following theorem.
Theorem 5. Let C be a ZpZp[u, v]-additive cyclic code of length (α, β).
1. If β is not relatively prime to p, then
(a) C = 〈(f1, 0), (f2, g + up1 + vp2), (f3, ua+ vp3), (f4, vb)〉, where a | g | (x
β − 1),
b | g | (xβ − 1), f1 | (x
α − 1) and fi ∈ Zp[x] for j = 1, 2, 3, 4.
OR,
(b) C = 〈(f1, 0), (f2, g + up1 + vp2)〉 where (g + up1 + vp2) | (x
β − 1), f1 | (x
α − 1)
and f1, f2 ∈ Zp[x].
2. If β is relatively prime to p, then C = 〈(f1, 0), (f2, g + ua + vp1), (f3, vb)〉, where
a | g | (xβ − 1), b | g | (xβ − 1), f1 | (x
α − 1) and fi ∈ Zp[x] for j = 1, 2, 3.
Lemma 6. Let C be a ZpZp[u, v]-additive cyclic code of length (α, β) given by C =
〈(f1, 0), (f2, g + up1 + vp2)〉 where (g + up1 + vp2) | (x
β − 1) and k = x
β
−1
(g+up1+vp2)
. Then
f1 | kf2.
Proof. Note that Π[k(f2, g+up1+vp2)] = Π(kf2, 0) = 0. Since, (kf2, 0) = k(f2, g+up1+
vp2) ∈ C, so (kf2, 0) ∈ ker(Π) = 〈(f1, 0)〉. Hence, f1 | kf2.
Lemma 7. Let C be a ZpZp[u, v]-additive cyclic code of length (α, β) given by C =
〈(f1, 0), (f2, g + up1 + vp2), (f3, ua+ vp3), (f4, vb)〉, where a | g | (x
β − 1), b | g | (xβ − 1)
and fi ∈ Zp[x]. Let h =
xβ−1
g
, m1 = gcd(hp1, hp2, x
β − 1), m2 =
xβ−1
m1
, k = x
β−1
a
, l1 =
gcd(kp3, x
β − 1), l2 =
xβ−1
l1
. Then
1. f1 | m2hf2,
2. f1 | l2kf3,
3. f1 |
xβ−1
b
f4.
Proof. 1. Since m1 | hp1, m1 | hp2, so hp1 = m1k1 and hp2 = m1k2 for some polyno-
mials k1, k2. Now,
Π(m2h(f2, g + up1 + vp2)) = Π(m2hf2, m2(uhp1 + vhp2))
= Π(m2hf2, m2(um1k1 + vm1k2))
= Π(m2hf2, um2m1k1 + vm2m1k2)
= Π(m2hf2, 0)
= 0.
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Since, m2h(f2, g + up1 + vp2) = (m2hf2, 0) ∈ C, so (m2hf2, 0) ∈ ker(Π) = 〈(f1, 0)〉.
Hence, f1 | m2hf2.
2. Since l1 | kp3, so kp3 = l1l3 for some polynomial l3. Now,
Π(l2k(f3, ua+ vp3)) = Π(l2kf3, vl2kp3)
= Π(l2kf3, vl2l1l3)
= Π(l2kf3, 0)
= 0.
Since l2k(f3, ua + vp3) = (l2kf3, 0) ∈ C, so (l2kf3, 0) ∈ ker(Π) = 〈(f1, 0)〉. Hence,
f1 | l2kf3.
3. Note that
Π(
xβ − 1
b
(f4, vb)) = Π(
xβ − 1
b
f4, 0) = 0.
Therefore, (x
β−1
b
f4, 0) ∈ ker(Π) = 〈(f1, 0)〉 and hence f1 |
xβ−1
b
f4.
Theorem 6. Let C be a ZpZp[u, v]-additive cyclic code of length (α, β) given by
C = 〈(f1, 0), (f2, g + up1 + vp2), (f3, ua+ vp3), (f4, vb)〉,
where a | g | (xβ−1), b | g | (xβ−1), f1 | (x
α−1). Let deg(f1) = t1, deg(g) = t2, deg(a) =
t3, deg(b) = t6 and h =
xβ−1
g
, m1 = gcd(hp1, hp2, x
β − 1), m2 =
xβ−1
m1
, deg(m2) = t4, k =
xβ−1
a
, l1 = gcd(kp3, x
β − 1), l2 =
xβ−1
l1
, deg(l2) = t5 and
S1 =
α−t1−1⋃
i=0
{xi ∗ (f1, 0)};
S2 =
β−t2−1⋃
i=0
{xi ∗ (f2, g + up1 + vp2)};
S3 =
β−t4−1⋃
i=0
{xi ∗ (hf2, uhp1 + vhp2)};
S4 =
β−t3−1⋃
i=0
{xi ∗ (f3, ua+ vp3)};
S5 =
β−t5−1⋃
i=0
{xi ∗ (kf3, vkp3)};
S6 =
β−t6−1⋃
i=0
{xi ∗ (f4, vb)}.
Then S = S1∪S2∪S3∪S4∪S5∪S6 is a minimal spanning set of cyclic code C. Moreover,
| C |= pα+2β−t1−t5−t6+3(3β−t2−t4−t3).
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Proof. Let c be a codeword in C. Then
c = c1 ∗ (f1, 0) + c2 ∗ (f2, g + up1 + vp2) + c3 ∗ (f3, ua+ vp3) + c4 ∗ (f4, vb)
= (ρ(c1)f1, 0) + c2 ∗ (f2, g + up1 + vp2) + c3 ∗ (f3, ua+ vp3) + c4 ∗ (f4, vb),
for some ci ∈ R[x].
If deg(ρ(c1)) ≤ (α−t1−1), then c1∗(f1, 0) ∈ span(S1). Otherwise, by division algorithm,
we have two polynomials q, r ∈ Zp[x] such that
ρ(c1) =
xα − 1
f1
q + r,
where r = 0 or deg(r) ≤ (α− t1 − 1). Therefore,
(ρ(c1)f1, 0) = ((
xα − 1
f1
q + r)f1, 0)
= r(f1, 0).
As deg(r) ≤ (α− t1 − 1), so (ρ(c1)f1, 0) ∈ span(S1).
Now, we show c2 ∗ (f2, g+up1+ vp2) ∈ span(S1 ∪S2 ∪S3) ⊂ span(S). Again, by division
algorithm, we have
c2 = hq1 + r1,
where r1 = 0 or deg(r1) ≤ (β − t1 − 1). Therefore,
c2 ∗ (f2, g + up1 + vp2) = (hq1 + r1)(f2, g + up1 + vp2)
= q1(hf2, uhp1 + vhp2) + r1(f2, g + up1 + vp2).
Clearly r1(f2, g+up1+vp2) ∈ span(S2). It is remains to show that q1(hf2, uhp1+vhp2) ∈
span(S). Since m1 | hp2 andm1 | hp2, so there exist m3, m4 such that hp1 = m1m3, hp2 =
m1m4. Hence, hp1m2 = hp2m2 = 0. By applying division algorithm, we have
q1 = q2m2 + r2,
where r2 = 0 or deg(r2) ≤ (β − t4 − 1). Hence,
q1(hf2, uhp1 + vhp2) = (q2m2 + r2)(hf2, uhp1 + vhp2)
= q2(m2hf2, uhp1m2 + vhp2m2) + r2(hf2, uhp1 + vhp2)
= q2(m2hf2, 0) + r2(hf2, uhp1 + vhp2).
By Lemma 7, f1 | m2hf2, then q2(m2hf2, 0) ∈ span(S1) and also r2(hf2, uhp1 + vhp2) ∈
span(S3). Consequently c2 ∗ (f2, g + up1 + vp2) ∈ span(S).
To show c3 ∗ (f3, ua + vp3) ∈ span(S1 ∪ S4 ∪ S5) ⊂ span(S), we use division algorithm
and get
c3 = kq3 + r3,
10
where r3 = 0 or deg(r3) ≤ (β − t3 − 1). This implies
c3 ∗ (f3, ua+ vp3) = (kq3 + r3)(f3, ua+ vp3)
= q3(kf3, uak + vp3k) + r3(f3, ua+ vp3)
= q3(kf3, vp3k) + r3(f3, ua+ vp3).
Clearly r3(f3, ua+ vp3) ∈ span(S4). It is remain to prove q3(kf3, vp3k) ∈ span(S). Since
l1 | kp3, so there exists l3 such that kp3 = l1l3 and hence kp3l2 = 0. Again, by division
algorithm, we have
q3 = q4l2 + r4,
where r4 = 0 or drg(r4) ≤ (β − t5 − 1). Then
q3(kf3, vp3k) = (q4l2 + r4)(kf3, vp3k)
= q4(l2kf3, vp3kl2) + r4(kf3, vp3k)
= q4(l2kf3, 0) + r4(kf3, vp3k).
This implies r4(kf3, vp3k) ∈ span(S5). Now, by Lemma 7, f1 | l2kf3, so q4(l2kf3, 0) ∈
span(S1). Consequently, c3 ∗ (f3, ua+ vp3) ∈ span(S).
Finally, we show c4 ∗ (f4, vb) ∈ span(S1 ∪ S6) ⊂ span(S). Further, by division algorithm,
we have
c4 =
xβ − 1
b
q5 + r5,
where r5 = 0 or deg(r5) ≤ (β − t6 − 1). Therefore,
c4 ∗ (f4, vb) = (
xβ − 1
b
q5 + r5)(f4, vb)
= q5(
xβ − 1
b
f4, 0) + r5(f4, vb).
By Lemma 7, f1 |
xβ−1
b
f4 this implies q5(
xβ−1
b
f4, 0) ∈ span(S1) and also r5(f4, vb) ∈
span(S6). Consequently, c4 ∗ (f4, vb) ∈ span(S). Hence, S is a generating set of the code
C. By the construction of Si’s, it is easy to verify that none of the element of S is the
linear combination of proceeding elements. Thus, S is the minimal spanning set for the
cyclic code C.
Note that S1, S2, S3, S4, S5, S6 contributes p
α−t1 , p3β−3t2 , p3β−3t4 , p3β−3t3 , pβ−t5 , pβ−t6 code-
words respectively and hence | C |= pα+2β−t1−t5−t6+3(3β−t2−t4−t3).
Theorem 7. Let C be a ZpZp[u, v]-additive cyclic code of length (α, β) given by
C = 〈(f1, 0), (f2, g + up1 + vp2)〉,
where (g + up1 + vp2) | (x
β − 1) and f1 | (x
α − 1). Let deg(f1) = t1, deg(g(x)) = t2 and
S1 =
α−t1−1⋃
i=0
{xi ∗ (f1, 0)};
S2 =
β−t2−1⋃
i=0
{xi ∗ (f2, g + up1 + vp2)}.
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Then S = S1 ∪ S2 is a minimal generating set of the cyclic code C. Moreover, | C |=
pα−t1+3(β−t2).
Proof. Let c be a codeword of C. Then
c = c1 ∗ (f1, 0) + c2 ∗ (f2, g + up1 + vp2)
= (ρ(c1)f1, 0) + c2 ∗ (f2, g + up1 + vp2),
foe some c1, c2 ∈ R[x].
If deg(ρ(c1)) ≤ (α− t1 − 1), then c1 ∗ (f1, 0) ∈ span(S1) ⊂ span(S). Otherwise, division
algorithm gives
ρ(c1) =
xα − 1
f1
q + r,
where q, r ∈ Zp[x] with r = 0 or deg(r) ≤ (α− t1 − 1). Therefore,
c1 ∗ (f1, 0) = (ρ(c1)f1, 0)
= ((
xα − 1
f1
q + r)f1, 0)
= r(f1, 0).
As deg(r) ≤ (α− t1 − 1), so c1 ∗ (f1, 0) ∈ span(S1 ∪ S2) = span(S).
Now, we show c2 ∗ (f2, g+ up1 + vp2) ∈ span(S2). Since (g+ up1 + vp2) | (x
β − 1), which
implies xβ − 1 = k(g + up1 + vp2). Now, by division algorithm, we have two polynomials
q1, r1 ∈ R[x] such that
c2 = kq1 + r1,
where r1 = 0 or deg(r1) ≤ deg(k) = (β − t2 − 1). Therefore,
c2 ∗ (f2, g + up1 + vp2) = (kq1 + r1) ∗ (f2, g + up1 + vp2)
= q1(kf2, 0) + r1(f2, g + up1 + vp2).
By Lemma 6, f1 | kf2, so q1(kf2, 0) ∈ span(S1) and also it is clear that r1(f2, g +
up1 + vp2) ∈ span(S2). Hence, S generates the code C. Linear independence of S easily
follows from the construction of S1 and S2. Consequently, S is a minimal generating
set of C. Further, S1, S2 contributes p
α−t1 , p3(β−t2) codewords respectively, thus, | C |=
pα−t1+3(β−t2).
Theorem 8. Let C be a ZpZp[u, v]-additive cyclic code of length (α, β) given by C =
〈(f1, 0), (f2, g+ua+ vp1), (f3, vb)〉, where a | g | (x
β−1), b | g | (xβ −1), f1 | (x
α−1) and
fi ∈ Zp[x]. Let h =
xβ−1
g
, m1 = gcd(ha, hp1, x
β − 1), m2 =
xβ−1
m1
, deg(f1) = t1, deg(g) =
12
t2, deg(m2) = t3, deg(b) = t4 and
S1 =
α−t1−1⋃
i=0
{xi ∗ (f1, 0)};
S2 =
β−t2−1⋃
i=0
{xi ∗ (f2, g + ua+ vp1)};
S3 =
β−t3−1⋃
i=0
{xi ∗ (hf2, uha+ vhp1)};
S4 =
β−t4−1⋃
i=0
{xi ∗ (f3, vb)}.
Then S = S1 ∪ S2 ∪ S3 ∪ S4 is a minimal spanning set of the code C. Moreover, | C |=
pα+β−t1−t4+3(2β−t2−t3).
Proof. Same as the proof of Theorem 6.
Corollary 4.1. Let C be a ZpZp[u, v]-additive cyclic code of length (α, β) given by C =
〈(f1, 0), (f2, g + a(u + v)), (f3, vb)〉, where a | g | (x
β − 1), b | g | (xβ − 1), f1 | (x
α − 1)
and fi ∈ Zp[x]. In other words, C is a ZpZp[u, v]-additive cyclic code given by Theorem 8
with a = p1. Let deg(f1) = t1, deg(g) = t2, deg(a) = t3, deg(b) = t4 and
S1 =
α−t1−1⋃
i=0
{xi ∗ (f1, 0)};
S2 =
β−t2−1⋃
i=0
{xi ∗ (f2, g + (u+ v)a)};
S3 =
t2−t3−1⋃
i=0
{xi ∗ (hf2, (u+ v)ha)};
S4 =
β−t4−1⋃
i=0
{xi ∗ (f3, vb)}.
Then S = S1 ∪ S2 ∪ S3 ∪ S4 is a minimal spanning set of the code C.
Proof. Note that m1 = gcd(ha, hp1, x
β−1) = gcd(ha, xβ−1) = ha. Rest part of the proof
is same as the proof of the Theorem 6.
4.1. Encoding of ZpZp[u, v]-additive cyclic codes
Based on the Theorem 6, 7, 8 and Corollary 4.1, we propose an encoding algorithm for
ZpZp[u, v]-additive cyclic codes of length (α, β) in next Theorem.
Theorem 9. Let C be a ZpZp[u, v]-additive cyclic codes of length (α, β).
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1. If C = 〈(f1, 0), (f2, g + up1 + vp2), (f3, ua + vp3), (f4, vb)〉, where a | g | (x
β − 1),
b | g | (xβ − 1), f1 | (x
α − 1) as given in Theorem 6, then any codeword c(x) ∈ C is
encoded as
c(x) = s1 ∗ (f1, 0) + s2 ∗ (f2, g + up1 + vp2) + s3 ∗ (hf2, uhp1 + vhp2)
+ s4 ∗ (f3, ua+ vp3) + s5 ∗ (kf3, vkp3) + s6 ∗ (f4, vb),
where s1, s5, s6 ∈ Zp[x] and s2, s3, s4 ∈ Zp[u, v][x] with deg(s1) ≤ (α − t1 − 1),
deg(si) ≤ (β − ti − 1) for i = 2, 3, . . . , 6.
2. If C = 〈(f1, 0), (f2, g+up1+ vp2)〉, where (g+up1+ vp2) | (x
β −1) and f1 | (x
α−1)
as given in Theorem 7, then any codeword c(x) ∈ C is encoded as
c(x) = s1 ∗ (f1, 0) + s2 ∗ (f2, g + up1 + vp2)
where s1 ∈ Zp[x] and s2 ∈ Zp[u, v][x] with deg(s1) ≤ (α − t1 − 1), deg(s2) ≤
(β − t2 − 1).
3. If C = 〈(f1, 0), (f2, g+ ua+ vp1), (f3, vb)〉, where a | g | (x
β − 1), b | g | (xβ − 1), f1 |
(xα − 1) as given in Theorem 8, then any codeword c(x) ∈ C is encoded as
c(x) = s1 ∗ (f1, 0) + s2 ∗ (f2, g + ua+ vp1) + s3 ∗ (hf2, uha+ vhp1) + s4 ∗ (f4, vb),
where s1, s4 ∈ Zp[x] and s2, s3 ∈ Zp[u, v][x] with deg(s1) ≤ (α − t1 − 1), deg(si) ≤
(β − ti − 1) for i = 2, 3, 4.
4. If C = 〈(f1, 0), (f2, g+ a(u+ v)), (f3, vb)〉, where a | g | (x
β − 1), b | g | (xβ − 1), f1 |
(xα − 1) and fi ∈ Zp[x] as given in Corollary 4.1, then any codeword c(x) ∈ C is
encoded as
c(x) = s1 ∗ (f1, 0) + s2 ∗ (f2, g + (u+ v)a) + s3 ∗ (hf2, (u+ v)ha) + s4 ∗ (f4, vb),
where s1, s4 ∈ Zp[x] and s2, s3 ∈ Zp[u, v][x] with deg(s1) ≤ (α − t1 − 1), deg(si) ≤
(β − ti − 1) for i = 2, 4 and deg(s3) ≤ (t2 − t3 − 1).
Proof. Follows from the Theorems 6, 7, 8 and Corollary 4.1.
4.2. Gray map and Zp-images of ZpZp[u, v]-additive cyclic codes
We define the Gray map Ψ : ZpZp[u, v]→ Zp by Ψ(e, r) = Ψ(e, a + ub + vc) = (e, a, a +
b, a + c) where r = a + ub + vc ∈ Zp[u, v] and a, b, c, e ∈ Zp. We define the extention of
the map Ψ as
Ψ : Zαp × Zp[u, v]
β → Znp
by
Ψ(e0, e1, . . . , eα−1, r0, r1, . . . , rβ−1)
= Ψ(e0, e1, . . . , eα−1, a0 + ub0 + vc0, a1 + ub1 + vc1, . . . , aβ−1 + ubβ−1 + vcβ−1)
= (e0, e1, . . . , eα−1, a0, a1, . . . , aβ−1, a0 + b0, a1 + b1, . . . , aβ−1 + bβ−1, a0 + c0, a1 + c1, . . . , aβ−1 + cβ−1),
where ri = ai + ubi + vci, for i = 0, 1, . . . , (β − 1) and n = α+ 3β.
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Lemma 8. Let C be a ZpZp[u, v]-additive cyclic code of length (α, β). Then Ψ(C) is a
1. QC code of length 4α and index 4 over Zp if α = β,
2. Generalized QC code of block length (α, 3β) and index 4 over Zp if α 6= β. [See the
Definition 1 of [10]]
Proof. Let (e0, e1, . . . , eα−1, a0, a1, . . . , aβ−1, a0 + b0, a1 + b1, . . . , aβ−1 + bβ−1, a0 + c0, a1 +
c1, . . . , aβ−1 + cβ−1) ∈ Ψ(C). Then there exists (e0, e1, . . . , eα−1, r0, r1, . . . , rβ−1) ∈ C such
that
Ψ(e0, e1, . . . , eα−1, r0, r1, . . . , rβ−1)
= Ψ(e0, e1, . . . , eα−1, a0 + ub0 + vc0, a1 + ub1 + vc1, . . . , aβ−1 + ubβ−1 + vcβ−1)
= (e0, e1, . . . , eα−1, a0, a1, . . . , aβ−1, a0 + b0, a1 + b1, . . . , aβ−1 + bβ−1, a0 + c0, a1 + c1, . . . , aβ−1 + cβ−1),
where ri = ai + ubi + vci, for i = 0, 1, . . . , (β − 1). Since, C is ZpZp[u, v]-additive cyclic,
so (eα−1, e0, . . . , eα−2, rβ−1, r0, . . . , rβ−2) ∈ C. Therefore,
Ψ(eα−1, e0, . . . , eα−2, rβ−1, r0, . . . , rβ−2)
= (eα−1, e0, . . . , eα−2, aβ−1, a0, . . . , aβ−2, aβ−1 + bβ−1, a0 + b0, . . . , aβ−2 + bβ−2, aβ−1 + cβ−1,
a0 + c0, . . . , aβ−2 + cβ−2) ∈ Ψ(C).
This shows that
1. if α = β, then Ψ(C) is a QC code of length 4α and index 4 over Zp.
2. if α 6= β, then Ψ(C) is a generalized QC code of block length (α, 3β) and index 4
over Zp.
5. Structure of constacyclic codes over Zp[u, v]
In this section, we investigate the algebraic properties of the constacyclic codes over
Zp[u, v]. These properties would help to find the generator polynomials of ZpZp[u, v]-
additive constacyclic codes.
Definition 5.1. Let λ be a unit in Zp[u, v]. A linear code C of length β is said to be λ-
constacyclic code over Zp[u, v] if (λcβ−1, c0, . . . , cβ−2) ∈ C whenever (c0, c1, . . . , cβ−1) ∈ C.
Note that C is a cyclic code for λ = 1 and negacyclic code for λ = −1.
We identify each codeword c = (c0, c1, . . . , cβ−1) ∈ C with a polynomial c(x) in
Zp[u, v][x]/〈x
β − λ〉 as follows:
c = (c0, c1, . . . , cβ−1) 7→ c0 + c1x+ · · ·+ cβ−1x
β−1 = c(x).
By the above identification, we conclude the next result.
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Lemma 9. A linear code C of length β over Zp[u, v] is λ-constacyclic code if and only if
C is an ideal of Zp[u, v][x]/〈x
β − λ〉.
Proof. Straightforward.
We choose λ ∈ Zp[u, v] is a unit so that λ
p = 1. Let λ = λ1 + uλ2 + vλ3, where
λ1, λ2, λ3 ∈ Zp. Since Zp[u, v] is a commutative ring with characteristic p, we have
λp1 = 1. Also, for any non zero λ1 ∈ Zp, we know λ
p
1 = λ1 and hence λ1 = 1. Therefore,
λ = 1+ uλ2 + vλ3. For the further calculation, the value of λ = 1+ uλ2 + vλ3. Now, for
the prime p > 2, we define a map
T : Zp[u, v][x]/〈x
p−1 − 1〉 → Zp[u, v][x]/〈x
p−1 − λ〉
by
T (s(x)) = s(λx), ∀s(x) ∈ Zp[u, v][x]/〈x
p−1 − 1〉. (5.1)
Theorem 10. The map T defined in 5.1 is a ring isomorphism.
Proof. Let s1(x) = s2(x) mod (x
p−1 − 1). Then s1(x) − s2(x) = k(x) ∗ (x
p−1 − 1) ⇐⇒
s1(λx)− s2(λx) = k(λx) ∗ (λ
p−1xp−1− 1) ⇐⇒ s1(λx)− s2(λx) = λ
p−1k(λx) ∗ (xp−1−λ).
Hence, s1(λx) = s2(λx) mod (x
p−1 − λ). Rest parts are easy to verify.
Corollary 5.1. A linear code C of length (p−1) is cyclic over Zp[u, v] if and only if T (C)
is λ-constacyclic over Zp[u, v].
Proof. Simple consequence of Theorem 10.
By the Corollary 5.1 and part (2) of Theorem 2, we can characterize the λ -constacyclic
code over Zp[u, v] as in next theorem.
Theorem 11. Let C be a λ-constacyclic code of length (p − 1) over Zp[u, v]. Then C is
an ideal of Zp[u, v][x]/〈x
p−1 − λ〉 given by
C = 〈g + ua+ vp1, vb〉,
where a | g | (xp−1 − λ), b | g | (xp−1 − λ) and b | p1(
xp−1−λ
a
).
6. Structure of ZpZp[u, v]-additive constayclic codes
Definition 6.1. Any non empty subset C of Zαp × Zp[u, v]
β is said to be a ZpZp[u, v]-
additive λ-constayclic code of length (α, β) if
1. C is ZpZp[u, v]-additive, and
2. for any z = (c, d) = (c1, c2, . . . , cα, d1, d2, . . . , dβ) ∈ C, we have
τλ(z) = (cα, c1, . . . , cα−1, λdβ, d1, . . . , dβ−1) ∈ C.
To consider Rα,β,λ = Zp[x]/〈x
β − 1〉 × Zp[u, v][x]/〈x
β − λ〉 as a module over Zp[u, v][x],
we use the multiplication ∗ defined in preliminary as scalar multiplication.
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Lemma 10. The set Rα,β,λ = Zp[x]/〈x
β−1〉×Zp[u, v][x]/〈x
β−λ〉 is a Zp[u, v][x]-module
under the multiplication ∗ as defined in preliminary.
Proof. Straightforward.
Theorem 12. Let C be a ZpZp[u, v]-additive code of length (α, β). Then C is a λ-
constayclic code if and only if C is a Zp[u, v][x]-submodule of Rα,β,λ.
Proof. Same as the proof of Theorem 1.
To find the unique set of generators for ZpZp[u, v]-additive λ-constayclic code, we
follow the same technique as used in case of ZpZp[u, v]-additive cyclic codes in Section 4.
Therefore, for any prime p > 2, we define the projection map
Ω : Zp[x]/〈x
α − 1〉 × Zp[u, v][x]/〈x
p−1 − λ〉 → Zp[u, v][x]/〈x
p−1 − λ〉
by
Ω(c(x), d(x)) = d(x).
Let C be a ZpZp[u, v]-additive λ-constayclic code of length (α, p − 1) and consider the
restriction on Ω to C. Then Ω is a Zp[u, v][x]-module homomorphism with ker(Ω) =
〈(f1, 0)〉 where f1 | (x
α − 1). Also, homomorphic image of C, Im(C), is an ideal of
Zp[u, v][x]/〈x
p−1 − λ〉, therefore Im(C) is a λ-constayclic code over Zp[u, v] of length
(p − 1). Hence, with the help of Theorem 11 and above discussion, we can conclude the
next Theorem as follows.
Theorem 13. Let C be a ZpZp[u, v]-additive λ-constayclic code of length (α, p−1). Then
C is a Zp[u, v][x]-submodule of Rα,β,λ given by
C = 〈(f1, 0), (f2, g + ua+ vp1), (f3, vb)〉,
where f1 | (x
α − 1), a | g | (xp−1 − λ), b | g | (xp−1 − λ) and fi ∈ Zp[x].
Theorem 14. Let C be a ZpZp[u, v]-additive λ-constayclic code of length (α, p− 1) given
by C = 〈(f1, 0), (f2, g + ua + vp1), (f3, vb)〉, where f1 | (x
α − 1), a | g | (xp−1 − λ),
b | g | (xp−1 − λ) and fi ∈ Zp[x]. Let h =
xp−1−λ
g
, m1 = gcd(ha, hp1, x
p−1 − λ), m2 =
xp−1−λ
m1
, deg(f1) = t1, deg(g) = t2, deg(m2) = t3, deg(b) = t4 and
S1 =
α−t1−1⋃
i=0
{xi ∗ (f1, 0)};
S2 =
p−t2−2⋃
i=0
{xi ∗ (f2, g + ua+ vp1)};
S3 =
p−t3−2⋃
i=0
{xi ∗ (hf2, uha+ vhp1)};
S4 =
p−t4−2⋃
i=0
{xi ∗ (f3, vb)}.
Then S = S1 ∪ S2 ∪ S3 ∪ S4 is a minimal spanning set for the code C. Moreover, | C |=
pα+p−t1−t4−1+3(2p−t2−t3−2).
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Proof. Same as the proof of Theorem 6.
Corollary 6.1. Let C be a ZpZp[u, v]-additive λ-constayclic code of length (α, p−1) where
C = 〈(f1, 0), (f2, g + ua + vp1), (f3, vb)〉, as given in Theorem 13. Then any codeword
c(x) ∈ C is of the form
c(x) = s1 ∗ (f1, 0) + s2 ∗ (f2, g + ua+ vp1) + s3 ∗ (hf2, uha+ vhp1) + s4 ∗ (f3, vb),
where s1, s4 ∈ Zp[x] with deg(s1) ≤ (α− t1−1), deg(s4) ≤ (p− t4−2) and si ∈ Zp[u, v][x]
with deg(si) ≤ (p− ti − 2) for i = 2, 3.
Proof. It is a consequences of Theorem 14.
Let C be a ZpZp[u, v]-additive code of length (α, β). Let Pα be the projection which
maps each codeword into first α co-ordinates and Pβ be the projection which maps each
codeword into last β co-ordinates. Since, projection maps are linear maps, so Cα = Pα(C)
is a linear code of length α over Zp and Cβ = Pβ(C) is a linear code of length β over
Zp[u, v]. If C = Cα × Cβ, then C is said to be separable.
Theorem 15. Let C = Cα×Cβ be a ZpZp[u, v]-additive code of length (α, β) where Cα is a
linear code of length α over Zp and Cβ is a linear code of length β over Zp[u, v]. Then C is
ZpZp[u, v]-additive λ-constacyclic code if and only if Cα is cyclic and Cβ is λ-constacyclic
code.
Proof. Let C = Cα×Cβ be a ZpZp[u, v]-additive λ-constacyclic code. Let (c0, c1, . . . , cα−1) ∈
Cα and (d0, d1, . . . , dβ−1) ∈ Cβ . Therefore, z = (c0, c1, . . . , cα−1, d0, d1, . . . , dβ−1) ∈ C.
Since, C is ZpZp[u, v]-additive λ-constacyclic code, so
τλ(z) = (cα−1, c0, . . . , cα−2, λdβ−1, d0, . . . , dβ−2) ∈ C. Hence, (cα−1, c0, . . . , cα−2) ∈ Cα and
(λdβ−1, d0, . . . , dβ−2) ∈ Cβ . This implies Cα is a cyclic and Cβ is a λ-constacyclic code.
Conversely, let Cα be cyclic, Cβ be λ-constacyclic code and (c0, c1, . . . , cα−1, d0, d1, . . . , dβ−1) ∈
C. Therefore, (c0, c1, . . . , cα−1) ∈ Cα and (d0, d1, . . . , dβ−1) ∈ Cβ and hence, (cα−1, c0, . . . , cα−2) ∈
Cα and (λdβ−1, d0, . . . , dβ−2) ∈ Cβ . Therefore, τλ(z) = (cα−1, c0, . . . , cα−2, λdβ−1, d0, . . . , dβ−2) ∈
C. Thus, C is a ZpZp[u, v]-additive λ-constacyclic code.
Corollary 6.2. Let C = Cα×Cβ be a ZpZp[u, v]-additive code of length (α, β) where Cα is
a linear code of length α over Zp and Cβ is a linear code of length β over Zp[u, v]. Then
C is a ZpZp[u, v]-additive cyclic code if and only if Cα and Cβ both are cyclic codes.
Proof. A particular case of Theorem 15 with λ = 1.
Example 1. Let C be a Z2Z2[u, v]-additive cyclic code of length (6, 8). Then C is a
Z2Z2[u, v][x]-submodule of R6,8 = Z2[x]/〈x
6 − 1〉 × Z2[u, v][x]/〈x
8 − 1〉 given by C =
〈(f1, 0), (f2, g+up1+vp2), (f3, ua+vp3), (f4, vb)〉 as in Theorem 5. Take g = (x+1)
4, a =
(x + 1)2, b = (x + 1), f1 = (x + 1)
3, f2 = f3 = f4 = (x + 1). Then h = (x + 1)
4 = m1 =
18
m2, k = (x+ 1)
6 = l1, l2 = (x+ 1)
2. Also,
S1 =
2⋃
i=0
{xi ∗ ((x+ 1)3, 0)}; S2 =
3⋃
i=0
{xi ∗ (x+ 1, (x+ 1)4 + u)};
S3 =
3⋃
i=0
{xi ∗ ((x+ 1)5, u(x+ 1)4)}; S4 =
5⋃
i=0
{xi ∗ (x+ 1, u(x+ 1)2 + v)};
S5 =
5⋃
i=0
{xi ∗ ((x+ 1)7, v(x+ 1)6)}; S6 =
6⋃
i=0
{xi ∗ (x+ 1, v(x+ 1))}.
Therefore, S = S1 ∪ S2 ∪ S3 ∪ S5 ∪ S6 is a minimal generating set of the code C and
cardinality of C is 258 . Further, by Lemma 8, Gray image Ψ(C) is a generalized QC code
of block length (6, 24) over Z2.
Example 2. Let C be a Z5Z5[u, v]-additive cyclic code of length (4, 4). Then C is a
Z5Z5[u, v][x]-submodule of R4,4 = Z5[x]/〈x
4 − 1〉 × Z5[u, v][x]/〈x
4 − 1〉 given by C =
〈(f1, 0), (f2, g+ua+vp1), (f3, vb)〉 as in Theorem 5. Consider g = (x
2−1), a = (x+1), b =
(x− 1), f1 = (x
2 + 1), f2 = f3 = (x− 1). Then h = (x
2 + 1) = m1, m2 = (x
2 − 1) and
S1 =
1⋃
i=0
{xi ∗ (x2 + 1, 0)}; S2 =
1⋃
i=0
{xi ∗ (x− 1, x2 − 1 + u(x+ 1) + v)};
S3 =
1⋃
i=0
{xi ∗ (x3 − x2 + x− 1, u(x3 + x2 + x+ 1) + v(x2 + 1))};
S4 =
2⋃
i=0
{xi ∗ (x− 1, v(x− 1))}.
Therefore, S = S1∪S2 ∪S3 ∪S4 is a minimal generating set of the code C and | C |= 5
17.
Also, by Lemma 8, Ψ(C) is a QC code of length 16 and index 4 over Z5.
Example 3. Let C be a Z3Z3[u, v]-additive (1+u)-constacyclic code of length (4, 2). Then
C is a Z3Z3[u, v][x]-submodule of R4,2,1+u = Z3[x]/〈x
4−1〉×Z3[u, v][x]/〈x
2−(1+u)〉 given
by C = 〈(f1, 0), (f2, g+ua+vp1), (f3, vb)〉 as in Theorem 13. Now, x
2−(1+u) = (x+2u+
1)(x+2+u) in Z3[u, v]. Take g = (x+2u+1), a = b = 1, f1 = (x
2+1), f2 = f3 = (x+1).
Then
S1 =
1⋃
i=0
{xi ∗ (x2 + 1, 0)}; S2 = {(x+ 1, x+ 1)};
S3 = {(x
2 + ux+ 2 + u, u(x+ 2))}; S4 =
1⋃
i=0
{xi ∗ (x+ 1, v)}.
Therefore, S = S1∪S2∪S3 ∪S4 is a minimal generating set and hence C has a generator
matrix G of order 6× 6 whose rows are elements of S. Moreover, C has 310 codewords.
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7. Conclusion remark
In this article, we have derived the generator polynomials of cyclic and constayclic codes
over Zp[u, v] and also minimal generating set for cyclic codes of any length β. Further, we
identify additive cyclic, λ-constacyclic codes as Zp[u, v][x]-submodules of Rα,β and Rα,β,λ
respectively. Moreover, we have calculated the generator polynomials as well as minimal
spanning sets of cyclic code with length (α, β) and of λ-constayclic codes with length
(α, p − 1). This work would be interesting to study and for extension in future to find
self-dual ZpZp[u, v]-additive cyclic, constacyclic codes as well as to obtain the quantum
codes over Zp as the Gray images of ZpZp[u, v]-additive cyclic and constacyclic codes.
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