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Resumo
Neste trabalho estudamos o sistema termoela´stico linear em um domı´nio
limitado sob efeito de uma dissipac¸a˜o linear localizada em uma vizinhanc¸a da fron-
teira do domı´nio e obtemos que a energia decai exponencialmente. Tambe´m, estu-
damos o mesmo sistema em um domı´nio exterior com dissipac¸a˜o linear localizada
pro´ximo do infinito. Mostramos a estabilizac¸a˜o da energia com taxa polinomial.
Para isso foi necessa´rio como em [5] impor restric¸o˜es adicionais nos coeficientes de
Lame´ do sistema.
Abstract
In this work we study the linear thermoelastic system on a bounded
domain in Rn with a linear dissipation localized in a neighborhood of part of the
boundary of the domain and we obtain the exponential decay of the energy. Also, we
study the same system in the exterior domain with some linear dissipations localized
near infinity. To prove that the energy decays to zero in a polynomial decay rate we
assume the same additional restriction as in [5] on the Lame´ coefficients.
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Introduc¸a˜o
Neste trabalho, estudamos o sistema termoela´stico com uma dissipac¸a˜o
linear localizada em parte do domı´nio. O trabalho e´ dividido em treˆs cap´ıtulos. No
primeiro cap´ıtulo apresentamos a notac¸a˜o utilizada no decorrer de todo o trabalho e
ainda destacamos alguns conceitos e resultados ba´sicos sobre a teoria de semigrupos,
espac¸os de Sobolev e de Ana´lise Funcional.
No segundo cap´ıtulo, estudamos o seguinte problema de valor inicial
e de fronteira associado ao sistema termoela´stico:
utt − a24u− (b2 − a2)∇div u+∇θ + α(x)ut = 0 x ∈ Ω, t > 0
θt −4θ + div (ut) = 0 x ∈ Ω, t > 0
u(x, 0) = u0(x), ut(x, 0) = u1(x) x ∈ Ω
θ(x, 0) = θ0(x) x ∈ Ω
u(x, t) = 0 = θ(x, t) x ∈ ∂Ω, t > 0
em um domı´nio limitado Ω do Rn.
O termo α(x)ut representa uma dissipac¸a˜o de energia no sistema. A
func¸a˜o α(x) que localiza o termo dissipativo e´ tal que α(x) ≥ 0, α ∈ L∞(Ω), α(x) ≥
α0 > 0 para x ∈ w ⊂ Ω, com w uma vizinhanc¸a de parte da fronteira de Ω.
Notamos que u(x, t) = (u1(x, t), · · · , un(x, t)) e´ um vetor de Rn para cada (x, t)
fixado. Aqui ∆u = (∆u1(x, t), · · · , ∆un(x, t)) e´ o operador Laplaciano de u, div u
e´ o divergente usual de u e ∇ e´ o operador gradiente. A func¸a˜o θ representa a
distribuic¸a˜o da temperatura no domı´nio Ω. Os coeficientes a e b esta˜o relacionadoss
com coeficientes de Lame´ µ e λ da Teoria de Elasticidade. De fato, temos a2 = µ e
b2 = λ+ 2µ com b2 − a2 > 0.
Para este problema apresentamos apenas um breve roteiro sobre o
estudo da existeˆncia e unicidade de soluc¸o˜es fortes, usando o me´todo de Faedo-
Galerkin, visto que uma prova ana´loga, para a equac¸a˜o vetorial da onda sob efeito
te´rmico, ja´ foi feita detalhes em [20].
Assim, no cap´ıtulo 2 fazemos com mais detalhes a ana´lise do decai-
mento exponencial da energia total desse sistema usando o lema de Nakao, e argu-
mentos da continuac¸a˜o u´nica.
No cap´ıtulo 3, estudamos o seguinte problema termoela´stico
utt − a24u− (b2 − a2)∇div u+∇θ + α(x)ut = 0 x ∈ Ω, t > 0
θt −4θ + div ut + XRθ = 0 x ∈ Ω, t > 0
u(x, 0) = u0(x), ut(x, 0) = u1(x) x ∈ Ω
θ(x, 0) = θ0(x) x ∈ Ω
u(x, t) = 0 = θ(x, t) x ∈ ∂Ω, t > 0
em um domı´nio exterior Ω, isto e´, Ω = Rn \ O com O um conjunto compacto do
Rn, n ≥ 2. Aqui XR e´ a func¸a˜o caracter´ıstica do conjunto{
x ∈ Ω/ ||x|| ≥ R
}
, R > 0.
Neste problema, temos novamente que u = (u1, . . . , un) com ui =
ui(t, x),4u = (4u1, . . . ,4un), ut = (u1t , . . . , unt ), utt = (u1tt, . . . , untt), ∇ e´ o operador
gradiente e div u e´ o divergente de u.
Assumimos que 0 /∈ Ω e ∂Ω ⊂ BR(0) :=
{
x ∈ Rn : |x| < R
}
para
algum R > 0. A func¸a˜o α(x) que localiza a dissipac¸a˜o e´ limitada e α(x) ≥ 0 em
Ω. Os coeficientes a e b esta˜o relacionados com os coeficientes de Lame´ da Teoria
de Elasticidade. A teoria de Elasticidade impo˜e que b2 > a2 > 0. Neste trabalho
assumimos a condic¸a˜o adicional que 4a2 > b2.
Para este problema provamos, no cap´ıtulo 3, a existeˆncia de uma u´nica
soluc¸a˜o (u, θ), usando a teoria de semigrupos. Tambe´m obtemos a estabilizac¸a˜o da
energia total do sistema com taxa de
1
t
. Tambe´m provamos a limitac¸a˜o da norma
L2 da soluc¸a˜o.
Destacamos aqui alguns trabalhos importantes com respeito ao sis-
tema termoela´stico. Dafermos [6] estudou o sistema termoela´stico unidimensional
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sem termo dissipativo e mostrou que a energia decai para zero. No entanto, na˜o
mostrou taxa de decaimento. Rivera [28] estudou o mesmo sistema que Dafermos e
mostrou que a energia decai exponencialmente, devido a` influencia do efeito te´rmico.
Pereira-Menzala [25] estudaram o sistema termoela´stico em alta dimensa˜o e mos-
tram decaimento exponencial sob influencia de uma dissipac¸a˜o. Racke [26], estudou
o sistema termoela´stico em treˆs dimenso˜es. Ainda, em [27] estudou problemas em
termoelasticidade. Em [3] Bisognin-Chara˜o estudaram o sistema de elasticidade em
um domı´nio limitado com dissipac¸a˜o localizada na˜o linear.
Em [5] Chara˜o-Ikehata estudaram o sistema de elasticidade em um
domı´nio exterior. Sobre o estudo de estabilidade assinto´tica para, problemas em um
domı´nio exterior tambe´m citamos os trabalhos de Ikehata [9], [10], [11], Ikehata-
Matsuyama [12] e Ikehata-Tanizawa [13] e Nakao [22]. Em Chara˜o-Oliveira [23] foi
estudado a equac¸a˜o da onda com dissipac¸a˜o na˜o linear.
Para mais refereˆncias bibliogra´ficas a respeito de problemas em domı´nio
limitado ou em domı´nio exterior pode-se consultar as refereˆncias dos trabalhos acima
citados.
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Cap´ıtulo 1
Notac¸a˜o e Resultados Preliminares
1.1 Notac¸a˜o
1. K indica o corpo dos nu´meros reais R ou o corpo dos nu´meros complexos C.
2. |α| = α1 + α2 + · · ·+ αn para α = (α1, α2, · · · , αn) ∈ Nn, n ∈ N.
3. Dαu =
∂|α|u
∂xα11 · · · ∂xαnn
para α = (α1, α2, · · · , αn), αi ∈ N.
4. Se f : Ω ⊂ Rn −→ R e´ diferencia´vel, enta˜o o gradiente de f, que sera´ denotado
por ∇f , e´ definido como o vetor de Rn dado por ∇f =
(
∂f
∂x1
, · · · , ∂f
∂xn
)
.
5. Se F (x) = (f1(x), f2(x), · · · , fn(x)) e´ um campo vetorial de classe C1, definimos
o divergente de F (x), denotado por div F como div F = ∇·F =
n∑
i=1
∂fi
∂xi
, onde
∇ e´ o operador definido como ∇ =
(
∂
∂x1
, · · · , ∂
∂xn
)
.
6. O Laplaciano de uma func¸a˜o f e´ definida como div (∇f) = ∇ ·∇f =
n∑
i=1
∂2f
∂x2i
e
e´ denotado por 4f .
7. ‖ · ‖ = ‖ · ‖L2(Ω).
8. ‖∇u‖2[L2(Ω)]n =
n∑
i=1
‖∇ui‖2L2(Ω),
9. (h : ∇u) = (h · ∇u1, h · ∇u2, · · · , h · ∇un),
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10. Diu =
∂u
∂xi
,
11. ‖∇ui‖2L2(Ω) =
∫
Ω
|∇ui(x)|2dx, com ui e´ a i-e´sima componente do vetor
u = (u1, u2, . . . , un).
Neste trabalho tambe´m denotamos ‖∇u‖2 como sendo ‖∇u‖2[L2(Ω)]n e
‖u‖2 como sendo ‖u‖2[L2(Ω)]n .
1.2 Alguns resultados da teoria de semigrupos
1.2.1 Operadores lineares limitados
Os pro´ximos resultados de semigrupos podem ser encontrados em Pazy
[24], Alvercio [7] ou Kreyszig [15].
Definic¸a˜o 1.1. Sejam X e Y espac¸os de Banach. Um operador linear entre X e
Y e´ uma aplicac¸a˜o linear A : D(A) ⊂ X → Y , com D(A) o domı´nio de A um
subespac¸o vetorial de X. Dizemos que o operador linear e´ limitado se existe uma
constante C ≥ 0 tal que
‖Au‖Y ≤ C ‖u‖X , ∀u ∈ D(A).
Definic¸a˜o 1.2. Representamos por B(X,Y ) a famı´lia dos operadores lineares limi-
tados de X em Y . A func¸a˜o real ‖·‖ definida por
‖A‖ = ‖A‖B(X,Y ) = sup{x∈X:‖x‖X≤1}
‖Ax‖Y <∞,
e´ uma norma sobre B(X, Y ).
Definic¸a˜o 1.3. Seja An uma sequ¨eˆncia em B(X, Y ) com n = 1, 2, · · · . Dizemos
que An e´ convergente se existir A ∈ B(X, Y ) tal que ‖An − A‖ → 0 quando n→∞
e escrevemos An → A.
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1.2.2 Semigrupos de classe C0
Definic¸a˜o 1.4. Seja X um espac¸o de Banach e B(X) a a´lgebra dos operadores line-
ares limitados de X em X. Uma famı´lia
{
S(t)
}
t≥0
e´ um Semigrupo de operadores
lineares e limitados sobre X se:
(a) S(0) = I, com I operador identidade de X;
(b) S(t+ s) = S(t)S(s), ∀t, s ∈ R+.
Ale´m disso, dizemos que o semigrupo
{
S(t)
}
t≥0
e´ de Classe C0 se
(c) lim
t→0+
‖[S(t)− I]x‖ = 0, ∀x ∈ X.
Proposic¸a˜o 1.5. Se
{
S(t)
}
t≥0
e´ um semigrupo de classe C0 enta˜o ‖S(t)‖ e´ uma
func¸a˜o limitada em qualquer intervalo limitado [0, T ].
Demonstrac¸a˜o em Pazy [24], Alvercio [7] ou Kreyszig [15].
Proposic¸a˜o 1.6. Seja
{
S(t)
}
t≥0
um semigrupo de classe C0. Enta˜o
lim
t→∞
log ‖S(t)‖
t
= inf
t>0
log ‖S(t)‖
t
= w0 (1.1)
e para cada w > w0, existe uma constante M ≥ 1 tal que
‖S(t)‖ ≤Mewt, ∀t ≥ 0. (1.2)
Demonstrac¸a˜o em Pazy [24], Alvercio [7] ou Kreyszig [15].
Definic¸a˜o 1.7. Seja X espac¸o de Banach e seja
{
S(t)
}
t≥0
semigrupo de classe C0.
O operador linear A : D(A) ⊂ X → X, definido por
D(A) =
{
x ∈ X : lim
h→0+
S(h)− I
h
x existe
}
e Ax = lim
h→0+
S(h)− I
h
x, ∀x ∈
D(A), e´ chamado Gerador Infinitesimal ou simplesmente Gerador do semigrupo{
S(t)
}
t≥0
.
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Notamos que D(A) 6= ∅ pois 0 ∈ D(A).
Proposic¸a˜o 1.8. Seja A o gerador do semigrupo de classe C0,
{
S(t)
}
t≥0
. Temos
que
(i) Se x ∈ D(A) e t ≥ 0, enta˜o S(t)x ∈ D(A) e a func¸a˜o de R+ → X, dada por:
t 7→ S(t)x e´ diferencia´vel e
d(S(t)x)
dt
= AS(t)x = S(t)Ax, x ∈ D(A). (1.3)
(ii) Se x ∈ D(A), enta˜o
S(t)x− S(s)x =
∫ t
s
AS(τ)xdτ =
∫ t
s
S(τ)Axdτ. (1.4)
(iii) Se x ∈ X e t ∈ R com t ≥ 0, enta˜o
lim
h→0
1
h
∫ t+h
t
S(τ)x dτ = S(t)x. (1.5)
(iv) Para x ∈ X, tem-se
∫ t
0
S(τ)xdτ ∈ D(A) e ale´m disso,
S(t)x− x = A
∫ t
0
S(τ)xdτ. (1.6)
Demonstrac¸a˜o em Pazy [24], Alvercio [7] ou Kreyszig [15].
Observac¸a˜o 1.9. Notamos que o item (i) da proposic¸a˜o (1.8) diz que se x ∈ D(A)
enta˜o as func¸a˜o u(t) = S(t)x e´ soluc¸a˜o do problema de Cauchy
d
dt
u = Au, t > 0
u(0) = x
(1.7)
com u ∈ C1(0,∞;X) ∩ C(0,∞, D(A)).
Assim, se queremos achar a soluc¸a˜o de um problema do tipo (1.7)
em algum espac¸o de Banach X, devemos tentar verificar se A e´ gerador de algum
semigrupo de classe C0.
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Proposic¸a˜o 1.10. O gerador de um semigrupo de classe C0 e´ um operador fechado
com domı´nio denso em X.
Demonstrac¸a˜o em Pazy [24], Alvercio [7] ou Kreyszig [15].
1.2.3 Caracterizac¸a˜o dos geradores de semigrupos de classe
C0
Definic¸a˜o 1.11. Seja A um operador linear em X, sendo X um espac¸o de Banach.
O conjunto dos nu´meros λ ∈ C, para os quais o operador linear λI−A e´ invers´ıvel e
seu inverso e´ limitado e tem domı´nio denso em X e´ chamado Conjunto Resolvente
de A e e´ representado por ρ(A). O operador linear R(λ,A) = (λI − A)−1 e´ dito
Resolvente de A.
Teorema 1.12. Seja
{
S(t)
}
t≥0
um semigrupo de classe C0 e A seu gerador. Con-
siderando Reλ a parte real do nu´mero complexo λ, enta˜o, se Reλ > w0, sendo
w0 = lim
t→∞
log ‖S(t)‖
t
, temos que λ ∈ ρ(A) e
R(λ,A)x =
∫ ∞
0
e−λtS(t)x dt, ∀x ∈ X. (1.8)
Demonstrac¸a˜o em Pazy [24], Alvercio [7] ou Kreyszig [15].
1.2.4 Teorema de Hille-Yosida
Um teorema importante que ajuda a decidir quando um operador
linear A e´ gerador de um semigrupo de classe C0 e´ o:
Teorema 1.13 (Hille-Yosida). Seja X um espac¸o de Banach. Para que um ope-
rador linear A, definido em D(A) ⊂ X e com valores em X seja gerador de um
semigrupo de classe C0, e´ necessa´rio e suficiente que
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(i) A seja operador fechado com domı´nio denso em X;
(ii) Existam M e w reais tais que, para cada real λ > w se tenha λ ∈ ρ(A) e para
cada n ∈ N
‖R(λ,A)n‖ ≤ M
(λ− w)n .
Neste caso, o semigrupo
{
S(t)
}
t≥0
satisfaz a condic¸a˜o ‖S(t)‖ ≤Mewt, t ≥ 0.
Demonstrac¸a˜o em Yosida [29].
Definic¸a˜o 1.14. Um operador linear A : D(A) ⊂ X → X e´ dissipativo relativa-
mente a uma aplicac¸a˜o dualidade j, se
Re (Ax, j(x)) ≤ 0, ∀x ∈ D(A). (1.9)
Proposic¸a˜o 1.15. Se A for dissipativo relativamente a alguma aplicac¸a˜o dualidade,
enta˜o
‖(λ− A)x‖ ≥ λ ‖x‖ , ∀λ > 0 e ∀x ∈ D(A). (1.10)
Demonstrac¸a˜o em Pazy [24], Alvercio [7] ou Kreyszig [15].
1.2.5 Teorema de Lumer-Phillips
Um outro resultado importante que caracteriza quando um operador
linear A e´ gerador de um semigrupo de classe C0 e´ o Teorema de Lumer-Phillips:
Observac¸a˜o 1.16. No teorema abaixo e´ utilizado para facilitar a linguagem, a ex-
pressa˜o A ∈ G(M,w) para indicar que A e´ gerador de um semigrupo de opera-
dores lineares limitados de classe C0, digamos
{
S(t)
}
t≥0
, que satisfaz a condic¸a˜o
‖S(t)‖ ≤ Mewt, t ≥ 0. Quando w = 0 e M = 1 dizemos que
{
S(t)
}
t≥0
e´ um
semigrupo de contrac¸o˜es.
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Teorema 1.17 (Lumer-Phillips). Seja X um espac¸o de Banach e
A : D(A) ⊂ X → X um operador linear. Se A ∈ G(1, 0) enta˜o
(i) A e´ dissipativo relativamente a qualquer aplicac¸a˜o dualidade;
(ii) R(λ− A) = X, ∀λ > 0.
Reciprocamente, se
(iii) D(A) e´ denso em X;
(iv) A e´ dissipativo relativamente a alguma aplicac¸a˜o dualidade;
(v) R(λ0 − A) = X para algum λ0 > 0;
enta˜o A ∈ G(1, 0).
Demonstrac¸a˜o Brezis [4].
1.2.6 Operadores lineares na˜o limitados
Definic¸a˜o 1.18. Seja H espac¸o de Hilbert e A : D(A) ⊂ H → H um operador
linear na˜o limitado. Dizemos que A e´ mono´tono se
(Av, v) ≥ 0, ∀v ∈ D(A).
Definic¸a˜o 1.19. O operador A e´ dito maximal mono´tono, se A e´ mono´tono e
ainda R(I + A) = H. Isto e´, ∀f ∈ H,∃u ∈ D(A) tal que (I + A)u = f .
Proposic¸a˜o 1.20. Seja A um operador maximal mono´tono e H um espac¸o de Hil-
bert. Enta˜o,
(a) D(A) e´ denso em H;
(b) A e´ um operador fechado.
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Com a ajuda do teorema de Lumer-Phillips (1.17) se pode provar
facilmente o seguinte resultado (Brezis [4] pg. 104).
Teorema 1.21. Seja A um operador maximal mono´tono em um espac¸o de Hilbert
H. Enta˜o, para todo u0 ∈ D(A) existe uma u´nica func¸a˜o
u ∈ C1 ([0,∞);H) ∩ C ([0,∞);D(A))
tal que 
du
dt
+ Au = 0, t ≥ 0
u(0) = u0.
(1.11)
Tambe´m,
‖u(t)‖ ≤ ‖u0‖ e
∥∥∥∥du(t)dt
∥∥∥∥ = ‖Au(t)‖ ≤ ‖Au0‖, ∀t ≥ 0.
Demonstrac¸a˜o em Brezis [4] pg. 104.
O pro´ximo teorema pode ser provado facilmente com ajuda do teorema
do ponto fixo.
Teorema 1.22 (Cauchy, Lipschitz, Picard). Seja X um espac¸o de Banach A :
D(A) ⊂ X −→ X gerador de um Semigrupo de classe C0 e seja F : X → X uma
aplicac¸a˜o globalmente Lipschitz, isto e´:
‖Fu− Fv‖ ≤ L ‖u− v‖, ∀u, v ∈ X
com L > 0 uma constante.
Enta˜o, para cada valor inicial u0 ∈ X, existe u´nico u ∈ C ([0,∞), X) tal que u e´
soluc¸a˜o fraca de 
du
dt
+ Au = F (u), t > 0
u(0) = u0.
(1.12)
Ale´m disso, se u0 ∈ D(A) e X e´ reflexivo enta˜o (1.12) tem uma u´nica
soluc¸a˜o cla´ssica, isto e´, u ∈ C1([0,∞), X)∩C([0,∞), D(A)), em D(A) com a norma
do gra´fico.
A demonstrac¸a˜o e´ encontrada em Brezis [4], pg.104.
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1.3 Espac¸os de Sobolev
Os resultados da teoria dos espac¸os de Sobolev que relatamos a seguir
podem ser encontrados em [21], [1] ou [14].
Definic¸a˜o 1.23. Seja Ω um aberto do Rn, m ∈ N e p ∈ R tal que 1 ≤ p < ∞. O
Espac¸o de Sobolev, Wm,p(Ω) e´ definido por
Wm,p(Ω) =
{
f ∈ Lp(Ω);Dα f ∈ Lp(Ω),∀α ∈ Nn, 0 ≤ |α| ≤ m
}
,
sendo Dα a derivada no sentido distribucional.
O espac¸o Wm,p(Ω) e´ um espac¸o de Banach com a norma
‖f‖Wm,p(Ω) =
∑
|α|≤m
∫
Ω
|Dαf |p dx
 1p .
A notac¸a˜o Hm(Ω) e´ usada para representar o espac¸oWm,p(Ω), quando
p = 2. O espac¸o Hm(Ω) e´ um espac¸o de Hilbert com o produto interno(
f , g
)
Hm(Ω)
=
∑
|α|≤m
(
Dαf , Dαg
)
L2(Ω)
.
Definic¸a˜o 1.24. Seja Ω um aberto do Rn. O espac¸o Wm,p0 (Ω) e´ definido como
o fecho de C∞0 (Ω) em W
m,p(Ω). Analogamente, Hm0 (Ω) e´ o fecho de C
∞
0 (Ω) em
Hm(Ω).
Um resultado importante e nada trivial da teoria de espac¸os de Sobolev
e´ o teorema do trac¸o. Ele diz que para achar a soluc¸a˜o de um problema de fronteira
com condic¸o˜es de Dirichlet, basta procurar em H10 (Ω).
Teorema 1.25 (Teorema do Trac¸o). Seja Ω um conjunto aberto limitado do Rn
com fronteira bem regular. Enta˜o existe uma func¸a˜o
γo : H
1(Ω) −→ H 12 (Γ)
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que e´ sobrejetiva e Ker(γo) = H
1
0 (Ω). Ale´m disso, γou = u |Γ se u ∈ D(Ω). A
func¸a˜o γo e´ chamada de func¸a˜o trac¸o e γou o trac¸o de u sobre Γ.
A demonstrac¸a˜o pode ser vista em Medeiros-Rivera [21] e Adams [1].
Proposic¸a˜o 1.26 (Teorema da divergeˆncia e fo´rmulas de Green). Seja Ω ⊂
Rn um aberto limitado com fronteira bem regular. Enta˜o valem as seguintes fo´rmulas:∫
Ω
(
div F
)
(x) dx =
∫
Γ
F (x) · η(x) dΓ, F ∈ [H1(Ω)]n , (1.13)
∫
Ω
v(x)4u(x) dx = −
∫
Ω
∇v(x) · ∇u(x) dx, v ∈ H10 (Ω), u ∈ H2(Ω), (1.14)
∫
Ω
v(x)4u(x) dx =
∫
Ω
4v(x)u(x) dx, u, v ∈ H10 (Ω) ∩H2(Ω). (1.15)
onde Ω ⊂ Rn e´ um aberto limitado com fronteira de classe C2 e η = η(x) a normal
unita´ria externa no ponto x ∈ Γ. A func¸a˜o F integrada sobre Γ e´ no sentido da
func¸a˜o trac¸o, isto e´
∫
Γ
F (x) · η(x) dΓ significa
∫
Γ
(γ ◦ F )(x) · η(x) dΓ.
A demonstrac¸a˜o dessa proposic¸a˜o pode ser vista em Kesavan [14] e ela
utiliza o teorema do trac¸o.
Corola´rio 1.27 (Desigualdade de Poincare´). Seja Ω um aberto limitado do Rn
e 1 ≤ p < ∞. Enta˜o, existe uma constante C, dependendo somente de Ω e p, tal
que
‖u‖Lp ≤ C ‖∇u‖Lp, ∀u ∈ W 1,p0 (Ω).
A demonstrac¸a˜o pode ser encontrada em Brezis [4].
O pro´ximo resultado e´ muito usado para se provar a existeˆncia de
soluc¸a˜o de uma equac¸a˜o eliptica linear.
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Teorema 1.28 (Lax-Milgram). Seja H espac¸o de Hilbert e a(u, v) forma bilinear
cont´ınua e coerciva sobre H. Seja f ∈ H ′. Enta˜o, existe u´nico u ∈ H tal que
a(u, v) = (f, v), ∀v ∈ H.
A demonstrac¸a˜o pode ser encontrada em Brezis [4], pg. 84.
A justificativa de mais regularidade da soluc¸a˜o de um problema el´ıptico
obtido com a ajuda do teorema de Lax-Milgram (1.28) e´ dado pelo
Teorema 1.29 (Regularidade El´ıptica). Sejam L um operador diferencial el´ıptico
de ordem 2m, m ∈ N, definido em um aberto regular Ω ⊂ Rn e u ∈ D′(Ω), sendo
D′(Ω) o espac¸o das distribuic¸o˜es. Seja u soluc¸a˜o de Lu = f , no sentido das distri-
buic¸o˜es, com f ∈ L2(Ω). Enta˜o, u ∈ H2m(Ω).
A demonstrac¸a˜o pode ser encontrada em Agmon [2].
O teorema a seguir pode ser usado para passagem ao limite das soluc¸o˜es
aproximadas via Me´todo de Faedo - Galerkin para problemas de valor inicial e de
fronteira.
Teorema 1.30 (Teorema de Rellich). Seja Ω aberto limitado do Rn. Enta˜o
Hm+10 (Ω) esta´ imerso compactamente em H
m
0 (Ω), m ∈ N. Ale´m disso, se Ω for
aberto limitado com a propriedade do m-prolongamento, enta˜o a imersa˜o de Hm+1(Ω)
em Hm(Ω) e´ compacta.
A demonstrac¸a˜o pode ser vista em Medeiros- Rivera [21].
Proposic¸a˜o 1.31. Sejam V1 e V2 espac¸os de Hilbert tal que V1 esta´ imerso conti-
nuamente em V2. Seja, W (0, T ) =
{
φ ∈ Lp(0, T ;V1) : dφ
dt
∈ Lp(0, T ;V2)
}
. Enta˜o
W (0, T ) esta´ imerso continuamente em C(0, T ;V2).
Esta proposic¸a˜o pode ser encontrada em Lions [18] e [19].
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Cap´ıtulo 2
O Sistema Termoela´stico em um
Domı´nio Limitado
2.1 Introduc¸a˜o
Neste cap´ıtulo estudamos a existeˆncia, unicidade e estabilizac¸a˜o de
soluc¸o˜es fortes do Sistema Termoela´stico descrito abaixo, usando o me´todo de Faedo-
Galerkin.

utt − a24u− (b2 − a2)∇div u+∇θ + α(x)ut = 0 x ∈ Ω, t > 0
θt −4θ + div ut = 0 x ∈ Ω, t > 0
u(x, 0) = u0(x), ut(x, 0) = u1(x) x ∈ Ω
θ(x, 0) = θ0(x) x ∈ Ω
u(x, t) = 0 = θ(x, t) x ∈ ∂Ω, t > 0.
(2.1)
Aqui u = u(x, t) = (u1(x, t), u2(x, t), . . . , un(x, t)), θ = θ(x, t) e Ω ⊂
Rn, n ≥ 1, e´ um conjunto aberto limitado regular do Rn sendo (u0, u1, θ0) as
condic¸o˜es iniciais do problema. A func¸a˜o α = α(x) α : Ω −→ R+ que localiza no
domı´nio o termo dissipativo α(x)ut e´ uma func¸a˜o de L
∞(Ω). Tambe´m observamos
que 4u = (4u1(x, t), · · · ,4un(x, t)), onde 4ui com i = 1, 2, · · · , n e´ o operador
Laplaciano de ui. O simbolo ∇ representa o operador gradiente e div u o divergente
usual de u. As constantes a e b, esta˜o relacionadas com a teoria da elasticidade
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e b2 > a2 > 0. A func¸a˜o e α(x) e´ efetiva apenas em uma vizinhanc¸a de parte da
fronteira de Ω, que representamos como de modo usual por ∂Ω.
2.2 Formulac¸a˜o Variacional
Supondo que (u(x, t), θ(x, t)) e´ uma soluc¸a˜o regular de (2.1) em algum
intervalo [0, T ] e tomando o produto interno em Rn, que aqui indicamos por “·”,
da equac¸a˜o utt − a24u− (b2 − a2)∇div u+∇θ + α(x)ut = 0, com w ∈ [H10 (Ω)]n e
integrando com relac¸a˜o a x ∈ Ω, temos
∫
Ω
utt · w dx−
∫
Ω
a24u · w dx−
∫
Ω
(b2 − a2)∇div u · w dx
+
∫
Ω
∇θ · w dx+
∫
Ω
α(x)ut · w dx = 0.
(2.2)
Calculamos em separado alguns termos. Para isso, fazemos uso da
proposic¸a˜o 1.26.
−
∫
Ω
a24u · w dx = a2
∫
Ω
∇u · ∇w dx (2.3)
pois, w ∈ [H10 (Ω)]n.
∫
Ω
−(b2 − a2)∇ div u · w dx = (b2 − a2)
∫
Ω
div u · div wdx, (2.4)
onde, ∫
Ω
∇u · ∇w dx =
n∑
i=1
∫
Ω
∇ui · ∇wi dx
com ui e wi as i-e´simas componentes de u = u(x, t) = (u1(x, t), u2(x, t), . . . , un(x, t))
e w(x) = (w1(x), . . . , wn(x)).
Com isso, substituindo (2.3) e (2.4) a equac¸a˜o (2.2) fica
∫
Ω
utt · w dx + a2
∫
Ω
∇u · ∇w dx + (b2 − a2)
∫
Ω
div u · div w dx
+
∫
Ω
∇θ · w dx +
∫
Ω
α(x)ut · w dx = 0, ∀w ∈
[
H10 (Ω)
]n
.
Enta˜o, escrevendo em termos de produto interno em L2(Ω) temos
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(utt , w)L2(Ω) + a
2(∇u , ∇w)L2(Ω) + (b2 − a2)(div u , div w)L2(Ω)
+(∇θ , w)L2(Ω) + (α(x)ut , w)L2(Ω) = 0, ∀w ∈ [H10 (Ω)]n.
(2.5)
Agora, multiplicando a segunda equac¸a˜o de (2.1), θt−4θ+div ut = 0
por v ∈ H10 (Ω) e integrando em Ω, temos∫
Ω
vθt dx−
∫
Ω
v4θ dx+
∫
Ω
v div ut dx = 0, ∀v ∈ H10 (Ω).
Da Fo´rmula de Green, para v ∈ H10 (Ω) temos que
−
∫
Ω
v4θ dx =
∫
Ω
∇θ · ∇v dx
e ∫
Ω
v div ut dx = −
∫
Ω
ut · ∇v dx.
Assim obtemos que
∫
Ω
θt v dx+
∫
Ω
∇θ · ∇v dx−
∫
Ω
ut · ∇v dx = 0, ∀v ∈ H10 (Ω),
ou ainda,
(θt , v)L2(Ω) + (∇θ , ∇v)L2(Ω) − (ut , ∇v)L2(Ω) = 0, ∀v ∈ H10 (Ω). (2.6)
Conclu´ımos por (2.5) e (2.6), que (u , θ) devem satisfazer o seguinte
problema variacional, associado ao problema (2.1)

(utt , w) + a
2(∇u , ∇w) + (b2 − a2)(div u , div w)
+(∇θ , w) + (α(x)ut , w) = 0,
(θt , v) + (∇θ , ∇v)− (ut , ∇v) = 0,
(2.7)
para w ∈ [H10 (Ω)]n, para v ∈ H10 (Ω) e para t ∈ [0,∞).
E´ claro, que se o par (u, θ) e´ soluc¸a˜o cla´ssica de (2.1), enta˜o o par
(u, θ) e´ soluc¸a˜o de (2.7). Se o par (u, θ) e´ soluc¸a˜o de (2.7) na classe,
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u ∈ L∞(0,∞; [H10 (Ω) ∩H2(Ω)]n),
ut ∈ L∞(0,∞; [H10 (Ω)]n),
utt ∈ L∞(0,∞; [L2(Ω)]n),
θ ∈ L2(0,∞;H10 (Ω) ∩H2(Ω)),
θt ∈ L∞(0,∞;L2(Ω)),
enta˜o o par (u, θ), e´ chamado de soluc¸a˜o forte da equac¸a˜o (2.1) em [0,∞).
2.3 Existeˆncia, Unicidade de soluc¸o˜es fortes
Teorema 2.1. Seja α uma func¸a˜o cont´ınua e limitada com α(x) ≥ 0 q.s. em Ω e
(u0, u1, θ0) ∈ [H10 (Ω) ∩H2(Ω)]n × [H10 (Ω)]n × [H10 (Ω) ∩H2(Ω)].
Enta˜o, existe um u´nico par (u, θ) soluc¸a˜o forte de (2.1).
A demonstrac¸a˜o desse Teorema e´ muito similar a apresentada por
Cleuzir Da Luz [20], no cap´ıtulo 2 da sua dissertac¸a˜o de mestrado em 2005. Por
isso, apresentamos aqui apenas um roteiro da mesma, o qual e´ baseada no Me´todo
de Faedo-Galerkin.
A prova e´ feita considerando-se os seguintes passos:
 Problema Aproximado
Lembramos aqui a notac¸a˜o que (∇u , ∇w) =
m∑
i=1
(∇ui , ∇wi). Fa-
zendo no problema varacional associado (2.7)
u = um =
m∑
j=1
gjm(t)wj
θ = θm =
m∑
j=1
hjm(t)vj
(2.8)
com
{
wj
}∞
j=1
uma base de
[
H10 (Ω) ∩H2(Ω)
]n
,
{
vj
}∞
j=1
uma base de H10 (Ω), gjm(t)
e hjm(t) func¸o˜es reais definidas no intervalo [0,∞) e satisfazendo adequadas condic¸o˜es
iniciais em t = 0.
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Escrevendo
u0 =
∞∑
j=1
cj wj, u1 =
∞∑
j=1
dj wj e θ0 =
∞∑
j=1
ej vj (2.9)
com cj, dj e ej constantes reais, j = 1, 2, . . ., o problema aproximado associado ao
problema variacional (2.7) e´:

(umtt , w
m) + a2(∇um , ∇wm) + (b2 − a2)(div um , div wm)
+(∇θm , wm) + (α(x)umt , wm) = 0,
(θmt , v
m) + (∇θ , ∇vm)− (umt , ∇vm) = 0,
(2.10)
para w ∈ [H10 (Ω)]n, para v ∈ H10 (Ω) e para t ∈ [0,∞).
E´ necessa´rio provar que existem func¸o˜es u e θ em algum espac¸o tal
que
um =
m∑
j=1
gjm(t)wj → u(t)
θm =
m∑
j=1
hjm(t)vj → θ(t)
em algum sentido e que o par (u, θ) seja soluc¸a˜o de (2.1). O problema aproxi-
mado, (2.10) fica equivalente ao seguinte sistema linear de Equac¸o˜es Diferenciais
Ordina´rias, para as func¸o˜es gjm(t) e hjm(t):

m∑
j=1
Ajig
′′
jm(t) +
m∑
j=1
Cjigjm(t) +
m∑
j=1
Djihjm(t) +
m∑
j=1
Bjig
′
jm(t) +
m∑
j=1
Ejigjm(t) = 0,
m∑
j=1
Fjih
′
jm(t) +
m∑
j=1
Gjihjm(t)−
m∑
j=1
Hjig
′
jm(t) = 0,
gjm(0) = cj, 1 ≤ j ≤ m
g
′
jm(0) = dj, 1 ≤ j ≤ m
hjm(0) = ej, 1 ≤ j ≤ m
(2.11)
para 1 ≤ i ≤ m.
Com: Aji = (wj , wi), Bji = (α(x)wj , wi), Cji = a
2(∇wj , ∇wi), Dji = (∇vj , wi),
Eji = (b
2−a2)(div wj , div vi), Fji = (vj , vi), Gji = (∇vj , ∇vi) e Hji = (wj , ∇vi).
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O sistema (2.11) possui uma soluc¸a˜o global dada por
Y (t) = etAY0, t ≥ 0,
com A a matriz associada a (2.11).
Portanto as func¸o˜es um : [0,∞) −→
[
H10 (Ω) ∩ H2(Ω)
]n
e
θm : [0,∞) −→ H10 (Ω) ∩ H2(Ω) dadas por um =
m∑
j=1
gjm(t)wj e θ
m =
m∑
j=1
hjm(t)vj
sa˜o soluc¸o˜es do problema aproximado (2.10) no intervalo [0,∞).
 Estimativas para as Soluc¸o˜es Aproximadas
Usando que um =
m∑
j=1
gjm(t)wj e θ
m =
m∑
j=1
hjm(t)vj esta˜o definidas
para todo t ≥ 0 e a definic¸a˜o da energia do problema aproximado (2.10) temos que
Em(t) +
∫ t
0
‖
√
α(·)umt ‖
2
L2(Ω) ds +
∫ t
0
‖∇θm‖2L2(Ω) ds = Em(0), (2.12)
logo,
Em(t) ≤ Em(0), ∀ t ≥ 0.
Mas,
Em(0) =
1
2
{ ‖um1 ‖2 + a2‖∇um0 ‖2 + ‖θm0 ‖2 + (b2 − a2)||div um0 ||2} .
Se obtem que
{um} limitada em L∞(0,∞; [H10 (Ω)]n),
{umt } limitada em L∞(0,∞; [H10 (Ω)]n),
{umtt } limitada em L∞(0,∞; [L2(Ω)]n),
{θm} limitada em L∞(0,∞;L2(Ω)),
{θm} limitada em L2(0,∞;H10 (Ω)),
{θmt } limitada em L∞(0,∞;L2(Ω)).
(2.13)
De onde, pelo Teorema Banach-Alaoglu-Boubarki ( ver Brezis [4] )
existem func¸o˜es u ∈ L∞(0,∞; [H10 (Ω)]n) e θ ∈ L∞(0,∞;L2(Ω))∩L2(0,∞;H10 (Ω))
com,
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ut ∈ L∞(0,∞; [H10 (Ω)]n), utt ∈ L∞(0,∞; [L2(Ω)]n) e θt ∈ L∞(0,∞;L2(Ω)), tais que
um → u, fraco-? em L∞(0,∞; [H10 (Ω)]n),
umt → ut, fraco-? em L∞(0,∞; [H10 (Ω)]n),
umtt → utt, fraco-? em L∞(0,∞; [L2(Ω)]n),
θm → θ, fraco-? em L∞(0,∞;L2(Ω)),
θm → θ, fraco em L2(0,∞;H10 (Ω)),
θmt → θt, fraco-? em L∞(0,∞;L2(Ω)).
(2.14)
 Passagem ao Limite
Devido a linearidade do probema (2.10) fazendo limite com m→∞,
resulta que as func¸o˜es u e θ dadas em (2.14) satisfazem o problema variacional (utt , w) + a2(∇u , ∇w) + (∇θ , w) + (α(·)ut , w) + (b2 − a2)(div u , w) = 0,(θt , v) + (∇θ , ∇v)− (ut , ∇v) = 0,
para toda w ∈ [H10 (Ω)]n e v ∈ H10 (Ω), no sentido de D′(0,∞).
Em particular, temos que
 utt − a24u+ α(x)ut +∇θ + (b2 − a2)div u = 0,θt −4θ + div ut = 0, (2.15)
no sentido de D′((0,∞)× Ω).
 Regularidade:
A regularidade das soluc¸o˜es (u, θ) se obtem utilizando o Teorema da
Regularidade El´ıptica (1.29).
 Analise de condic¸o˜es iniciais:
As soluc¸o˜es (u, θ), satisfazem as condic¸o˜es iniciais do problema (2.1).
Para isso, se faz uso da proposic¸a˜o (1.31).
 Unicidade de Soluc¸o˜es:
E´ feita de modo padra˜o. Ver em Cleuzir [20].
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Definic¸a˜o 2.2. Por estabilizac¸a˜o se entende como o comportamento assinto´tico da
energia E(t) do sistema, quando t −→ ∞ ou enta˜o do comportamento assinto´tico
das soluc¸o˜es do sistema, em alguma norma, quando t −→ ∞. Neste trabalho se
estuda a estabilizac¸a˜o em relac¸a˜o a zero (func¸a˜o nula). Na estabilizac¸a˜o e´ sempre
importante se obter a taxa para o comportamento assinto´tico.
Por exemplo, estudar lim
t−→∞
‖u(t)‖L2(Ω) e lim
t−→∞
‖θ(t)‖L2(Ω) ou
lim
t−→∞
‖u(t)‖L∞(Ω) e lim
t−→∞
‖θ(t)‖L∞(Ω), mostrando taxas de decaimento expl´ıcitas, para
as soluc¸o˜es do sistema (2.1).
De fato, o objetivo e´ estudar a estabilizac¸a˜o da energia E(t) do sistema
(2.1), que e´ dada por
E(t) =
1
2
{
‖ut‖2 + a2‖∇u‖2 + ‖θ‖2 + (b2 − a2)||div u||2
}
, (2.16)
ou
E(t) =
1
2
∫
Ω
(
|ut|2 + a2 |∇u|2 + θ2 + (b2 − a2)(div u)2
)
dx.
A energia E(t) e´ dada pela, soma das energias, E1(t) e E2(t) as quais, sa˜o dadas
por:
Energia cine´tica e potencial
E1(t) =
1
2
∫
Ω
(
|ut|2 + a2 |∇u|2 + (b2 − a2)(div u)2
)
dx, (2.17)
energia te´rmica
E2(t) =
1
2
∫
Ω
θ2 dx (2.18)
Tomamos w = ut e v = θ no problema Varacional associado (2.7)
Notamos que:
(utt , ut)L2(Ω) =
∫
Ω
utt · ut dx =
∫
Ω
1
2
d
dt
[ut · ut] dx =
1
2
d
dt
∫
Ω
(ut)
2 dx =
1
2
d
dt
‖ut‖2,
(2.19)
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(∇u, ∇ut)L2(Ω) =
∫
Ω
∇u · ∇ut dx =
∫
Ω
1
2
d
dt
|∇u|2 dx =
1
2
d
dt
∫
Ω
|∇u|2 dx = 1
2
d
dt
‖∇u‖2,
(2.20)
(α(x)ut , ut)L2(Ω) =
∫
Ω
α(x)ut · ut dx =∫
Ω
(
√
α(·)ut)2 dx = ‖
√
α(·)ut‖2,
(2.21)
(div u , div ut)L2(Ω) =
∫
Ω
div u div utdx =
∫
Ω
1
2
d
dt
(div u)2 dx =
1
2
d
dt
‖div u‖2 ,
(2.22)
(θt , θ)L2(Ω) =
∫
Ω
θt θ dx =∫
Ω
1
2
d
dt
(θ)2 dx =
1
2
d
dt
∫
Ω
(θ)2 dx =
1
2
d
dt
‖θ‖2,
(2.23)
(∇θ, ∇θ)L2(Ω) = ‖∇θ‖2. (2.24)
(ut , ∇θ)L2(Ω) = (∇θ , ut)L2(Ω). (2.25)
Substitu´ındo (2.19), (2.20), (2.21) e (2.22) na primeira equac¸a˜o de
(2.7), resulta que
1
2
d
dt
‖ut‖2 + a21
2
d
dt
‖∇u‖2 + (∇θ , ut)L2(Ω)
+ ‖√α(·)ut‖2 + (b2 − a2)1
2
d
dt
||div u||2 = 0.
(2.26)
Substitu´ındo (2.23), (2.24) e (2.25) na segunda equac¸a˜o de (2.7), re-
sulta que
1
2
d
dt
‖θ‖2 + ‖∇θ‖2 − (∇θ , ut)L2(Ω) = 0. (2.27)
Agora, somando (2.26) com (2.27) temos
23
12
d
dt
‖ut‖2 + a21
2
d
dt
‖∇u‖2 + (∇θ , ut)L2(Ω) + ‖
√
α(·)ut‖
2
+
1
2
d
dt
‖θ‖2 + ‖∇θ‖2 − (∇θ , ut)L2(Ω) + (b2 − a2)1
2
d
dt
||div u||2 = 0,
ou seja,
d
dt
1
2
{
‖ut‖2 + a2 ‖∇u‖2 + ‖θ‖2 + (b2 − a2)||div u||2
}
+ ‖√α(·)ut‖2 + ‖∇θ‖2 = 0. (2.28)
De (2.16) a equac¸a˜o (2.28) fica
d
dt
E(t) + ‖√α(·)ut‖2 + ‖∇θ‖2 = 0. (2.29)
Ou seja
d
dt
E(t) +
∫
Ω
α(x)|ut|2 dx +
∫
Ω
|∇θ|2 dx = 0,
para todo t ≥ 0.
Assim, para t ≥ 0 e T > 0 a energia E(t), satisfaz a identidade
−
∫ t+T
t
d
dt
E(t) ds =
∫ t+T
t
∫
Ω
α(x)|ut|2 dx ds +
∫ t+T
t
∫
Ω
|∇θ|2 dx ds.
E(t) − E(t+ T ) =
∫ t+T
t
∫
Ω
α(x)|ut|2 dx ds +
∫ t+T
t
∫
Ω
|∇θ|2 dx ds. (2.30)
Em particular, observamos que a energia E(t) e´ uma func¸a˜o decres-
cente. Por isso, faz sentido estudar taxas de decaimento da energia total E(t)
associada ao sistema (2.1).
Agora, definimos o subconjunto Γ(x0) de Γ = ∂Ω, para x0 ∈ Rn fixado
de modo arbitra´rio:
Γ(x0) =
{
x ∈ Γ; (x− x0) · η(x) ≥ 0
}
,
onde η(x) e´ a normal exterior unita´ria a Ω no ponto x ∈ Γ = ∂Ω.
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Seja, ω ⊂ Ω¯ uma vizinhanc¸a em Ω¯ de Γ(x0). Assim, ω = Ω¯∩W , onde
W e´ um aberto do Rn tal que Γ(x0) ⊂ W .
A estabilizac¸a˜o da energia E(t) sera´ estudada com a seguinte hipo´tese
adicional na func¸a˜o α(x)
α(x) ≥ α0 sobre ω (2.31)
para alguma constante α0 positiva.
Assim, o termo dissipativo α(x)ut na primeira equac¸a˜o em (2.1), esta´
localizado ou efetivo apenas em uma parte de Ω.
De fato, segue o seguinte resultado:
Teorema 2.3 (Estabilizac¸a˜o). Sejam u = u(x, t) e θ = θ(x, t) as soluc¸o˜es do
problema (2.1). Seja, α ∈ L∞(Ω), α(x) ≥ 0 q.s. em Ω, satisfazendo (2.31). Enta˜o,
existem constantes positivas C e σ, com C dependendo da energia inicial E(0), tais
que:
E(t) ≤ Ce−σt, (2.32)
para todo t ≥ 0.
Para provar esse teorema sera´ necessa´rio, alguns lemas e estimativas
especiais sobre as soluc¸o˜es u e θ.
2.4 Lema de Nakao
Para provar a estabilizac¸a˜o da energia E(t) sera´ mostrado que E(t)
satisfaz uma desigualdade do tipo:
E(t) ≤ C
[
E(t) − E(t+ T )
]
, t ≥ 0, (2.33)
onde C e´ uma constante positiva e T > 0 e´ uma constante fixada adequadamente.
Enta˜o, a propriedade de decaimento (2.32) seguira´ de (2.33) e do se-
guinte lema:
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Lema 2.4 (Nakao). Seja, ϕ(t) uma func¸a˜o na˜o negativa, em R+ satisfazendo, para
t ≥ 0:
sup
t≤s≤t+T
ϕ(s) ≤ C
[
ϕ(t) − ϕ(t+ T )
]
,
com T > 0 e C > 0 constantes fixas. Enta˜o, ϕ tem o seguinte comportamento
assinto´tico,
ϕ(t) ≤ Cϕ(0)e−σt, t ≥ 0
para algum σ > 0 fixo e C > 0 constante.
2.5 Identidades de Energia
Para provar (2.33), tambe´m e´ necessa´rio desenvolver, algumas identi-
dades de energia.
Lema 2.5. Sejam, u = u(x, t) e θ = θ(x, t) as soluc¸o˜es do problema (2.1). Sejam
h : Ω → Rn, func¸a˜o de classe C1(Ω), m ∈ W 1,∞(Ω) e T > 0 fixado. Enta˜o as
seguintes identidades sa˜o va´lidas, para todo t ≥ 0:
∫ t+T
t
∫
Ω
m (x)
[
− |ut|2 + a2 |∇u|2
]
dx ds =
−
[∫
Ω
m (x) ut · u dx
]t+T
t
−
∫ t+T
t
∫
Ω
m (x) α(x)ut · u dx ds
−a2
∫ t+T
t
∫
Ω
N∑
i=1
N∑
j=1
∂ui
∂xj
∂m
∂xj
ui dx ds−
∫
Ω
m (x) ∇θ · u dx ds
−(b2 − a2)
∫ t+T
t
∫
Ω
[
m(x) (div u)2 + div u [∇m(x) · u]
]
dx ds.
(2.34)
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∫ t+T
t
∫
∂Ω
(h · η)
[
a2
∣∣∣∣∂u∂η
∣∣∣∣2 + (b2 − a2) (div u)2
]
dΓ ds =[∫
Ω
(h : ∇u) · ut dx
]t+T
t
+
∫ t+T
t
∫
Ω
(h : ∇u) · α(x)ut dx ds
+
1
2
∫ t+T
t
∫
Ω
(∇ · h)
[
|ut|2 − a2 |∇u|2 − (b2 − a2) (div u)2
]
dx ds
+
∫ t+T
t
∫
Ω
(h : ∇u) · (∇θ) dx ds+ a2
∫ t+T
t
∫
Ω
N∑
i,j,k=1
(∂khi) (∂iuj ∂kuj) dx ds
+(b2 − a2)
∫ t+T
t
∫
Ω
N∑
i,j,k=1
(∂jhk) (∂iui ∂kuj) dx ds. (2.35)
1
2
∫ t+T
t
∫
∂Ω
((x− xo) · η)
[
a2
∣∣∣∣∂u∂η
∣∣∣∣2 + (b2 − a2) (div u)2
]
dΓ ds =[∫
Ω
((x− xo) · ∇u) · ut dx
]t+T
t
+
∫ t+T
t
∫
Ω
((x− xo) · ∇u) · α(x)ut dx ds
+
N
2
∫ t+T
t
∫
Ω
[
|ut|2 − a2 |∇u|2 − (b2 − a2) (div u)2
]
dx ds
+
∫ t+T
t
∫
Ω
[
a2 |∇u|2 + (b2 − a2) (div u)2
]
dx ds
+
∫ t+T
t
∫
Ω
((x− xo) · ∇u) · ∇θ dx ds. (2.36)
∫ t+T
t
∫
Ω
[
− |ut|2 + a2 |∇u|2 + (b2 − a2) (div u)2
]
dx ds =
−
[∫
Ω
ut · u dx
]t+T
t
−
∫ t+T
t
∫
Ω
[
∇θ + α(x)ut
]
· u dx ds, (2.37)
onde η = η (x) e´ o vetor normal a` x ∈ ∂Ω.
Prova:
Para provar a equac¸a˜o (2.34), basta multiplicar a primeira equac¸a˜o de
(2.1) por m(x) ·u, aqui representado por m ·u afim de simplificar notac¸a˜o e integrar
em [t, t+ T ]× Ω
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∫ t+T
t
∫
Ω
uttm · u dx ds−
∫ t+T
t
∫
Ω
a2∇um · u dx ds
−(b2 − a2)
∫ t+T
t
∫
Ω
∇ div um · u dx ds+
∫ t+T
t
∫
Ω
∇θm · u dx ds
+
∫ t+T
t
∫
Ω
α(x)ut ·m · u dx ds = 0.
(2.38)
Calculando, alguns termos em separado:
∫ t+T
t
∫
Ω
uttm · u dx ds =
∫ t+T
t
∫
Ω
m
d
dt
(u · ut) dx ds−
∫ t+T
t
∫
Ω
m|ut|2 dx ds =[∫
Ω
m
d
dt
(u · ut) dx
]t+T
t
−
∫ t+T
t
∫
Ω
m |ut|2 dx ds,
isto e´,
(i)
∫ t+T
t
∫
Ω
uttm · u dx ds =
[∫
Ω
m
d
dt
(u · ut) dx
]t+T
t
−
∫ t+T
t
∫
Ω
m|ut|2 dx ds.
∫ t+T
t
∫
Ω
α(x)ut ·m · u dx ds =
∫ t+T
t
∫
Ω
1
2
d
dt
α(x)m|u|2 dx ds =
[∫
Ω
1
2
α(x)m|u|2 dx
]t+T
t
,
isto e´,
(ii)
∫ t+T
t
∫
Ω
α(x)ut ·m · u dx ds =
[∫
Ω
1
2
α(x)m|u|2 dx
]t+T
t
.
∫
Ω
div(∇u ·mu) dx =
∫
Ω
4u ·mudx +
∫
Ω
∇u(m∇u+ u∇m) dx =∫
Ω
mu4u dx +
∫
Ω
∇u(m∇u+ u∇m) dx =∫
Ω
mu4u dx +
∫
Ω
∇u(m∇u) dx +
∫
Ω
∇u · (u∇m) dx,
isto e´,
−
∫
Ω
mu4u dx =
∫
Ω
m|∇u|2 dx +
∫
Ω
u∇u · ∇mdx −
∫
Ω
div(∇u ·mu) dx =∫
Ω
m|∇u|2 dx +
∫
Ω
u∇u · ∇mdx.
Para u escalar, mas como u e´ vetorial,
4u ·mu = mu · 4u =
n∑
i=1
mui4ui
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assim,
−a2
∫
Ω
4u ·mudx = −a2
n∑
i=1
∫
Ω
mui4ui dx =
a2
n∑
i=1
∫
Ω
m|∇ui|2 dx + a2
n∑
i=1
∫
Ω
∇mui∇ui dx =
a2
∫
Ω
m|∇u|2 dx + a2
n∑
i=1
∫
Ω
ui∇ui∇mdx.
Portanto,
(iii) −a2
∫ t+T
t
∫
Ω
4u·mudx ds =
∫ t+T
t
a2
[∫
Ω
m|∇u|2 dx +
n∑
i=1
∫
Ω
ui∇ui∇mdx
]
ds
−(b2 − a2)
∫ t+T
t
∫
Ω
∇ div um · u dx ds = −(b2 − a2)
∫ t+T
t
∫
Ω
mu∇ div u dx ds =
−(b2 − a2)
∫ t+T
t
∫
Ω
div (mudiv u) dx ds+ (b2 − a2)
∫ t+T
t
∫
Ω
div (mu) div u dx ds =
(b2 − a2)
∫ t+T
t
∫
Ω
div (mu) div u dx ds =
(b2 − a2)
∫ t+T
t
∫
Ω
div u(mdiv u+∇m · u) dx ds =
(b2 − a2)
∫ t+T
t
∫
Ω
[
m (div u)2 + div u(∇m(x) · u)
]
dx ds.
Portanto,
(iv)
−(b2 − a2)
∫ t+T
t
∫
Ω
∇ div (u)m · u dx ds =
(b2 − a2)
∫ t+T
t
∫
Ω
[
m (div u)2 + div u (∇m(x) · u)
]
dx ds.
Com (i), (ii), (iii) e (iv) a equac¸a˜o (2.38) fica:
[∫
Ω
m(u · ut) dx
]t+T
t
−
∫ t+T
t
∫
Ω
m|ut|2 dx ds
+
∫ t+T
t
a2
[∫
Ω
m|∇u|2 dx ds+
n∑
i=1
∫
Ω
ui∇ui∇mdx
]
ds
+(b2 − a2)
∫ t+T
t
∫
Ω
[
m (div u)2 + div u(∇m(x) · u)
]
dx ds
+
∫ t+T
t
∫
Ω
m(x)∇θ u dx ds+
[∫
Ω
1
2
α(x)m|u|2 dx
]t+T
t
= 0,
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assim, ∫ t+T
t
∫
Ω
m
[
−|ut|2 + a2|∇u|2
]
dx ds = −
[∫
Ω
m(u · ut) dx
]t+T
t
−
[∫
Ω
m(x)
2
α(x) |u|2 dx
]t+T
t
− a2
∫ t+T
t
∫
Ω
[
n∑
i,j=1
∂ui
∂xj
∂m
∂xj
ui
]
dx ds
+(b2 − a2)
∫ t+T
t
∫
Ω
[
m (div u)2 + div u(∇m(x) · u)
]
dx ds
−
∫ t+T
t
∫
Ω
m(x)∇θ u dx ds,
isto e´,
∫ t+T
t
∫
Ω
m (x)
[
− |ut|2 + a2 |∇u|2
]
dx ds =
−
[∫
Ω
m (x) ut · u dx
]t+T
t
−
∫ t+T
t
∫
Ω
m (x) α(x)ut · u dx ds
−a2
∫ t+T
t
∫
Ω
[
N∑
i=1
N∑
j=1
∂ui
∂xj
∂m
∂xj
ui dx ds−
∫
Ω
m (x) ∇θ · u
]
dx ds
−(b2 − a2)
∫ t+T
t
∫
Ω
[
m(x) (div u)2 + div u [∇m(x) · u]
]
dx ds.
Para provar a equac¸a˜o (2.35), basta multiplicar a primeira equac¸a˜o de
(2.1) por (h : ∇u) e integrar em [t, t+ T ]× Ω
∫ t+T
t
∫
Ω
utt(h : ∇u) dx ds−
∫ t+T
t
∫
Ω
a2∇u (h : ∇u) dx ds
−(b2 − a2)
∫ t+T
t
∫
Ω
∇ div u (h : ∇u) dx ds
+
∫ t+T
t
∫
Ω
∇θ (h : ∇u) dx ds+
∫ t+T
t
∫
Ω
α(x)ut · (h : ∇u) dx ds = 0.
(2.39)
Calculando, alguns termos em separado:
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∫ t+T
t
∫
Ω
utt(h : ∇u) dx ds =
∫ t+T
t
n∑
i=1
∫
Ω
uitt(h · ∇ui) dx ds =∫ t+T
t
n∑
i=1
∫
Ω
d
dt
[(h · ∇ui)uit] dx ds−
∫ t+T
t
n∑
i=1
∫
Ω
d
dt
uit[(h · ∇ui)] dx ds =[
n∑
i=1
∫
Ω
[(h · ∇ui)uit] dx
]t+T
t
− 1
2
∫ t+T
t
n∑
i=1
∫
Ω
2
d
dt
uit[(h · ∇ui)] dx ds+ 0 =[
n∑
i=1
∫
Ω
[(h · ∇ui)uit] dx
]t+T
t
− 1
2
∫ t+T
t
n∑
i=1
∫
Ω
2
d
dt
uit[(h · ∇ui)] dx ds
+
1
2
∫ t+T
t
∫
Ω
div(h · |ut|2) dx ds =[
n∑
i=1
∫
Ω
[(h · ∇ui)uit] dx
]t+T
t
+
1
2
∫ t+T
t
∫
Ω
div(h · |ut|2) dx ds.
∫ t+T
t
∫
Ω
utt(h : ∇u) dx ds =[
n∑
i=1
∫
Ω
[(h · ∇ui)uit] dx
]t+T
t
+
1
2
∫ t+T
t
∫
Ω
div(h · |ut|2) dx ds.
(2.40)
div(∇uih · ∇ui) = 4uih · ∇ui +∇ui · ∇(h · ∇ui) =
4uih · ∇ui +∇ui · ∇
(
n∑
j=1
hjDju
i
)
= 4uih · ∇ui +∇ui ·
(
n∑
j=1
∇(hjDjui)
)
=
4uih · ∇ui +
n∑
j=1
∇ui · ∇ (hjDjui) =
4uih · ∇ui +
n∑
j=1
∇ui ·
[
hj · ∇
(
Dju
i
)
+Dju
i∇hj
]
,
isto e´,
4uih · ∇ui = div(∇uih · ∇ui)−
n∑
j=1
[
hj∇ui · ∇(Djui) +Djui∇ui · ∇hj
]
.
Portanto,
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4u · (h : ∇u) =
n∑
i=1
4uih · ∇ui =
n∑
i=1
div
(∇uih · ∇ui)− n∑
j=1
[
hj∇ui · ∇
(
Dju
i
)
+Dju
i∇ui∇hj
]
=
n∑
i=1
div
((
h · ∇ui) · ∇ui)− n∑
j,i=1
[
hj∇ui · ∇
(
Dju
i
)
+Dju
i∇ui∇hj
]
=
n∑
i=1
div
((
h · ∇ui) · ∇ui)− n∑
k,j,i=1
[
hjDku
iDkDju
i +Dju
iDku
iDkh
j
]
,
isto e´,
−
∫
Ω
4u · (h : ∇u) dx = −
∫
Ω
n∑
i=1
div((h · ∇ui) · ∇ui) dx
+
∫
Ω
n∑
k,j,i=1
hjDku
iDkDju
i dx +
∫
Ω
n∑
k,j,i=1
Dju
iDku
iDkh
j dx.
(2.41)
Lema 2.6. Se u ∈ H10 (Ω), enta˜o ∇ui(x) =
∂ui
∂η
η(x), ∀x ∈ ∂Ω.
Aplicando, o lema (2.6) a equac¸a˜o (2.41) fica
−
∫
Ω
4u · (h : ∇u) dx = −
n∑
i=1
∫
∂Ω
(h · η)
∣∣∣∣∂u∂η
∣∣∣∣2 dΓ
+
∫
Ω
n∑
k,j,i=1
hjDku
iDkDju
i dx +
∫
Ω
n∑
k,j,i=1
Dju
iDku
iDkh
j dx =
−
n∑
i=1
∫
∂Ω
(h · η)
∣∣∣∣∂u∂η
∣∣∣∣2 dΓ + n∑
k,j,i=1
∫
Ω
Dku
i(h · ∇(Dkui)) dx
+
∫
Ω
n∑
k,j,i=1
Dju
iDku
iDkh
j dx.
Portanto,
−
∫
Ω
4u · (h : ∇u) dx = −
n∑
i=1
∫
∂Ω
(h · η)
∣∣∣∣∂u∂η
∣∣∣∣2 dΓ
+
n∑
k,j,i=1
∫
Ω
Dku
i(h · ∇(Dkui)) dx +
∫
Ω
n∑
k,j,i=1
Dju
iDku
iDkh
j dx.
(2.42)
32
Calculando, alguns termos em separado:
div (Dk u
iDk u
i h) = div (|Dk ui|2 h) = div (h)|Dk ui|2 + h · 2Dk ui∇(Dk ui) =
div (h)|Dk ui|2 + 2Dk ui(h · ∇(Dk ui)),
assim,
Dk u
i(h · ∇(Dk ui)) = 1
2
div (h|Dk ui|2)− 1
2
div (h)|Dk ui|2,
com isso,
n∑
k,j,i=1
∫
Ω
Dk u
i (h · ∇(Dk ui)) dx =
n∑
k,j,i=1
∫
Ω
1
2
div (h|Dk ui|2) dx −
n∑
k,i=1
∫
Ω
1
2
div (h)|Dk ui|2 dx =
n∑
k,j,i=1
∫
Ω
1
2
div (h|Dk ui|2) dx −
∫
Ω
1
2
div (h)|∇u|2 dx.
De onde, a equac¸a˜o (2.42) fica
−
∫
Ω
4u · (h : ∇u) dx = −
n∑
i=1
∫
∂Ω
(h · η)
∣∣∣∣∂u∂η
∣∣∣∣2 dΓ + n∑
k,i=1
∫
Ω
1
2
div (h|Dk ui|2) dx
−
∫
Ω
1
2
div h|∇u|2 dx +
∫
Ω
n∑
k,j,i=1
Dj u
iDk u
iDk h
j dx,
integrando, em [t, t+ T ] segue que
−
∫ t+T
t
∫
Ω
4u · (h : ∇u) dx ds = −
∫ t+T
t
n∑
i=1
∫
∂Ω
(h · η)
∣∣∣∣∂u∂η
∣∣∣∣2 dΓ ds
+
∫ t+T
t
n∑
k,i=1
∫
Ω
1
2
div (h|Dk ui|2) dx ds−
∫ t+T
t
∫
Ω
1
2
div h|∇u|2 dx ds
+
∫ t+T
t
∫
Ω
n∑
k,j,i=1
Dj u
iDk u
iDk h
j dx ds,
ou seja,
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−
∫ t+T
t
∫
Ω
4u · (h : ∇u) dx ds = −
∫ t+T
t
n∑
i=1
∫
∂Ω
(h · η)
∣∣∣∣∂u∂η
∣∣∣∣2 dΓds
+
1
2
∫ t+T
t
n∑
i=1
∫
∂Ω
(h · η)
∣∣∣∣∂u∂η
∣∣∣∣2 dΓds− ∫ t+T
t
∫
Ω
1
2
div h|∇u|2 dx ds
+
∫ t+T
t
∫
Ω
n∑
k,j,i=1
Dju
iDku
iDkh
j dx ds.
Portanto,
−a2
∫ t+T
t
∫
Ω
4u · (h : ∇u) dx ds = −a21
2
∫ t+T
t
n∑
i=1
∫
∂Ω
(h · η)
∣∣∣∣∂u∂η
∣∣∣∣2 dΓds
−1
2
a2
∫ t+T
t
∫
Ω
div h|∇u|2 dx ds+ a2
∫ t+T
t
∫
Ω
n∑
k,j,i=1
Dj u
iDk u
iDk h
j dx ds.
(2.43)
Calculando, a seguir:
div (div u (h : ∇u)) = div u · div (h : ∇u) +∇div u · (h : ∇u),
assim,
∇div u · (h : ∇u) = div (div u · (h : ∇u))− div u · div (h : ∇u),
com isso,∫
Ω
∇div u · (h : ∇u) dx =
∫
Ω
div (div u · (h : ∇u)) dx −
∫
Ω
div u · div (h : ∇u) dx =∫
∂Ω
div u(h : ∇u)η(x)dΓ−
∫
Ω
div u · div (h : ∇u) dx.
Mas,
div (h : ∇u) =
n∑
i=1
Di(h · ∇ui) =
n∑
i,j=1
Di(h
j Dj u
i) =
n∑
i,j=1
(Di h
j Dj u
i + hj DiDj u
i) =
n∑
i,j=1
Di h
j Dj u
i +
n∑
i,j=1
hj DiDj u
i,
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assim,
(b2 − a2)div u div (h : ∇u) =
(b2 − a2)div u
n∑
i,j=1
Di h
j Dj u
i + (b2 − a2)div u
n∑
i,j=1
hj DiDj u
i =
(b2 − a2)div u
n∑
i,j=1
Di h
j Dj u
i + (b2 − a2)
n∑
k=1
Dk u
k
n∑
i,j=1
Di h
j Dj u
i =
(b2 − a2)div u (∇ · h) div u+ (b2 − a2)
n∑
i,j,k=1
Di h
j Dk u
kDj u
i =
(b2 − a2)(∇ · h) (div u)2 + (b2 − a2)
n∑
i,j,k=1
Di h
j Dk u
kDj u
i.
Ainda,
(h : ∇u) = (h · ∇u1, h · ∇u2, · · · , h · ∇un),
com isso,
(h : ∇u) · η = (h · ∇u1 · η, h · ∇u2 · η, · · · , h · ∇un · η) =
n∑
i=1
h∇ui η =
n∑
i=1
(h · η)Dj ui = (h · η)
n∑
i=1
Dj u
i = (h · η) div u.
Portanto,
(b2 − a2)
∫ t+T
t
∫
Ω
∇div u(h : ∇u) dx ds =
(b2 − a2)
∫ t+T
t
∫
∂Ω
(h · η)(div u)2dΓds+ (b2 − a2)
∫ t+T
t
∫
Ω
(∇ · h) (div u)2 dx ds
+(b2 − a2)
∫ t+T
t
∫
Ω
n∑
i,j,k=1
Di h
j Dk u
kDj u
i dx ds.
(2.44)
Utilizando (2.40), (2.43) e (2.44) em (2.39), resulta
35
[
n∑
i=1
∫
Ω
[(h · ∇ui)uit] dx
]t+T
t
+
1
2
∫ t+T
t
∫
Ω
div (h · |ut|2) dx ds
−a21
2
∫ t+T
t
n∑
i=1
∫
∂Ω
(h · η)
∣∣∣∣∂u∂η
∣∣∣∣2 dΓds
−1
2
a2
∫ t+T
t
∫
Ω
div h|∇u|2 dx ds+ a2
∫ t+T
t
∫
Ω
n∑
k,j,i=1
Dj u
iDk u
iDk h
j dx ds
+(b2 − a2)
∫ t+T
t
∫
∂Ω
(h · η)(div u)2dΓds+ (b2 − a2)
∫ t+T
t
∫
Ω
(∇ · h) (div u)2 dx ds
+(b2 − a2)
∫ t+T
t
∫
Ω
n∑
i,j,k=1
Di h
j Dk u
kDj u
i dx ds
+
∫ t+T
t
∫
Ω
∇θ (h : ∇u) dx ds+
∫ t+T
t
∫
Ω
α(x)ut · (h : ∇u) dx ds = 0.
Assim,
1
2
∫ t+T
t
∫
∂Ω
(h · η)
[
a2
∣∣∣∣∂u∂η
∣∣∣∣2 + (b2 − a2) ( div u)2
]
dΓ ds =[∫
Ω
(h : ∇u) · ut dx
]t+T
t
+
∫ t+T
t
∫
Ω
(h : ∇u) · α(x)ut dx ds
+
1
2
∫ t+T
t
∫
Ω
(∇ · h) [|ut|2 − a2 |∇u|2 − (b2 − a2) (div (u))2] dx ds
+
∫ t+T
t
∫
Ω
(h : ∇u) · (∇θ) dx ds+ a2
∫ t+T
t
∫
Ω
N∑
i,j,k=1
(∂khi) (∂iuj ∂k uj) dx ds
+(b2 − a2)
∫ t+T
t
∫
Ω
N∑
i,j,k=1
(∂jhk) (∂iui ∂kuj) dx ds.
Onde η = η (x) e´ o vetor normal a` x ∈ ∂Ω.
Para provar a equac¸a˜o (2.36), basta substituir h em (2.35) por (x−x0),
pois (2.36) e´ apenas um caso particular da equac¸a˜o (2.35).
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12
∫ t+T
t
∫
∂Ω
((x− x0) · η)
[
a2
∣∣∣∣∂u∂η
∣∣∣∣2 + (b2 − a2) (div u)2
]
dΓ ds =[∫
Ω
((x− x0) : ∇u) · ut dx
]t+T
t
+
∫ t+T
t
∫
Ω
((x− x0) : ∇u) · α(x)ut dx ds
+
1
2
∫ t+T
t
∫
Ω
(∇ · (x− x0))
[|ut|2 − a2 |∇u|2 − (b2 − a2) ( div u )2] dx ds
+
∫ t+T
t
∫
Ω
((x− x0) : ∇u) · (∇θ) dx ds
+a2
∫ t+T
t
∫
Ω
N∑
i,j,k=1
(
∂k(x
i − xi0)
)
(∂iuj ∂kuj) dx ds
+(b2 − a2)
∫ t+T
t
∫
Ω
N∑
i,j,k=1
(
∂j(x
k − xk0)
)
(∂iui ∂kuj) dx ds.
(2.45)
Calculando em separado:
∇ · (x− x0) =
n∑
j=1
∂
∂xj
(x− x0) =
n∑
j=1
∂
∂xj
x−
n∑
j=1
∂
∂xj
x0 =
n∑
j=1
1−
n∑
j=1
0 = n,
assim,
(i) ∇ · (x− x0) =
n∑
j=1
∂
∂xj
(x− x0) = n.
a2
∫ t+T
t
∫
Ω
n∑
i,j,k=1
(∂k(x−x0))∂iuj ∂kuj dx ds = a2
∫ t+T
t
∫
Ω
n∑
i,j,k=1
∂iu
j ∂ku
j dx ds =
a2
∫ t+T
t
∫
Ω
n∑
i,j=1
[∂iu
j]
n∑
j,k=1
[∂ku
j] dx ds = a2
∫ t+T
t
∫
Ω
n∑
j=1
|∇uj|
n∑
j=1
|∇uj| dx ds =
a2
∫ t+T
t
∫
Ω
|∇u||∇u| dx ds = a2
∫ t+T
t
∫
Ω
|∇u|2 dx ds,
assim,
(ii) a2
∫ t+T
t
∫
Ω
n∑
i,j,k=1
(∂k(x− x0))∂iuj ∂kuj dx ds = a2
∫ t+T
t
∫
Ω
|∇u|2 dx ds.
(b2 − a2)
∫ t+T
t
∫
Ω
n∑
i,j,k=1
(∂j(x
k − xk0)) · (∂iui ∂kuj) dx ds =
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(b2 − a2)
∫ t+T
t
∫
Ω
n∑
i,j,k=1
∂iu
i∂ku
j dx ds =
(b2 − a2)
∫ t+T
t
∫
Ω
n∑
i=1
∂iu
i
n∑
j,k=1
∂ku
j dx ds =
(b2 − a2)
∫ t+T
t
∫
Ω
n∑
i=1
Diu
i
n∑
j,k=1
Dju
j dx ds =
(b2 − a2)
∫ t+T
t
∫
Ω
div u div u dx ds =
(b2 − a2)
∫ t+T
t
∫
Ω
(div u)2 dx ds,
assim,
(iii)
(b2 − a2)
∫ t+T
t
∫
Ω
n∑
i,j,k=1
(∂j(x
k − xk0)) · (∂iui∂kuj) dx ds =
(b2 − a2)
∫ t+T
t
∫
Ω
( div u)2 dx ds.
Substitu´ındo, (i), (ii), (iii) em (2.45) segue que:
1
2
∫ t+T
t
∫
∂Ω
((x− x0) · η)
[
a2
∣∣∣∣∂u∂η
∣∣∣∣2 + (b2 − a2) ( div u)2
]
dΓ ds =[∫
Ω
((x− x0) : ∇u) · ut dx
]t+T
t
+
∫ t+T
t
∫
Ω
((x− x0) : ∇u) · α(x)ut dx ds
+
1
2
∫ t+T
t
∫
Ω
n
[
|ut|2 − a2 |∇u|2 − (b2 − a2) ( div u)2
]
dx ds
+
∫ t+T
t
∫
Ω
((x− x0) : ∇u) · (∇θ) dx ds+ a2
∫ t+T
t
∫
Ω
|∇u|2 dx ds
+(b2 − a2)
∫ t+T
t
∫
Ω
( div u)2 dx ds,
ou seja,
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∫ t+T
t
∫
∂Ω
((x− xo) · η)
[
a2
∣∣∣∣∂u∂η
∣∣∣∣2 + (b2 − a2) ( div u)2
]
dΓ ds =[∫
Ω
((x− xo) · ∇u) · ut dx
]t+T
t
+
∫ t+T
t
∫
Ω
((x− xo) · ∇u) · α(x)ut dx ds
+
N
2
∫ t+T
t
∫
Ω
[
|ut|2 − a2 |∇u|2 − (b2 − a2) ( div (u))2
]
dx ds
+
∫ t+T
t
∫
Ω
[
a2 |∇u|2 + (b2 − a2) ( div (u))2
]
dx ds
+
∫ t+T
t
∫
Ω
((x− xo) · ∇u) · ∇θ dx ds,
onde η = η (x) e´ o vetor normal a` x ∈ ∂Ω.
Para provar a equac¸a˜o (2.37), multiplicamos a primeira equac¸a˜o de
(2.1) por u e integramos em [t, t+ T ]× Ω
∫ t+T
t
∫
Ω
uttu dx ds−
∫ t+T
t
∫
Ω
a2∇uu dx ds− (b2 − a2)
∫ t+T
t
∫
Ω
∇ div (u)u dx ds
+
∫ t+T
t
∫
Ω
∇θ u dx ds+
∫ t+T
t
∫
Ω
α(x)ut · u dx ds = 0.
(2.46)
Calculando, alguns termos em separado:
d
dt
(u · ut) = ut ut + uutt = |ut|2 + uutt,
assim,
∫ t+T
t
∫
Ω
utt u dx ds =
∫ t+T
t
∫
Ω
d
dt
(u · ut) dx ds−
∫ t+T
t
∫
Ω
|ut|2 dx ds. (2.47)
−
∫ t+T
t
∫
Ω
a2∇uu dx ds = a2
∫ t+T
t
∫
Ω
∇u · ∇u dx ds = a2
∫ t+T
t
∫
Ω
|∇u|2 dx ds,
assim,
−
∫ t+T
t
∫
Ω
a2∇uu dx ds = a2
∫ t+T
t
∫
Ω
|∇u|2 dx ds. (2.48)
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−(b2 − a2)
∫ t+T
t
∫
Ω
∇ div u u dx ds = −(b2 − a2)
∫ t+T
t
∫
Ω
div (u div u) dx ds
+(b2 − a2)
∫ t+T
t
∫
Ω
div u · div u dx ds = (b2 − a2)
∫ t+T
t
∫
Ω
(div u)2 dx ds,
assim,
−(b2 − a2)
∫ t+T
t
∫
Ω
∇ div u u dx ds = (b2 − a2)
∫ t+T
t
∫
Ω
(div u)2 dx ds. (2.49)
Com isso, substitu´ıdo (2.47), (2.48) e (2.49) em (2.46), segue que
∫ t+T
t
∫
Ω
d
dt
(u · ut) dx ds−
∫ t+T
t
∫
Ω
|ut|2 dx ds+ a2
∫ t+T
t
∫
Ω
|∇u|2 dx xds
+(b2 − a2)
∫ t+T
t
∫
Ω
(div u)2 dx ds+
∫ t+T
t
∫
Ω
∇θ u dx ds
+
∫ t+T
t
∫
Ω
α(x)ut · u dx ds = 0,
enta˜o,
∫ t+T
t
∫
Ω
−|ut|2 dx ds+ a2
∫ t+T
t
∫
Ω
|∇u|2 dx ds+ (b2 − a2)
∫ t+T
t
∫
Ω
(div u)2 dx ds =
−
[∫
Ω
(u · ut) dx
]t+T
t
−
∫ t+T
t
∫
Ω
∇θ u dx ds−
∫ t+T
t
∫
Ω
α(x)ut · u dx ds,
enta˜o,
∫ t+T
t
∫
Ω
[
− |ut|2 + a2 |∇u|2 + (b2 − a2) ( div u)2
]
dx ds =
−
[∫
Ω
ut · u dx
]t+T
t
−
∫ t+T
t
∫
Ω
[
∇θ + α(x)ut
]
· u dx ds.

2.6 Estimativas de Energia
Observamos, que em todas as estimativas que se seguirem, a letra C
podera´ indicar diferentes constantes positivas.
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Seja, h : Rn → Rn um campo vetorial de classe C1 sobre (Ω), tal que
h(x) = η(x), sobre Γ(x0)
h(x) · η(x) ≥ 0, sobre ∂Ω
h(x) = 0, sobre Ω\ωˆ
(2.50)
onde η(x) e´ a normal unita´ria exterior a Ω no ponto x ∈ ∂Ω e ω̂, e´ um aberto do
Rn tal que ω̂ ⊂ W, Γ(x0) ⊂ ω̂ ∩ Ω ⊂ Ω. ( a existeˆncia de um tal campo h aparece
em Lions [17]). O conjunto ω foi definido na introduc¸a˜o deste cap´ıtulo, ω ⊂ Ω
vizinhanc¸a de Γ(x0), ω = Ω ∩W onde W e´ um aberto do Rn tal que Γ(x0) ⊂ W .
A primeira estimativa e´ dada pelo seguinte lema:
Lema 2.7. Seja T > 0 fixo. Enta˜o, existem γ > 0 e β > 0 tal que as soluc¸o˜es
u(x, t) e θ(x, t) de (2.1) satisfazem a seguinte desigualdade:
γ
∫ t+T
t
E1(s) ds ≤ C
[
E1(t+ T ) + E1(t)
]
+
1
2
βM
∫ t+T
t
∫
Γ(x0)
[
a2
∣∣∣∣∂u∂η
∣∣∣∣2 + (b2 − a2)(div u)2
]
dΓds
+
∫ t+T
t
∫
Ω
[|u|+ βM |∇u|] |α(x)ut| dx ds
+
∫ t+T
t
∫
Ω
[
|u| + βM |∇u|
]
|∇θ| dx ds,
onde M = sup
Ω¯
|x − x0| e E1(t) e´ a energia associada a soluc¸a˜o u(x, t) da primeira
equac¸a˜o do sistema (2.1), isto e´,
E1(t) =
1
2
∫
Ω
(
|ut|2 + a2|∇u|2 + (b2 − a2)(div u)2
)
dx.
Prova:
Multiplicando (2.36) por −β, β > 0 e somando com (2.37) resulta que
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−β
2
∫ t+T
t
∫
∂Ω
((x− xo) · η)
[
a2
∣∣∣∣∂u∂η
∣∣∣∣2 + (b2 − a2) ( div u)2
]
dΓ ds∫ t+T
t
∫
Ω
[
− |ut|2 + a2 |∇u|2 + (b2 − a2) ( div u)2
]
dx ds =
−β
[∫
Ω
((x− xo) · ∇u) · ut dx
]t+T
t
− β
∫ t+T
t
∫
Ω
((x− xo) · ∇u) · α(x)ut dx ds
−βN
2
∫ t+T
t
∫
Ω
[
|ut|2 − a2 |∇u|2 − (b2 − a2) ( div u)2
]
dx ds
−β
∫ t+T
t
∫
Ω
[
a2 |∇u|2 + (b2 − a2) ( div u)2
]
dx ds
−β
∫ t+T
t
∫
Ω
((x− xo) · ∇u) · ∇θ dx ds
−
[∫
Ω
ut · u dx
]t+T
t
−
∫ t+T
t
∫
Ω
[
∇θ + α(x)ut
]
· u dx ds,
assim,
∫ t+T
t
∫
Ω
[
− |ut|2 + a2 |∇u|2 + (b2 − a2) ( div u)2
]
dx ds
+β
N
2
∫ t+T
t
∫
Ω
[
|ut|2 − a2 |∇u|2 − (b2 − a2) ( div u)2
]
dx ds
+β
∫ t+T
t
∫
Ω
[
a2 |∇u|2 + (b2 − a2) ( div u)2
]
dx ds =
−β
[∫
Ω
((x− xo) · ∇u) · ut dx
]t+T
t
− β
∫ t+T
t
∫
Ω
((x− xo) · ∇u) · α(x)ut dx ds
−β
∫ t+T
t
∫
Ω
((x− xo) · ∇u) · ∇θ dx ds
−
[∫
Ω
ut · u dx
]t+T
t
−
∫ t+T
t
∫
Ω
[
∇θ + α(x)ut
]
· u dx ds
+β
2
∫ t+T
t
∫
∂Ω
((x− xo) · η)
[
a2
∣∣∣∣∂u∂η
∣∣∣∣2 + (b2 − a2) ( div u)2
]
dΓ ds,
mas,
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∫ t+T
t
∫
Ω
[
− |ut|2 + a2 |∇u|2 + (b2 − a2) ( div u)2
]
dx ds
+β
N
2
∫ t+T
t
∫
Ω
[
|ut|2 − a2 |∇u|2 − (b2 − a2) ( div u)2
]
dx ds
+β
∫ t+T
t
∫
Ω
[
a2 |∇u|2 + (b2 − a2) ( div u)2
]
dx ds =(
1− βN
2
)∫ t+T
t
∫
Ω
[
− |ut|2 + a2 |∇u|2 + (b2 − a2) ( div u)2
]
dx ds
+β
N
2
∫ t+T
t
∫
Ω
[
|ut|2 − a2 |∇u|2 − (b2 − a2) ( div u)2
]
dx ds =(
β
N
2
− 1
)∫ t+T
t
∫
Ω
|ut|2 dx ds
+
(
1 + β − βN
2
)∫ t+T
t
∫
Ω
[
a2 |∇u|2 + (b2 − a2) ( div u)2
]
dx ds.
Logo,
(
β
N
2
− 1
)∫ t+T
t
∫
Ω
|ut|2 dx ds
+
(
1 + β − βN
2
)∫ t+T
t
∫
Ω
[
a2 |∇u|2 + (b2 − a2) ( div u)2
]
dx ds =
−β
[∫
Ω
((x− xo) · ∇u) · ut dx
]t+T
t
− β
∫ t+T
t
∫
Ω
((x− xo) · ∇u) · α(x)ut dx ds
−β
∫ t+T
t
∫
Ω
((x− xo) · ∇u) · ∇θ dx ds
−
[∫
Ω
ut · u dx
]t+T
t
−
∫ t+T
t
∫
Ω
[
∇θ + α(x)ut
]
· u dx ds
+β
2
∫ t+T
t
∫
∂Ω
((x− xo) · η)
[
a2
∣∣∣∣∂u∂η
∣∣∣∣2 + (b2 − a2) ( div u)2
]
dΓ ds.
Agora, fixando um nu´mero β tal que
2
n
< β <
2
n− 2 , n ≥ 3
β > 2, n = 1
β > 1, n = 2
escolhemos γ := 2min
{
βN
2
− 1, 1 + β
(
1− N
2
)}
> 0.
Enta˜o, de (2.51) obtemos
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γ∫ t+T
t
1
2
∫
Ω
[
|ut|2 + a2|∇u|2 + (b2 − a2) ( div u)2
]
dx ds ≤
−β
[∫
Ω
[(x− x0) · ∇u] ut
]t+T
t
−
[∫
Ω
u · ut dx
]t+T
t
−β
∫ t+T
t
∫
Ω
[
(x− x0)∇u
] [
∇θ + α(x)ut
]
dx ds−
∫
Ω
[
∇θ + α(x)ut
]
u dx ds
+
β
2
∫ t+T
t
∫
Γ
[(x− x0) · η]
[
a2
∣∣∣∣∂u∂η
∣∣∣∣2 + (b2 − a2) ( div u)2
]
dΓds,
substitu´ındo E1(t) no primeiro membro e uma vez que, M = sup
x∈Ω¯
|x− x0|, temos
γ
∫ t+T
t
E1(s)ds ≤
[∫
Ω
βM∇uut
]t+T
t
+
[∫
Ω
u · ut dx
]t+T
t
+
∫ t+T
t
∫
Ω
[βM∇u]
[
∇θ + α(x)ut
]
dx ds+
∫
Ω
[∇θ + α(x)ut]u dx ds
+
1
2
∫ t+T
t
∫
Γ(x0)
Mβ
[
a2
∣∣∣∣∂u∂η
∣∣∣∣2 + (b2 − a2) ( div u)2
]
dΓds ≤
βM
2
∫ t+T
t
∫
Γ(x0)
[
a2
∣∣∣∣∂u∂η
∣∣∣∣2 + (b2 − a2) ( div u)2
]
dΓds
+
∫ t+T
t
∫
Ω
α(x)|ut|
[
|u| + βM |∇u|
]
dx ds
+
∫ t+T
t
∫
Ω
|∇θ|
[
|u|+ βM |∇u|
]
dx ds +
[∫
Ω
βM∇u+ uut
]t+T
t
,
assim,
γ
∫ t+T
t
E1(s) ds ≤ C
[
E1(t+ T ) + E1(t)
]
+
1
2
βM
∫ t+T
t
∫
Γ(x0)
[
a2
∣∣∣∣∂u∂η
∣∣∣∣2 + (b2 − a2)( div u)2
]
dΓds+∫ t+T
t
∫
Ω
[
|u|+ βM |∇u|
]
|α(x)ut| dx ds
+
∫ t+T
t
∫
Ω
[
|u| + βM |∇u|
]
|∇θ| dx ds.
Pois, usando a desigualdade de Poincare´ (1.27), segue que
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[∫
Ω
[
βM∇u + u
]
ut
]t+T
t
≤
C
{
‖ut(t+ T )‖
[
‖∇u(t+ T )‖ + ‖u(t+ T )‖
]
+ ‖ut(t)‖ [‖∇u(t)‖+ ‖u(t)‖]
}
≤
C
{
‖ut(t+ T )‖‖∇u(t+ T )‖ + ‖ut(t)‖‖∇u(t)‖
}
≤
C
{‖ut(t+ T )‖2
2
+
‖∇u(t+ T )‖2
2
+
‖ut(t)‖2
2
+
‖∇u(t)‖2
2
}
≤
C
{
1
2
[
‖ut(t+ T )‖2 + ‖∇u(t+ T )‖2 + (b2 − a2) (div u(t+ T ))2
]
+
1
2
[
‖ut(t)‖2 + ‖∇u(t)‖2 + (b2 − a2)( div u(t))2
]}
=
C
[
E1(t+ T ) + E1(t)
]
.

Para a demonstrac¸a˜o do pro´ximo Lema, sera´ necessa´rio definir m =
m(x) ∈ W 1,∞(Ω), uma func¸a˜o satisfazendo as seguintes propriedades:
|∇m|2
m
, e´ limitada em Ω.
0 ≤ m(x) ≤ 1, em Ω.
m = 1, em ω̂ ∩ Ω.
m = 0, em Ω\ω.
(2.51)
onde ω̂ aparece nas propriedades de h em (2.50).
A existeˆncia de uma tal func¸a˜o m(x) e´ mencionada em Lions [17].
Lema 2.8. Seja T > 0 fixo. Enta˜o, existe γ > 0 tal que as soluc¸o˜es u(x, t) e θ(x, t)
de (2.1) satisfazem a seguinte desigualdade:
γ
∫ t+T
t
E1(s) ds ≤ C
[
E1(t) + E1(t+ T ) +
∫ t+T
t
∫
ω
(
|ut|2 + |u|2
)
dx ds
+
∫ t+T
t
∫
Ω
|α(x)ut|
[
|u| +∇u
]
dx ds
+
∫ t+T
t
∫
ω
|∇θ|
[
|∇u|+ |u|
]
dx ds
]
,
sendo, E1(t) e´ a energia associada a soluc¸a˜o u(x, t) da primeira equac¸a˜o, do sistema
(2.1).
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Prova:
Usando a identidade (2.35) com h = h(x) satisfazendo (2.50), obtemos
que
1
2
∫ t+T
t
∫
∂Ω
(h · η)
[
a2
∣∣∣∣∂u∂η
∣∣∣∣2 + (b2 − a2) ( div u)2
]
dΓ ds =[∫
Ω
(h : ∇u) · ut dx
]t+T
t
+
∫ t+T
t
∫
Ω
(h : ∇u) · α(x)ut dx ds
+
1
2
∫ t+T
t
∫
Ω
(∇ · h)
[
|ut|2 − a2 |∇u|2 − (b2 − a2) ( div u)2
]
dx ds
+
∫ t+T
t
∫
Ω
(h : ∇u) · (∇θ) dx ds+ a2
∫ t+T
t
∫
Ω
N∑
i,j,k=1
(∂khi) (∂iuj ∂kuj) dx ds
+(b2 − a2)
∫ t+T
t
∫
Ω
N∑
i,j,k=1
(∂jhk) (∂iui ∂kuj) dx ds.
(2.52)
Estimando, alguns elementos em separado de (2.52)
∫ t+T
t
∫
Ω
N∑
i,j,k=1
(∂jhk) (∂iuj ∂kuj) dx ds =∫ t+T
t
∫
bω∩Ω
N∑
i,j,k=1
(∂jhk) (∂iuj ∂kuj) dx ds ≤
C
∫ t+T
t
∫
bω∩Ω
N∑
i,j,k=1
|∂iuj| |∂kuj| dx ds ≤
C
∫ t+T
t
∫
bω
(
N
N∑
i,j=1
|∂iuj|2
2
)
+
(
N
N∑
j,k=1
|∂kuj|2
2
)
dx ds ≤
C
∫ t+T
t
∫
bω
(
1
2
N∑
j=1
|∇uj|2 + 1
2
N∑
j=1
|∇uj|2
)
dx ds = C
∫ t+T
t
∫
bω |∇u|
2 dx ds,
usando, h ∈ C1(Ω), h = 0 em Ω \ ω̂ e ω̂ ⊂ ω, e ainda ‖∇h‖L2(Ω) ≤ C,
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[∫
Ω
(h : ∇u) · ut dx
]t+T
t
=
[∫
bω∩Ω
(
h ,
N∑
j=1
∇uj
)
· ut dx
]t+T
t
≤
C
[∫
bω∩Ω
N∑
j=1
(
h , ∇uj) · ut dx]t+T
t
≤ C
[∫
bω∩Ω
N∑
j=1
|∇uj||ut| dx
]t+T
t
≤
C
[∫
bω∩Ω |∇u||ut| dx
]t+T
t
≤ C
[∫
bω∩Ω |∇u|
2 + |ut|2 dx
]t+T
t
≤
C
[
E1(t+ T ) + E1(t)
]
.
Substitu´ındo, estas duas estimativas em (2.52)
1
2
∫ t+T
t
∫
∂Ω
(h · η)
[
a2
∣∣∣∣∂u∂η
∣∣∣∣2 + (b2 − a2) ( div u)2
]
dΓ ds
≤ C
[
E1(t+ T ) + E1(t)
]
+
∫ t+T
t
∫
Ω
(h : ∇u) · α(x)ut dx ds
+
1
2
∫ t+T
t
∫
Ω
(∇ · h)
[
|ut|2 − a2 |∇u|2 − (b2 − a2) ( div u)2
]
dx ds
+
∫ t+T
t
∫
Ω
(h : ∇u) · (∇θ) dx ds+ C
∫ t+T
t
∫
bω |∇u|
2 dx ds ≤
C
[
E1(t+ T ) + E1(t) +
∫ t+T
t
∫
Ω
|∇u|α(x)|ut| dx ds
+
∫ t+T
t
∫
Ω
[
|ut|2 + a2 |∇u|2 + (b2 − a2) ( div u)2
]
dx ds
+
∫ t+T
t
∫
bω∩Ω |∇u||∇θ| dx ds+
∫ t+T
t
∫
bω |∇u|
2 dx ds
]
≤
C
[
E1(t+ T ) + E1(t) +
∫ t+T
t
∫
Ω
|∇u|α(x) |ut| dx ds
+
∫ t+T
t
∫
Ω
[|ut|2 + a2 |∇u|2 + (b2 − a2) ( div u)2] dx ds
+
∫ t+T
t
∫
bω∩Ω |∇u||∇θ| dx ds
]
≤
C
[
E1(t+ T ) + E1(t) +
∫ t+T
t
∫
Ω
|∇u|α(x) |ut| dx ds
+
∫ t+T
t
∫
Ω
|ut|2 dx ds
+
∫ t+T
t
∫
Ω
m(x)
[
a2 |∇u|2 + (b2 − a2) ( div u)2
]
dx ds
+
∫ t+T
t
∫
bω∩Ω |∇u||∇θ| dx ds
]
.
Enta˜o,
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∫ t+T
t
∫
Γ(x0)
[
a2
∣∣∣∣∂u∂η
∣∣∣∣2 + (b2 − a2) ( div u)2
]
dΓ ds ≤
C
[
E1(t+ T ) + E1(t) +
∫ t+T
t
∫
Ω
|∇u|α(x) |ut| dx ds
+
∫ t+T
t
∫
Ω
|ut|2 dx ds+
∫ t+T
t
∫
bω∩Ω |∇u||∇θ| dx ds
+
∫ t+T
t
∫
Ω
m(x)
[
a2 |∇u|2 + (b2 − a2) ( div u)2
]
dx ds
]
.
(2.53)
Estimando agora:
(a)
∫ t+T
t
∫
Ω
m(x)
[
a2 |∇u|2 + (b2 − a2) ( div u)2] dx ds =∫ t+T
t
∫
Ω
m(x)|ut|2 dx ds−
[∫
Ω
m(x)ut u dx
]t+T
t
−
∫ t+T
t
∫
Ω
m(x)α(x)ut u dx ds−
∫ t+T
t
∫
Ω
m(x)∇θ · u dx ds
−a2
∫ t+T
t
∫
Ω
N∑
i,j=1
∂ui
∂xj
∂m
∂xj
ui dx ds− (b2 − a2)
∫ t+T
t
∫
Ω
div u[∇m(x) · u] dx ds.
(b)
[∫
Ω
m(x)ut u dx
]t+T
t
≤
[∫
Ω
|ut||u| dx
]t+T
t
≤ 1
2
[∫
Ω
|ut|2 + |u|2 dx
]t+T
t
≤
1
2
[∫
Ω
C|∇u|2 + |ut|2 dx
]t+T
t
≤ C
[
E1(t) + E1(t+ T )
]
.
(c)
∫ t+T
t
∫
Ω
m(x)|ut|2 dx ds =
∫ t+T
t
∫
ω
m(x)|ut|2 dx ds ≤
∫ t+T
t
∫
ω
|ut|2 dx ds.
(d)
∫ t+T
t
∫
Ω
m(x)α(x)ut u dx ds =
∫ t+T
t
∫
ω
m(x)α(x)ut u dx ds ≤
C
∫ t+T
t
∫
ω
α(x)|ut||u| dx ds.
48
(e)
∫ t+T
t
∫
Ω
m(x)∇θ · u dx ds =
∫ t+T
t
∫
ω
m(x)∇θ · u dx ds ≤
∫ t+T
t
∫
ω
|u||∇θ| dx ds.
(f)
∫ t+T
t
∫
Ω
N∑
i,j=1
∂ui
∂xj
∂m
∂xj
ui dx ds ≤
∫ t+T
t
∫
Ω
1
2
[
|u|2 |∇m|
2
m
+m|∇u|2
]
dx ds ≤
C
∫ t+T
t
∫
ω
|u|2 dx ds+ 1
2
∫ t+T
t
∫
Ω
a2|∇u|2 dx ds.
(g)
∫ t+T
t
∫
Ω
div u[∇m(x) · u] dx ds =∫ t+T
t
∫
Ω
√
mdiv u
√
b2 − a2
2
[
∇m(x)√
m
·
√
2u√
b2 − a2
]
dx ds ≤∫ t+T
t
∫
Ω
√
b2 − a2
2
√
m |div u|
∣∣∣∣∣∇m(x)√m ·
√
2√
b2 − a2
∣∣∣∣∣ |u| dx ds ≤(
b2 − a2
2
∫ t+T
t
∫
Ω
m|div (u)|2 dx ds
)1
2
(
2
b2 − a2
∫ t+T
t
∫
Ω
|∇m|2
m
|u|2 dx ds
)1
2 ≤
1
2
∫ t+T
t
∫
Ω
(b2 − a2)(div u)2 dx ds+ 2
b2 − a2
∫ t+T
t
∫
ω
C|u|2 dx ds ≤
1
2
∫ t+T
t
∫
Ω
(b2 − a2)(div u)2 dx ds+ C
∫ t+T
t
∫
ω
|u|2 dx ds.
Substitu´ındo, (b), (c), (d), (e), (f) e (g) em (a), temos
∫ t+T
t
∫
Ω
m(x)
[
a2 |∇u|2 + (b2 − a2) ( div u)2
]
dx ds ≤
C
[
E1(t) + E1(t+ T ) +
∫ t+T
t
∫
ω
|ut|2 dx ds+
∫ t+T
t
∫
ω
α(x)|ut||u| dx ds
+
∫ t+T
t
∫
ω
|u||∇θ| dx ds+
∫ t+T
t
∫
ω
|u|2 dx ds+ 1
2
∫ t+T
t
∫
Ω
a2|∇u|2 dx ds
+
1
2
∫ t+T
t
∫
Ω
(b2 − a2)(div u)2 dx ds+
∫ t+T
t
∫
ω
|u|2 dx ds
]
≤
C
[
E1(t) + E1(t+ T ) +
∫ t+T
t
∫
ω
|ut|2 dx ds+
∫ t+T
t
∫
ω
|u|2 dx ds
+
∫ t+T
t
∫
ω
α(x) |ut||u| dx ds+
∫ t+T
t
∫
ω
|u||∇θ| dx ds
]
≤
+C
[
E1(t) + E1(t+ T ) +
∫ t+T
t
∫
ω
[
|ut|2 + |u|2
]
dx ds
+
∫ t+T
t
∫
ω
[
α(x)|ut|+ |∇θ|
]
|u| dx ds
]
,
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ou seja,
∫ t+T
t
∫
Ω
m(x)
[
a2 |∇u|2 + (b2 − a2) ( div u)2
]
dx ds ≤
C
[
E1(t) + E1(t+ T ) +
∫ t+T
t
∫
ω
[
|ut|2 + |u|2
]
dx ds
+
∫ t+T
t
∫
ω
[
α(x)|ut|+ |∇θ|
]
|u| dx ds
]
.
(2.54)
Substitu´ındo (2.54) em (2.53) temos
∫ t+T
t
∫
Γ(x0)
[
a2
∣∣∣∣∂u∂η
∣∣∣∣2 + (b2 − a2) ( div u)2
]
dΓ ds
≤ C
[
E1(t+ T ) + E1(t) +
∫ t+T
t
∫
Ω
|∇u|α(x)|ut| dx ds
+
∫ t+T
t
∫
Ω
|ut|2 dx ds+
∫ t+T
t
∫
bω∩Ω |∇u||∇θ| dx ds
+
∫ t+T
t
∫
ω
[
|ut|2 + |u|2
]
dx ds
+
∫ t+T
t
∫
ω
[
α(x) |ut|+ |∇θ|
]
|u| dx ds
]
.
(2.55)
Substitu´ındo, (2.55) no lema 2.7 segue que
γ
∫ t+T
t
E1(s) ds ≤ C
[
E1(t+ T ) + E1(t) +
∫ t+T
t
∫
Ω
|∇u|α(x)|ut| dx ds
+
∫ t+T
t
∫
bω∩Ω |∇u||∇θ| dx ds+
∫ t+T
t
∫
ω
[
|ut|2 + |u|2
]
dx ds
+
∫ t+T
t
∫
ω
[
α(x)|ut|+ |∇θ|
]
|u| dx ds+
∫ t+T
t
∫
Ω
[
|u|+ βM |∇u|
]
|α(x)ut| dx ds
+
∫ t+T
t
∫
Ω
[
|u|+ βM |∇u|
]
|∇θ| dx ds,≤ C
[
E1(t) + E1(t+ T )
+
∫ t+T
t
∫
ω
[
|ut|2 + |u|2
]
dx ds+
∫ t+T
t
∫
ω
α(x)|ut|
[
|∇u|+ |u|
]
dx ds
+
∫ t+T
t
∫
ω
|∇θ|
[
u|+ |∇u|
]
dx ds
]
,
assim,
γ
∫ t+T
t
E1(s) ds ≤ C
[
E1(t) + E1(t+ T ) +
∫ t+T
t
∫
ω
[
|ut|2 + |u|2
]
dx ds
+
∫ t+T
t
∫
ω
α(x)|ut|
[
|∇u|+ |u|
]
dx ds+
∫ t+T
t
∫
ω
|∇θ|
[
|u| + |∇u|
]
dx ds
]
.
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Lema 2.9. Seja, (u, θ) soluc¸a˜o do problema (2.1), existe uma constante T > 0
dependendo de E(0), tal que
E(t) ≤ C
{
E(t)− E(t+ T ) +
∫ t+T
t
∫
ω
[
|ut|2 + |u|2
]
dx ds
+
∫ t+T
t
∫
ω
∇θ
[
|∇u| + |u|
]
dx ds
}
,
(2.56)
para alguma constante positiva C e para todo t ≥ 0.
Prova:
E´ conhecido de (2.30) que∫ t+T
t
∫
Ω
α(x)|ut|2 dx ds +
∫ t+T
t
∫
Ω
|∇θ|2 dx ds = E(t) − E(t+ T ),
pela desigualdade de Poincare´,∫ t+T
t
∫
Ω
θ2 dx ds ≤ C
∫ t+T
t
∫
Ω
|∇θ|2 dx ds ≤ C
[
E(t) − E(t+ T )
]
.
Isto diz que,
∫ t+T
t
E2(t)ds ≤ C
∫ t+T
t
∫
Ω
|∇θ|2 dx ds ≤ C
[
E(t) − E(t+ T )
]
, (2.57)
onde E2(t) =
1
2
∫
Ω
θ2 dx.
Multiplicando, a equac¸a˜o (2.57) por γ e somado com a equac¸a˜o do
lema (2.8), segue que
γ
∫ t+T
t
E1(s) ds+ γ
∫ t+T
t
E2(t)ds ≤ C
[
E1(t) + E1(t+ T ) +
∫ t+T
t
∫
ω
(
|ut|2 + |u|2
)
dx ds
+
∫ t+T
t
∫
Ω
|α(x)ut|
[
|u| +∇u
]
dx ds +
∫ t+T
t
∫
ω
|∇θ|
[
|∇u|+ |u|
]]
+ γ 4 E,
ou seja,
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γ∫ t+T
t
E(s) ds ≤ C
[
E(t) + E(t+ T ) +4E +
∫ t+T
t
∫
ω
(
|ut|2 + |u|2
)
dx ds
+
∫ t+T
t
∫
Ω
|α(x)ut|
[
|u| +∇u
]
dx ds +
∫ t+T
t
∫
ω
|∇θ|
[
|∇u|+ |u|
]]
,
(2.58)
onde 4E = E(t)− E(t+ T ).
No entanto, usando a desigualdade de Cauchy-Schwarz, a desigualdade
de Poincare´ e que (a+ b)2 ≤ 2(a2 + b2), temos a seguinte estimativa:
∫ t+T
t
∫
Ω
|α(x)ut|
[
|u| +∇u
]
dx ds ≤
C
[∫ t+T
t
∫
Ω
|α(x)ut|2 dx ds
] 1
2
[∫ t+T
t
∫
Ω
(
|∇u|2 + |u|2
)
dx ds
] 1
2
≤
C
√
2
[∫ t+T
t
∫
Ω
|α(x)ut|2 dx ds
] 1
2
[∫ t+T
t
∫
Ω
|∇u|2 dx ds
]1
2 ≤
C
√
2
[∫ t+T
t
∫
Ω
|α(x)ut|2 dx ds
] 1
2
[∫ t+T
t
∫
Ω
E(s) dx ds
] 1
2
≤
C
√
2
√
T
[∫ t+T
t
∫
Ω
|α(x)ut|2 dx ds
] 1
2 √
E(s) ≤ C
[∫ t+T
t
∫
Ω
|ut|2 dx ds
] 1
2 √
E(s) ≤
C
[∫ t+T
t
E(s) ds
] 1
2 √
E(s) ≤ C√TE(t) ≤ C E(t).
Portanto,
∫ t+T
t
∫
Ω
|α(x)ut|
[
|u| +∇u
]
dx ds ≤ C E(t). (2.59)
Logo, substitu´ındo (2.59) em (2.58), obtemos
γ
∫ t+T
t
E(s) ds ≤ C
[
E(t) + E(t+ T ) +4E +
∫ t+T
t
∫
ω
(
|ut|2 + |u|2
)
dx ds
+
∫ t+T
t
∫
ω
|∇θ|
(
|∇u|+ |u|
)]
.
(2.60)
Do fato que E(t) e´ decrescente segue que
TE(t) ≥
∫ t+T
t
E(s)ds ≥ TE(t+ T ).
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Enta˜o,
T E(t+ T ) ≤ C
[
E(t) + E(t+ T ) +4E +
∫ t+T
t
∫
ω
(
|ut|2 + |u|2
)
dx ds
+
∫ t+T
t
∫
ω
|∇θ|
(
|∇u| + |u|
)]
.
(2.61)
Somando E(t) em ambos os membros, e tomando T ≥ 2C +1 em (2.61), temos que
E(t) + (2C + 1)E(t+ T ) ≤ E(t) + T E(t+ T ) ≤
E(t) + C
[
E(t) + E(t+ T ) +4E
]
+C
[∫ t+T
t
∫
ω
(
|ut|2 + |u|2
)
dx ds +
∫ t+T
t
∫
ω
|∇θ|
(
|∇u| + |u|
)
dx ds
]
,
assim,
E(t) ≤ (C + 1)E(t) − (C + 1)E(t+ T ) + C
[
E(t) + E(t+ T ) +4E
]
+C
[∫ t+T
t
∫
ω
(
|ut|2 + |u|2
)
dx ds +
∫ t+T
t
∫
ω
|∇θ|
(
|∇u|+ |u|
)
dx ds
]
=
(C + 1)
[
E(t) − E(t+ T )
]
+ C
[
E(t) + E(t+ T ) +4E
]
+C
[∫ t+T
t
∫
ω
(
|ut|2 + |u|2
)
dx ds +
∫ t+T
t
∫
ω
|∇θ|
(
|∇u| + |u|
)
dx ds
]
≤
+C
[
4E +
∫ t+T
t
∫
ω
(
|ut|2 + |u|2
)
dx ds +
∫ t+T
t
∫
ω
|∇θ|
(
|∇u|+ |u|
)
dx ds
]
.
Portanto,
E(t) ≤ C
[
4E +
∫ t+T
t
∫
ω
(
|ut|2 + |u|2
)
dx ds +
∫ t+T
t
∫
ω
|∇θ|
(
|∇u|+ |u|
)
dx ds
]
.
Nas estimativas acima C, indica diferentes constantes positivas.

2.7 Estimativa Fundamental
Proposic¸a˜o 2.10. Sejam u e θ as soluc¸o˜es do problema (2.1) e T > 0 fixado pelo
Lema (2.9). Enta˜o, existe uma constante C > 0, tal que
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∫ t+T
t
∫
ω
[
|u|2 + |∇θ|
[
|∇u|+ |u|
]]
dx ds ≤ C
[
4E +
∫ t+T
t
∫
ω
|ut|2 dx ds
]
,
(2.62)
para todo t ≥ 0.
Prova:
Supondo por absurdo, que exista uma sequ¨eˆncia de soluc¸o˜es{
(un)n∈N, (θn)n∈N
}
com dados iniciais
{
(un0 ), (u
n
1 ), (θ
n
0 )
}
e uma sequ¨eˆncia (tn)n∈N ∈
R+, tais que
lim
n→∞

∫ tn+T
tn
∫
ω
(
|un|2 + |∇θn|
[
|un|+ |∇un|
])
dx ds
4En +
∫ tn+T
tn
∫
ω
|unt |2 dx ds
 =∞. (2.63)
Sejam,
λ2n =
∫ tn+T
tn
∫
ω
(
|un|2 + |∇θn|
[
|un|+ |∇un|
])
dx ds, (2.64)
e
In(tn) =
1
λ2n
[
4En +
∫ tn+T
tn
∫
ω
|unt |2 dx ds
]
. (2.65)
Enta˜o, de (2.63) temos
lim
n→∞
In(tn) = 0. (2.66)
Sejam vn(x, t) =
un(x, t+ tn)
λn
e wn(x, t) =
θn(x, t+ tn)
λn
,
0 ≤ t ≤ T . Ale´m disso, de (2.64) segue que
1
λ2n
∫ tn+T
tn
∫
ω
(
|un|2 + |∇θn|
[
|un|+ |∇un|
])
dx ds = 1, (2.67)
para todo n ∈ N.
Da estimativa do lema (2.9), de (2.66) e de (2.67), segue que
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E(vn(t) , wn(t)) = E
(
un(x , t+ tn)
λn
,
θn(x , t+ tn)
λn
)
=
1
λ2n
E
(
un(x , t+ tn) , θ
n(x , t+ tn)
)
≤
1
λ2n
E
(
un(tn) , θ
n(tn)
)
≤
C
λ2n
{
4En +
∫ tn+T
tn
∫
ω
(
|unt |2 + |un|2 + |∇θn|
[
|∇un| + |un|
])
dx ds
}
=
C
λ2n
{
4En +
∫ tn+T
tn
∫
ω
|unt |2 dx ds
}
+C =
C In(tn) + C ≤ C.
Pois, por (2.66) In(tn) e´ limitado. Assim, obtemos que
E(vn(t) , wn(t)) ≤ C, isto e´
∫
Ω
(|vnt |2 + |∇vn|2 + |∇wn|2) dx ≤ C,
para todo 0 ≤ t ≤ T e para todo n ∈ N, onde a constante C > 0 independe de t e n.
Portanto,
‖vnt (t)‖[L2(Ω)]n ≤ C, ‖∇vn(t)‖[L2(Ω)]n ≤ C e ‖wn(t)‖L2(Ω) ≤ C (2.68)
para todo 0 ≤ t ≤ T e para todo n ∈ N.
Mas da desigualdade de Poincare´ e da estimativa (2.68), segue que
‖vn(t)‖2[L2(Ω)]n =
∫
Ω
|vn(x, t)|2 dx =
∫
Ω
1
λ2n
|un(x, t+ tn)|2 dx
≤ C1
∫
Ω
1
λ2n
|∇un(x, t+ tn)|2 dx = C2
∫
Ω
|∇vn(x, t)|2 dx ≤ C,
para todo 0 ≤ t ≤ T e para todo n ∈ N.
Isto e´, existe uma constante C > 0, tal que
∫
Ω
|vn(x, t)|2 dx ≤ C, (2.69)
para todo 0 ≤ t ≤ T e para todo n ∈ N.
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Portanto, conclu´ımos que:
vn e´ limitada em W 1,∞(0, T ; [L2(Ω)]n) ∩ L∞(0, T ; [H10 (Ω)]n)
e
wn e´ limitada em L∞(0, T ;L2(Ω)),
(2.70)
para todo n ∈ N.
Afirmac¸a˜o 1:
lim
n→∞
1
λn
[
α(x)unt (t+ tn)
]
= 0 em L1((0, T )× Ω). (2.71)
Prova:
Usando a Desigualdade de Cauchy-Schwarz, segue que
∫ T
0
∫
Ω
∣∣∣ 1
λn
α(x)unt (t+ tn)
∣∣∣ dx dt = ∫ T
0
∫
Ω
α(x)
∣∣∣unt (t+ tn)
λn
∣∣∣ dx dt ≤[∫ T
0
∫
Ω
α(x) dx dt
] 1
2
[∫ T
0
∫
Ω
α(x)
∣∣∣unt (t+ tn , x)
λn
∣∣∣2 dx dt] 12 ≤
C
λ2n
T‖α‖L∞(Ω)
[∫ tn+T
tn
∫
Ω
α(x)
∣∣unt (s , x)∣∣2 dx ds
] 1
2
≤ C
[
1
λ2n
4 E
] 1
2
≤ C
√
In.
Logo,
1
λn
∫ T
0
∫
Ω
α(x)|unt | dx ds ≤ C
√
In(tn)→ 0, (2.72)
quando n→∞.

Afirmac¸a˜o 2:
lim
n→∞
1
λn
(
∇θn(t+ tn)
)
= 0 em L1
(
(0, T )× Ω
)
. (2.73)
Prova:
Usando a Desigualdade de Cauchy-Schwarz, segue que
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∫ T
0
∫
Ω
∣∣∣∇θn(t+ tn)
λn
∣∣∣ dx dt ≤ [∫ T
0
∫
Ω
1
λ2n
dx ds
] 1
2
[∫ T
0
∫
Ω
∣∣∣∇θn(t+ tn , x)∣∣∣2 dx dt] 12 ≤
CΩ
√
T
[
1
λ2n
∫ T
0
∫
Ω
∣∣∣∇θn(t+ tn , x)∣∣∣2 dx dt]
1
2
≤
CΩ
√
T
[
1
λ2n
∫ tn+T
tn
∫
Ω
|∇θn(s, x)|2 dx ds
] 1
2
≤
CΩ
√
T
[
1
λ2n
4 En
] 1
2
≤
C
√
In.
Logo,
1
λn
∫ T
0
∫
Ω
|∇θn(t+ tn)| dx ds ≤ C
√
In(tn)→ 0, (2.74)
quando n→∞.

Afirmac¸a˜o 3:
∫ T
0
∫
ω
|vt|2 dx ds = 0. (2.75)
Prova:
De fato, por (2.66) temos que
In(tn) =
1
λ2n
[
4En +
∫ tn+T
tn
∫
ω
|unt |2 dx ds
]
→ 0,
assim,
0 = lim
n→∞
∫ tn+T
tn
∫
ω
∣∣∣∣∣unt (s)λn
∣∣∣∣∣
2
dx ds = lim
n→∞
∫ T
0
∫
ω
∣∣∣∣∣unt (t+ tn)λn
∣∣∣∣∣
2
dx ds =
lim
n→∞
∫ T
0
∫
ω
|vnt (t)|2 dx dt =∫ T
0
∫
ω
|vt(t)|2 dx dt,
57
pois vn → v fraco-? em L2(0, T ; [L2(Ω)]n).

Afirmac¸a˜o 4:
lim
n→∞
∫ T
0
∫
ω
∇wn
[
|vn(t)|+ |∇vn(t)|
]
dx dt = 0. (2.76)
Prova:
Da desigualdade de Cauchy-Schwarz, segue que
∫ T
0
∫
ω
∇wn
[
|vn(t)|+ |∇vn(t)|
]
dx dt ≤(∫ T
0
∫
ω
|∇wn|2 dx dt
) 1
2
(∫ T
0
∫
ω
[
|∇vn|2 + |vn|2
]
dx dt
) 1
2
≤
C
(
1
λ2n
∫ tn+T
tn
∫
Ω
|∇θn|2 dx ds
) 1
2
(
1
λ2n
∫ tn+T
tn
∫
Ω
|∇un|2 dx dt
) 1
2
≤
C
(
1
λ2n
4 E
) 1
2
(∫ T
0
∫
Ω
|∇vn|2 dx dt
) 1
2
≤
C

( 1
λ2n
4 E
) 1
2
2
2
+
(∫ T
0
∫
Ω
|∇vn|2 dx dt
) 1
2
2
2

≤
C
1
λ2n
[
4E +
∫ T
0
∫
Ω
|∇un|2 dx dt
]
≤ C√In → 0.

Agora, passando ao limite de
{
(vn(t))n∈N, (wn(t))n∈N
}
. De (2.70)
segue que existem func¸o˜es v(t) e w(t) e subsequ¨eˆncias das sequ¨eˆncias vn e wn que
continua˜o sendo denominadas por vn e wn, sendo que
vn(t)→ v(t) fraco ? em W 1,∞(0, T ; [L2(Ω)]n) ∩ L∞(0, T ; [H10 (Ω)]n)
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ewn(t)→ w(t) fraco ? em L∞(0, T ;L2(Ω)).
Assim, as func¸o˜es v(t) e w(t) satisfazem:
v ∈ W 1,∞(0, T ; [L2(Ω)]n) ∩ L∞(0, T ; [H10 (Ω)]n) e w ∈ L∞(0, T ;L2(Ω)). (2.77)
 vtt − a24v − (b2 − a2)∇div v = 0,wt −4w + div vt = 0. (2.78)
Pois, vn e wn sa˜o soluc¸o˜es do sistema (2.1).
De fato, usando que (un, θn) satisfazem

untt(t+ tn)− a24un(t+ tn) +∇θn(t+ tn) + α(x)unt (t+ tn)
−(b2 − a2)∇div un (t+ tn) = 0,
θnt (t+ tn)−4θn(t+ tn) + div unt (t+ tn) = 0,
(2.79)
a qual, dividido por λn temos
 v
n
tt(t)− a24vn(t) +
∇θn(t+ tn)
λn
+
α(x)unt (t+ tn)
λn
− (b2 − a2)∇div vn(t+ tn) = 0,
wnt (t)−4wn(t) + div vnt (t) = 0,
(2.80)
para 0 ≤ t ≤ T e para todo n ∈ N.
Passando o limite quando n → ∞, obtemos das Afirmac¸o˜es (2.71) e
(2.73) que
 vtt − a24v − (b2 − a2)∇div vn = 0,wt −4w + div vt = 0.
Ainda, da afirmac¸a˜o (2.75) e da equac¸a˜o (2.64), temos que
1
λ2n
∫ tn+T
tn
∫
ω
(
|un|2 + |∇θn|
[
|un| + |∇un|
])
dx ds = 1. (2.81)
Agora, pelas definic¸o˜es de vn(x, t) e de wn(x, t)
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1λ2n
∫ tn+T
tn
∫
ω
(
|λnvn|2 + |λn∇wn|
[
|λnvn|+ |λn∇vn|
] )
dx ds = 1,
assim,
1
λ2n
∫ tn+T
tn
∫
ω
(
λ2n|vn|2 + λn|∇wn|
[
|λn
[
|vn|+ |∇vn|
]])
dx ds = 1,
anda,
1
λ2n
∫ tn+T
tn
∫
ω
λ2n
[
|vn|2 + |∇wn|
[
|vn|+ |∇vn|
]]
dx ds = 1,
isto e´,
∫ tn+T
tn
∫
ω
[
|vn|2 + |∇wn|
[
|vn|+ |∇vn|
]]
dx ds = 1.
Agora, aplicando o limite temos
lim
n→∞
∫ tn+T
tn
∫
ω
|vn|2 dx ds+ lim
n→∞
∫ tn+T
tn
∫
ω
|∇wn|
[
|vn|+ |∇vn|
]
dx ds = 1,
ou seja, usando a equac¸a˜o (2.76)
∫ tn+T
tn
∫
ω
|v|2 dx ds = 1. (2.82)
Assim, como v(x, t) e´ soluc¸a˜o de
vtt − a24v − (b2 − a2)∇div (v) = 0, (2.83)
em Ω× [0, T ). Enta˜o tambe´m vt e´ soluc¸a˜o de (2.83) em Ω× [0, T ).
Mas (2.75) diz que vt = 0 q.s. em ω × [0, T ). Logo, pelo Teorema de
Holmgreen (continuac¸a˜o u´nica) em Lions [16] resulta que vt ≡ 0 em Ω× [0, T ).
Assim, v(x, t) = f(x) em Ω× [0, T ).
Portanto, voltando ao problema (2.83), temos que v e´ soluc¸a˜o de
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 −a24v − (b2 − a2)∇div v = 0, em Ω.v = 0, sobre Γ = ∂Ω. (2.84)
v satisfaz as condic¸o˜es de Dirichelt sobre ∂Ω, pois v e´ limite de vn que e´ soluc¸a˜o do
sistema (2.1) e portanto, pela unicidade do Problema de Dirichelt, resulta que v = 0
q.s. em (0, T )× Ω. Contradic¸a˜o com (2.82).
Assim, a Proposic¸a˜o (2.10) e´ va´lida.

2.8 Prova do Teorema de Estabilizac¸a˜o
Pelo Lema (2.9) temos a seguinte estimativa:
E(t) ≤ C
[
4E +
∫ t+T
t
∫
ω
[
|ut|2 + |u|2
]
dx ds +
∫ t+T
t
∫
ω
∇θ
[
|∇u|+ |u|
]
dx ds
]
,
para alguma constante positiva C e para todo t ≥ 0.
Usando a Proposic¸a˜o (2.10) do fato que α(x) ≥ α0 > 0, sobre ω segue
que
E(t) ≤ C
[
4E +
∫ t+T
t
∫
ω
[
|ut|2 + |u|2
]
dx ds+
∫ t+T
t
∫
ω
∇θ
[
|∇u|+ |u|
]
dx ds
]
≤
C
[
4E +
∫ t+T
t
∫
ω
|ut|2 dx ds
]
≤
C
[
4E + C˜
∫ t+T
t
∫
Ω
α(x)|ut|2 dx ds
]
≤
C
[
4E + C˜
∫ t+T
t
∫
Ω
α(x)|ut|2 dx ds+
∫ t+T
t
∫
ω
|∇θ|2 dx ds
]
≤
C
[
4E + C˜ 4 E
]
≤
C 4 E.
Isto e´,
E(t) ≤ C 4 E, (2.85)
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para todo t ≥ 0, com C uma constante positiva independente de u e θ. Mas
dependente dos dados iniciais.
Agora, como E(t) e´ decrescente temos que
sup
t≤s≤t+T
E(s) ≤ E(t) ≤ C 4 E = C[E(t)− E(t+ T )]
com T > 0 fixado e dado pelo Lema (2.9) e t ≥ 0 qualquer.
Portanto aplicando o Lema Nakao (2.4) obtemos que
E(t) ≤ Ce−σt, ∀t ≥ 0
para constantes positivas C e σ.
Completando a demonstrac¸a˜o do Teorema (2.3) de estabilizac¸a˜o ex-
ponencial da energia.

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Cap´ıtulo 3
O Sistema Termoela´stico em um
Domı´nio Exterior
3.1 Introduc¸a˜o
Neste cap´ıtulo estudamos o sistema termoela´stico linear em um domı´nio
exterior, a saber, o seguinte problema de valor inicial e de fronteira:

utt − a24u− (b2 − a2)∇div u+∇θ + α(x)ut = 0 x ∈ Ω, t > 0
θt −4θ + div ut + XRθ = 0 x ∈ Ω, t > 0
u(x, 0) = u0(x), ut(x, 0) = u1(x) x ∈ Ω
θ(x, 0) = θ0(x) x ∈ Ω
u(x, t) = 0 = θ(x, t) x ∈ ∂Ω, t > 0
(3.1)
sobre Ω e´ um domı´nio exterior, isto e´, Ω = Rn \ O com O um conjunto do Rn.
A norma usual de x ∈ Rn e´ denotada por |x|. O produto interno entre
dois vetores x e y em Rn sera´ denotado por x · y.
Sobre a func¸a˜o α(x) que localiza o termo dissipativo α(x)ut fazemos
as seguintes hipo´teses:
(H1) α ∈ L∞(Ω), α(x) ≥ 0, e existem constantes α0 > 0 e LÀ 1 tal que,
α(x) ≥ α0
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para todo x ∈ Ω com |x| ≥ L.
Assim, a func¸a˜o α(x) e´ efetiva somente na bola B(0,L). Por isso dize-
mos que o termo dissipativo correspondente esta´ localizado pro´ximo do infinito.
A func¸a˜o XR = XR(x) indica a func¸a˜o caracter´ıstica do conjunto:{
x ∈ Ω/ |x| ≥ R
}
com R >> 1 um nu´mero fixado arbitrariamente.
Para o domı´nio exterior Ω sera´ assumido que,
(H2) O = Rn\Ω e´ estrelado com respeito 0 /∈ Ω , isto e´, η(x) ·x ≤ 0
para todo x ∈ ∂Ω, onde η = η(x) indica o vetor normal unita´rio exterior usual em
x ∈ ∂Ω.
Seja E um espac¸o de Banach. Sera´ denotado por En o produto E ×
. . . × E, n vezes. Tambe´m aqui o produto interno em L2(Ω)n sera´ denotado por
( · , · ) e a norma por || · ||. A norma em Hm(Ω)n, o espac¸o de Sobolev de ordem
m, sera´ denotado simplesmente por || · ||Hm(Ω).
Se u = (u1, u2, . . . , un) ∈ H1(Ω)n sera´ denotado ||∇u|| por
||∇u||2 =
n∑
i=1
||∇ui||2 =
n∑
i,j=1
∣∣∣∣∣∣∣∣∂ui∂xj
∣∣∣∣∣∣∣∣2.
Tambe´m usamos a notac¸a˜o: |∇u(x)|2 =
n∑
j=1
|∇uj(x)|2 para x ∈ Ω.
Para, u0 ∈ H1(Ω)n, u1 ∈ L2(Ω)n e θ0 ∈ L2(Ω) definimos
I0 = ||u0||H1(Ω)n + ||u1||+ ||θ0||, (3.2)
3.2 Existeˆncia e Unicidade
A energia associada ao problema (3.1) e´ definida por
E(t) = E1(t) +
1
2
∫
Ω
θ2 dx =
1
2
∫
Ω
[
|ut|2 + a2|∇u|2 + (b2 − a2)( div u)2+ θ2
]
dx
similarmente como em (2.17) e (2.18) para o sistema termoela´stico em um domı´nio
limı´tado . O problema (3.1) tem natureza dissipativa porque,
E(t) +
∫ t
0
∫
Ω
α(x) |ut(s, x)|2 dx ds +
∫ t
0
∫
Ω
XRθ2dx ds = E(0), t ≥ 0.
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De fato, da hipo´tese que α(x) ≥ 0 segue que a func¸a˜o E(t) e´ na˜o
crescente.
Essa identidade e´ obtida fazendo produto interno em L2(Ω) entre a
equac¸a˜o para u em (3.1) e ut e tambe´m tomando-se o produto interno em L
2(Ω) da
equac¸a˜o para θ com o pro´prio θ.
Teorema 3.1. (Existeˆncia): Seja α(·) ∈ L∞(Ω) uma func¸a˜o tal que, α(x) ≥ 0 em
Ω. Seja (u0 , u1 , θ0) ∈ H10 (Ω)n × L2(Ω)n ×H10 (Ω). Enta˜o existe uma u´nica soluc¸a˜o
(u , θ) de (3.1) na classe
(u , θ) ∈ C([0,∞);H10 (Ω)n ×H10 (Ω))
⋂
C1([0,∞);L2(Ω)n × L2(Ω)).
Demonstrac¸a˜o:
A demonstrac¸a˜o desse teorema e´ feita usando teoria de semigrupos.
Consideramos em H1(Ω) o seguinte produto interno,
(u , v)H1 = (u , v) + a
2(∇u , ∇v) + (b2 − a2)(div u , div v) (3.3)
cuja norma induzida e´ dada por
||u||2H1 = ||u||2 + a2‖∇u‖2 + (b2 − a2)‖div u‖2. (3.4)
Em vista que ||div u||2 e´ limitada, por ||∇u||2, resulta que essa norma
e´ equivalente a norma usual de H1(Ω).
A primeira equac¸a˜o de (3.1) e´ equivalente a
utt − a24u − (b2 − a2)∇div u + ∇θ + α(x)ut + u = u. (3.5)
Assim, mostraremos primeiro a existeˆncia e unicidade de soluc¸a˜o glo-
bal para o problema
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
utt − a24u − (b2 − a2)∇div u + ∇θ + α(x)ut + u = 0, x ∈ Ω, t > 0
θt − 4θ + div ut + XRθ = 0, t > 0
u(x, 0) = u0(x), ut(x, 0) = u1(x), x ∈ Ω
θ(x, 0) = θ0(x), x ∈ Ω
u(x, t) = 0 = θ(x, t), x ∈ ∂Ω, t > 0.
(3.6)
Para isso, fazemos
U(t) =

u(t)
ut(t)
θ(t)
 .
Enta˜o,
Ut(t) =
d
dt
U(t) =

ut(t)
utt(t)
θt(t)
 .
Considerando o operador A dado por
A =

0 − 1 0
− a24 − (b2 − a2)∇div + 1 α(x) ∇
0 div −4 + XR

e´ facil ver que o sistema (3.6) pode ser representado na forma:

Ut + AU = 0
Ut(0) = U0 =

u0
u1
θ0
 (3.7)
desde que seja definido em algum espac¸o em que o trac¸o de u e θ sobre ∂Ω se anule.
Para usar a teoria de semigrupos precisamos definir A sobre algum
subespac¸o de um espac¸o de Hilbert.
Assim, definimos
D(A) = (H10 (Ω) ∩H2(Ω))×H10 (Ω)× (H10 (Ω) ∩H2(Ω)) .
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Tambe´m consideramos H = H10 (Ω)× L2(Ω)× L2(Ω). Enta˜o H e´ um
espac¸o de Hilbert e
D(A) ⊂ H,
sendo esta inclusa˜o densa devido a`s propriedade dos espac¸os de Sobolev.
Agora, queremos mostrar que A e´ um operador mono´tono, isto e´
〈AU , U〉H ≥ 0, ∀U ∈ D(A),
sendo 〈·, ·〉 o produto interno de H.
De fato, tomando U =

u
v
θ
 ∈ D(A), notamos que
〈AU , U〉H =
〈
− v
− a24u − (b2 − a2)∇div u + u + α(x) v + ∇θ
−4θ + div v + XRθ
 ,

u
v
θ

〉
H
.
Usando a definic¸a˜o de produto interno em H obtemos
〈AU , U〉H = (− v , u)H10 − a2(4u , v) − (b2 − a2)(∇div u , v)
+ (u , v) + (α(x) v , v) + (∇θ , v) − (4θ , θ) + (div v , θ) + (XRθ , θ).
(3.8)
Usando a fo´rmula de Green e o produto interno sobre H1, definido em
(3.3), a equac¸a˜o (3.8) fica
〈AU , U〉H = (−u , v) − a2(∇u , ∇v) − (b2 − a2)(div u , div v)
+ a2(∇u , ∇v) + (b2 − a2)(div u , div v) + (u , v)
+ (α(x) v , v) + (∇θ , v) + (∇θ , ∇θ) − (v , ∇θ) + (XRθ , θ) =
||√α(·)v||2 + ||∇θ||2 + ||√XRθ||2.
Assim, A e´ operador mono´tono em H.
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Observac¸a˜o 3.2. Na expressa˜o anterior foi usado a Fo´rmula de Green
(
4u , v
)
L2(Ω)
= −
(
∇u , ∇v
)
L2(Ω)
(3.9)
com Ω um domı´nio exterior e u ∈ H10 (Ω) ∩H2(Ω) e v ∈ H10 (Ω).
As fo´rmulas de Green, em geral, ( proposic¸a˜o 1.26) sa˜o va´lidas apenas
em domı´nios limitados.
Para justificar a validade de 3.9 com Ω domı´nio exterior e u ∈ H10 ∩H2
e v ∈ H10 e´ suficiente aproximar u e v por func¸o˜es no mesmo espac¸o mas com suporte
compacto. Para tais func¸o˜es as fo´rmulas de Green sa˜o va´lidas. Logo, por densidade
segue a validade de 3.9.
A seguir queremos mostrar A e´ maximal mono´tono.
Para isso falta verificar que:
R(A− λ I) = H
para algum λ > 0. Isto e´, devemos mostrar que dado F ∈ H existe U ∈ D(A) tal
que
(A − λ I)U = F. (3.10)
Seja,
F =

f
g
h
 ∈ H.
Enta˜o a equac¸a˜o (3.10) e´ equivalente a
− v − λu
− a24u − (b2 − a2)∇div u + u + α(x) v + ∇θ − λ v
−4θ + div v + XRθ − λ θ
 =

f
g
h

com f ∈ H10 (Ω), g ∈ L2(Ω), h ∈ L2(Ω).
Assim, devemos provar que existe (u , θ) ∈ H10 (Ω) ∩ H2(Ω) e v ∈
H10 (Ω) tal que
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
− v − λu = f
− a24u − (b2 − a2)∇div u + u + α(x) v + ∇θ − λ v = g
−4θ + div v + XRθ − λ θ = h
(3.11)
Para simplificar o sistema (3.11) tomamos v = −λu − f , da primeira
equac¸a˜o e substitu´ındo na segunda temos:
 − a24u − (b2 − a2)∇div u + u + α(x) (−λu− f) + ∇θ + λ2 u + λ f = g−4θ + div (−λu− f) + XRθ − λ θ = h
ou
 − a24u − (b2 − a2)∇div u − λα(x)u + ∇θ + u + λ2 u = g − λ f + α(x) f−4θ − λ div u + XRθ − λ θ = h + div f
Assim, tomando F = g − λ f + α(x) f e G = h + div f , devemos
resolver o seguinte sistema para u e θ.
 − a24u − (b2 − a2)∇div u + (1 + λ2 − λα(x))u + ∇θ = F−4θ − λ div u + (XR − λ)θ = G. (3.12)
Observac¸a˜o 3.3. Do fato que g, h ∈ L2, f ∈ H1, α ∈ L∞ segue que F,G ∈ L2(Ω).
Para resolver o sistema (3.12) usamos o Teorema de Lax-Milgram 1.28
no espac¸o de Hilbert: H = H10 ×H10
A forma bilinear que associamos ao sistema (3.12) e´
a(U, V ) = a
 u
θ
 ,
 v
h
 = a2(∇u,∇v) + (b2 − a2)(div u , div v)
+((1 + λ2 − λα(·))u , v) + (∇θ , v) + (∇θ , ∇h) + ((XR − λ)θ , h)− λ(div u , h)
Assim:
a(·, ·) : H×H → R
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esta´ bem definida.
Devemos mostrar que a(·, ·) e´ continua e coerciva.
A continuidade e´ imediata, ela segue por ca´lculos convencionais e
usando a desigualdade de Schwarz.
Para ver a coercividade, calculamos a(U,U) com U =
 u
θ
 ∈ H.
Isto e´:
a(U,U) = a2‖∇u‖2 + (b2 − a2)‖div u‖2 +
∫
Ω
(
1 + λ2 − λα(x)
)
u2 dx + (∇θ , u)
+‖∇θ‖2 +
∫
Ω
(
XR − λ
)
θ2 dx − λ(div u , θ).
Observac¸a˜o 3.4.
‖U‖2H =
∣∣∣∣∣∣
∣∣∣∣∣∣
 u
θ
∣∣∣∣∣∣
∣∣∣∣∣∣
2
H
= ‖u‖2H10 + ‖θ‖
2
H10
.
Assim :
a(U,U) = a2‖∇u‖2 + (b2 − a2)‖div u‖2 + (1 + λ2)‖u‖2 − λ‖√αu‖2
+(∇θ , u) + ‖∇θ‖2 + ‖√XR θ‖2 − λ‖θ‖2 + λ(u , ∇θ) ≥
a2‖∇u‖2 + (b2 − a2)‖div u‖2 + ‖√1 + λ2 − λα(·)u‖2
−(1 + λ)||∇θ||||u||+ ‖∇θ‖2 + ‖√XR θ‖2 − λ‖θ‖2 ≥
a2‖∇u‖2 + (b2 − a2)‖div u‖2 + ‖√1 + λ2 − λα(·)u‖2
−(1 + λ)
2
(||∇θ||2 + ||u||2) + ‖∇θ‖2 + ‖√XR θ‖2 − λ‖θ‖2 =
a2‖∇u‖2 + (b2 − a2)‖div u‖2 +
∫
Ω
(
1 + λ2 − λα(x)− 1 + λ
2
)
u2 dx
+
(
1− 1 + λ
2
)
‖∇θ‖2 + ‖√XR θ‖2 − λ‖θ‖2 =
a2‖∇u‖2 + (b2 − a2)‖div u‖2 +
∫
Ω
(
1
2
+ λ2 − λα(x)− λ
2
)
u2 dx
+
(
1− 1 + λ
2
)
‖∇θ‖2 + ‖√XR θ‖2 − λ‖θ‖2.
Tomando λ > 0 suficientemente pequeno tal que
1
2
+ λ2 − λ||α||∞ − λ
2
>
1
4
. (3.13)
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Obtemos
a(U,U) ≥ a2‖∇u‖2 + (b2 − a2)‖div u‖2 + 1
4
||u||2
+
(
1− 1 + λ
2
)
‖∇θ‖2 + ‖√XR θ‖2 − λ‖θ‖2.
Portanto, usando a definic¸a˜o de norma em H1(Ω)n temos que para
U =
 u
θ
:
a(U,U) ≥ 1
4
||u||2H1 +
(
1− 1 + λ
2
)
‖∇θ‖2 + ‖√XR θ‖2 − λ‖θ‖2 =
1
4
||u||2H1 +
(
1− 1 + λ
2
)
‖∇θ‖2 + (1− ²)‖√XR θ‖2 − λ‖θ‖2 + ²||θ||2 − ²
∫
Ω(R)
θ2 dx
onde Ω(R) = Ω ∩
{
x ∈ Ω/||x|| ≤ R
}
com 0 < ² < 1 um nu´mero a ser escolhido.
Agora, usando a desigualdade de Poincare´ temos que
a(U,U) ≥ 1
4
||u||2H1 +
(
1
2
− λ
2
)
‖∇θ‖2 + (1− ²)‖√XR θ‖2 + (²− λ)‖θ‖2
−CR²
∫
Ω(R)
|∇θ|2 dx ≥ 1
4
||u||2H1 +
(
1
2
− λ
2
− CR²
)
‖∇θ‖2 + (²− λ)‖θ‖2.
Aqui, escolhemos ² > 0 tal que CR² =
1
4
. Com isso segue que
a(U,U) ≥ 1
4
||u||2H1 +
(
1
4
− λ
2
)
‖∇θ‖2 +
(
1
4CR
− λ
)
‖θ‖2.
Finalmente, tambe´m queremos λ satisfazendo
0 < λ < min
{
1
4
,
1
8CR
}
. (3.14)
Assim
a(U,U) ≥ 1
4
||u||2H1 +
1
8
‖∇θ‖2 +
(
1
8CR
)
‖θ‖2 ≥
C
(
||u||2H1 + ‖∇θ‖2 + ‖θ‖2
)
.
com C = min
{
1
8
,
1
8CR
}
.
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Logo, provamos que existe C > 0 tal que
a(U,U) ≥ C||U ||2H, U ∈ H.
A conclusa˜o e´ que a(·, ·) satisfaz as hipo´teses do Lema de Lax-Milgram.
Assim, dado
 F
G
 ∈ H existe u´nico U =
 u
θ
 ∈ H tal que
a(U,U) =
 F
G
 , V
 , ∀V ∈ H.
com H = H10 (Ω)×H10 (Ω) e λ > 0 um nu´mero fixado satisfazendo a condic¸a˜o (3.13)
e a condic¸a˜o (3.14).
Equivalentemente, para V =
 v
h
 ∈ H :
a2(∇u , ∇v) + (b2 − a2)(div u , div v) + ((1 + λ2 − λα(·))u , v) + (∇θ , v)
+(∇θ , ∇h) + ((XR − 1)θ , h)− λ(div u , h) = (F , v) + (G , h).
Em particular isso vale para quaisquer v, h ∈ D(Ω).
Portanto:
−a2〈4u, v〉D′×D − (b2 − a2)〈∇div u, v〉D′×D + 〈(1 + λ2 − λα(·))u, v〉+ 〈∇θ, v〉
−〈4θ, h〉+ 〈(XR − λ)θ, h〉 − λ〈div u , h〉 = 〈F , v〉+ 〈G , h〉
para quaisquer v, h ∈ D(Ω). Isto e´:
〈−a24u− (b2 − a2)∇div u+ (1 + λ2 − λα(·))u+∇θ, v〉
〈−4θ + (XR − λ)θ − λ div u , h〉 = 〈F , v〉+ 〈G , h〉
para quaisquer v, h ∈ D(Ω).
Portanto concluimos que
 −a24u− (b2 − a2)∇div u+ (1 + λ2 − λα(·))u+∇θ = F−4θ + (XR − λ)θ − λ div u = G (3.15)
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no sentido de D′(Ω).
Segue do Teorema (1.29) da Regularidade El´ıptica que u, θ ∈ H2(Ω).
Logo, u, θ ∈ H2(Ω) ∩H10 (Ω) e satisfazem (3.15) no sentido de L2(Ω).
Com isso provamos que R(A− λ) = H para λ > 0 um nu´mero satis-
fazendo (3.13) e (3.14).
Assim A e´ maximal mono´tono.
Enta˜o o Teorema de Lumer-Philips (1.17) nos diz que A gera um
semigrupo
{
T (t)
}
t≥0
de classe C0 sobre H. Portanto o problema (3.7) possui uma
u´nica soluc¸a˜o na forma
U(t) = T (t)U0, t ≥ 0.
Claro que o par de componentes (u(t), θ(t)) de U(t) =

u(t)
v(t)
θ(t)
 e´ a
u´nica soluc¸a˜o fraca do problema (3.6).
Finalmente, notamos que o problema original (3.1) pode ser escrito
como:
 Vt + AV = F (V )V (0) = U0 (3.16)
com V =

u
v
θ
 e F (V ) =

0
u
0
.
ComoA e´ gerador de semigrupo de classe C0 e F e´ linear, em particular
globalmente Lipschitz sobre H, resulta da teoria de semigrupos (Teorema 1.22) que
a equac¸a˜o (3.16) possui u´nica soluc¸a˜o global V em D(A) se V0 =

u0
u1
θ0
 ∈ D(A),
isto e´, V ∈ C([0,∞), D(A)) ∩ C1([0,∞), H).
Se V0 ∈ H enta˜o a soluc¸a˜o V = V (t) esta´ na classe: V ∈ C([0,∞), H).
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Assim, o problema original (3.1) tambe´m possui u´nica soluc¸a˜o global: u ∈ C((0,∞), H10 (Ω) ∩H2(Ω)) ∩ C1((0,∞), H10 (Ω)) ∩ C2([0,∞), L2(Ω))θ ∈ C((0,∞), H10 (Ω) ∩H2(Ω)) ∩ C1((0,∞), L2(Ω))
se (u0, u1, θ0) ∈ H10 (Ω) ∩H2(Ω)×H10 (Ω)×H10 (Ω) ∩H2(Ω).
A soluc¸a˜o (u, θ) esta´ na classe: u ∈ C((0,∞), H10 (Ω)) ∩ C1((0,∞), L2(Ω))θ ∈ C((0,∞), L2(Ω))
se (u0, u1, θ0) ∈ H10 (Ω)× L2(Ω)×H10 (Ω).

3.3 Estabilizac¸a˜o da Energia
Teorema 3.5. (Decaimento da Energia): Sejam n ≥ 2, e 0 < a2 < b2 < 4a2.
Assumir as hipo´teses (H1) e (H2). Se os dados iniciais satisfazem
(u0, u1, θ0) ∈ H10 (Ω)n × L2(Ω)n ×H10 (Ω),
enta˜o a u´nica soluc¸a˜o (u, θ) de (3.1) satisfaz:
E(t) ≤ CI20 (1 + t)−1, ∀ t ≥ 0.
e
‖u‖ ≤ CI0
com C uma constante positiva que independe de t e dos dados iniciais (u0, u1, θ0) e
I0 esta definido em (3.2).
A demonstrac¸a˜o, deste resultado depende de estimativas especiais.
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3.4 Lemas Te´cnicos
Para R > 0 denota-se:
Ω(R) = Ω
⋂
BR(0) = Ω
⋂
{x ∈ Rn : |x| < R}.
Lema 3.6. Existe uma constante CR > 0, CR constante dependente de R, tal que∫
Ω(R)
|v|2 dx ≤ CR||∇v||2 , ∀v ∈ H10 (Ω)n.
Lema 3.7. (Identidades da Energia): A soluc¸a˜o fraca de (3.1) satisfaz as identida-
des,
E1(t) +
∫ t
0
∫
Ω
α(x) |ut|2 dx ds+
∫ t
0
∫
Ω
ut · ∇θ dx ds = E1(0), t > 0. (3.17)
d
dt
E1(t) +
∫
Ω
α(x) |ut|2 dx +
∫
Ω
ut · ∇θ dx = 0, t > 0. (3.18)
d
dt
(ut , u)− ||ut||2 + a2
∫
Ω
|∇u(x, t)|2 dx + (b2 − a2)
∫
Ω
(div u)2 dx
+
1
2
d
dt
∫
Ω
α(x) |u|2 dx +
∫
Ω
u · ∇θ dx = 0, t > 0.
(3.19)
Prova:
Notar que (3.17), e´ obtido de (3.18) por integrac¸a˜o em (0, t). As provas
(3.18) e (3.19), sa˜o obtidas usando os multiplicadores M(u) = ut e M(u) = u,
respectivamente sobre a primeira equac¸a˜o de (3.1).
De fato, essas identidades sa˜o obtidas de modo ana´logo ao caso de
domı´nio limitado ( ver Cap. 2 ).

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Lema 3.8. A soluc¸a˜o u de (3.1) satisfaz
d
dt
E(t) +
∫
Ω
α(x)|ut|2 dx +
∫
Ω
|∇θ|2 dx +
∫
Ω
XRθ2 dx = 0, t ≥ 0. (3.20)
E(t)+
∫ t
0
∫
Ω
α(x)|ut|2 dx ds+
∫ t
0
∫
Ω
|∇θ|2 dx ds+
∫ t
0
∫
Ω
XRθ2 dx ds = E(0), t ≥ 0.
(3.21)
onde XR e´ a func¸a˜o caracter´ıstica de B(0, R)c.
Prova:
Multiplicando-se a segunda equac¸a˜o de (3.1) por θ e integrando sobre
Ω obtemos:
d
dt
∫
Ω
θ2
2
dx +
∫
Ω
|∇θ|2 dx +
∫
Ω
ut · ∇θ dx +
∫
Ω
XRθ2 dx = 0. (3.22)
Agora, somando (3.18) com (3.22) obtemos (3.20). Notar que (3.21), e´ obtida de
(3.20) integrando em (0, t).

Lema 3.9. A soluc¸a˜o u do problema (3.1) satisfaz
d
dt
∫
Ω
ut · (h : ∇u) dx + 1
2
∫
div h
[
|ut|2 − a2|∇u(x)|2 − (b2 − a2)(div u)2
]
dx
+
∑
i,j,k
∫
Ω
[
a2Dihj Diu
kDju
k + (b2 − a2) Dihj DkukDjui
]
dx
−1
2
∫
∂Ω
(h · η)
[
a2
∣∣∣∣∂u∂η
∣∣∣∣2 + (b2 − a2)(div u)2
]
dΓ
+
∫
Ω
α(x)ut · (h : ∇u) dx +
∫
Ω
(h : ∇u)∇θ dx = 0.
(3.23)
Com, h : ∇u ≡ (h · ∇u1, h · ∇u2, · · · , h · ∇un), com ui a i-e´sima
componente de u e η = η(x), ja´ definida anteriormente e
∂u
∂η
=
(
∂u1
∂η
, · · · , ∂u
n
∂η
)
.
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Prova:
E´ obtida tomando produto interno entre a primeira equac¸a˜o de (3.1),
com (h : ∇u) e a seguir integrando sobre (Ω) ( ver Ruy-Ikehata [5] ).

Seja, φ : R+ → R+ dada por:
φ(r) =
 α0, 0 ≤ r ≤ L,Lα0
r
, r ≥ L,
com α0 e L definidas na introduc¸a˜o sa˜o constantes que localizam a dissipac¸a˜o. Nota-
se que φ e´ uma func¸a˜o cont´ınua e limitada, com derivada tambe´m limitada e φ
′
(r) ≤
0, ∀r ∈ (0,+∞).
Escolhendo h(x) = φ(|x|)x = φ(r)x , r = |x| , no Lema 3.9, segue
que:
d
dt
∫
Ω
ut · (φ(r)x : ∇u) dx + 1
2
∫
Ω
div (φ(r)x)[|ut|2 − a2|∇u(x)|2 − (b2 − a2)(div u)2] dx
−1
2
∫
∂Ω
((φ(r)x) · η)
[
a2
∣∣∣∣∂u(x)∂η
∣∣∣∣2 + (b2 − a2)(div u)2
]
dS
+
n∑
i,j,k=1
∫
Ω
[
(b2 − a2)Di(φ(r)x)jDkukDjui + a2Di(φ(r)x)jDiukDjuk
]
dx
+
∫
Ω
α(x)ut · ((φ(r)x) : ∇u) dx +
∫
Ω
(φ(r)x : ∇u)∇θ dx = 0.
(3.24)
Notamos que:
div (φ(r)x) =
n∑
i=1
∂
∂xi
(φ(r)x) =
n∑
i=1
∂
∂xi
φ(r)x+
n∑
i=1
∂
∂xi
xφ(r) =
φ
′
(r)|x|+ nφ(r) = rφ′(r) + nφ(r),
assim,
(i) div (φ(r)x) = rφ
′
(r) + nφ(r).
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Tambe´m notar que:
n∑
i,j,k=1
Di(φ(r)x)jDiu
kDju
k =
n∑
i,j,k=1
[
φ(r)δij + φ
′
(r)
xixj
r
]
Diu
kDju
k =
n∑
i,j,k=1
[
φ(r)δij Diu
kDju
k + φ
′
(r)
xixj
r
Diu
kDju
k
]
=
n∑
i,j,k=1
φ
′
(r)
r
|x · ∇uk|2 +
n∑
i,j,k=1
φ(r)|Diuk|2 =
φ
′
(r)
r
|x : ∇u(x)|2 + φ(r)|∇u(x)|2,
logo, obtemos que
(ii)
n∑
i,j,k=1
∫
Ω
a2Di(φ(r)x)jDiu
kDju
k dx = a2
∫
Ω
[
φ
′
(r)
r
|x : ∇u(x)|2 + φ(r)|∇u(x)|2
]
dx.
Agora, calculamos:
Di(φ(r)x)jDku
kDju
i = Diφj(r)xjDku
kDju
i + φj(r)DixjDku
kDju
i,
portanto,
n∑
i,j,k=1
Di(φ(r)x)jDku
kDju
i =
n∑
i,j,k=1
φ(r)δijDku
kDju
i +
n∑
i,j,k=1
φ
′
(r)xi
r
xjDku
kDju
i =
φ(r)
(
n∑
k=1
Dku
k
) (
n∑
i=1
Diu
i
)
+
φ
′
(r)
r
n∑
i,k=1
xiDku
k
(
n∑
i,j,k=1
xjDju
i
)
=
φ(r) (div u)2(x) +
φ
′
(r)
r
n∑
i,k=1
xiDku
k
(
x · ∇ui) =
φ(r) (div u)2(x) +
φ
′
(r)
r
n∑
k=1
Dku
k
(
n∑
i,j,k=1
xi(x · ∇ui)
)
=
φ(r) (div u)2(x) +
φ
′
(r)
r
n∑
k=1
Dku
k
(
x · (x : ∇ui)) =
φ(r) (div u)2(x) +
φ
′
(r)
r
( div u) (x : ∇u) · x,
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assim, conclu´ımos que
(iii)
n∑
i,j,k=1
∫
Ω
(b2 − a2)Di(φ(r)x)jDkukDjui dx =∫
Ω
(b2 − a2)
[
φ(r) (div u)2(x) +
φ
′
(r)
r
( div u) (x : ∇u) · x
]
dx.
Com isso, substitu´ındo (i), (ii), e (iii) em (3.24), obtemos:
d
dt
∫
Ω
φ(r)ut · (x : ∇u) dx
+
1
2
∫
Ω
[nφ(r) + rφ
′
(r)][|ut|2 − a2|∇u(x)|2 − (b2 − a2)(div u)2] dx
−1
2
∫
∂Ω
(x · η)φ(r)
[
a2
∣∣∣∣∂u∂η
∣∣∣∣2 + (b2 − a2)(div u)2
]
dΓ
+
∫
Ω
(b2 − a2)
[
φ(r)(div u)2 +
φ
′
(r)
r
div u(x : ∇u) · x
]
dx
+
∫
Ω
a2
[
φ(r)|∇u|2 + φ
′
(r)
r
|x : ∇u|2
]
dx
+
∫
Ω
α(x)φ(r)ut · (x : ∇u) dx +
∫
Ω
(φ(r)x : ∇u) · ∇θ dx = 0,
(3.25)
onde x : ∇u(x) = (x · ∇u1(x), . . . , x · ∇un(x)).
Multiplicando (3.20) por k > 0 e (3.21) por γ > 0 e em seguida somado
ambas, tem-se:
k
d
dt
E(t) + k
∫
Ω
α(x) |ut|2 dx + k
∫
Ω
|∇θ|2 dx + k
∫
Ω
XRθ2 dx + γ d
dt
(ut, u)
− γ‖ut‖2 + γ a2
∫
Ω
|∇u|2 dx + γ(b2 − a2)
∫
Ω
(div u)2 dx +
γ
2
d
dt
∫
Ω
α(x)|u|2 dx
+ γ
∫
Ω
u · ∇θ dx = 0.
Agora, somado este resultado com a equac¸a˜o (3.25), e usando os fatos
que, η · x ≤ 0,∀x ∈ ∂Ω e que φ′(r) ≤ 0, obtemos a seguinte desigualdade:
79
ddt
{∫
Ω
φut · (x : ∇u) dx + γ(ut, u) + γ
2
∫
Ω
α(x) |u|2 dx + kE(t)
}
+
∫
Ω
[
nφ+ rφ
′
2
− γ + k
2
α(x)
]
|ut|2 dx + k
2
∫
Ω
α(x) |ut|2 dx
+
∫
Ω
a2
[
γ − nφ+ rφ
′
2
+ φ+ rφ
′
]
|∇u|2 dx
+
∫
Ω
(b2 − a2)
[
γ − nφ+ rφ
′
2
+ φ
]
(div u)2 dx
+
∫
Ω
(b2 − a2)φ
′
r
div u(x : ∇u) · x dx + γ
∫
Ω
u · ∇θ dx
+
∫
Ω
(φ(r)x : ∇u) · ∇θ dx + k
∫
Ω
|∇θ|2 dx + k
∫
Ω
XRθ2 dx ≤
−
∫
Ω
α(x)φut · (x : ∇u) dx
(3.26)
devido ao fato que
φ
′
r
|x : ∇u|2 ≥ rφ′|∇u|2.
Tambe´m devido ao fato que
|x : ∇u| ≤ r|∇u|,
obtemos que
(b2 − a2)x
r
· (x : ∇u) ≤ (b2 − a2)r|∇u|.
Como φ
′ ≤ 0 segue que
(b2 − a2)φ
′
r
(x : ∇u) · x ≥ (b2 − a2)rφ′|∇u|.
Portanto
(b2 − a2)φ
′
r
|div u| (x : ∇u) · x ≥ (b2 − a2)rφ′ |div u| |∇u|.
Agora, pela desigualdade de Young ab ≤ δa2 + b
2
4δ
, escolhendo δ =
1
2
+
b
2a
e do fato
que φ
′ ≤ 0, segue que
(b2 − a2)φ
′
r
|div u|(x : ∇u) · x ≥
(b2 − a2)r φ′
(
1
2
+
b
2a
)
(div u)2 + a2
(
b
2a
− 1
2
)
r φ
′|∇u|2.
(3.27)
Substitu´ındo (3.27) em (3.26) obtemos a seguinte desigualdade:
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ddt
[∫
Ω
φut · (x : ∇u) dx + γ(ut , u) + γ
2
∫
Ω
α(x) |u|2 dx + k E(t)
]
+
∫
Ω
[
nφ+ rφ
′
2
− γ + kα(x)
2
]
|ut|2 dx + k
2
∫
Ω
α(x) |ut|2 dx
+γ
∫
Ω
u · ∇θ dx +
∫
Ω
(φ(r)x : ∇u) · ∇θ dx + k
∫
Ω
|∇θ|2 dx
+a2
∫
Ω
[
γ − nφ+ rφ
′
2
+ φ+ rφ
′
(
1
2
+
b
2a
)]
|∇u|2 dx
+(b2 − a2)
∫
Ω
[
γ − nφ+ rφ
′
2
+ φ+ rφ
′
(
1
2
+
b
2a
)]
(div u)2 dx
+k
∫
Ω
XRθ2 dx ≤ −
∫
Ω
α(x)φut · (x : ∇u) dx.
(3.28)
Agora, deve-se estimar a integral
∫
Ω
u · ∇θ dx. Temos, pela fo´rmula
de Green, que∣∣∣∣γ ∫
Ω
u · ∇θ dx
∣∣∣∣ = ∣∣∣∣−γ ∫
Ω
θ div u dx
∣∣∣∣ ≤ γ ∫
Ω(R)
|θ| |div u| dx + γ
∫
|x|≥R
|θ| |div u| dx.
(3.29)
Notar que para λ > 0, λ a ser escolhido,
γ
∫
Ω(R)
|θ| |div u| dx ≤ γ
2
2λ(b2 − a2)
∫
Ω(R)
θ2 dx +
(b2 − a2)
2
λ
∫
Ω
|div u|2 dx
γ2
2λ(b2 − a2)CR
∫
Ω
|∇θ|2 dx + (b
2 − a2)
2
λ
∫
Ω
(div u)2 dx
(3.30)
devido ao lema (3.6).
Tambe´m
γ
∫
|x|≥R
|θ| |div u| dx ≤ γ
2
2λ(b2 − a2)
∫
|x|≥R
θ2 dx +
(b2 − a2)
2
λ
∫
Ω
(div u)2 dx
γ2
2λ(b2 − a2)
∫
Ω
XRθ2 dx + (b
2 − a2)
2
λ
∫
Ω
(div u)2 dx
(3.31)
Substituindo as estimativas (3.30) e (3.31) em (3.29) e combinando
com (3.28), segue que
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ddt
[∫
Ω
φut · (x : ∇u) dx + γ(ut , u) + γ
2
∫
Ω
α(x) |u|2 dx + k E(t)
]
+
∫
Ω
[
nφ+ rφ
′
2
− γ + kα(x)
2
]
|ut|2 dx + k
2
∫
Ω
α(x) |ut|2 dx
+
∫
Ω
φ(x : ∇u) · ∇θ dx
+a2
∫
Ω
[
γ − nφ+ rφ
′
2
+ φ+ rφ
′
(
1
2
+
b
2a
)]
|∇u|2 dx
+(b2 − a2)
∫
Ω
[
γ − nφ+ rφ
′
2
+ φ+ rφ
′
(
1
2
+
b
2a
)
− λ
]
(div u)2 dx
+
(
k − γ
2
2λ(b2 − a2)CR
) ∫
Ω
|∇θ|2 dx +
(
k − γ
2
2λ(b2 − a2)
) ∫
Ω
XRθ2 dx ≤
−
∫
Ω
α(x)φut · (x : ∇u) dx.
(3.32)
A seguir estima-se∫
Ω
φ(x : ∇u) · ∇θ dx.
Temos∣∣∣∣∫
Ω
φ(x : ∇u) · ∇θ dx
∣∣∣∣ ≤ ∫
Ω
φr|∇u||∇θ| dx ≤ Lα0
∫
Ω
|∇u||∇θ| dx ≤
L2 α20
λ2a2
∫
Ω
|∇θ|2 dx + λa
2
2
∫
Ω
|∇u|2 dx.
(3.33)
Substituindo (3.33) em (3.32), resulta que
d
dt
[∫
Ω
φut · (x : ∇u) dx + γ(ut , u) + γ
2
∫
Ω
α(x) |u|2 dx + k E(t)
]
+
∫
Ω
[
nφ+ rφ
′
2
− γ + kα(x)
2
]
|ut|2 dx + k
2
∫
Ω
α(x) |ut|2 dx
+a2
∫
Ω
[
γ − nφ+ rφ
′
2
+ φ+ rφ
′
(
1
2
+
b
2a
)]
|∇u|2 dx
+(b2 − a2)
∫
Ω
[
γ − nφ+ rφ
′
2
+ φ+ rφ
′
(
1
2
+
b
2a
)]
(div u)2 dx
+
(
k − γ
2
2λ(b2 − a2)CR −
L2 α20
λ2a2
) ∫
Ω
|∇θ|2 dx +
(
k − γ
2
2λ(b2 − a2)
) ∫
Ω
XRθ2 dx ≤
−
∫
Ω
α(x)φut · (x : ∇u) dx + λ a
2
2
∫
Ω
|∇u|2 dx + λ (b2 − a2)
∫
Ω
(div u)2 dx,
(3.34)
com λ > 0 arbitra´rio.
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Usando a hipo´tese que 0 < a2 < b2 < 4a2, obtemos
0 <
α0
2
[
n− 2 + b
a
]
<
α0
2
[n− 2 + 2] = nα0
2
. (n ≥ 2)
Tomando γ como em Chara˜o-Ikehata [5], isto e´
γ =
α0
2
[
n− 2 + b
a
]
+
nα0
2
2
=
nα0
2
− α0
2
+
bα0
4a
=
n− 1
2
α0 +
bα0
4a
(3.35)
tem-se γ > 0 e
α0
2
[
n− 2 + b
a
]
< γ <
nα0
2
. (3.36)
Agora, seja ²1 > 0, dado por:
²1 =
nα0
2
− γ.
Usando a definic¸a˜o de γ em (3.35), resulta que
²1 =
α0
2
− bα0
4a
=
α0
2
(
1− b
2a
)
. (3.37)
Notar que ²1 > 0 pela hipo´tese b
2 < 4a2.
Usando, (3.36) e ( 3.37 ) segue:
nφ+ rφ
′
2
− γ + kα(x)
2
≥

nφ+ rφ
′
2
− γ, se |x| ≤ L.
nφ+ rφ
′
2
− γ + α0 k
2
, se |x| ≥ L.
Caso 1 : |x| ≤ L.
nφ+ rφ
′
2
− γ = nφ+ rφ
′
2
− nα0
2
+
α0
2
− bα0
4a
=
nφ+ rφ
′
2
− nα0
2
+ ²1 =
nα0
2
− nα0
2
+ ²1 = ²1
pois φ
′
= 0 se 0 ≤ r ≤ L.
Assim,
nφ+ rφ
′
2
− γ + kα(x)
2
≥ ²1
para 0 ≤ |x| ≤ L.
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Caso 2 : |x| ≥ L.
nφ+ rφ
′
2
− γ + α0 k
2
=
nφ+ rφ
′
2
− nα0
2
+
α0
2
− bα0
4a
+
α0 k
2
=
nLα0
2r
− Lα0
2r
− nα0
2
+
α0
2
− bα0
4a
+
α0 k
2
=
nLα0
2r
− Lα0
2r
− nα0
2
+
α0 k
2
+ ²1 =
α0
2
(
nL
r
− L
r
− n + k
)
+ ²1 ≥ ²1
se k for escolhido tal que k ≥ n.
Assim,
nφ+ rφ
′
2
− γ + kα(x)
2
≥ ²1.
se |x| ≥ L.
Portanto
nφ+ rφ
′
2
− γ + kα(x)
2
≥ ²1 > 0, (3.38)
para x ∈ Ω.
Novamente considerando os casos:
Caso 1 : 0 ≤ r ≤ L.
Nessa regia˜o, tem-se
α0
2
(
b
a
+ n − 2
)
+ φ
(
1− n
2
)
+ r φ
′
(
b
2a
)
=
α0
2
(
b
a
+ n − 2
)
+ α0
(
1− n
2
)
=
α0
2
b
a
+
α0
2
n − α0 + α0 − n
2
α0 =
α0
2
b
a
> 0.
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Caso 2 : r ≥ L.
α0
2
(
b
a
+ n − 2
)
+ φ
(
1− n
2
)
+ r φ
′
(
b
2a
)
=
α0
2
(
b
a
+ n − 2
)
+
Lα0
r
(
1− n
2
)
− Lα0
r
(
b
2a
)
=
α0
2
(
b
a
+ n − 2− Ln
r
+
2L
r
− L b
a r
)
=
α0
2
(
r b + n a r − 2 a r − n aL + 2 aL − L b
a r
)
=
α0
2
(
(r − L)
a r
(n a + b − 2 a)
)
≥
α0
2
(r − L)
a r
(n a + a − 2 a) =
α0
2
(r − L)
a r
(n a − a) ≥ 0.
Desses dois casos conclu´ımos que
α0
2
(
b
a
+ n − 2
)
+ φ
(
1− n
2
)
+ r φ
′
(
b
2a
)
≥ 0.
para todo r ≥ 0.
Com isso, da escolha de γ em (3.35) e ²1 em (3.37), tem-se
γ − nφ+ rφ
′
2
+ φ+ rφ
′
(
1
2
+
b
2a
)
=(
n− 1
2
)
α0 +
b
4a
α0 − nφ
2
− rφ
′
2
+ φ+
rφ
′
2
+
b r φ
′
2a
=(
1
2
− b
4a
)
α0 −
(
1
2
− b
4a
)
α0 +
(
n− 1
2
)
α0 +
b
4a
α0 − nφ
2
+ φ+
b r φ
′
2a
=
²1 − α0
2
+
b
4a
α0 +
(
n− 1
2
)
α0 +
b
4a
α0 − nφ
2
+ φ+
b r φ
′
2a
=
²1 +
α0
2
(
b
a
+ n − 2
)
+ φ
(
1− n
2
)
+ r φ
′
(
b
2a
)
≥ ²1.
Isto e´,
γ − nφ+ rφ
′
2
+ φ+ rφ
′
(
1
2
+
b
2a
) ≥ ²1 = α0
2
(
1− b
2a
)
> 0 (3.39)
∀x ∈ Ω, onde r = |x|, pois a < b < 2a.
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Agora, usado (3.38) e (3.39), em (3.28), conclui-se que:
d
dt
[∫
Ω
φut · (x : ∇u) dx + γ(ut , u) + γ
2
∫
Ω
α(x) |u|2 dx + k E(t)
]
+²1
∫
Ω
|ut|2 dx + ²1a2
∫
Ω
|∇u|2 dx + ²1(b2 − a2)
∫
Ω
(div (u))2 dx
+
(
k − γ
2
2λ(b2 − a2)
)∫
Ω
XRθ2 dx +
(
k − γ
2
2λ(b2 − a2)CR −
L2α20
4λa2
) ∫
Ω
|∇θ|2 dx
+
k
2
∫
Ω
α(x) |ut|2 dx ≤ −
∫
Ω
α(x)φut.(x : ∇u) dx + λ
2
a2
∫
Ω
|∇θ|2 dx
+λ(b2 − a2)
∫
Ω
(div u)2 dx.
(3.40)
Definindo
Gk(t) =
∫
Ω
φut · (x : ∇u) dx + γ(u, ut) + γ
2
∫
Ω
α(x) |u|2 dx + kE(t), (3.41)
tem-se,
d
dt
Gk(t) + 2 ²1E1(t) +
(
k − γ
2
2λ(b2 − a2)
)∫
Ω
XRθ2 dx
+
(
k − γ
2
2λ(b2 − a2)CR −
L2α20
4λa2
) ∫
Ω
|∇θ|2 dx + k
2
∫
Ω
α(x) |ut|2 dx ≤
−
∫
Ω
α(x)φut.(x : ∇u) dx + λ
2
a2
∫
Ω
|∇θ|2 dx + λ(b2 − a2)
∫
Ω
(div u)2 dx.
(3.42)
Lema 3.10. Existe β > 0 tal que,
Gk(t) + β
∫ t
0
E(s) ds+ γ
∫ t
0
∫
Ω
|∇θ|2 dx ds + k
4
∫ t
0
∫
Ω
α(x)u2t dx ds
+Ck
∫ t
0
∫
Ω
XRθ2 dx ds ≤ Gk(0), ∀t > 0.
(3.43)
Prova:
Usando, que |x|φ(x) ≤ Lα0 em Rn, e de (3.42) segue,
d
dt
Gk(t) + 2 ²1E1(t) +
(
k − γ
2
2λ(b2 − a2)
)∫
Ω
XRθ2 dx
+
(
k − γ
2
2λ(b2 − a2)CR −
L2α20
4λa2
) ∫
Ω
|∇θ|2 dx + k
2
∫
Ω
α(x) |ut|2 dx ≤
Lα0
∫
Ω
α(x) |ut||∇u| dx + λ
2
a2
∫
Ω
|∇θ|2 dx + λ(b2 − a2)
∫
Ω
(div u)2 dx.
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Como, α(x) ∈ L∞(Ω), tomado C0 = L2α20‖α(·)‖∞ > 0 e usando que
a b ≤ 1
2
(a2 + b2), tem-se:
Lα0
∫
Ω
α(x) |ut||∇u| dx ≤ 1
2
∫
Ω
[
L2 α20|α(x)|2
k
2C0
|ut|2 + 2C0
k
|∇u|2
]
dx =∫
Ω
[
k
4
L2 α20 |α(x)|2
C0
|ut|2 + C0
k
|∇u|2
]
dx ≤
∫
Ω
[
k|α(x)|
4
|ut|2 + C0
k
|∇u|2
]
dx.
Isto e´,
d
dt
Gk(t) + 2 ²1E1(t) +
(
k − γ
2
2λ(b2 − a2)
)∫
Ω
XRθ2 dx
+
(
k − γ
2
2λ(b2 − a2)CR −
L2α20
4λa2
) ∫
Ω
|∇θ|2 dx + k
2
∫
Ω
α(x) |ut|2 dx ≤∫
Ω
[
k|α(x)|
4
|ut|2 + C0
k
|∇u|2
]
dx+
λ
2
a2
∫
Ω
|∇θ|2 dx + λ(b2 − a2)
∫
Ω
(div u)2 dx.
Portanto
d
dt
Gk(t) + 2 ²1E1(t) +
(
k − γ
2
2λ(b2 − a2)
)∫
Ω
XRθ2 dx
+
(
k − γ
2
2λ(b2 − a2)CR −
L2α20
4λa2
) ∫
Ω
|∇θ|2 dx + k
4
∫
Ω
α(x) |ut|2 dx ≤∫
Ω
C0
k
|∇u|2 dx+ λ
2
a2
∫
Ω
|∇θ|2 dx + λ(b2 − a2)
∫
Ω
(div u)2 dx.
(3.44)
Agora, escolhendo λ =
²1
2
e k suficientemente grande tal que
C0
k
≤ ²1
4
resulta de (3.44) que
d
dt
Gk(t) + ²1E1(t) +
(
k − γ
2
2λ(b2 − a2)
)∫
Ω
XRθ2 dx
+
(
k − γ
2
²1(b2 − a2)CR −
L2α20
²1a2
) ∫
Ω
|∇θ|2 dx + k
4
∫
Ω
α(x) |ut|2 dx ≤ 0.
(3.45)
Completando a energia E1 tem-se que
d
dt
Gk(t) + ²1E(t) +
(
k − γ
2
2λ(b2 − a2)
)∫
Ω
XRθ2 dx
+
(
k − γ
2
²1(b2 − a2)CR −
L2α20
²1a2
) ∫
Ω
|∇θ|2 dx + k
4
∫
Ω
α(x) |ut|2 dx ≤
²1
2
∫
Ω
θ2 dx =
²1
2
∫
Ω(R)
θ2 dx +
²1
2
∫
|x|≥R
θ2 dx ≤
²1
2
CR
∫
Ω(R)
|∇θ|2 dx + ²1
2
∫
Ω
XRθ2 dx
pelo lema (3.6).
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Portanto:
d
dt
Gk(t) + ²1E(t) +
(
k − γ
2
²1(b2 − a2)CR −
L2α20
²1a2
− ²1
2
CR
) ∫
Ω
|∇θ|2 dx
+
(
k − γ
2
2λ(b2 − a2) −
²1
2
)∫
Ω
XRθ2 dx + k
4
∫
Ω
α(x) |ut|2 dx ≤ 0.
Agora, se necessa´rio, aumentar k > 0 para que os nu´meros(
k − γ
2
²1(b2 − a2)CR −
L2α20
²1a2
− ²1
2
CR
)
e
(
k − γ
2
2λ(b2 − a2) −
²1
2
)
sejam positivos.
Em conclusa˜o tomando
k > max
{(
k − γ
2
²1(b2 − a2)CR −
L2α20
²1a2
− ²1
2
CR
)
,
(
k − γ
2
2λ(b2 − a2) −
²1
2
)
,
4C0
²1
, n
}
(3.46)
resulta que
d
dt
Gk(t) + ²1E(t) + Ck
∫
Ω
|∇θ|2 dx + Ck
∫
Ω
XRθ2 dx + k
4
∫
Ω
α(x) |ut|2 dx ≤ 0.
(3.47)
Por fim, integrando (3.47) em [0, t], tem-se:
Gk(t) + ²1
∫ t
0
E(t) ds + Ck
∫ t
0
∫
Ω
|∇θ|2 dx ds + Ck
∫ t
0
∫
Ω
XRθ2 dx
+
k
4
∫ t
0
∫
Ω
α(x) |ut|2 dx ds ≤ Gk(0).
(3.48)

Observac¸a˜o 3.11. A estimativa (3.48), e´ va´lida para soluc¸o˜es regulares. Usando
argumentos de densidade, ela tambe´m e´ va´lida para soluc¸o˜es fracas.
Lema 3.12. Existe uma constante C = C(k) > 0 tal que,
|Gk(0)| ≤ C
(
||u0||2H1(Ω)n + ||u1||2 + ‖θ0‖2
)
. (3.49)
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Prova:
De fato, usando novamente que |x||φ| = |x|φ ≤ Lα0 tem-se da de-
finic¸a˜o de Gk(t) em (3.41):
|Gk(0)| ≤
∣∣∣∣∫
Ω
φu1 · (x : ∇u0) dx + γ(u0 , u1) + γ
2
∫
Ω
α(x) |u0|2 dx + k E(0)
∣∣∣∣ ≤
Lα0
∫
Ω
|u1||∇u0| dx + γ||u1|| · ||u0||+ γ||α||∞
2
∫
Ω
|u0|2 dx + k E(0) ≤
C
(
||u0||2H1(Ω)n + ||u1||2 + ‖θ0‖2
)
.

A seguir prova-se que Gk(t) ≥ 0 para todo t. Na verdade, tem-se
Lema 3.13. Com as hipo´teses do Teorema (3.5) tem-se:
Gk(t) ≥ C
∫
Ω
α(x)|ut|2dx + CkE(t), ∀ t ≥ 0,
para k À 1 suficientemente grande, com C e Ck constantes positivas.
Em particular,
Gk(t) ≥ 0, ∀ t ≥ 0.
Prova:
Usando o lema (3.6), e assumindo (H1) tem-se:
−γ(ut , u) ≤ γ
2²
||ut||2 + γ²
2
||u||2 ≤ γ
²
E(t) +
γ²
2
(∫
|x|≥L
α(x)
α0
|u|2 dx +
∫
Ω(L)
|u|2 dx
)
≤
γ
²
E(t) +
γ²
2α0
∫
Ω
α(x) |u|2 dx + γ²
2
CL
∫
Ω
|∇u|2 dx ≤
γ
²
E(t) +
γ²
2α0
∫
Ω
α(x) |u|2 dx + γ²CL
a2
E(t).
Assim,
−γ(ut , u) ≤
(
γ
²
+
γ²CL
a2
)
E(t) +
γ²
2α0
∫
Ω
α(x) |u|2 dx, (3.50)
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onde ² > 0, e´ um nu´mero real arbitra´rio. Tambe´m tem-se
−
∫
Ω
φut · (x : ∇u) dx ≤
∫
Ω
|x|φ|ut||∇u| dx ≤ Lα0
∫
Ω
|ut| · |∇u| dx ≤
Lα0
a
∫
Ω
( |ut|2
2
+
a2
2
|∇u|2
)
dx.
Assim
−
∫
Ω
φut · (x : ∇u) dx ≤ Lα0
a
E(t), t ≥ 0. (3.51)
De (3.50) e (3.51) segue,
−γ(ut , u)−
∫
Ω
φut · (x : ∇u) dx ≤
[
γ
²
+
γ²CL
a2
+
Lα0
a
]
E(t) +
γ²
2α0
∫
Ω
α(x) |u|2 dx.
(3.52)
Da definic¸a˜o de Gk(t) em (3.41), tem-se:
Gk(t)−
∫
Ω
φut · (x : ∇u) dx − γ(ut , u) = γ
2
∫
Ω
α(x) |u|2 dx + k E(t). (3.53)
Combinando (3.53) com (3.52) resulta:
Gk(t)+
[
γ
²
+
γ²CL
a2
+
Lα0
a
]
E(t)+
γ²
2α0
∫
Ω
α(x) |u|2 dx ≥ γ
2
∫
Ω
α(x) |u|2 dx +k E(t).
Agora, fixando-se ²1 > 0, tal que ²1 < α0. Tambe´m fixando k > 1
suficientemente grande tal que satisfaz (3.46) e
k >
γ
²
+
γ²CL
a2
+
Lα0
a
.
Assim, tomando: k1 = k−
[
γ
²
+
γ²C0
a2
+
Lα0
a
]
> 0 e γ1 = γ
[
1− ²
α0
]
>
0, segue que
Gk(t) ≥ γ1
2
∫
Ω
α(x) |u|2 dx + k1E(t) ≥ 0.
Para todo t ≥ 0.
Isto prova o lema (3.13).

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Lema 3.14. Com as hipo´teses do teorema (3.5) tem-se:∫ t
0
E(s) ds +
Ck
²1
∫ t
0
∫
Ω
XRθ2 dx ds + k
4²1
∫ t
0
∫
Ω
α(x)|ut|2 dx ds
+
Ck
²1
∫ t
0
∫
Ω
|∇θ|2 dx ds ≤ 1
²1
Gk(0), t ≥ 0
(3.54)
e
(1 + t)E(t) ≤ E(0) + 1
β
Gk(0), t ≥ 0, (3.55)
para k À 1 suficientemente grande.
Prova:
Notamos que (3.54) segue imediatamente de (3.48 ) e do lema (3.13).
Para provar (3.55) usamos o fato que E(t) e´ uma func¸a˜o decrescente
(ver lema 3.9). Com isso, obtemos da primeira parte (3.54) que
(1 + t)E(t) = E(t) + t E(t) ≤ E(t) +
∫ t
0
E(s) ds
≤ E(0) +
∫ t
0
E(s) ds ≤ E(0) + 1
²1
Gk(0).
Isso provou o lema (3.14).

Observac¸a˜o 3.15. Notar que a estimativa (3.55) diz que a energia E(t) decai para
zero, com t −→∞, na taxa 1
t
pois Gk(0) e´ limitado conforme lema (3.12).
Lema 3.16. Nas hipo´teses do Teorema (3.1) a soluc¸a˜o u do sistema (3.1) satisfaz
‖u‖ ≤ C I0
com C constante independente dos dados iniciais.
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Prova:
Notar que∫
Ω
|u|2dx ≤
∫
Ω(L)
|u|2dx +
∫
|x|≥L
α(x)
α0
|u|2dx ≤
CL
∫
Ω
|∇u|2dx + 1
α0
∫
Ω
α(x)|u|2dx ≤
2CLE(0) +
2
α0γ1²1
Gk(0) ≤ C I20 .
Isso provou o lema (3.16).

3.5 Prova do Teorema (3.5)
Segue imediatamente dos lemas (3.14) e (3.16).

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