In this paper we consider the problem of constructing a small arithmetic circuit for a polynomial for which we have oracle access. Our focus is on n-variate polynomials, over a finite field F, that have depth-3 arithmetic circuits with two multiplication gates of degree d. We obtain the following results:
1. Multilinear case: When the circuit is multilinear (multiplication gates compute multilinear polynomials) we give an algorithm that outputs, with probability 1 − o(1), all the depth-3 circuits with two multiplication gates computing the same polynomial. The running time of the algorithm is poly(n, |F|).
General case:
When the circuit is not multilinear we give a quasi-polynomial (in n, d, |F|) time algorithm that outputs, with probability 1 − o(1), a succinct representation of the polynomial. In particular, if the depth-3 circuit for the polynomial is not of small depth-3 rank (namely, after removing the g.c.d. of the two multiplication gates, the remaining linear functions span a not too small linear space) then we output the depth-3 circuit itself. In case that the rank is small we output a depth-3 circuit with a quasi-polynomial number of multiplication gates.
Our proof technique is new and relies on the factorization algorithms for multivariate black-box polynomials, on lower bounds on the length of linear locally decodable codes with 2 queries, and on a theorem regarding the structure of identically zero depth-3 circuits with four multiplication gates.
INTRODUCTION
In this work we consider the problem of constructing a small arithmetic circuit for a polynomial, for which we have oracle access. That is, there is black box holding a polynomial f and we would like to find a small arithmetic circuit that computes f . We are allowed to pick inputs (adaptively) and query the black box for the value of f on those inputs. The focus of this work is on n-variate polynomials that have small depth-3 arithmetic circuits, over some finite field F. We consider the simplest such circuits, those with only two multiplication gates (also known as ΣΠΣ(2) circuits). We obtain the following results. Let f be a polynomial, for which we have oracle access, that is computed by a ΣΠΣ (2) circuit. When f is computed by a multilinear ΣΠΣ(2) circuit we give a polynomial time algorithm that outputs, with high probability, all the multilinear ΣΠΣ(2) circuits that compute f . When f does not have a multilinear ΣΠΣ(2) circuit, we output in quasi-polynomial time, w.h.p., a short description for f (depending on a technical condition we either output a ΣΠΣ(2) circuit for it, or a depth-3 circuit of quasi-polynomial size).
The problem of reconstructing a small arithmetic circuit for a polynomial using queries is a basic problem in algebraic complexity and is closely related to problems in learning theory. We now give some background that explains why studying depth-3 circuits is the next natural step given our current state of knowledge.
Computational learning theory
The question of whether we can compute a small description for a boolean function, for which we have oracle access, is a fundamental problem in learning theory. The problem, also known as the exact learning problem using membership queries, attracted a lot of research and both positive and negative results were proved. On the negative side it was shown that if a class of boolean circuits C contains trapdoor functions or pseudo-random functions then there are no efficient learning algorithms for it [9, 18, 19] . In particular, there are no efficient interpolation algorithms for the class T C 0 4 (the class of depth 4 threshold circuits), under a widely believed cryptographic assumption [22, 24] . Moreover, in [25] it was proved that if we consider a class of circuits C that can compute efficiently pseudo-random functions then it is hard to determine, in exponential time, whether a function given by its truth table can be computed efficiently by a circuit from C. In other words, even if the algorithm is given the whole truth table as input, it cannot determine whether f has a polynomial size circuit in C or not, in exponential time (i.e., in time polynomial in the size of the truth table).
On the positive side, there are many works showing that in some restricted models of computation, e.g. when f has a small circuit from a restricted class of circuits, exact learning from membership queries is possible (e.g. [26, 4, 3, 1] ). However, no exact learning algorithms are known for the class of bounded depth boolean circuits. Moreover, even if we allow the algorithm to run in exponential time and have access to the truth table of the function then it is still not known how to compute a small bounded depth circuit for it.
To conclude, exact learning is known only for very restricted classes of circuits, and we cannot hope to learn the class of depth-4 threshold circuits if certain cryptographic assumptions hold.
Interpolation of arithmetic circuits
As mentioned above we consider the algebraic analog of the exact learning problem. Let A be a class of arithmetic circuits over a field F. We are given oracle access to a polynomial f (x1, . . . , xn) ∈ F[x1, . . . , xn] that can be computed by an arithmetic circuit from A. We are allowed to ask for the value of the polynomial at points of our choice 1 and we would like to output a succinct representation for it. Ideally we would like to output an arithmetic circuit from A that computes the polynomial. This problem is also known as the polynomial interpolation problem.
Unlike the exact learning scenario, there are no results that show the impossibility of interpolating arithmetic circuits. This is mainly due to the fact that no reasonable notion of pseudo-random polynomials is known in the algebraic domain. However, it is widely believed that analogously to the exact learning case, it is impossible to efficiently interpolate arithmetic circuits of a certain constant depth. The reason for this belief is that depth-3 arithmetic circuits can compute the arithmetic analog of threshold functions (see e.g. [27] ), and as efficient exact learning of T C 0 4 is believed to be impossible, we also expect efficient interpolation of bounded depth arithmetic circuits to be impossible. It is natural to ask then, what is the maximal depth for which efficient interpolation is possible.
Similarly to the exact learning version, many efforts were invested in trying to interpolate restricted classes of arithmetic circuits. In particular, the class of depth-2 arithmetic circuits 2 received a great deal of attention and several interpolation algorithms were devised for it [2, 11, 16, 23, 26, 21] . Many works also focused on circuits that can be represented by small multiplicity automata [4, 3, 1, 20] and on the class of read-once arithmetic formulae [12, 7, 6, 5] . One unifying feature of all those classes is that they all compute polynomials whose partial derivatives span a low dimensional space (see e.g. [20] ). In contrary, it is easy to give an example of a multilinear ΣΠΣ(2) circuit that computes a polynomial whose partial derivatives span a high dimensional space. Thus, known techniques cannot give efficient algorithms for interpolating polynomials computed 1 In the case of finite fields we may ask for the value over an algebraic extension field of F. 2 Polynomials computed by small depth-2 circuits are also known as sparse polynomials, that is polynomials with a small number of monomials.
by multilinear ΣΠΣ(2) circuits. This highlights the gap in our understanding of depth-2 circuits and depth-3 circuits (even those with only two multiplication gates).
Thus, current techniques are incapable of interpolating depth-3 circuits, even those with two multiplication gates, and it is believed that above some constant depth efficient interpolation is impossible.
In this work we introduce new techniques that enable us to give interpolation algorithms to the class of depth-3 circuits with two multiplication gates. Before presenting our results we need to give several definitions.
Some definitions and statement of our results
Let f be a polynomial computed by a ΣΠΣ(2) circuit. Then f has the following form:
where the L (j)
i -s are linear functions in the variablesx = (x1, . . . , xn), over the field F:
Let M1 and M2 be the multiplication gates of the circuit. That is,
i (x). For a ΣΠΣ(2) circuit C we denote with deg(C) the maximal degree of its multiplication gates. For example, if C is given by equation (1) 
) be the greatest common divisor of the multiplication gates. It is clear that we can write gcd(C) = Q k i=1 Li(x), for some set of linear functions. Following the notations of [8] we define the simplification of C, sim(C), to be the circuit sim(C) = C/ gcd(C). From the definition of sim(C) it is clear that there exist a subset
In order to state our results we introduce the notions of the rank of a ΣΠΣ(2) circuit, which we denote with rank(C), and the notion of depth-3 rank of f , which we denote with rank(f ). Given a ΣΠΣ(2) arithmetic circuit C, let sim(C) be as in equation (2). We define
In other words, the rank of C is defined to be the dimension of the space spanned by the linear functions in sim(C). Let rank(f ) be the minimum, over all ΣΠΣ(2) circuits C that compute f , of rank(C). The motivation for the definition will become clearer in the analysis of our algorithm. We now state our results. The first result deals with the case of multilinear ΣΠΣ(2) circuits. A multilinear circuit is a circuit in which every multiplication gate computes a multilinear polynomial.
Theorem 1. Let f be a multilinear polynomial in n variables that is computed by a degree d multilinear ΣΠΣ(2) circuit, over a field F. Then there is a randomized interpolation algorithm that given black box access to f and the parameters d and n runs in poly(n, |F|)-time and with probability 1 − o(1) outputs all the ΣΠΣ(2) circuits computing f . When |F| < n 5 the algorithm is allowed to make queries to f from a polynomial size algebraic extension field of F.
Our second result deals with general ΣΠΣ(2) circuits.
Theorem 2. Let f be an n-variate polynomial computed by a ΣΠΣ(2) circuit of degree d, over a field F. Then there is a randomized interpolation algorithm that given black box access to f and the parameters d and n runs in quasipolynomial time (in n, d, |F|) and has the following properties:
• If rank(f ) = Ω`log 2 (d)´, then with probability 1 − o(1) the algorithm outputs the (unique) ΣΠΣ(2) circuit for f . In case that the algorithm fails to output the circuit it outputs "fail".
• If rank(f ) = O`log 2 (d)´, then the algorithm outputs, with probability 1 − o(1), a ΣΠΣ circuit for f with quasi-polynomially many multiplication gates. In case that the algorithm fails to output such a circuit it outputs "fail".
When |F| < max(d 5 , n 5 ) the algorithm is allowed to make queries to f from a polynomial size extension field of F.
Our techniques
Our algorithms are based on the following scheme. We first restrict the inputs to the unknown polynomial to a low dimensional random subspace of F n (although in the multilinear case the subspace is not completely random, the intuition is the same). We then interpolate the polynomial on this subspace. The next step is to lift the representation that we found to the whole space. While this is the general scheme it has different realizations in the multilinear case and the general case, and even within each case we have to deal differently with the case of high rank and the case of low rank. Despite being different, the same problems lie in the core of all the different cases:
1. Let V1, . . . , V k be subspaces of co-dimension 1 inside a linear space V . Given circuits C1, . . . , C k such that Ci computes f |V i (the restriction of f to Vi) how can we construct from them a single circuit C for f |V ?
2. Given linear spaces V ⊆ U such that V is of codimension 1 in U , and a circuit C computing f |V , how many circuits C that compute f |U and whose restriction C |V is equal to C are there?
The first question arises when we interpolate the restriction of f to a random subspace V . Our algorithm first interpolates the restrictions of one of the multiplication gates to co-dimensional 1 subspaces of V and then combines the different results to get a representation of that gate over V (then using the factoring algorithms of [13, 15, 14] we are able to interpolate f |V ).
To deal with the problem we consider linear functions in the different Ci-s that look similar to each other and try to glue them together to get a new function. This process may fail if for any linear function in, say, C1 there are many other linear functions in C1 that are at Hamming distance 1 from it. In such a situation it is hard for us to tell what is the "true" image of that linear function in the other Ci-s. On the other hand, if this is indeed the case then the linear functions in C1 generate a locally decodable code and using the results of [10, 8] on the length of such codes, we can prove that such anomaly cannot happen. Therefore we can always find a linear function to learn, until eventually we find the whole multiplication gate.
The motivation for the second question is that when we lift the representation that we found on V to U there may be many different circuits that are possible lifts, and we somehow have to pick the right one to continue the lifting process with. To deal with this problem we note that if a polynomial has two different lifts then the difference of the lifts is the zero polynomial. By a result of [8] regarding the structure of identically zero depth-3 circuits, we get that the different lifts must be of small rank. This enables us to solve the problem for the high rank case (as in this case the lift is unique). The low rank case is indeed more problematic and this is why we need to output a circuit with quasipolynomially many multiplication gates when f has low rank (although in the multilinear case we manage to overcome this difficulty by proving that the total number of possible lifts is polynomial).
Organization
The paper is organized as follows. In Section 2 We give some definitions, discuss locally decodable codes and state the result that we will need. Then we describe the results of [8] regarding identically zero depth-3 circuits. The proof for the multilinear case is given in Section 3. In Section 4 we give the proof for the general case. Due to space limitations there are no formal proofs in this version.
PRELIMINARIES
Let F be a field. We denote with F n the n-dimensional vector space over F. We shall use the notationx = (x1, . . . , xn) to denote the vector of n indeterminates. For two non-zero linear functions L1, L2 we will write L1 ∼ L2 whenever L1 and L2 are linearly dependent. Let V0 = V + v0 ⊆ F n be an affine subspace, where v0 ∈ F n and V ⊆ F n is a linear subspace. Let L(x) be a linear function. We denote with L|V 0 the restriction of L to V0. We say that a set of linear functions L1, . . . , L k is linearly independent over V0 if the only linear combination of the Li-s whose restriction to V0 is identically zero is the all zero combination. We now introduce coordinates to the space V0. Let v1, . . . , vs be a basis of V . Let L(x) be a linear function. We consider the restriction of L to V0 with respect to the basis {vi}. Then L|V 0 can we written as a function in s variables. In particular if v = α1v1 + . . . + αsvs + v0 then we define
For a polynomial f we denote with Lin(f ) the product of all the linear factors of f (with the right multiplicities). We also define sim(f ) = f /Lin(f ). Clearly sim(f ) does not have any linear factors.
For a set S ⊂ [n] we denote with S c the complement of S.
Locally decodable codes
In this section we define the notion of locally decodable codes and state the result that we need. The reader interested in a more complete background is referred to [17, 10] . We start with the definition of locally decodable codes. We fix in advance some of the parameters to constants in order to simplify the definition. Let E : F t → F n be a linear map.
We say that E is a 2-query locally decodeable code if there exists a probabilistic oracle machine A such that:
• A makes at most 2 queries (non-adaptively).
• For every x ∈ F t , for every y ∈ F n with ∆(y, E(x)) < n/10, and for every i ∈ [t], we have Pr[A y (i) = xi] ≥ 2/3, where the probability is taken over the internal coin tosses of A, and ∆(·, ·, ) is the Hamming distance function.
The following theorem of [8] gives a lower bound on the length of such locally decodable codes. We note that [10] were the first to prove similar lower bounds, however for large fields their result is not optimal.
Theorem 3 (Theorem 1.2 of [8] ). Let F be a field, and let E : F t → F n be a linear 2-query locally decodable code, as in the definition above, then n ≥ 2 t 60 −1 .
Zero depth-3 circuits
In this section we state some results of [8] regarding identically zero depth-3 circuits. We start by giving some necessary definitions. A ΣΠΣ(k) circuit (that is, a depth-3 circuit with k multiplication gates) is identically zero if it computes the zero polynomial. Notice that this is a syntactic definition, we are thinking of the circuit as computing a polynomial and not a function over the field. Let C = M1+. . .+M k be an identically zero ΣΠΣ(k) circuit, where the Mi-s are the multiplication gates. We say that C is minimal if there is no I [k] such that P i∈I Mi ≡ 0. C is simple if the g.c.d. of its multiplication gates is 1. The following theorem gives a bound on the degree of multilinear ΣΠΣ(k) circuits that are identically zero.
Theorem 4 (Corollary 6.9 of [8] 
In other words, if C is an identically zero ΣΠΣ(k) multilinear circuit that is simple and minimal, then the degree of C is bounded by a constant depending on k. We will need to use the result only for ΣΠΣ(4) circuits. Let D4 be a constant such that every identically zero multilinear ΣΠΣ (4) circuit that is simple and minimal is of degree ≤ D4. The next theorem deals with general ΣΠΣ(k) circuit.
Theorem 5 (Lemma 5.2 of [8])
. Let k ≥ 3, d ≥ 2 be integers and C ≡ 0 be a simple and minimal
Let R4 be a constant, such that every identically zero ΣΠΣ(4) circuit, of degree d, that is simple and minimal is of rank at most R4 · log 2 (d).
MULTILINEAR CIRCUITS
In this section we prove Theorem 1. The proof follows the scheme that was described in Section 1.4: we have two cases, the low rank case and the high rank case (in fact we look at low degree and high degree, but in the multilinear scenario this corresponds to low rank and high rank). In the multilinear scenario low rank means constant rank (where the constant depends on D4 as defined after Theorem 4), which makes life easier compared to the general case (in the general case low rank can be as large as O(log 2 (d))). We shall have the following representation of f in mind: f = M1 + M2 where M1 and M2 are the multiplication gates of a multilinear ΣΠΣ(2) circuit for f , and are given by the equation
where the Li-s (L j -s) are linear functions and the sets
) form a partition of the set of variables (Recall that M1 (M2) computes a multilinear polynomial).
In particular
The first step in our interpolation algorithm is to find all the linear factors of f . By the following theorem, which is an immediate corollary of the results of [13, 15, 14] , this can be done efficiently. The theorem requires that the field that we are working with is not too small so from now on we shall assume that |F| ≥ n 5 (we can make this assumption as we are allowed to query f on inputs from an extension field).
Theorem 6. Let d, n be integers. Let F be a finite field. Then there is a Monte-Carlo algorithm A that gets as input a black box access to f and the parameters n and d, and outputs, in poly(n, d, log |F|) time, all the linear factors, with their multiplicities, of f .
Let Lin(f ) be the product of all the linear factors of f . It is not hard to shows that if f cannot be represented as a product of linear functions then every linear function in its factorization also divides the multiplication gates M1 and M2 (note that this is not the case for non multilinear ΣΠΣ(2) circuits). In the rest of this section we shall assume that f is not a product of linear functions as this case is easy to handle by factorization. Recall that sim(f ) = f /Lin(f ). Clearly sim(f ) can be represented as a degree D multilinear ΣΠΣ(2) circuit, for some D. Note that as we assume that we are given the degree d of a multilinear ΣΠΣ(2) circuit for f then it is easy to compute D once we have the factorization of f . We shall consider two cases. The case that D ≤ D4 and the case that D > D4 (D4 is defined after Theorem 4).
Multilinear circuits: Low degree case
Algorithm 1 shows how to find all the multilinear ΣΠΣ(2) circuits that compute sim(f ), when its degree D is at most D4. As we are looking for multilinear circuits and we have Lin(f ) we shall only consider variables that do not belong to Lin(f ).
Analysis of Algorithm 1
Recall that we can assume that we have oracle access to sim(f ) (as we have oracle access to f and we computed Lin(f )). The first step in the algorithm is a simple interpolation of a multilinear polynomial of degree D in n variables and takes time polynomial in n D (we simply query the polynomial on all inputs in {0, 1}
n of weight at most D, and solve a system of linear equations to find the coefficients, remembering to look only at coefficients of monomials of degree at most D). Hence we can assume that we have an explicit representation of sim(f ) as sum of monomials. It is clear that in the second step we get a polynomial number of circuits. 3. For each such set S and circuit A, verify that A computes sim(f ) when the variables in S c are set to zero (denote this polynomial with sim(f )(S)).
4. For each such S and A that computes correctly sim(f )(S) do the following: for i ∈ S set Si = S ∪ {i}.
Repeat the previous steps and find all the multilinear ΣΠΣ(2) circuits Ai that compute sim(f )(Si) and such that Ai|x i =0 ≡ A (i.e. after substituting xi = 0 the circuits are identical). If for some i there is no such circuit then move to the next circuit A for sim(f )(S).
5. For each S and A for which we found {Ai} i ∈S , combine the different circuits into one multilinear ΣΠΣ(2) circuit, if possible.
6. For each circuit found in the previous step verify that it computes sim(f ).
Indeed there are at most n 10D 4 many sets S, and for each of them there are at most |F| 2D·(10D 4 +1) multilinear ΣΠΣ(2) circuits in its variables (we just count how many sets of at most 2D linear functions, in 10D4 variables, are there). In the same way we see that computing the different Ai-s also require polynomial time. The next lemma shows that if D > 3 then for every Si there is at most one multilinear ΣΠΣ(2) circuit Ai with Ai = sim(f )(Si) and Ai|x i =0 ≡ A.
Lemma 7. Let g(x1, . . . , xt) be a polynomial of degree D > 3 that does not have any linear factors. Assume that we have a multilinear ΣΠΣ(2) circuit computing g|x t =0. In other words we have
Then there is at most one multilinear circuit of the form
that computes g (note that such a circuit may not exist).
The lemma implies that if D > 3 then from all the circuits Ai such that Ai|x i =0 ≡ A there is exactly one way of constructing a circuitÂ that satisfiesÂ(Si) ≡ Ai (Â(Si) means that the variables outside Si are set to zero). It is also easy to see thatÂ can be constructed in polynomial time (it is easy to find which linear functions in the different Ai-s should be combined together to form a new linear functionthose that have the same coefficients for the variables in S). Thus, we get at most a polynomial number of circuits such that at least one of them computes sim(f ). As we have an explicit representation of sim(f ) we can easily verify which of the circuits actually compute it and output all of them. We leave the analysis of the cases of D = 2, 3 to the full version (note that Lemma 7 say nothing for such D's and indeed the claim is not true in this case).
Multilinear circuits: High degree case
Algorithm 2 shows how to interpolate the circuit in case that deg(sim(f )) > D4.
Algorithm 2 Multilinear circuits of high degree ∀S ⊆ [n] such that |S| = 2D4 do the following.
1. ∀i ∈ S pick a random assignment to xi from F. Denote the final assignment with ρ.
2. If sim(f )|ρ has a non trivial linear factor then move to the next choice of a set S.
3. For every simple multilinear ΣΠΣ(2) circuit in the variables {xi}i∈S, over F, of degree greater than D4 (and at most 2D4 of course), check whether the circuit computes sim(f )|ρ. If no circuit computing sim(f )|ρ is found then move to the next S.
4. For every i = j, such that i, j ∈ S set Si,j = S ∪ {i, j}. Find a simple multilinear ΣΠΣ(2) circuit that computes sim(f )|ρ i,j , where ρi,j is the assignment that equals ρ on all the coordinates outside Si,j.
5. Glue the different circuits for the Si,j-s to a single multilinear ΣΠΣ(2) circuit for sim(f ).
Analysis of Algorithm 2
Assume w.l.o.g. that we picked S = [2D4], and assigned the value ρi to xi for 2D4 < i ≤ n. We say that the assignment ρ is good if no new linear factors were introduced (note that the degree of f |ρ may be smaller though). That is, we assume that Lin(sim(f )|ρ) = 1.
Lemma 8. The probability that ρ is not good is smaller than (n + 1) 2 /|F|.
The proof is almost immediate from the observation that the probability that a linear function was set to zero is at most 1/F| and is omitted.
We assume now that we have a set S and a good assignment ρ (we can verify whether ρ is good by finding the linear factors of f |ρ). Now we have to go over all possible simple multilinear ΣΠΣ(2) circuits for sim(f )|ρ of degree greater than D4 (and at most 2D4). Note that as there are only |F| 2D 4 +1 linear functions in the variables {xi} i∈[2D 4 ] then there are polynomially many such circuits (|F| 2D 4 ·(2D 4 +1) is an obvious upper bound). Among all those circuits we shall find, by going over all 0, 1 assignments to {xi} i∈[2D 4 ] , a circuit that computes sim(f )|ρ. The next lemma shows that if such a circuit exists then it is the unique circuit for sim(f )|ρ. The proof follows from the definition of D4 and Theorem 4.
Lemma 9. For a set S and a good assignment ρ, if deg(sim(f )|ρ) > D4 then there is a unique simple multilinear ΣΠΣ(2) circuit that computes sim(f )|ρ. Moreover, this circuit is (M1/Lin(f )) |ρ + (M2/Lin(f )) |ρ.
Lemma 9 assures us that there is at most one multilinear ΣΠΣ(2) circuit computing sim(f )|ρ. Similarly, we get that the algorithm finds, for every Si,j, the unique multilinear ΣΠΣ(2) circuit for sim(f )|ρ i,j . Note that from the assumption that ρ is good it follows that (M1/Lin(f )) |ρ and (M2/Lin(f )) |ρ do not share a common linear factor. In particular, for every Si,j it is easy to find which of its multiplication gates is M1 and which is M2 (that is, which of them corresponds to the first multiplication gate of the multilinear ΣΠΣ(2) circuit for sim(f )|ρ). In addition, for every two variables xi and xj we know whether there is a linear function in M1 that contains both of them or not, and if there is such a function then we know the ratio between their coefficients. Using this information it is easy to find M1 and M2 and hence sim(f ). We notice that by the uniqueness of the circuit for sim(f )|ρ we are assured that the circuit that we output is indeed a circuit for sim(f ), and moreover it is the unique multilinear ΣΠΣ(2) circuit for sim(f ).
Proof of Theorem 1
The proof of the Theorem is easy given the two algorithms. First we find Lin(f ) and compute D = d − deg(Lin(f )). If D ≤ D4 then we run the low degree algorithm. If D > D4 then we run the high degree algorithm. We are assured that if we get an answer then it is going to be correct. The probability of failure, in both algorithms is polynomially (in n) small (and can be easily decreased) and so the theorem follows.
RESULT FOR GENERAL CIRCUITS
In this section we prove Theorem 2. From now on we shall assume, w.l.o.g., that the underlying field F is of size greater than max(d 5 , n 5 ). Assume that f is computed by a ΣΠΣ(2) circuit as in Equation (1). To ease the notations we shall assume that d1 = d2 = d. As described in Section 1.4 there are two conceptual steps in the proof. First we restrict the inputs to come from a random subspace V of dimension O(log 2 (d)), where d = deg(f ). We then learn the restriction of f to V which we denote with f |V . The second step is to increase the dimension slowly and learn the restriction of f on larger and larger spaces. While this is the general picture there is a difference in the way that we handle functions with high rank and functions with low rank. In the sketch below we describe how to interpolate sim(f ), from this, using information about the factorization of f , we can interpolate f .
The first step in our algorithm for both the low rank and the high rank cases is the removal of linear factors: Using the factoring algorithm of Theorem 6 find Lin(f ). From now on we will be interested in interpolating sim(f ).
Interpolation for the low rank case
Assume that f satisfy rank(f ) = O(log 2 (d)). Algorithm 3 shows how to handle this case. We now explain each of its steps.
From the definition of rank(f ) it is clear that sim(f ) can be written as a polynomial in at most rank(f ) linear functions. The following definition will be useful for us as we interpolate it.
Definition 10. Let h(x1, . . . , xn) be a polynomial. We say that h is a polynomial in exactly k linear functions if there is a polynomial P (y1, . . . , y k ) and k linear functions L1, . . . , L k such that h = P (L1, . . . , L k ), and there is no such representation for h with less than k linear functions.
The following lemma gives a sufficient and necessary condition for being a function of k linear functions.
Algorithm 3 -General circuits of low rank 1. Interpolating on a low dimensional random subspace: Pick a random subspace V of dimension
, such that sim(f )|V = Q( 1, . . . , k ), and such that no such representation is possible for any k < k .
2.
Lifting from V to F n : Lift the representation and find linear functions { i } i∈[k ] , over F n , such that Q( 1 , . . . , k ) = sim(f ). If no such representation is found then output "fail".
Lemma 11. Let h(x1, . . . , xn) be a polynomial over F. Then h can be written as a function of k linear functions if and only if there is a subspace V ⊆ F n of dimension k that satisfies the following condition: Let V + ui, for 1 ≤ i ≤ |F| n−k , be the different cosets of V in F n . Then for every vector u ∈ V + ui we have that h(u) = h(u − ui).
Recall that sim(f ) can be written as a polynomial in at most rank(f ) linear functions. For convenience we shall assume that it is a polynomial of exactly k = rank(f ) linear functions. Let
where P (y1, . . . , y k ) is a polynomial, {Li} k i=1 are linear functions. We shall later use this representation.
Step 1: Interpolating on a low dimensional random subspace
In this step we pick a random subspace V ⊆ F n of dimension s = 20R4 ·log 2 (d)+log 2 (n), and interpolate sim(f ) over it.
We first show that if sim(f ) is a function of exactly k linear functions then w.h.p. its restriction to a random space V , of high enough dimension, is also a function of exactly k linear functions. To prove it we state a general lemma that will be helpful later (proof omitted).
Lemma 12. Let {Li} i∈[t] be a set of linearly independent linear functions over F n . Let V ⊆ F n be a random s dimensional subspace. Then the probability that the set {Li|V } i∈ [t] is linearly dependent is at most |F| t−s .
From lemmas 12, 11 we get the following corollary.
Corollary 13. Let h be a function of exactly k linear forms 4 . Let V be a random subspace of dimension ≥ k + log 2 (n). Then the probability that h|V is not a function of exactly k linear forms is at most |F| − log 2 (n) .
We assume then that sim(f )|V is a function of exactly k linear forms. Note that if we find k linear forms that sim(f )|V can be written as a polynomial in, then we can learn it by a brute force interpolation. Of course we don't have such linear functions, but as k is small, we can go over all choices of k = O(log 2 (d)) linearly independent linear forms (linear forms over V ) and for each such set { i}i∈ [k ] try to represent sim(f )|V as a polynomial Q( 1, . . . , k ) . This may give us many different representations of sim(f )|V but we keep a representation for which k is the smallest. Notice that by the assumption made after Lemma 13 we have that k = k. Thus, after the second step we have a polynomial Q and linear functions { i}i∈ [k] such that sim(f )|V = Q( 1, . . . , k ).
We now move to the last step in which we show how to lift the representation of sim(f )|V to all of F n .
4.1.2
Step 2: Lifting from V to F n In the third step of Algorithm 3 we look for linear functions { i } i∈ [k] such that i |V = i and sim(f ) = Q( 1 , . . . , k ). The existence of such functions is guaranteed by the following two lemmas.
Lemma 15. Let {Li} i∈ [k] and { i}i∈[k] be the above linear functions from our algorithm. Assume that
Algorithm 4 shows how to find linear functions { i } i∈ [k] that satisfy the requirements of Lemma 15. We give the algorithm without a proof for its correctness, but we do note that the analysis is based heavily on lemmas 14, 15. 
Interpolation for the high rank case
Algorithm 5 shows how to interpolate sim(f ) when rank(f ) ≥ 10R4 · log 2 (d). In this section we shall use the notation f = M1 + M2, where M1 and M2 are the two multiplication gates in the ΣΠΣ(2) circuit for f .
Step 1: Interpolating on a low dim subspace I
Recall that gcd(C) = g.c.d. (M1, M2) , and that
is a ΣΠΣ(2) circuit. From Theorem 5 and the assumption that rank(f ) ≥ 10R4 · log 2 (d) we get that sim(C) is the unique ΣΠΣ(2) circuit for f / gcd(C). Let V ⊆ F n be a random subspace of dimension s = 20R4 · log 2 (d) + log 2 (n). The following lemma shows that w.h.p. rank(f |V ) is high.
The proof is in two steps. First we show that w.h.p. the rank of the circuit M1|V + M2|V is not too small, and then Algorithm 5 General circuits of high rank 1. Interpolating on a low dimensional subspace I: Pick a random subspace V ⊆ F n of dimension
Consider the restriction f |V . For every set of t = 100 log(d) linearly independent linear functions { i}i∈[t] over V , check whether for every i ∈ [t] the restriction of f to the (affine) subspace V ∩{x : i(x) = 0} is equal to a product of linear functions (by factoring).
Interpolating on a low dimensional subspace II:
For each choice of { i}i∈[t], for which factoring was possible, merge (again, only if possible) the different factors into one multiplication gate to get M1|V or M2|V . For each multiplication gate found, M , check whether f |V −M is a product of linear functions (using the factoring algorithm from Theorem 6). If this is the case then output the representation found for f |V . If no such representation is found then output "fail".
3.
Lifting from V to F n : Lift the representation found over V to a representation over F n .
we show that this is the unique ΣΠΣ(2) circuit for f |V . Due to space limitation the proof is omitted. Now that we established that rank(f |V ) is high (w.h.p.) we continue with the analysis of our algorithm. We go over all choices of t = 100 log d linearly independent linear functions { i}i∈ [t] . Having Equation (6) in mind, what we are actually after is a set
As we just proved that rank(f |V ) is high, we get that there exists such a choice of linear functions. Note that the number of choices of sets that we have to go over is |F| 100 log(d)·s , which is quasi-polynomial in n, d and |F|. Given a choice of linear functions { i}i∈ [t] we consider the following (affine) subspaces of V :
i(x) = 0}. For each such subspace we factor the polynomial fi = f | V | i =0 . If each of the polynomials {fi} factorizes to a product of linear functions then we keep { i}i∈ [t] for further study. After going over all choices of { i}i∈ [t] we move to the next step. Clearly this step takes quasi-polynomial time. From now on we assume that g.c.d.(M1|V , M2|V ) = gcd(C)|V (i.e. that no new linear factor were introduced. By Lemma 12 this happens with high probability).
Step 2: Interpolating on a low dim subspace II
In this step we find a set { i}i∈[t] that allows us to "glue" the different fi's to a single multiplication gate. This is the main step of the algorithm. Once we manage to do so it will be easy to find a representation for f |V . Algorithm 6 shows how to glue the different fi-s together.
Consider a set { i}i∈ [t] that survived the previous step (that is, that was kept for further study). For convenience we shall assume that V and { i}i∈[t] have a particular nice structure. First we assume that V = {(a1, . . . , as, 0, . . . , 0) : ∀i ai ∈ F}. Hence, every linear function defined on V is of the form L(v) = P s i=1 αiai + α0, for the vector v = (a1, . . . , as, 0, . . . , 0). We shall also assume that i(v) = i ((a1, . . . , as, 0, . . . , 0)) = ai. In other words we assume 
When there is no such R we set κ j,i,b = 0. 
Find
. If no such α exists output "error".
Factor the polynomial
factors to a product of linear functions
then define C to be the following ΣΠΣ(2) circuit
Otherwise output "error".
5. Verify that the rank of C is ≥ 10R4·log 2 (d). Otherwise output "error". By running over all inputs from V verify that C = f |V and output C. If C = f |V then return "error".
that i is a projection on the i-th coordinate. Notice that as we can apply linear transformations to F n , this can be assumed without loss of generality 5 . Thus, by our assumption we get that fi = f | V | i =0 = f | V | x i =0 , and so we can write
where
is a linear function, ei,j its multiplicity and (x1, . . . , b xi, . . . , xs) is the input vector (x1, . . . , xs) without its i-th coordinate. We also denote T (i) j = P s b=1 α i,j,b x b + αi,j,0. We would like to merge the different factorizations to one. Due to space limitation we cannot give a formal algorithm so we only describe what the algorithm should do and why it will succeed in doing so.
Assume that we are considering a set
In particular, there is a way of adding to each linear function T
(1) j a term of the form α1,j,1x1 in such a way that
We shall now see how to find the appropriate coefficient α1,j,1 for each T (1) j . Consider the factorization of f1:
j (c x1, x2, . . . , xs)
" e 1,j .
As we just said, this gives us information about all the linear functions in M 1 |V , except their coefficient of x1. We therefore look at the factorization of f2:
j (x1, c x2, x3, . . . , xs) " e 2,j and search for two linear functions T
have the same (up to a constant factor) vector of coefficients (except the coefficients of x1 and x2) and the same free term. We would like to combine the two functions into one linear function. Namely, we would like to find a linear function L such that
. Naturally we would like to add the term α2,j 2 ,1x1 to T (1) j 1 (after an appropriate normalization). The problem is however, that when considering T
|x 1 =0, and we will not know how to combine them, and with what multiplicity.
A solution to this problem is to find an index j and a coordinate i, such that there is no other j for which T 
j |x i =0. Once 5 Actually, i can be an affine function and so should be of the form ai + νi, for some constant νi. However, this will not change the algorithm and will only add unnecessary complications to the presentation. 6 We are cheating here: T (1) j may have several lifts (up to e1,j different lifts) and so we need to be more careful.
we have such a pair (j, i) we look for a function T
, and from the previous discussion it is clear that there is only one consistent way of defining a linear function L that satisfy
(up to multiplication by a constant). Thus, we only have to prove that we can always find such a pair (j, i). To show this we consider for a contradiction the case where such a pair does not exist. In such a situation we have that for every pair (j, i) there is an index j such that T (1)
j |x i =0. In other words, for every xi and every j there is j such that xi ∈ span(T ) is a locally decodable code. Hence, by Theorem 3 we must have that s = O(log d1), which contradicts the assumption that f |V has high rank.
We can continue to learn functions this way until no such pair (j, i) exists. Then we use the information about the linear functions that we already learned in order to learn the remaining functions. Again, the idea is to find a function T 
j , are known already.
Analysis of Algorithm 6
We now show that for some set { i}i∈[t] the algorithm finds a representation of f |V , and analyze its running time.
Theorem 17. If the rank of f |V is larger than t = 100 · log(d) (and in our case it is at least 10R4·log 2 (d)), then there is a set { i}i∈ [t] for which Algorithm 6 outputs a ΣΠΣ(2) circuit computing f |V .
Proof. Assume that, w.l.o.g., M 1 |V contains t linearly independent functions { i}i∈ [t] . We shall prove that this is a set for which the algorithm above outputs a ΣΠΣ(2) circuit for f |V . Denote
For each Lj we denote L
With this notation we have
" e j . We prove the theorem by looking at the sets J and L and showing that after each execution of step 2a-2f they satisfy Property 1: For every j ∈ J and for every L k such that
Property 2: If for some R ∈ L and j ∈ [d1] we have
This seems like a complicated assertion, but it matches the intuition for the algorithm as we sketched before. We think about J as the set of indices for which we already learned T
j , and of L as the collection of linear functions that correspond to the T (1) j -s that we learned. We start by showing that the those properties trivially hold for J = ∅. From the structure of our algorithm it is clear that when J = ∅ then also L = ∅ and there is nothing to prove. So assume that J 7 Notice that for each i there might be Lj 1 and Lj 2 such that
and L have these properties. We now run the algorithm for our J and L and see how it affects them.
We start by showing that in step 2a we indeed find a function T (1) j to work with. Recall that we look for a function
and a coordinate i such that for every j = j with
j |x i =0, we have that j ∈ J . The following claim shows that if t > 60 log(d) + 60 then we can always find such a pair (i, j).
Lemma 18. Let F be a set of linear functions in t > 60 log(d) + 60 variables, such that any two linear functions T = T ∈ F are linearly independent (that is, T ∼ T ). Assume that |F| ≤ d. Then there exists a linear function T ∈ F and an index 1 ≤ i ≤ t, such that there is no
The proof is by a reduction to a result on Locally Decodable Codes. We show that if it is not the case then we can construct a 2-query linear locally decodable code over the field F, that sends t field elements to ≤ d elements. Because of the lower bounds on the length of such LDC's this will be a contradiction.
In particular we can always find a linear function T
(1) j with j ∈ J and an index i such that any j = j with T (1)
j |x i =0 is in J . Assume that wt(T
j ) > 1. Note that the analysis is basically the same for the case wt(T (1) j ) = 1. We now show that Step 2e indeed finds all the L k -s whose restriction to x1 = 0 is equal to T (1) j , and puts them in L with the right multiplicities.
Analysis of
Step 2e:
o . The intuition for the definition is that Dj is the set of linear functions in M 2 |V that are mapped to T (1) j under the restriction x1 = 0, and DL is the set of linear functions in M 2 |V that are not equal to T (1) j , when we set x1 = 0, because of the i'th coordinate. From the definition of Dj we get that e1,j = P u∈D j eu. We now show that from Property 1 of J and L it follows that if k ∈ DL then L k ∈ L (up to multiplication by a constant). Indeed, L k |x 1 =0 appears in the factorization of f1, say T (1) j k ∼ L k |x 1 =0. By our choice of (i, j) and because Tj k |x i =0 ∼ L k |x 1 =x i =0 ∼ T (1) j |x i =0 we get that j k ∈ J . From Property 1 it follows that there is R ∈ L such that R ∼ L k and µ(R) = e k . We also note that by Property 2 there is no u ∈ Dj and R ∈ L such that R ∼ Lu (as then we would have j ∈ J ). We continue with the analysis of Step 2e. Let {Tm b } b∈[r] be as in Step 2b. Intuitively, the equalities in the lemma say that we learned all the L k 's that satisfy L k |x 1 =x i =0 ∼ T It follows that when we add j to J we add Lu to L (or some multiple of it) with the right multiplicity. This completes the analysis of Step 2e, for wt(T
j ) > 1. The proof for the case wt(T (1) j ) = 1 is similar and so we omit it. It is easy to check that Properties 1,2 hold for the new J and L.
It is clear that the remaining steps of the algorithm indeed output a ΣΠΣ(2) circuit for our choice of { i}i∈ [t] (recall that we assumed, at the beginning of the proof, that they all divide M 1 |V ). This completes the proof of Theorem 17.
Theorem 17 shows that there is some set { i}i∈ [t] such that the algorithm outputs a ΣΠΣ(2) for f |V when given this subset 8 . Recall that in Lemma 16 we showed that w.h.p. rank(f |V ) ≥ 10R4 · log 2 (d). Thus by Theorem 5 we get that all the different ΣΠΣ(2) circuits that we found in this stage are actually the same. That is, no matter with which set { i}i∈ [t] we started, if the algorithm outputs a ΣΠΣ(2) circuit then it is always the same.
Step 3: lifting
Similarly to the multilinear case, the lift to the whole space relies on a theorem of [8] that shows the uniqueness of a ΣΠΣ(2) circuit for functions of high rank. Denote with CV the circuit that we found in step 3 above. Notice that by Theorem 5 we get that CV is the unique ΣΠΣ(2) for f |V and therefore CV ≡ C|V . Our algorithm first learns sim(f ) on m = n − s spaces W1, . . . , Wm, such that V is of codimension 1 in each of the Wi-s, and the Wi-s span the whole space. Let C1, . . . , Cm be the resulting circuits. By Theorem 5, again, we get that for every i, Ci|V ≡ C|V . Now, for every Ci we can find which of its multiplication gates corresponds to M 1 |V and which to M 2 |V , so the only thing left is to match the linear functions to one another and then to recover all the coefficients. Notice that if we are guaranteed that any two linearly independent linear functions in C remained linearly independent even after the restriction to V then there is a unique way of gluing the different gates {M 1 |W i } to a single multiplication gate, M 1 . It is not hard to see that as V is a random subspace then by Lemma 12 we get that w.h.p. any two linearly independent linear functions from C remained linearly independent, and so we can reconstruct M 1 and hence M 2 .
