Abstract. In this article we propose an algorithm, based on Markov chain techniques, to generate random automata that are deterministic, accessible and acyclic. The distribution of the output approaches the uniform distribution on n-state such automata. We then show how to adapt this algorithm in order to generate minimal acyclic automata with n states almost uniformly.
Introduction
In language theory, acyclic automata are exactly the automata that recognize finite languages. For this reason, they play an important role in some specific fields of applications, such as the treatment of natural language. From an algorithmic point of view, they often enjoy more efficient solutions than general automata; a famous example is the linear minimization algorithm proposed by Revuz for deterministic acyclic automata [15] . They also appear as first steps in some algorithms, two examples of which are related to Glushkov construction [3] [4] [5] and some extension of Aho-Corasick automaton [14] .
In the design and analysis of algorithms it is of great use to have access to exhaustive and random generators for the inputs of the algorithm one wants to study: the exhaustive generator is used to analyze the behavior of the algorithm for small inputs, but cannot be used for large inputs since there are too many of them; typically the number of size-n inputs often grows at least exponentially in n. Those generators can be used either to test the correctness and the efficiency of an implementation, or to help the researcher while establishing theoretical results about the average case analysis of the algorithm.
An exhaustive generator for minimal deterministic acyclic automata has been given by Almeida, Moreira and Reis [1] , and in this paper we propose an algorithm to generate at random deterministic, accessible and acyclic automata, with a distribution that is almost uniform, using Markov chain techniques. With just a few changes, this algorithm can be turned into a generator for minimal acyclic automata. The idea is to start with a n-state acyclic automaton, then to perform a certain amount T of mutations of this automaton, a mutation being a small local transformation that preserves the required properties (deterministic, accessible and acyclic with the same number of states). Since each mutation is performed in time O(n), the complexity of our algorithm is O(nT ). The bigger T is, the more the output distribution approaches the uniform distribution. For a given distance to uniformity, it is a general difficult problem to give a good estimation of a corresponding value of T ; this is directly related to the mixing time of the Markov chain, which is generally a difficult problem [10] . Nonetheless, the diameter of the Markov chain and the simulations we performed seems to indicate that a choice of T in Θ(n) already gives a correct random generator, at least for most applications, of complexity O(n 2 ). Note that the other generic methods to generate combinatorial structures uniformly at random seem to fail here. For instance, recursive methods [8] or Boltzmann samplers [7] , which have been used for deterministic automata [6, 2, 9] , rely on a good recursive description of the input, which is not known for acyclic automata. To our knowledge, the only combinatorial result on acyclic automata is due to Liskovets [11] , who gave a close formula for the number of acyclic automata, but which cannot be directly translate into a good recursive description.
Related work: as mentioned above, our algorithm is a complement of the exhaustive generator of Almeida, Moreira and Reis [1] for testing conjectures and algorithms based on deterministic acyclic automata. The idea of using Markov chain for that kind of objects starts with works on acyclic graphs, which has been done for graph visualization purposes [12, 13] . Though using the same general idea, deterministic acyclic automata do not resemble acyclic graphs that much, mainly because they only have a linear number of edges (transitions). In particular, the diameter of the Markov chain, which is a lower bound for the mixing time, is quadratic for acyclic graphs but linear in our case. Moreover, automata considered in this article must be accessible, which is not a natural condition for graphs (there is no notion of distinguished initial vertex); Melançon and Philippe considered simply connected acyclic graphs in [13] , but this is not the same as accessibility. For instance, they use a nice optimization based on reversing an edge, which preserves connectedness but not accessibility; hence it cannot be reused here.
The paper is organized as follows. In Section 2, we recall basic notations about automata; and in Section 3 classical Markov chain concepts are detailed. The algorithm is described in Section 4, and its correctness is given in Section 5. We present a generator for minimal acyclic automata in Section 6. Finally, in Section 7 we perform some experimentations.
Notations
Throughout this paper, a deterministic finite automaton is a tuple A = (Q, A, δ, i 0 , F ), where Q is a finite set of states, A is a finite set of letters called the alphabet, δ : Q × A → Q is the (partial) transition function, i 0 ∈ Q is the initial state and F ⊆ Q is the set of final states. In the sequel we always suppose that |A| > 1. For any state q ∈ Q, the transition function δ(q, ·) is inductively extended to the set A * of all finite words over A: δ(q, ε) = q, where ε is the empty word, and for all w ∈ A * such that w = w 1 w 2 . . . w n , then δ(q, w) := δ(δ(. . . δ(δ(q, w 1 ), w 2 ) . . .), w n ).
In this paper, we represent a transition δ(p, a) = q, with (p, q) ∈ Q 2 and a ∈ A, by p A state q ∈ Q is accessible (resp. co-accessible) when there exists w ∈ A * such that δ(i 0 , w) = q (resp. δ(q, w) ∈ F ). An automaton is accessible (resp. co-accessible) when all its states are accessible (resp. co-accessible).
A state q ∈ Q is transient if for all w ∈ A + , δ(q, w) = q. A state that is not transient is called recurrent. An automaton is acyclic when every state is transient. Another definition of acyclic automata is that the underlying directed graph is an acyclic graph. Remark that it is impossible for a complete automaton to be acyclic.
In the sequel, without loss of generality, the set of states Q of an n-state deterministic automaton will always be {1, . . . , n} and 1 will always be the initial state. The size of an automaton is its number of states, and we furthermore assume from now on that n ≥ 2. Moreover, since we always consider deterministic, accessible and acyclic automata in this article, we shall just denote them by "acyclic automata" for short. The set of all n-state acyclic automata is denoted by A n .
Also, except in Section 6, we are not considering the set of final states in our random generator. We assume that final states are chosen independently once the underlying graph of the automaton is generated.
Markov Chains and Random Generation
In this section we describe our algorithm to generate an acyclic automaton A of size n over the alphabet A, with the uniform probability on A n . The input of algorithm is two positive integers: n, the number of states, and T , the number of iterations.
The algorithm relies on a Markov chain process: it randomly moves in the set A n and returns the last automaton reached after T steps. The Markov chain of the algorithm can be seen as a directed graph whose vertices are elements of A n . An edge from an automaton A to another automaton B is labelled by a real r ∈ [0, 1], which represents the probability to move from automaton A to automaton B in one step. For two automata A, B ∈ A n we denote by P A,B the label of the edge from A to B, if it exists, otherwise we set P A,B = 0. Since it is a probability, we have:
A distribution on A n is a mapping p from A n to [0, 1] such that A∈An p(A) = 1. A stationary distribution of a Markov chain π is a distribution that remains globally unchanged after each random move, that is,
A Markov Chain is called irreducible when its graph is strongly connected.
A,B be the probability to move from A to B in i steps of the algorithm. We define the period of a vertex A as the gcd of the lengths of all circuits on A: gcd({i ∈ N | P (i)
A,A > 0}). If there is a loop of length 1 on A, the period of A is 1 by definition. A vertex is aperiodic if its period is 1. A Markov chain is aperiodic when all its states are aperiodic. A Markov chain is ergodic when it is both irreducible and aperiodic.
A famous property of ergodic Markov chains with a finite number of vertices is that they have a unique stationary distribution and that starting at any vertex the distribution obtained after T steps tends to this stationary distribution as T tends to infinity [10] . This gives a general framework to build a random generator on a non-empty finite set E: design an ergodic Markov chain whose set of vertex is E and such that the stationary distribution is the uniform distribution. Start from any vertex, then move randomly for a long enough time to obtain a random element of E almost uniformly.
This is exactly what we do in this article. A part of the Markov chain that is behind our algorithm is depicted in Figure 1 . Each step consists either in doing nothing or in changing a transition. The complete description of the algorithm is done in Section 4. Our main result, which is proved in Section 5 is the following: Theorem 1. The Markov chain of the algorithm is ergodic and its stationary distribution is the uniform distribution.
Since 1 is always the initial state and since there are (n − 1)! different way to label the other states there are exactly (n − 1)! automatata isomorphic to any element of A n . Consequently, our uniform random generator on A n yields a generator on isomorphic classes of automata which is also uniform. Note that the number of iterations T must be large enough in order to approach closely the uniform distribution. The choice of T is a difficult problem [10] and it is not entirely cover in this paper. The diameter of the Markov chain's graph is a lower bound for T , and we will show in Section 5 that this diameter is linear in our case. In Section 7, we will see that the uniform distribution seems to be well approximated using a linear number of iterations, at least well enough for most simulation purposes. 
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AcyclicAutomatonGeneration(n, T ) A ← any deterministic, accessible and acyclic automaton with n states
Randomly choose the set of final states of A 18 return A
19
The algorithm has two arguments: the number n of states and a value T which indicates the desired number of iterations (it is quite difficult to know when the uniform distribution is reached so it is convenient to specify it). After choosing any acyclic automaton A ∈ A n to start with, the algorithm repeats the following steps T times: choose uniformly a labelled edge p a − → q with p = q (p = q is not interesting since we are considering acyclic automata). Then there are three possible cases:
• There is no transition starting from p and labelled with a. In such a case, we try to add p a − → q to A and test if it is still acyclic. The transition is added only if it is.
• There already is a transition p a − → q in A. In that case, we test if A is still accessible if we remove it. If it is, the transition is removed, else A remains unchanged.
• There is a transition starting from p, labelled with a and reaching a state r, with r = q. In this last case, we first test whether A is still accessible if we redirect δ(p, a) to q. If it is, we do the redirection, otherwise A remains unchanged.
In this process, we need to check regularly the accessibility and the acyclicity of A.
The accessibility test is implemented the following way. We keep up-to-date, for each state q, a counter that indicates the total amount of transitions ending in q. Each time we add or remove such a transition, this counter is increased or decreased. Thus, to test the accessibility, we just have to check, after the transition has been removed, whether the counter on the state that ends the transition reaches 0 or not; this is a consequence of Lemma 1 (see Section 5) . It clearly has a O(1) time complexity.
The acyclicity is tested by the classical algorithm, using a depth-first-search algorithm which runs in time O(n), since the number of transitions is linear in a deterministic automaton.
We therefore get the following result.
Proposition 1. Each iteration of the algorithm is performed in time O(n). The worst case time complexity of the algorithm is O(T n) and its space complexity is O(n).
The experimental results of Section 7 suggest that choosing T ∈ Θ(n) should be good enough; with this choice, the complexity of our algorithm would be quadratic.
Proofs
In this section, we prove the main facts that are used for our algorithm to correctly generate an acyclic automaton with almost uniform distribution, and with the announced complexity.
An operation which consists in removing, adding or changing a transition is called an elementary operation. Proof. First note that q = 1, since 1 is the initial state of A, which is an acyclic and accessible automaton with at least two states.
Suppose that there is no transition that ends in q in B. Since q = 1, q is not accessible and neither is B.
Suppose now that B has a transition r b − → q, for some state r and some letter b. The state r is accessible in A, and r = q. Since A and B only differ by a transition that ends in q, r is still accessible in B. Therefore, q is accessible in B because one can follow a path from 1 to r, then use the transition r b − → q. Since all other states are accessible for the same reason as r is, B is accessible.
Note that the result of Lemma 1 does not hold for automata that are not acyclic.
Lemma 2. The Markov chain of the algorithm is symmetric, that is, for all A, B ∈ A n , P A,B = P B,A .
Proof. Recall that the probability to draw a given triplet (p, a, q) with p ∈ Q, q ∈ Q\{p}, and a ∈ A is Proof. We need to prove that it is both irreducible and aperiodic.
To prove the irreducibility, we show that, in the Markov chain, there is a path from any acyclic automaton A ∈ A n to an automaton S n ∈ A n , where S n is the acyclic automaton whose only transitions are i a − → i + 1, for i ∈ {1, . . . , n − 1}:
Let A be any acyclic automaton and let a be a letter in A. Let E be the set of states that are accessible from the initial state by reading only a's. E is not empty since it contains at least the initial state 1. Repeatedly remove every transition p α − → q where q ∈ E and p / ∈ E. Then repeatedly remove every remaining transition p α − → q where p, q ∈ E and α = a. This actions are valid moves in the Markov chain by Lemma 1 since we always keep the transitions p a − → q with p, q ∈ E. Let be the only state in E with no outgoing transition labelled with a.
If |E| < n, choose a state s of A that is not in E and add a transition a − → s. Because there is no path between s and a state of E, this operation cannot create a cycle. Repeatedly remove all transitions directed toward s except a − → s. Add s to E, the set E is one state bigger. The size of E being finite, this operations can be repeated until E contains all states of A.
Hence, at some point |E| = n and A is isomorph to S n , since every state but the initial one has exactly one incoming transition, which is labelled by a. The only difference with S n is that the states are not necessarily in the correct order. We now explain how they can be re-ordered.
Let b ∈ A, b = a for each transition p a − → q of A, we add to A the transition p b − → q by elementary operations, which do not create any cycle. Now we remove all transitions labelled by a, A remains accessible because of the transitions labelled by b. We are in the case |E| < n above, where the set E contains the state 1 only. To reach the automaton S n , it is sufficient to choose the new states added to E in the order of their label. After removing all transitions labelled by b, we finally obtain the automaton S n .
Hence for every A ∈ A n , there exists a path from A to S n in the Markov chain. By Lemma 2 there also exists a path from S n to A: the Markov chain is therefore irreducible. For every automaton A ∈ A n and any state p = 1 and any letter a ∈ A, if the edge chosen by the algorithm is (p, a, 1) then A remains the same: adding the transitions would make A cyclic. Hence every vertex has a loop of length 1 in the Markov chain, it is therefore aperiodic.
Lemma 4. The diameter of the Markov chain is in Θ(n).
Proof. Using the construction proposed in the proof of Lemma 3, every A ∈ A n is at distance at most (|A| + 5)n of S n . The diameter of the Markov chain is thus at most 2(|A| + 5)n, which is O(n). The lower bound in Ω(n) is obtained by considering the distance from S n to an acyclic automaton whose edges are all labelled by a letter b = a.
Theorem 1 is a consequence of the lemmas above: By Lemma 3 the Markov chain of the algorithm is ergodic and by Lemma 2 it is symmetric. According to a classical result in Markov chain theory [10] , its stationary distribution is the uniform distribution on A n .
Minimal Acyclic Automata
In this section we briefly describe how to adapt our algorithm in order to generate minimal acyclic automata. Due to the lack of place, we do not give all the details here, but the adaptation is quite straightforward.
An acyclic automaton A of A n is a hammock acyclic automaton (or hammock automaton for short) if A has only one state with no outgoing transition. This state is called the target state of the hammock automaton. We denote by H n ⊂ A n the set of size-n hammock automaton whose target state is n.
Our random generator can readily be adapted to generate elements of H n : never choose p = n, in order to keep n without outgoing transition, and do not perform a deletion of p a − → q if it is the only outgoing transition of p. Adapting the proof of Lemma 3 to hammock automata, we can prove that the Markov chain is still ergodic and symmetric. Its stationary distribution is therefore the uniform distribution on H n . The diameter is also in Θ(n) for this new chain.
Let M n denote the set of minimal acyclic automata with n states. One can verify that such an automaton is necessarily an hammock automaton whose target state is final. This is of course not a sufficient condition. However, we can use this property to generate elements of M n using a rejection algorithm: repeatedly draw a random hammock automaton (whose target state is final) until the automaton is minimal. This pseudo-algorithm may never halt, but if the proportion of minimal automata is large enough, the average number of rejections is polynomial or even bounded above by a constant. The important point is that no bias is introduced by this method: if hammock automata are generated uniformly at random, the induced probability on the output is the uniform distribution on M n .
We have no asymptotic result yet about the proportion of minimal automata amongst hammock automata. This may be a difficult problem, since it is still open for general deterministic automata. But experiments indicate that this proportion should be non-negligible: amongst 1000 random hammock automata of size 100, on a two-letter alphabet, we found 758 minimal automata. If we accept the conjecture that the proportion of minimal automata is at least c > 0, this yields a random generator for minimal acyclic automata with no increase of complexity, in average: the average number of rejections is bounded from above by a constant, and the test of minimality is linear, using Revuz algorithm [15] .
Experiments
In this section, we present some experiments we did in order to evaluate the rate of convergence of our algorithm as T grows. For this purpose we use the Kolmogorov-Smirnov statistic test, which, roughly speaking, computes a value that measures the distance to the uniform distribution. This testing protocol is limited to small values of n: we need to store, for each isomorphism class of A n the number of times it has been generated when performing a large number N of random generations. For the test to be meaningful, all isomorphism classes of A n must have been generated, and there are many of them, even for small values of n [11, 1] .
We generated a large number of acyclic automata with our generator and reported the value of the Kolmogorov-Smirnov statistic test. The results are given in Figure 2 below. The tests are performed on a population of 100|(A∼) n | automata generated by the algorithm, where (A∼) n is the set of isomorphism classes of An. We indicated in bold when the test of uniformity is successful.
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Conclusion
Our random generators are already usable in practice, and easy to implement. Two questions remain to justify fully their good behavior, which are ongoing works:
• The complete analysis of the main algorithm requires a good estimation of the mixing time of the underlying Markov chain.
• The efficiency of our algorithm that generates minimal acyclic automata relies on an estimation of the proportion of minimal automata amongst hammock automata.
