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Abstract 
This article characterizes the solutions of the commutativity equation xy = yx in free inverse 
monoids. The main result implies the following interesting property that is the natural gener- 
alization to free inverse monoids of the solutions of the same equation in free monoids. Let 
x and y be non-idempotent elements of a free inverse monoid such that xy = yx. Then there 
exist some elements x and z such that x and y are conjugate by x to some positive powers 
of z, namely xx = xz” and yx = xzm, with n, m > 1. We also show that the centralizer of a 
given non-idempotent element is a rational, non-recognizable subset of the free inverse monoid. 
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1. Introduction 
This paper is mainly concerned with the commutativity equation xy = yx in free 
inverse monoids. In free monoids, two words x and y commute if and only if they 
are powers of a unique word z. A similar result holds in free groups (cf. [12]). The 
monoids where this equation has been studied are relatively rare. 
In contrast to free monoids, free inverse monoids are not cancellative which makes 
it difficult to solve equations. In particular, there is no reason why solutions could be 
described by “parametric expressions” as understood in [ 1 l] for instance. Instead, we 
can try to design procedures that generate all solutions of a given equation as simply 
as possible. This is what we achieve here. 
It is easy to solve the commutativity equation when x is supposed to be idempotent. 
Since two idempotents commute in inverse monoids, the only interesting case is when 
y is non idempotent. Denoting by u the canonical image of y in the free group, and 
assuming x fixed, we prove that there exists an element y, such that xy = yx holds 
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if and only if y = ey, for some idempotent e2 = e (in other words, the set of solutions 
is an ideal relative to the natural order relation in free inverse semigroups, cf. [8], 
p. 137). 
We tackle then the case where both x and y are non-idempotent. Elementary com- 
putations show that in free inverse monoids over one generator, the same pattern of 
solutions as in free monoids holds, namely xy = yx if and only if x and y belong to 
the submonoid generated by one element. However, this is no longer valid when the 
free inverse monoid has two or more generators. Our main result is rather technical, 
but has an interesting consequence that can be understood in this informal exposition 
and that should be viewed as the natural extension of the condition for free monoids. 
If xy = yx holds, then there exist two elements x and z and two positive integers n 
and m, such that 
xx = jlz” and YX = #Pm. 
is satisfied. Borrowing the terminology of groups, the latter is equivalent to saying 
that x and y are conjugate via a common element x to two positive powers of a third 
element z. This is a weaker condition than the one that holds in free monoids, but 
it does not seem easy to improve it (see, e.g., Example 4.1). Also, it is worthwhile 
noticing that the necessary condition we get is of the same flavour as many other results 
in different areas of non commutative algebra, e.g., in the algebra of polynomials, [l] 
(resp. of formal power series, [3]), the centralizer of an element is isomorphic to the 
subalgebra generated by a polynomial (resp. a formal series) in one variable. A similar 
result holds in matrix algebras, under an hypothesis on the characteristic polynomial 
of the matrix (cf. [6], Section VIII). More recently, other structures were proved to 
enjoy the very same property [7], Theorem 15.5. 
The basic idea of the proof is to transform the commuting elements x and y by 
simultaneous conjugation (i.e., through a common factor), to two commuting elements 
x’ and y’ that have such a simple form that they can be treated like words in a free 
monoid. It then suffices to apply Fine and Wilf’s famous Theorem, [5]. 
As already said, we were not able to give a purely algebraic characterization of 
the pairs of commuting elements and actually we doubt very much that it exists. All 
we could do is, starting from two powers of some element, give conditions on how 
to reverse the above procedure in order to guarantee that the pairs of elements thus 
obtained commute. 
We use two main tools for studying commutativity: Munn’s characterization of the 
elements of the free inverse monoid based on the concept of walks in the Cayley graph 
of the free group and the notion of canonical factorization which is useful to deal with 
the elements of these monoids in absence of cancellativity and which is a specialization 
of the notion of standard decomposition introduced in [2]. 
We close the present introduction with a short comment on the structure of the 
article. In Section 2, we recall the main definitions and notions and in particular the 
valuable representation of the elements of a free inverse monoid due to Munn. We 
also introduce the notion of canonical factorization. In Section 3 we solve the case 
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of the monogenic free inverse monoid. In Section 4, we characterize the set of pairs 
of commuting elements. In the last section we prove that the centralizer is a rational 
subset. 
2. Preliminaries 
2.1. Free monoids, free groups 
In order to make this paper self-contained, we recall all the basic notions that will 
be used in this work. We follow [9], [ 141 and [l l] for general definitions and concepts 
concerning semigroups, inverse semigroups and groups, respectively. 
In what follows, C denotes a finite set or alphabet and Z* the free monoid over C. 
The elements of C are letters and those of C* words. The identity element of C* is 
denoted by 1~~ or simply by 1 when no confusion may arise. 
A word u is a prefix of a word v if there exists w such that v = uw. A subset X 
of C* is said to be prejix-closed if, for any px E X and p E Z* one has p E X. 
The prejix-closure of X, denoted by Pref(X), is the least prefix-closed subset which 
contains X. 
Let 2 = C Ux, where z is a disjoint copy of C. We set (5) = o and we extend this 
notation to c* by setting 7 = 1 and, for all o in 5 and u in c*, by setting i&? = CrU. The 
free group generated by Z:, denoted by F(C), is the quotient of & by the congruence 
generated by the relation {ai? = 1 1 r~ E 2). We denote by fi : c* + F(C) the 
canonical epimorphism associated to F(C). 
A word in c* is reduced if it does not contain factors of the form aV, with o E 5. 
Furthermore, a reduced word in %* is cyclically reduced if it is not of the form ova, 
with B E c. It is a well-known fact that every element w in C* is congruent to a unique 
reduced word, denoted by p(w). The mapping p : y* + i* is the Dyck reduction. 
Since p(w) = p(v) implies b(w) = b(v), there exists a (unique) injective mapping 
I : F(C) + p(c* ) such that 1 o j = p, that is I(U) is the (unique) reduced word in 
the class p-‘(u). In the sequel, we find it convenient to identify an arbitrary element 
x of F(C) with the word z(x) and more generally, any subset X of F(C) with the 
subset I(X). In this sense, the elements of F(C) can be considered as (reduced) words 
of i*. A subset X of F(C) is said to be prejx-closed if z(X) is itself prefix-closed 
and the prefix-closure of X is the image by p of the prefix-closure of z(X). Finally, 
an element v E F(C) is a prejx of an element u of F(C) if ‘(v) is a prefix of l(u). 
Equivalently, v is a prefix of u if and only if r(v)r(v-‘u) = I(U) if and only if there 
exists an element w such that VW = u where the product VW is without cancellation. 
For instance, the prefixes of a-‘ba-‘6-l are 1, a-‘, a-lb, a-‘ba-’ and a-‘ba-‘b-l. 
Let M be an arbitrary monoid. An element t E M is said to be primitive if t = u” 
implies that n = 1. It is well-known that all elements different from 1 E C* (resp. 
1 E F(C)) are powers of a unique primitive element called its root. 
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2.2. The free inverse monoid 
2.2.1. General dejinitions 
We now introduce the definition and some properties of the free inverse monoid. The 
free inverse monoid generated by C, denoted by FZM(C), is the quotient of c* by the 
congruence generated by the relation {xXx = x 1 x E F*} u {xfyj = yvxf 1 x, y E c*}. 
We denote by y the canonical epimorphism of F* onto FZM(C). 
For every u and v E c* the condition y(u) = y(v) implies p(u) = j?(v), so there 
exists a (unique) surjective morphism c( : FZM(C) + F(C) such that /j’ = CI o y 
(Fig. 1). 
2.2.2. Munn’s representation 
Munn provided a very useful description of geometrical nature of the free inverse 
monoid ([ 131 Theorem 2.8, see also [ 14-161). This description is based on the Cayley 
graph T(C) of the free group F(C). We recall that the vertices of T(C) are labelled 
by the elements of F(C) and are therefore represented by reduced words (over c). 
Since most of our examples are considered in the free inverse monoid FZM(C) over 
the two-letter alphabet C = {a,b}, we shall consider the Cayley graph r of the free 
group F({a,b}). For this reason, we fix here a graphical convention to represent r. 
Consider the vertex of r labelled by the non-empty reduced word u. It has 4 direct 
neighbors labelled by p(ud), with d E 2 arranged in the 4 cardinal directions east, 
north, west and south. For example, the vertex in r with label u = ab has the 4 direct 
neighbors labelled by aba, abb, abci, and a, respectively (Fig. 2). 
Also, it is possible to consider the graph r as a tree where the root is the vertex 
labelled by 1 E F(C). The root has 4 descendants labelled by a, b,ci,i. Any other 
vertex labelled by u # 1 say, has 3 descendants labelled by UC where C is an arbitrary 
letter different from the last letter of u. In the sequel, for the sake of simplicity, the 
labels of the vertices of r will be omitted. 
For every word u E c*, the Munn tree T(u) is the (finite) subtree of Z(C) specified 
by the (unique) walk spelled by u which starts from the origin of T(C), i.e. the vertex 
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labelled by l,~(z), and ends in b(u). T(u) is then a connected subgraph of T(C) which 
contains the origin of T(C) and, thus, it is represented by a prefix-closed subset of 
F(C). The following characterization is crucial, [13], Theorem VIII, 1.5. 
Theorem 1 (Munn [13]). For any u and v in c* the following holds: 
Y(U) = Y(V) if and only is (T(u), Ku>) = (T(v), B(v)). 
Conversely, for every pair (T, w) where T 2 F(C) is pre$x-closed and w E T there 
exists a word u E i* such that T(u) = T and b(u) = w 
As a result, every class of the congruence y-’ o;‘, that is every element x in FM(C), 
is uniquely determined by a finite prefix-closed subset of F(C), denoted by T(x), which 
stands for the common images T(u) of all possible representatives u of the class X, 
along with an element of F(C) which is in T(x), namely a(x). The pair (T(x), M(X)) 
is a rooted tree. 
In terms of this representation, the product of two elements x = (T(x), a(x)) and 
y = (T(y), a(y)) is represented by 
XY = (T(x) U a(xY(y), a(w)) (1) 
where the product a(x)T(y) is understood in F(Z). 
As a consequence, every element x = (T(x), a(x)) in FIM(C) will be graphically 
represented as shown in the following example. 
Example 2.1. Let x = y(ababbabbbaaababbba) be in FZM(a,b). Then x is represented 
by the rooted tree shown in Fig. 3. 
The origin of the walk is represented by an incoming and the last visited vertex by 
an outgoing arrow. By convention the letters a and Z are represented by horizontal 
segments and the letters b and 6 by vertical segments (the orientations of the edges 
are omitted). 0 
Theorem 1 helps interpret certain properties of free inverse monoids, e.g. 
x is idempotent if and only if E(X) = 1 (2) 
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Fig. 3. 
Convention. In order to simplify notations it is often convenient to identify an element 
u of F(C) with its image y(r(u)) in FZkZ(C). Thus if u E F(X) and x E FIM(C) 
we will indulge in writing ux instead of the more correct form y(z(u))x. With this 
identification, the Munn tree associated with an element u of the free group is simply 
a path connecting the vertices labelled by 1 and u without visiting twice the same 
vertex. 
As an application of Munn’s representation let us establish the following useful 
result. 
Lemma 2.1. Let x E FZM(Q and g,h E F(C). Then x E gFZM(C)h if and only if g 
and a(x)h-’ belong to T(x). 
Proof. If x = gyh then we have T(x) = T(g) U g?“(y) U gcc(y)T(h). Since g E T(g) 
we obtain g E T(x). Now, g@(y) E T(x) and gct(y)h = E(X), thus cc(x)h-’ E T(x). 
Conversely, observe that gg’T(x) is prefix-closed. Indeed, if uv E gg’ T(x) where the 
product uv is with no cancellation, then guv E T(x). If the product (gu)(v) is with no 
cancellation, then gu E T(x), i.e., u E g-‘T(x). Now if (gu)(v) is with cancellation, 
then g = gt u-’ . Because of g E T(x) we have gr = gu E T(x), thus u E gg ’ T(x). 
Furthermore, g-’ T(x) contains g-’ cc(x)h-’ . By Theorem 1 there exists y E FIM(C) 
with T(y) = g-‘T(x) and a(y) = gg’a(x)h-‘. Then x = gyh holds since cc(gyh) = 
LX(X) and 
T(gyh) = T(g) u gT(y) u U(X)h_‘T(h) = T(x). 
This last equality follows from (1) g E T(x) implies T(g) C_ T(x), (2) gT(y) = T(x) 
and (3) or(x)h-’ E T(x)&Pref(a(x)h-‘). 0 
In the sequel we will indifferently denote the inverse of every element x of the free 
group F(z) by X or by x-’ _ This convention will be also used to denote the inverse 
of every x in FZ_M(C). 
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2.2.3. Commutation and conjugation 
As a conclusion of the present section, we recall some results concerning the so- 
called conjugacy problem in monoids. Let G be a group. Two elements x and y in 
G are said to be conjugate if and only if y = gxg-‘, for some g E G. In groups, the 
conjugacy relation is related to commutativity by a well-known fact stating that the 
index i of the centralizer CC(X) = {y E G 1 xy = yx} of x in G, i.e. the cardinality of 
the set G/Co(x), equals the number of distinct conjugates of x, i.e. i = Card({gxg-’ / 
.4 E (3). 
On the other hand, from the condition y = gxg-‘, it follows that y = g(xg-’ ) and 
x = (xg-‘)g or, multiplying on the right by g, yg = gx. Then conjugacy in groups is 
generalized to a monoid M in two different ways. Let x, y in M. Then x and y are 
said to be transposed, and we write x Y y, if and only if there exist u, v E M for 
which x = uv and y = vu holds. Moreover, x and y are said to be conjugate, and 
we write x q y, if and only if xz = zy for some z E M. It is easily seen that Y is 
reflexive, symmetric but not necessarily transitive, and that %? is reflexive, transitive 
but not necessarily symmetric. In general the transitive closure of Y is contained in 
w, i.e. Y* = lJ ktoYk C %Y’. In free monoids, the two relations Y and V coincide, [9], 
Lemma 5.1. Recently it was shown that in free inverse monoids the condition V = 
Y* holds, up to a technical restriction, i.e. the equality is valid for non-idempotent 
elements, [2]. It follows immediately that V is an equivalence relation. Furthermore, the 
same paper proved the decidability of the conjugacy problem. We finally remark that 
Silva [ 171 extended these last results to a certain class of finitely generated inverse 
monoids. 
3. The case of monogenic free inverse monoids 
We shortly recall how to specialize Munn’s representation of the free inverse monoid 
FLU(a) over one generator, say a (see [14], chapter IX). It provides a useful tool for 
carrying out computations in this monoid. 
Since the free group F(a) over a is isomorphic to the additive group Z of integers, 
in the present case every prefix-closed subset X of F(a) can be viewed as an integer 
interval containing 0 
{iEZ/I di<r} = [Z,r] where IdOdr. 
Then the Mumr’s representation (T(x), U(X)) of x E FIM(a) can be identified with 
the triple (1, n, r) with -I, r E N and I <n d r. The interval [I, r] represents the prefix- 
closed subset T(x) and n satisfies a(x) = a”. 
With respect to such a representation, it is immediate to verify that the product of 
any two elements 
XI = (ll,nl,rl) and x2 = (h,mo) 
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is given by 
(min{ll,fli + 12},n1 + n2,max{Yl,nl + ~2}), 
(I,kn,(k - 1)n +r) if k > 0,n > 0, 
(l’nyr)’ = 
I 
((k - 1)n + l,kn,r) if k > 0,n < 0, 
(kn + l,kn,r - n) if k < 0,n > 0, 
(I-n,kn,kn+r) if k < 0,n < 0. 
In particular, we have 
(3) 
X = (1, n, r)-’ = (-n + 1, -n, r - n). (4) 
and for all n > 0 
(l,n,r) = (l,l, 1 + r - n)“, (5) 
(1, -n,r) = (-1 + n + 1, -l,r)n. (6) 
Thus, an element x = (l,n,r) of FM(a) is primitive if and only if n = ?cl, that is 
if and only if a(x) E {a, a}. 
The following settles the commutativity problem in the free inverse monoid with 
one generator. 
Theorem 2. Let x1 = (11, nl, rl) and x2 = (12,122, r2) be non-idempotents in FEW(a). 
The following conditions are equivalent 
(i) ~1x2 =x2x1, 
(ii) n],n2 > 0 and 11 = 12, rl -n] = r2 - n2 (7) 
or 
nl,n2 < 0 and rl = t-2, nl - 11 = n2 - 12, 
(iii) there exists some primitive z such that x1, x2 E z*. 
(iv) there exist ml,m2 > 0 such that xy’ = xy2. 
(8) 
Proof. (i) + (ii). By assumption, we have 
min{ll,nl + 12) = min(hn2 + [I}, (9) 
max{rl,r2 + nl} = max(r2,rl + n2). (10) 
Assume first that nl > 0. Then by Eq. (10) we have n2 > 0. Thus Eq. (9) implies 
11 = 12. But then we obtain r2 + nl = r] + n2, i.e., r] - nl = r2 - n2. 
Let now assume that n1 < 0. Equality xy = yx implies Xj = jX. By (4), we have 
X = (-nl + 11, -nl,rl - nl), J = (-n2 + 12,-n2,r2 - nz) and -nl > 0. Then (8) 
follows from the previous case. 
(ii) * (iii). If (7) holds then let k = rl - nl and let z = (Ii, 1, 1 + k). Then by (5), 
we have x = (ll,nl,nl + k) = zn’ and y = (12,n2,n2 + k) = z”*. If (8) holds then via 
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Eq. (4), for some z we have X = z-“l and j = z-“2 and thus x = (/,,n,,n, + k) = tfll 
and y = (12,nz,n2 + k) = t”’ where t = z-‘. 
(iii) + (i) Trivial. 
(iii) + (iv) Trivial. 
(iv) + (iii) This is a consequence of Eq. (3). 0 
Remark 3.1. In free monoids, a stronger property holds, to wit, all solutions of any 
non trivial equation with two unknowns x and y are cyclic in the sense that there exists 
z such that x, y E z*. This is no longer true in the monogenic free inverse monoid. 
Indeed, consider x = (-1,1,2),y = (-l,l, 1). Then yx = xx holds. 
Remark 3.2. The case where one of the elements is idempotent is treated in Section 
4.2 with the general case since the number of generators does make any difference 
here. 
4. The general case 
4.1. A simple necessary condition 
The assertion of Theorem 2 does not hold when C contains two different letters, 
i.e., two non idempotent commuting elements in FM(Z) are not necessarily powers 
of a common element. In effect, let us weaken our condition and state the following 
tentative new one 
there exist n, m, p > 0,z E FM(C) and a factorization ZIZZ = zp 
such that x = z~z”zr and y = z2zmz1. 
Then x and y commute 
x,v = Z2znZ,Z2ZmZ, = z2z n+m+PZ, = z2zmz,z2znz, = yx. 
The following example however shows that two commuting elements do not necessarily 
satisfy this simple condition. 
Example 4.1. The elements x and ,v commute, though they do not satisfy the previous 
condition (see Fig. 4). 
Fig. 4. 
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All we can do at this stage, is accomodate the characterization of commuting ele- 
ments in the free monogenic inverse monoid and state a simple necessary condition 
for the general case. This requires a definition which can be viewed as an attempt 
to extend the representation of the monogenic free inverse semigroup to general free 
inverse semigroups. 
Definition 1. Let u E F(C) be a primitive element with u = Svs where u is cyclically 
reduced. Consider x E FM(C) - 1 such that a(x) E u*. Define 
(i) Z,(x) E F(C) is the maximal prefix of E* in T(x), 
(ii) T,(X) E F(C) is the maximal prefix of sV* in Z’(x). 
Example 4.2 (Example 2.1 continued). We have u = ba, Z,(x) = &i, rU(x) = baba. 
The following can be readily verified where x, y are two elements with N(X) = U” 
and a(y) = zP for some u E FM(C) and n,m E 2: 
Z,(xy) is the maximal prefix of 5* which is a prefix of l,(x) or a(x&(y), 
(11) 
r&y) is the maximal prefix of &I* which is a prefix of Y,(X) or tx(x)~~(y). 
(12) 
The next result uses a natural mapping of FZM(Q into the monogenic free inverse 
monoid. 
Proposition 1. Let x,y E FM(C) be two non-idempotent elements that commute. 
Then there exist u E F(C) and n,m > 0 with a(x) = u”, CC(Y) = urn, Z,(x) = l,(y) 
and u-“rU(x) = u-“rU(y). 
Proof. First observe that xy = yx implies that a( = a(y so that there 
exists a (non-empty) primitive element u E F(C) satisfying a(x), a(y) E (u), where 
(u) denotes the subgroup of F(C) generated by u [12]. Taking, if necessary, the inverse 
of u, we may assume that a(x) E u*. Therefore, if x is considered fixed, all elements 
y that commute with it belong to the inverse subsemigroup 9, = cl-l ((u) ) C FM(C) 
of all elements whose image in F(C) are powers of u. There exists a natural mapping 
7c, : Y, 4 FM(a) of the semigroup 9, onto FM(a) defined for every y E 9’,, such 
that a(y) = u”, n E Z, by rcU(y) = (-lZu(y)l,nluI,Iru(y)l). By equations 11 and 12, 
71, defines a morphism. We conclude by applying Theorem 2. 
This leads to the following: 
Definition 2 (with the notations of DeJnition I). Given the triple (&u,p) where u E 
F(Z) is a primitive element, I is a prefix of St?* and p is a prefix of iv*, the skeleton 
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Y(1, u, p) is the subsemigroup of all elements x E FZM(C) - 1 with CL(X) E u*, I,(x) = 
L and k,<(x) = p where I,(x) and TV = cl(x)k,(x) have the meaning of Definition 1. 
Example 4.3 (Example 2.1 continued). The element x belongs to the skeleton 
Y(n, u, p) with u = ab, h: = &i and p = 1. 
4.2. The case where one element is idempotent 
It is clear that idempotent and non-idempotent elements have a different status with 
respect to commutation in free inverse monoids. For instance, any pair of idempotents 
commute. We first deal with the case where one of the commuting elements, say x, is 
idempotent and we characterize all the elements y E FM(Z) which commute with x. 
Theorem 3. Let x be an idempotent and Iet u E F(Z) be a jxed element. Let T C i* 
be the prefix-closure of the set dtfirence between T(x) and UT(X). Then u E T and 
let y, be the element of FM(C) represented by the pair (T, u) as is Theorem 1. For 
all y E FIM(C), a(y) E u*, we have 
xy = yx if and only tf there exists e = e2 with y = ey,. 
Proof. We first remark that y commutes with x if and only if 
T(x) U T(y) = T(y) U uT(x). (13) 
Consider this condition as a set equation in the (set)-unknown ~2, where d stands for 
a prefix-closed subset of F(C): T(x)Ud = dUuT(x). It is clear that d is a solution 
if and only if it comprises the closure of the set-difference T(x)duT(x) 
cr4 > Pref( T(x)duT(x)). (14) 
Now observe that Pref(T(x)duT(x)) contains u. Indeed, if 11” is the maximal power 
of u contained in T(x), then u”+’ E uT(x) - T(x), and thus by prefix-closure, u E 
Pref(T(x)duT(x)). As a consequence of Theorem 1, there exists yu E FM(C) such 
that T(y,) = Pref(T(x)duT(x)) and cr(yu) = u. Now, if we interpret d as an element 
y E FM(C), CX( y) = u, condition ( 14) is equivalent to saying that y = ey, for some 
idempotent e2 = e. 0 
Example 4.4. With u = a we have the pair of elements x2 = x and y,, shown in 
Fig. 5. 
4.3. The case where both elements are non-idempotents 
The technique used here is in the vein of that used in [2] and we describe it in- 
tuitively now. It has potential applications to other equations though we have not 
exploited this idea in any other context. Assume xy = yx holds. By taking the image 
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of the equation in the free group, we know that a(x) = u” and u(y) = u”’ holds 
for some u E F(C) and some integers n, m E Z. To fix idea, assume a(x) = u2 and 
a(y) = u3. Then for some idempotents eo, el , e2 and fo, fi, f2, f3 we have x = ecuei ue2 
and y = f Ouf 1 uf 2uf 3. The initial equation reduces to 
e0Uelue2f0ufluf2uf3 = f0ufluf2uf3eOuelue2. 
If we could define a condition on the idempotents so as to guarantee the uniqueness 
of their sequence and to prevent any interference between the ei’s and the fj’s, then 
solving xy = yx would be equivalent to determining under which conditions the two 
sequences (of length 6) eO,el,e2fo,fl,f2,f3 and fO,fl,f2,f3eO,el,e2 are equal. But 
this is essentially a problem on words which we can solve. Unfortunately, the two 
sequences of idempotents do interfere, so we are not left with words. The idea is 
then to transform x and y into two elements x’ and y’ that commute if and only if x 
and y commute and that have decompositions e& ei, ei and f A, f i, f i, f 5 where the 
idempotents do not interfere when concatenating x’ and y’. In other words, we want 
to achieve two goals: maintain the commutativity of x and y and simplify them. More 
technically, we require that the following two conditions be satisfied: 
(x,x’) and (y, y’) are simultaneously conjugate, i.e., for some t E FIM(C) 
(15) 
xt = tx’ and yt = ty’ holds 
xy = yx if and only if x’y’ = y’x’. (16) 
As said in Section 2.2 in order to simplify notations and unless otherwise stated, we 
identify every element u of F(z) with the element y(r(u)). With this convention, the 
Munn tree associated with an element of the free group is reduced to a path connecting 
the first and the last visited vertices without visiting twice the same vertex. 
The simplification process of x and y is achieved by Propositions 2,4,5. These Propo- 
sitions define each a transformation rule that is a step in the simplification process. 
The first transformation rule yields a simultaneous shift of the first and last visited 
vertices, leaving the tree globally unchanged (see Example 4.5). The resulting pair 
(x’, y’) satisfy 2,(x’) = I,( y’) = 1. 
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Proposition 2. Let u = Svs where v is cyclically reduced. Assume x, y E FZM(Z) 
belong to the skeleton Y(i, u, p) with 1. = St?‘& where Vl is a proper prefix qf V and 
130. Set g = Sv’fil. If g # 1, define (x, y) 2(x’, y’) where x’ = gxg and y’ = gyg. 
Then conditions (15) and (16) hold and x’ and y’ belong to Y( 1, w, p’) where w 
is a cyclica1l.v reduced conjugate of u. 
Let us first prove 
Lemma 4.1. Let M be an inverse monoid and g E M. The mapping x + am = gxg 
defines a one-to-one morphism of the subsemigroup gMg onto the subsemigroup jMg. 
Proof. Indeed, let us first observe that for every x in gMg and x’ in gMg we have 
x = gijx = xgg and x’ = ggx’ = x’gg’. (17) 
Now let x’ = gzg. Then x’ = rg(gx’J) holds hence ry is surjective. Because of Eq. 
(17) we have gry(x)g = x and thus rg is injective. Moreover, we have 
%7(XkJ(Y) =SXSSYS = c7h7)yY = yxyg = z,(xy), 
which proves that zu is a morphism. 0 
Let us return to the proof of Proposition 2. We first check that x E gFZM(C)g 
(the proof carries over to y E gFZM(C)g), i.e., by Lemma 2.1 that g,cr(x)g E T(x). 
Since g E T(x) holds by definition of g, we only need verify x(x)g E T(x). However, 
cr(x)g = 3-‘Ui is either a prefix of u” or of U’. Thus x and y belong to gFIM(C)J, 
in particular x = ggx and y = ggy, i.e., condition (15) holds. The fact that condition 
( 16) holds immediately follows from Lemma 4.1. 
We are left with computing the skeleton to which x’ belongs. Set w = vlv2 where 
v = v2vl and observe that w is a cyclically reduced conjugate of U. An elementary 
computation shows that a(~‘) = w”. By equality (1) we have 
T(x’) = T(j) u jT(x) u @(x)T(g). 
Let us consider the first and third terms of the union. Since T(g) = Pref(vtu’s) = 
Pref((vlq)‘vls) and @(x)T(g) = (~1~2)‘~~ vtsPref(fvi(i&&)‘) C Pref(vtv2)‘+nv1s, the 
maximal prefix of W* in T(g) U @(x)T(g) is 1. Consider now the second term of the 
union. Let z E T(x) satisfy w’vtsz = WpWt where Wt is a prefix of W and p 30. We 
have z = ?I? pVtWt E T(x). Since either Wt is a prefix of I& or has V2 as a prefix, by 
definition of g we have I+ p = 1, i.e., p = 0 and Wt = 1 completing the proof. il 
Example 4.5 (Example 2.1 continued). Applied to the element of Example 2.1, the 
previous rule results in the diagram shown in Fig. 6. 
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4.4. The canonical factorization in free inverse rnonoids 
The aim of this section is to introduce the notion of canonical factorization akin to 
the standard decomposition of [2]. 
Here we let u be a fixed cyclically reduced element of F(Z) and we consider the 
subsemigroup .YU of all elements x E FIM(C) such that a(x) E U* and l,(x) = 1. 
The idea is to write x = xaux~~x~ . . t.d&,+k~k where the Xi’s are idempotents for i = 
0 , . . . , n + k, and to impose some conditions in such a way that two elements in 9, 
are equal if and only if they have the same sequence of idempotents. We write x 6 y 
whenever T(y) C T(x), i.e., whenever x belongs to the right ideal generated by y. 
Proposition 3 (Existence and uniqueness of the canonical factorization). Let x be in 
FM(C) and u E F(C) - 1 such that u(x) = u”, Z,(x) = 1, and r,,(x) = zPfkul where 
u1 is a proper prejix of u, n > 0 and k > 0. Then there exists exactly one sequence 
of idempotents x0,x1,. , . , x,, . . . , X,&, for which the following hold: 
(i) x = xcuxlux2.. . uxn+kiikk, 
(ii) for every i = 0, 1, . . . . n + k, then xi 51 u and xi 6 C where c is the last letter of u. 
Proof. For i = 0,. . . , n + k we denote by c the set of elements w E F(C) in T(x) 
that have ui but not ui+’ as a prefix. We have T(x) = UOGiQn+k Ti. Clearly, the union 
is disjoint. Let xi be the idempotent satisfying T(xi) = uPiT, i = 0, 1, . . ..n + k. By 
Z,(x) = 1 the conditions of (ii) hold and 
VXOUl m2 . ..t&+kiik) = U U’T(Xi) = U Tj 
O<i<n+k O<i<n+k 
completing the proof. 0 
Example 4.6 (Example 4.5 continued). We have the canonical factorization x~ux~ux~ 
uxsii where u = ab, x0 = bbaa, x1 = b6a2C2, x2 = aZ and x3 = b&a;. 
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In order to simplify the computations, we will consider each element of 9, as an 
infinite sequence of idempotents in the following way. Extend the submonoid E of 
idempotents of FM(C) by adjoining a new symbol _L: E’ = E U (1) and set: el = 
ie = e for all e E E’. Then with the canonical factorization xouxtu.. . ux,u.. . uxn+kik 
of x we associate the infinite distinguished sequence . ,x_ I ,x0,x1,. . . ,x2,x,+, of 
elements in E’ where xi = I whenever i < 0 or i > n + k. 
Example 4.7 (Example 4.6 continued). 
x = . . . , -1,. . . ) I, bbaa, bba2G2 aa bbaa I 3-2 9 )...) I )... 
The following is straightforward 
Property 4.1. Let . . . . x_l,xo,xl,..., x,,x,+~ ,... and . . . . y_l,yo,y~ ,..., &,ym+l ,... be 
the distinguished sequences associated with x, y E dpU. Then 
‘.‘> ~-1y-1--n,~oy--n,~lyl--n,...,~n+mym,~n+m+lym+l,... 
is the distinguished sequence associated with the product xy. 
The second transformation rule insures that T(x) and T(Y) have no unnecessary 
powers of u. 
Proposition 4. Let x, y E FM(C) belong to the skeleton Y(1, u,ukut ), where MI is a 
proper prefix of u and k # 0, and let xouxl u . . . ux,,u.. . u.x,+~Ck and youylu.. . uy,u.. . 
%z+kck be their canonical factorizations. Assume x0 = yo and (xy),+, = (y~),,+~ 
and set (x, y) x(x’, y’) where 
x’ =xIu...ux,,x&&,+lu...t&,+ku -k-l -k-l,y’ = ylu.. . tdy,y@y,+1u.. . Uy,,,+kU 
Then conditions (15) and (16) hold. 
Proof. Indeed, considering the infinite distinguished sequences associated with x, y, x’ 
and y’ the claim follows from the equalities (xY)~+~ = y,, (yx),+, = x,, and from 
the computations 
if i < 0 or i>n+m+k, 
ifO<ibn+m+k- 1 and i#n+m- 1, 
otherwise. 
ifi<Oori>m+n+k, 
ifO<i<m+n+k-1 andi#m+n-1, 
otherwise. 0 
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Example 4.8 (Example 4.5 continued). Applied once to x the transformation yields 
the structure shown in Fig. 7. 
The last transformation rule guarantees that the last idempotent 
identity, simplifying thus the concatenation of x and y. 
of x and y are the 
Proposition 5. Let x, y E FIM(Z) belonging to the skeleton 9’( 1, u, ut ), where UI is 
a proper prejix of u. Let x = xouxlu . . , ux,, and y = youylu.. . uy, be their canonical 
factorizations and assume x0 = yo and x, = y, # 1. Set (x, y) 2(x’, y’) where 
x’ = x1u . . . u.x,x~u and y’ = ylu.. . uy,you. 
Then conditions (15) and (16) hold. 
Proof. Set x” = xtu . . . ux,, and y” = ytu . uy,,,. We have x = XOUX”, y = ysuy”, 
x’ = x”xsu, and y’ = y”yau. Since x0 = yo condition (15) is satisfied. 
That condition (16) holds follows from the computations 
{ 
@Y)i+1 O<i<n+m-1, 
(x’y’)i = (xy)j+l yo i = n + m - 1, 
1 i=n+m 
and 
(YX)i+1 O<i<n+m-1, 
(y’X’)i = (yX)i+lXO i = n + m - 1, 
1 i=n+m. 0 
We are now ready to prove our main result, to wit 
Theorem 4. Let the relation 7 on FM(C) be the reJexive and transitive closure 
of ; u 2 u ;;;‘. Let x, y be two non-idempotent elements of FIA4(C). Then xy = yx 
holds if and only if there exist z E FM(C) and n, m > 0 such that (x, y) $z”,zm). 
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Proof. The condition is clearly sufficient since by Propositions 2, 4 and 5, for all X, 
p, x’, y’ and (x, y) $x’, y’) we have xy = yx if and only if x’y’ = y’x’. 
Conversely. assume that xy = yx holds. Let us apply the reduction rules as much as 
we can, and observe that they can be applied in the order, first x at most once, then 
+ a finite number of times, then --) at most once. Let (x’, y’) be the result of this 
;iocess. We have (i) xy = y.~ if andK’only if x’y’ = y’x’, (ii) there exists t E FM(C) 
such that xf = tx’ and yt = ty’, and finally (iii) the canonical factorizations of x’ 
and y’ are of the form x’ = xouxt U.X~ . . . UX,~_I u and y’ = youy1uy2.. . uy,-ru. Now, 
compute 
x’y’ = X[IuxI ux2 . . . ~,-I~yo~yl~y2...~,v,-I~, 
y’x’=youy~uy~...uy,~_~uxoux~ux~...ux,_~u. 
By the condition (ii) of Proposition 3, the previous are canonical factorizations, thus 
x’y’ = y’x’ reduces to the equality of the two sequences 
Let p be the greatest common divisor of n and m. By Fine and Wilf’s theorem there 
exists a sequence zo,zt ,z2,. . ,zp- 1 of idempotents such that (considered as elements 
of the free monoid E*), ~0x1~2 x,-l = (ZOZIZZ. . zP_l)“~P and yayry2. . ,v,,_l 
= (Z~ZIZZ . . .zp-~)““P. Setting z = zouzt uz2u . . uzp-_I u this means that x’ = z”/P and 
v’ = z”‘!l’ completing thus the proof. 0 
Corollary 6. Let x,y be two non-idempotent elements of FM(C). If xy = yx holds, 
then there exist z, x E FIM(C) and n,m > 0 such that 
5. Centralizers 
Given a monoid M two families of subsets of M are of particular interest [4]. The 
family Rat&I of rationaI subsets is the least family 9 of subsets that contains the 
singletons and that is closed under union, product and star, i.e. X, Y E 9 implies 
XUY~~,X,YE~~~~~~~~XY={~~EM~~EX,~EY}E~~~~XE~ 
implies Ui ao X’ E 9”. A subset is recognizable if the congruence defined by x; y 
if and only if for all z, t E A4 zxt E X ++ zyt E X has finite index. The family 
of recognizable subsets is denoted by RecM. It is well known that for all finitely 
generated monoids, all recognizable subsets are rational. 
The purpose of this section is to show that the centralizer of a non-idempotent 
element x in a free inverse monoid: C(x) = {y E FM(C) 1 xy = yx} is a rational 
subset of FIM(C) and is never recognizable. 
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Theorem 5. The centralizer of a non idempotent element of FIM(C) is a rational, 
non-recognizable subset of FIM(C). 
Proof. Rational and recognizable subsets are closed under one to one morphisms. Via 
Lemma 4.1, we may thus assume that U(X) = u”, n > 0, where u is cyclically reduced. 
By Theorem 3, the set of idempotents that commute with x is finite so we may assume 
that y is non idempotent and that it satisfies I,(x) = l,(y) = 1, i.e., x and y belong to 
the subsemigroup 2, as defined in Section 4.4. Consider the canonical factorizations 
x = X()llXlU.. . u&J4 . . . uxn+,& y = youylu... uy,u.. . ,&,+kiik. 
Then equality xy = yx can be expressed as a system of n + m + k + 1 equations. 
The first min{n,m} equations are 
Xi = Yi, i = O,..., min{n,m} - 1 
the last min{n, m} are 
Yi-n = Xi--m> i=n+m+k+l -min{n,m} ,..., n+m+k. 
The remaining ones are of one of the following forms 
XiYi--n = YiXi--m, XiYi__n = Xi__m, 
XiYi--n = .Yi, Xi = ,ViXi_m, yi-, = YiXi__m. 
Since the first n elements yi are given and all further elements yi depend on yi-_n, 
the set of possible m + k + l-vectors (yi)O<i<m+k is finite. 
Consider a fixed element x E FZM(C) and define a(x) = u” and k,(x) = uk. By 
the above argument, for each integer m there exist a finite number of elements y that 
commute with x and for which a(y) = zP. It thus suffices to prove that the subset of 
y that commute with x and that satisfy m > n + k and m = k + p mod n for some 
0 < p<n is rational. 
By the hypothesis n < n + k < m we have the following equation (cf. Fig. 8) 
xj = yi, O<i < n, 
Xiyi-_n = .Yi, ndi<n+k, 
Yi-n = Yi, n+k<i<m, 
YL-n = Yixi-_m, m<i<m + k, 
Y&n = Xi__m, m+k< i<n+m+k. 
Using the first three above equations, for 0 di < m we have 
Yi = II xjj 
O<j< min{i,n + k} 
j = i mod n 
and using the last three equations for k < i <m + k we have 
Yi = n Xj. 
max{O,i+n-m}dj<n+k 
j=i-mmodn 
(18) 
(19) 
C. Choffiut, F. D’Alessandro I Theoretical Computer Science 204 (1998) 35-54 53 
0 n n+k m m+k 
Y t I I I 
Y I I I 
2 
t 
I 
I 
Fig. 8 
In particular, Eq. (18) shows that the sequence (yi)k<i<m has period n 
Yi = II xj. 
O<j<ntk 
j = i mod n 
For O<i<n fk set 
zj = rI X,. (20) 
O<j< min{i,n + k} 
,I = i mod n 
Clearly, for some integer Y we have yo . . . y, = zgu . . zk(uZk+l . . . uzk+, )‘. Further, 
for Odidk set 
ti = n Xj. (21) 
max{O,i t n - m} <j<l - m 
j=i+kmodn 
The set of elements of the centralizer of x for which m > n +k and m = k+p mod n 
holds is the rational subset 
z@. . . &$(&?&+,u .. .&+,,)*UZk+,U.. zk+p_1utk.. , utoikk, (22) 
where, by convention, the factor UZkf] u.. .Zkfp_-l u equals u whenever p = 1. 
It remains to prove that the centralizer C of x can not be recognizable. Based on 
the form (22) of the set of elements commuting with x consider a fixed integer Y and 
for all 0 < j <Y define the elements 
; = Urnt2kg’n+k 
‘J 
and the elements 
pj = $‘-J)“fk zou... zk(uzktlu . . .Z,+k)I’dk . . . ut,iik 
Then for all 1 < j' <j we have 
A.ip,il E C if and only if ,j = j’ 
showing that the r elements iL/ are pairwise non 7 congruent. 0 
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We may observe in the previous proof that due to Eq. (19) the sequence (yi)k<i<m 
can equally be expressed as 
O<j<n+k 
j=i-mmmodn 
Therefore, by considering the k elements, Zk+l, . . . zk+n we see that this sequence is 
equal to its shift modulo m. Since it depends on x only, it implies a condition on the 
values m. E.g., if n = 3, k = 4 and x = eoaet . ..ae$ with eo = e6 = bb and ei = 1 
otherwise, then the sequence equals z5 = 1, zg = bb, z7 = 1. Such a sequence can only 
be equal to its shift if the m is a multiple of 3. 
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