Recurrent neural network language model (RNNLM) is becoming popular in the state-of-the-art speech recognition systems. However, it can not remember long term patterns well due to a so-called vanishing gradient problem. Recently, Bag-of-words (BOW) representation of a word sequence is frequently used as a context feature to improve the performance of a standard feedforward NNLM. However, the BOW features have not been shown to benefit RNNLM. In this paper, we introduce a technique using BOW features to remember long term dependencies in RNNLM by creating a context feature vector in a separate non-linear context layer during the training of RNNLM. The context information is incrementally updated based on the BOW features and processed further in a non-linear context layer. The output of this layer is used as a context feature vector and fed into the hidden and output layers of the RNNLM. Experiments with Penn Treebank corpus indicate that our approach can provide lower perplexity with fewer parameters and faster training compared to the conventional RNNLM. Moreover, we carried out speech recognition experiments with Wall Street Journal corpus and achieved lower word error rate than RNNLM.
Introduction
Statistical n-gram language models (LMs) have been used successfully for speech recognition and other applications. They use local context information by modeling text as a Markovian sequence and capture only the local dependencies between words. They suffer from insufficiencies of the training data, which limit model generalization [1] . Due to limitations of the amount of training data, they encounter a data sparseness problem, which is handled by using backoff smoothing approaches with lower-order language models [2, 3] . Moreover, they cannot capture the long-range information of natural language. Several methods have been investigated to overcome this weakness. A cache-based language model is an earlier approach that is based on the idea that if a word appeared previously in a document it is more likely to occur again [4] . Recently, topic modeling approaches such as latent semantic analysis (LSA) [5] , probabilistic LSA (PLSA) [6] , and latent Dirichlet allocation (LDA) [7] have been used in language modeling [1, 8, 9, 10, 11] .
Neural network-based language model (NNLM) is trained to predict word probabilities and has been used successfully [12, 13] . It avoids the data sparseness problem by representing words in a distributed way, as non-linear combinations of weights in a neural net. The neural net architecture might be feed-forward or recurrent. In feed-forward NNLM (FFNNLM), the recent history with a fixed length window is presented as 1-of-N encoded feature vectors in the input while computing word probabilities. Here, long-term dependency can only be captured with increasing computational cost in linear way. A recurrent NNLM (RNNLM) can capture long-term dependencies by conditioning an input from the hidden state of the previous time step. Here the input contains a word and the state of the hidden layer from the previous time step. The long-range context information are stored in the hidden layer as a memory of the model. However, the RNN is theoretically powerful and it is considered hard to train practically because of the so-called vanishing and exploding gradient problems [14, 15] . The exploding gradient problem can be avoided by a simple efficient strategy of gradient clipping [16] which allowed to train RNN models on large datasets by using simple stochastic gradient descent and backpropagation through time [17, 18, 19] .
Nevertheless, the RNN suffers from the gradient vanishing problem as the gradient backpropagated in time and their magnitude shrink close to zero which makes the model to learn longer terms difficult [19] . In [20] , long-term context information is captured by using a feature matrix as input into RNNLM where the context information is created by using a pre-trained topic modeling approaches [5, 7] and not learned in the recurrent model. In [19] , context information is learned in a context layer during the training of RNNLM by constraining part of the recurrent matrix to close to identity. A more complex model named as long short term memory RNN (LSTM-RNN) LM [21, 22] was investigated to overcome the limitation of RNNLM, where the recurrent hidden units are replaced with LSTM cell incorporating gating units and has shown the state-of-the art results. In [23] , BOW context features were applied to FFNNLM [12] and LSTM-RNN LM [22] . They improve the performance over FFNNLM and do not give any improvement over LSTM-RNN LM. However, it is unknown that whether the BOW context features can improve the performance of RNNLM. This motivates us to apply the BOW context features into RNNLM. In this paper, we have applied BOW context features into RNNLM in a different fashion than in [23] and have reported improvement over RNNLM. Here, we have developed a context feature vector in a separate context layer during the training of regular RNNLM.
The rest of this paper is organized as follows. Section 2 and 3 are used for reviewing the RNNLM and the BOW representation of a word sequence respectively. The proposed RNNLM with incremental updated context information is described in section 4. The experimental details are described in section 5. Finally the conclusions and future work are explained in section 6.
Recurrent neural network LM
RNNLM [24] contains an input layer, a hidden layer with a recurrent connections that allows the propagation of the previous state information of the hidden layer, an output layer, and their related weight matrices in each connections. In Figure 1 , the input vector w(t) encodes an input word at time t using 1-of-N encoding, also known as one-hot representation. It uses an index to each word in the vocabulary of size N and a word is encoded with 1 in its index position and all other coefficients are set to 0. The output layer produces a probability distribution over words at time t given the information in the hidden layer. The output vector y(t) also has the same dimension as the input vector w(t). The hidden layer stores the previous information and act as a memory of the model. The values in the hidden and output layers are calculated as:
(1)
where
U , W , and V represent the input, recurrent and output weight matrices respectively. f (z) and g(zm) are the sigmoid and the soft-max function respectively. The soft-max function in the output layer confirms that the output forms a valid probability distribution. To reduce the computation in the output layer, a hierarchical soft-max approach was introduced in [25] . A simple hierarchy of two levels using frequency-based clustering was investigated in [26] and we will mention it when we use it in our experiments. The training of the RNNLM is to learn the weight matrices that maximize the likelihood of the training data. The model is trained by using stochastic gradient descent with backpropagation through time (BPTT) algorithm [17, 18, 27] . For further details of the RNNLM, see [24, 26] . 
Bag-of-words (BOW) representation of a word sequence
The BOW representation of a word sequence of length L is formed by summing the 1-of-N representation of all words in the sequence. It can be described as [23] :
The advantage of adding BOW representation over 1-of-N representation in a FFNNLM is that it can add as many predecessor words as possible by increasing the feature size of only one word. However, BOW loses the order of the word sequence which reduces performance. An exponential decay version of BOW was employed to overcome this problem and it is defined as [23] :
where γ is a decaying factor in [0, 1] [23] . In [23] , the BOW with decay input was applied in FFNNLM [12] and have shown close perplexity results to that of the standard RNNLM [26] . However, the addition of BOW context features does not give any benefit into LSTM-RNN LM [22] and also it was not proved that whether the addition of BOW context features into RNNLM can outperform RNNLM [24, 26] . In this paper, we have applied BOW with decay representation of a sequence into RNNLM in a different fashion than in [23] and have shown improvement over RNNLM [24, 26] .
RNNLM with incremental updated context information
Theoretically, the state of the hidden layer in the RNNLM represents the memory of the model and it stores the context information for long-time period. However, during RNNLM training, the gradients get propagated back in time, and their magnitude quickly shrink close to zero. This is known as vanishing gradient problem in RNN training which causes to learn longer term difficult [19] . In this section, we introduce context features in a separate non-linear context layer using incremental updated context information, which is formed by using a BOW with decay representation of a word sequence. We have applied context features at each time step after processing L number of words in RNNLM. At time t, we have used a sliding window for a word sequence of length L to form a BOW decay representation (Equation 5) of the sequence that represent the sentence history. Then, context information context(t) for the sliding window is created which is updated incrementally at each time step with a fixed scalar parameter λ in [0, 1]. It is then applied into a nonlinear hidden layer defined here as context layer hc(t). The output of the context layer is used as a context feature vector and applied into the hidden layer h(t) and the output layer y(t). The whole information is described in Figure 2 and we define it here as RNN-BOW LM. The values of the layers are calculated as:
where, U , W , V , F , G, and D are the input, recurrent, output, context information input, context feature input and context feature output weight matrices respectively. The functions f (.) and g(.) are defined as above. The term w(t) encodes an input word using 1-of-N encoding. The context information context(t) is updated as:
The model is trained by using stochastic gradient descent with backpropagation through time (BPTT) algorithm [17, 18, 27] . Figure 2 : RNN with incremental updated context information generated using a BOW decay representation.
Experiments

Data and experimental setup
We have evaluated our approach using a well known Penn Treebank (PTB) corpus [26, 28] and Wall Street Journal (WSJ) corpus [29] . The RNNLM toolkit [30] is used to train the RNNLM and a modified version of the RNNLM toolkit is developed to train the RNN-BOW LM. The SRILM toolkit [31] and the HTK toolkit [32] are used for generating the n-gram LMs and computing the word error rate (WER) respectively. We have used the BOW decay factor γ=0.9, the length of a word sequence L=50 and λ=0.95 to update the context information incrementally throughout the experiments. First, we have reported perplexity results on PTB corpus to compare our approach with different version of the RNNLM. Later, we have performed a speech recognition experiment using WSJ corpus. We have selected one million (1 M) words from '87-89 WSJ text corpus (37 M words) and the transcription data (17 K words) of si dt 20 folder from CSR-I (WSJ0) corpus [29] as the training and validation set respectively. The validation set is used for early stopping and to control learning rate during training [26] . The WER experiments are evaluated on the evaluation test, which is a total of 333 test utterances (5643 words) from the November 1992 ARPA CSR benchmark test data for non-verbalized vocabularies of 20K words [33, 34] . We have replaced the words that are not appeared in the vocabularies with a token <UNK>. The datasets are described in Table 1 . For WER experiments, we have used the acoustic model from [35] . The acoustic model is trained by using all WSJ and TIMIT [36] training data, the 40-phone set of the CMU dictionary [37] , approximately 10000 tied-states, 32 Gaussians per state and 64 Gaussians per silence state. The acoustic waveforms are parameterized into a 39-dimensional feature vector consisting of 12 cepstral coefficients plus the 0 th cepstral, delta and delta delta coefficients, normalized using cepstral mean subtraction 
Results on PTB corpus
In Table 2 , we have reported validation (Valid) and test perplexity (PPL) results on PTB corpus using various number of hidden and context neurons in the RNN-BOW LM. Here, We have considered hierarchical soft-max in the output layer using frequency-based classes [26] . The baseline model is obtained by an interpolated 5-gram model with modified KneserNey smoothing and no count cutoffs. It is denoted here as KN5. From Table 2 , we can note that our approach outper- forms both the baseline KN5 model and the RNNLM. The RNN-BOW LM with context neuron size of 10 and 20 gives the best and almost similar performance. Besides, a smaller size of RNN-BOW (e.g., H=90, Hc=10) LM yields better results than the RNNLM with larger size. Moreover, the RNN-BOW LM with larger size (e.g., H=190, Hc=10, and H=280, Hc=20) shows close performance to the standard full RNNLM (123 or 124.7) [20, 26] . Furthermore, it gives approximately similar performance (e.g., H=100, Hc=20) to that of an RNN-LDA LM [20] , where the RNN-LDA LM requires a pre-trained topic modeling approaches.
In Table 3 , we have reported test perplexity results on PTB corpus using the full RNNLM and the full RNN-BOW LM, i.e., no hierarchical soft-max in the output layer. Here, we performed experiments for different number of BPTT steps. The BPTT algorithm is trained in block mode [30] . When BPTT=50, the BPTT block size is 50 and otherwise it is 10. From Table 3 , we can note that with increasing BPTT, the performance of RNNLM degrades as the gradient vanishes faster [19] whereas the performance of RNN-BOW LM remains the same. Therefore, the RNN-BOW LM can overcome the vanishing gradient problem and capture the long term dependencies. Moreover, we can see that using the RNN-BOW LM, the best test perplexity is around 115, which is equivalent to the best results on PTB corpus obtained by a more complex LSTM-RNN and an structurally constrained recurrent network (SCRN) reported in [19] . The results in (+KN5) are obtained by interpolating the models with the baseline model using interpolation weight 0.5. 
Complexity analysis of RNNLM and RNN-BOW LM
The time complexities of a full RNNLM and a full RNN-BOW LM for one training step respectively are proportional to [26] :
where H is the size of the hidden layer, Hc is the size of context layer in RNN-BOW LM, N is the size of the vocabulary, and τ is the amount of BPTT steps. When a class layer is used in the output layer to reduce the complexity at a cost of lower performance, the size of vocabulary N in Equation 10 and 11 can be replaced by the class size C [26] . From Equation 10, 11, and Table 2 , we can see that even the summation of hidden and context neurons in the RNN-BOW LM equals the hidden layer size of the RNNLM, the RNN-BOW LM requires less parameters than the RNNLM for a fixed τ . From Table 3 , we can note that the RNN-BOW LM does not degrades performance with increasing τ . Therefore, from Table 2 and 3, we can conclude that the RNN-BOW LM takes less training time and parameters to outperform the RNNLM [26] .
Results on WSJ corpus
We have created lattices using pruned trigram with modified Kneser-Ney (KN) smoothing, from which we have generated 100-best lists that are used in the rescoring. The baseline ngram language model for rescoring is a modified Table 4 and 5 respectively. From Table 4 and Table 5, we can note that the RNN-BOW LM gives 8.6% and 2.5% relative WER reductions over the KN5 and the RNNLM respectively. The independent models without class layer do not give any further WER reductions. However, they yield around 5% perplexity reductions over the models with class layer. Moreover, the interpolation of RNN-BOW LM with KN5 model gives 4.2% (11.8% to 11.3%) and 5.1% (11.7% to 11.1%) WER reductions with and without class layer respectively over the interpolation of RNNLM with KN5 model. Furthermore, we can see that the RNN-BOW LM with class layer gives lower WER 
Conclusions and future work
In this paper, we introduced an RNN architecture with incremental updated context information which is formed by using a BOW decay representation of a word sequence. Our approach overcomes the difficulties of learning long term patterns in RNN which occur due to a so called vanishing gradient problem. The long term dependencies in RNNLM are captured by applying a context feature vector generated in a separate non-linear context layer during the training of RNNLM. We have formed a BOW decay representation of a word sequence using a sliding window. A context information is formed for this window which is updated incrementally. The context information is then passed into a non-linear context layer. The output of this layer is used as a context feature vector and applied into the hidden and output layers of the RNNLM. The training of RNN-BOW LM is comparable to RNNLM training with the same amount of weights. We evaluated our approach on a well known PTB corpus for perplexity evaluation. Our technique requires less training parameters and time to outperform RNNLM significantly. We also carried out 100-best rescoring experiment using WSJ corpus and reported significant WER improvements over RNNLM. For future work, we will evaluate our approach with more training data and various size of context length L. We are also interested to see the performance of RNN-BOW LM using deep context layers. Furthermore, we will apply the proposed approach into LSTM-RNN LM.
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