Abstract. In this paper, we study the L q -Lyapunov type inequalities for quasi-linear elliptic problems with the Robin boundary conditions, in which the principal part of the equation is p-Laplacian operator. Similar problems have been considered by several authors for linear elliptic problems with the Dirichlet or Neumann boundary conditions. We show that the critical value of the problem is (N − 1)/(p − 1), where N is the dimension of the domain. We reveal the relation between this critical value and the critical exponent p * of the trace Sobolev embedding.
|a(x)|dx = 4 c − b and the infimum is never attained by a function in Λ 0 ; see for example, [1] , [2] .
In [3] , Cañada, Montero, and Villegas extend the notion of Lyapunov inequality to partial differential equations. Namely, they consider the following linear elliptic problem ∥a∥ L q (Ω) , 1 ≤ q ≤ +∞.
In [3] , the authors initiated the qualitative study on the value β q (D) and proved several results. Later, Timoshin [9] treated the same problem and provided an additional information to the results in [3] . Their results can be summarized as follows.
Theorem 1.1. ([3]
, [9] ) The following statements hold true:
In [3] , it was left open whether β N 2 (D) is attained or not. The nonattainability of β N 2 (D) claimed above is first proved in [9] . The authors in [3] treated also the problem with the Neumann boundary condition
where Ω ⊂ R N is a smooth bounded domain with N ≥ 2. As before, set
and (1.3) has a nontrivial solution}, if N = 2.
Then the authors in [3] proved that the same statements in Theorem 1.1 hold true even for the valueβ q , except for the attainability ofβ N/2 in the critical case. Recently, the first author of the present paper proves that the valueβ N/2 is attained for N ≥ 4 [7] , which is quite different from the fact in Theorem 1.1 (iii). The aim of this paper is to extend the above results to a more general situation. Namely, we consider the following quasi-linear elliptic equation with the Robin boundary conditions for any ψ ∈ W 1,p (Ω). We assume that the function a belongs to the set Λ where
r (∂Ω) for some r ∈ (1, +∞] and (1.4) has a nontrivial solution},
Note that if a ≡ 0 on ∂Ω, then (1.4) admits u ≡ 0 as the unique weak solution. This is because the solutions for a ≡ 0 correspond to the critical points of the convex functional
which has u ≡ 0 as the unique critical point. Thus 0 ̸ ∈ Λ. As before, we define the value
Motivated by the former works, we study the qualitative properties of the value β q , especially, the attainability of it according to the values p and q. Our main result in this paper reads as follows:
The following statements hold true:
and λ 1 is the first eigenvalue of the eigenvalue problem
is the critical exponent and
is the best constant of the trace Sobolev embedding
Here, we make some remarks.
(1) Different from Theorem 1.1:case (iii), in which elliptic problems with the Dirichlet boundary conditions are considered, β q is attained in some cases even when q is the critical value q c = N −1 p−1 . Especially, β qc is always achieved when the equation in (1.4) is linear, i.e., when p = 2. This difference occurs due to the facts that the best constant in the Sobolev inequality cannot be attained on bounded domains, while the best constant in the trace Sobolev inequality is attained in some cases, see Theorem 4.1. (2) It is plausible that β 1 = 0 and β 1 is not attained also for p = N ≥ 3, but this is left open. One of the way to settle the problem affirmatively is to establish asymptotic estimates for the least energy solutions {u r } of the problem
Proof of Theorem 1.2 (I).
In this section, we prove the first part of Theorem 1.2. We divide the proof into several Lemmas according to the cases in Theorem 1.2 (I). Proof. Given a nonnegative weight function V on ∂Ω, V ̸ ≡ 0, let us consider the eigenvalue problem
denotes a weighted Lebesgue space on the boundary. Thus the existence, simplicity, and the variational characterization of the first eigenvalue λ V of the problem (2.1) is well-known: see for example [6] , [5] , [4] and the references therein. Variational characterization of λ V leads to the formula
We recall some notations which are used by Nazarov and Reznikov [8] .
We denote by x ε a point x ε = (0, · · · , 0, −ε). ω N −1 denotes the surface area of the unit ball in R N . We use letter C to denote various positive constants. Now, let us consider the least ball B which contains Ω and take a point of contact of Ω with B. By this choice, all principal curvatures, and therefore, the mean curvature H(x 0 ) at x 0 is positive. We introduce a local coordinate system such that x 0 is the origin, and in some neighborhood of the origin, ∂Ω is expressed be the graph of a function x N = F (x ′ ). Since ∂Ω is smooth, we may assume that F is also smooth and F (x ′ ) = (Ax ′ , x ′ )+o(r 2 ) as r → 0, where A is a positive definite matrix since H(x 0 ) > 0. For ε > 0 small we define a cut-off function
and put
We claim that there exists a constant C > 0 independent of ε > 0 such that
holds true for any ε > 0 small.
In fact, test (2.2) with
On the other hand, since
The estimates (2.4) and (2.5) yield that
where C is independent of ε. This proves the claim. Next, we prove β q = 0. Indeed, since there exists a nontrivial first eigenfunction of (2.1) with V = V ε and λ = λ ε , the above claim implies
here we have used the assumption q <
Thus we obtain β q = 0 for q < N −1 p−1 and β q is not attained by nontrivial functions.
Next, we consider the case when q = 1 and p = N = 2. For this purpose, we recall some result from [10] . Given r > 1, we define the quantity S 2 r (Ω) by
Since the trace Sobolev embedding W 1,2 (Ω) → L r+1 (∂Ω) is compact for any r > 1 if Ω ⊂ R 2 is a regular bounded domain, we obtain a positive minimizer u r for any r > 1 by standard variational methods. Define u r = S 2/(r−1) r u r , then u r solves the elliptic problem 6) and u r is called a least energy solution. In the sequel, we need the following estimates for the least energy solutions u r .
Lemma 2.2. ([10]) For the least energy solutions {u r } to (2.6) obtained as above,
holds true. Proof. Since there exist least energy solutions u r to (2.6) for any r > 1 large, we have
which proves Lemma 2.3.
Proof of Theorem 1.2 (II).
In this section, we prove the second part of Theorem 1.2.
Proof. Assume that (1.4) admits a nontrivial solution u ∈ W 1,p (Ω). Multiplying (1.4) by u and integrating by parts, we have
First, we treat the case
By using the Hölder inequality, we have ∫
On the othe hand, let {u n } ∈ W 1,p (Ω) be a minimizing sequence for K q . We can assume without loss of generality that ∫ ∂Ω |u n | pq q−1 ds x = 1, and
as n → ∞. Thus {u n } becomes a bounded sequence in W 1,p (Ω). Now, since we assume q > q c =
Thus we can choose a subsequence (denoted again by the same symbol {u n }) and a function
Also the weak convergence in
Hence u 0 ∈ W 1,p (Ω), u 0 ̸ ≡ 0 is a minimizer of K q . It is easy to see that u 0 is a weak solution to
where
Let u q ∈ W 1,p (Ω) be any nontrivial minimizer of K q , whose existence has been just proved above. Then u q satisfies (3.2), thus
Hence β q = K q and β q is attained by a function
Conversely, let a ∈ Λ∩L q (∂Ω) be any minimizer of β q such that ∥a∥ L q (∂Ω) = β q . Then all inequalities in (3.1) become the equality. Thus by the equality condition for the Hölder inequality, we see there exists C > 0 such that
Since u is any nontrivial solution of (1.4) and w is a constant multiple of u, w is also a solution of (1.4). Thus w satisfies (1.8) and we have proved the whole claim of Theorem 1.2 (2) when q = ∞.
Next, we consider the case q = ∞. For any a ∈ L ∞ (∂Ω) and any nontrivial solution u ∈ W 1,p (Ω) to (1.4), we have ∫
where λ 1 denotes the first eigenvalue of the problem (1.7). Hence β ∞ ≥ λ 1 . On the other hand, for the constant function a(x) ≡ λ 1 , there exists a nontrivial solution to (1.4), i.e., the first eigenfunction of (1.7) associated with λ 1 , hence λ 1 ∈ Λ ∩ L ∞ (∂Ω) and we conclude β ∞ = λ 1 .
Proof of Theorem 1.2 (III).
In this final section, we prove the last part of Theorem 1.2 by invoking the recent result proved by Nazarov and Reznikov [8] . 
