Abstract. In this article we mainly consider the positively Zgraded polynomial ring R = F[X, Y ] over an arbitrary field F and Hilbert series of finitely generated graded R-modules. The central result is an arithmetic criterion for such a series to be the Hilbert series of some R-module of positive depth. In the generic case, that is deg(X) and deg(Y ) being coprime, this criterion can be formulated in terms of the numerical semigroup generated by those degrees.
Introduction and Review
We want to investigate how some of the results of [1] for Hilbert series of finitely generated graded modules over the standard Z-graded polynomial ring can be generalised to the case where the ring of polynomials is endowed with an arbitrary positive Z-grading.
Let R = F[X 1 , . . . , X n ] be the positively Z-graded polynomial ring over some field F, i. e. each X i has degree d i ≥ 1 for every i = 1, . . . , n. Moreover, let M be a finitely generated graded R-module. Every homogeneous component of M is a finite-dimensional F-vector space, and since R is positively graded and M is finitely generated, M j = 0 for j ≪ 0. Hence the Hilbert function of M is a well-defined integer Laurent function (see [2] , Definitions 5.1.1 and 5.1.12). The formal Laurent series associated to H(M, −)
is called the Hilbert series of M. Obviously it has no negative coefficients; such a series will be called nonnegative for short.
By the Theorem of Hilbert-Serre (see [3, Thm. 4.1.1]), H M may be written as a fraction of the form
, with some Q M ∈ Z[t, t −1 ]. As a consequence of this theorem and a wellknown result in the theory of generating functions, see Proposition 4.4.1 of [4] , there exists a quasi-polynomial P of period d := lcm(d 1 , . . . , d n ) such that dim F M j = P (j) for j ≫ 0.
The ring R is * local, that is, it has a unique maximal graded ideal, namely m := (X 1 , . . . , X n ). The depth of M is defined as the maximal length of an M-regular sequence in m, i. e. the grade of m on M, and denoted by depth(M) rather than grade(m, M). This deviation from the standard terminology, where "depth" is used exclusively in the context of true local rings, may be justified by the fact that grade(m, M) agrees with depth (M m ), see [5, Prop. 1.5 .15].
It is easy to see that (contrary to the Krull dimension) the depth of a module M is not encoded in its Hilbert series. Therefore it makes sense to introduce Q j (t) (1 − t) j with nonnegative Q j ∈ Z[t, t −1 ].
We begin our investigation by establishing a similar decomposition theorem for Hilbert series of modules over any positively Z-graded polynomial ring. This result has some consequences for the Hilbert depth, but it does not lead to an analogue of the equation Hdep(M) = p(M) -the occurence of different factors in the denominator of H M complicating matters. In section 3 we restrict our attention to polynomial rings in two variables. For this special case we deduce an arithmetic characterisation of positive Hilbert depth. This criterion, surprinsingly related to the theory of numerical semigroups, is the main result of our paper.
Preliminary results

2.1.
A decomposition theorem. Let F be a field. We consider the polynomial ring R = F[X 1 , . . . , X n ], endowed with a general positive Z-graded structure, i. e. deg(X i ) = d i ≥ 1 for every i = 1, . . . , n, and let M be a finitely generated graded R-module. Theorem 2.1. Let M be a finitely generated graded module over the positively graded ring of polynomials R. The Hilbert series of M can be written in the form
Proof. We use induction on n. For n = 0, i. e. R = F, the module M is just a finite-dimensional graded vector space, and hence H M itself is a Laurent polynomial. Assuming the claim to be true for modules over the polynomial ring in at most n − 1 indeterminates, we consider a finitely generated module M over R = F[X 1 , . . . , X n ] and define a descending sequence of submodules U i of M by U n+1 := M and
for i = n, . . . , 1. Then for each i we have a short exact sequence
and therefore
Combining these equations yields
Among all these Hilbert series, the first one is harmless, because it is easy to see that U 1 coincides with the local cohomology H 0 m (M), and so it has finite length, see [5, Prop. 3.5.4] . Therefore it is enough to show that each series H N i admits a decomposition of the form (1). By construction, X i is not a zerodivisor on N i , thus we have further exact sequences
and it follows that
Since X i acts trivially on V i , we may regard V i as a module over the ring of polynomials F[X 1 , . . . , X i , . . . , X n ] in n − 1 indeterminates. By the induction hypothesis we can write the corresponding Hilbert series in the form
.
Division by 1 − t d i yields a presentation of the required form for the Hilbert series of N i .
A formal Laurent series admitting a decomposition of the form (1) will be called (d 1 , . . . , d n )-decomposable. Note that such a decomposition is by no means unique. We define an important invariant of such a series:
H admits a decomp. of form (1) with Q I = 0 for all I with |I| < r.
It is easily seen that any (d 1 , . . . , d n )-decomposable series H is in fact the Hilbert series of some finitely generated R-module: Choose a decomposition of H with Q I (t) = q I k=p I h I,k t k , and write J I for the ideal generated by the X i with i / ∈ I, then the R-module
has Hilbert series H. Hence we have shown the following. 
Hilbert Depth and Positivity
Moreover, let M be a finitely generated graded R-module with Hilbert series H M . As in [1] we define the Hilbert depth of M by Hdep(M) := max r ∈ N There exists a f. g. gr. R-module N with H N = H M and depth(N) = r. .
On the other hand, the notion of positivity has to be adjusted to our new situation, since in general there is no element of degree 1 and a fortiori no M-regular sequence consisting of such elements, hence one cannot expect a relationship between p(M) and Hdep(M). Instead of p(M) we consider It remains to check whether we still have equality. An inspection of the proof in the standard graded case shows that it is advisable to consider a third invariant, namely
which is well-defined by Theorem 2.1. Note that in [6] this number is called the Hilbert depth.
For any decomposition of the form (1) the R-module N given in (5) has depth(N) = min |I| Q I = 0 . Therefore we have an inequality
In the standard graded case, [1, Thm. 2.1] also yields p(M) ≤ ν(M) and hence the equality of all three numbers, as already mentioned above. This reasoning cannot be carried over to the general situation, since the denominators in (1) 
Thus, Hdep(M) and ν(M) coincide at least in three special cases: 
The case of the polynomial ring in two variables
From now on, we only consider modules over the ring F[X, Y ] with α := deg(X) and β := deg(Y ) being coprime; we may assume α < β.
We will deduce an arithmetic characterisation of positive Hilbert depth, which leads to an analogue of the equation ν(M) = Hdep(M) = p(M) at least for the special case of Hdep(M) = 1.
The necessary condition
alone is not sufficient, as the following example shows. Now we show that any R-module with the same Hilbert series as M has to have depth 0. Assume on the contrary that there is a module N with H N = H M and depth(N) > 0. As mentioned earlier (Subsection 2.2), the field F may be assumed to be infinite, and so R contains an N-regular element z of degree 15. It turns out that such an element cannot exist due to the fact that, by elementary linear algebra, any
has a nontrivial kernel: First the element X 5 cannot be N-regular, as one sees by considering the map
We may therefore assume z = λX 5 + µY 3 with λ, µ ∈ F, µ = 0, and consider the map f :
There is also a non-zero element (a, b) ∈ ker f , i. e.
We multiply the first equation by X 3 , the second by Y and add both of them. This yields λX 5 + µY 3 a = 0, hence a = 0, since λX 5 + µY 3 was assumed to be N-regular. But this implies that b = 0 is annihilated by powers of X and Y , hence H 
for all n ∈ Z. Our next example shows that these additional inequalities are still not sufficient to ensure positive Hilbert depth: Let
then its Hilbert series
t n satisfies conditions (6)- (10), but ν(M) = 0. Assume on the contrary that it is possible to decompose H M into summands of the form
and q j t j 1−t 5 with p i , q j ∈ N. Since h 5 = 0 such a decomposition requires the summand 1 1−t 3 , but then the remainder
cannot be decomposed further, becauseh 1 = 1 andh 4 =h 6 = 0; note thatH does not satisfy (10) for n = −6. Hence ν(M) = 0 and, by Proposition 2.4, also Hdep(M) = 0.
A computation using Normaliz (see [7] ) reveals two other necessary conditions for positive Hilbert depth, namely
for all n ∈ Z. The example above does not satisfy the first one for n = −1.
One might observe that the constants in conditions (6) - (12) which are not multiples of 3 or 5 are the numbers 1, 2, 4 and 7. These are the only positive integers not contained in 3, 5 := 3N 0 + 5N 0 , the so-called numerical semigroup generated by 3 and 5. This is not a mere coincidence: The necessary and sufficient conditions for positive Hilbert depth to be developed in the sequel will turn out to be closely related to the theory of numerical semigroups, so it seems advisable to recall some basic facts of this theory here.
3.1. Numerical semigroups generated by two elements. Let S be a sub-semigroup of N 0 such that the greatest common divisor of all its elements is equal to 1. Then the subset N 0 \ S has only finitely many elements, which are called the gaps of S. Such a semigroup is said to be numerical. The smallest element c = c(S) ∈ S such that n ∈ S for all n ∈ N with n ≥ c is called the conductor of S. The number of gaps is called the genus of S and is denoted by g(S).
We are interested in numerical semigroups generated by two elements. Let α, β ∈ N with gcd(α, β) = 1; we write α, β := N 0 α + N 0 β and denote the set of gaps of this semigroup by L.
Lemma 3.2 (Cf. [8] , Prop. 2.13). The semigroup α, β generated by two positive integers α, β with gcd(α, β) = 1 is numerical. Its conductor and genus are given by
Then e / ∈ α, β if and only if there exist k, ℓ ∈ N such that e = αβ − kα − ℓβ.
Proof. This follows immediately from the preceding lemma, since we have either |αβ − kα − ℓβ| = αβ − kα − ℓβ or Proof. Since the gaps of α, β are covered by Lemma 3.3, we have to show the existence of the presentation for integers n = kα + ℓβ with k, ℓ ≥ 0. Let k = qβ + r, ℓ = q ′ α + r ′ with 0 ≤ r < β and 0 ≤ r ′ < α, then
The uniqueness follows easily since gcd(α, β) = 1. Let
so α has to divide |b − b ′ | < α and hence b = b ′ . But this implies |p − p ′ |β = |a − a ′ | < β and therefore a = a ′ and p = p ′ as well.
The presentation mentioned above will be of particular importance for the gaps of α, β . In the sequel we will frequently use the notation
Let n be a nonzero element of S. The set
is called the Apéry set of n in S.
Lemma 3.6 ([8], Lemma 2.4)
. Let S be a numerical semigroup and let n ∈ S \ {0}. Then
where
Lemma 3.7. Let n ∈ S \ {0}, i ∈ {0, . . . , n − 1}. Let x be an integer congruent to w(i) modulo n. Then x ∈ S if and only if w(i) ≤ x.
Proof. By assumption we have x ≡ w(i) ≡ i mod n. Hence x ∈ S implies x ≤ w(i) by the definition of w(i). Conversely, let x ∈ Z be such that x ≥ w(i). This implies x − w(i) = λn ≥ 0, and so
As an immediate consequence of the preceding lemmas we get Corollary 3.9. Let 0 < r < β (resp. 0 < s < α), and let x be an integer such that 0 < x < rα and x ≡ rα mod β (resp. such that 0 < x < sβ and x ≡ sβ mod α). Then x is a gap of α, β .
3.2.
Arithmetical conditions for Hdep(M) > 0. Next we introduce the announced necessary and sufficient condition for positive Hilbert depth. We begin by reconsidering the special case α = 3, β = 5 and the inequalities mentioned above:
We note some observations on the structure of these inequalities.
(1) For each index i on the left there are indices j, j ′ on the right such that i ≡ j mod 3, i ≡ j ′ mod 5 and i < j, j ′ . (2) In each inequality the constants appearing on the left hand side are gaps of the semigroup 3, 5 , and the difference of any two of these gaps is also a gap. This motivates the following definition. 
The number |I| = m + 1 will sometimes be called the length of the couple. The set of (α, β)-fundamental couples will be denoted by F α,β .
Fundamental couples will be discussed in more detail in the next subsection; here we just note the simplest nontrivial example:
Remark 3.11. Let e be a gap of α, β with e = αβ − aα − bβ, then (0, e),
Remark 3.12. The number of (α, β)-fundamental couples grows surprisingly with increasing α and β. We give some examples:
The main result of this paper is the following theorem: Theorem 3.13. Let R = F[X, Y ] be the polynomial ring in two variables such that deg(X) = α, deg(Y ) = β with gcd(α, β) = 1. Let M be a finitely generated graded R-module. Then M has positive Hilbert depth if and only if its Hilbert series n h n t n satisfies the condition
It is easily seen that condition (⋆) is indeed necessary for positive Hilbert depth. First we note some elementary remarks concerning (⋆). Proof. Assertion a) is obvious, and b) is also clear in view of the definition of an (α, β)-fundamental couple. To prove c) it is, by symmetry, enough to consider
h n−kβ t h n−kβ+j , as desired.
Let M be a finitely generated graded R-module with Hdep(M) > 0. By Proposition 2.4, its Hilbert series admits a decomposition of the form
. These three summands in the decomposition above fulfill (⋆) by the previous lemma, and so does their sum H M . Hence we have proven:
Proposition 3.15. Let M be a finitely generated graded R-module
The proof of the converse is more elaborate and requires several steps.
First we show that we may restrict our attention to Laurent series n h n t n whose coefficients eventually become (periodically) constant. Since the Hilbert series of an R-module M with dim(M) = 1 is of this form, in the sequel such a series will be called a series of dimension 1 for short.
Let M be a finitely generated graded R-module with Hilbert series satisfying condition (⋆). By Theorem 2.1, we have a decomposition of the form
. The reduction to the case of a series of dimension 1 is based on the following observation: For any r > 0 the series
is of dimension 1; therefore we have to show that for some r the series H ′ also satisfies condition (⋆). To this end, choose r ∈ N large enough such that rαβ > deg(Q 0 ) + αβ. Then h ′ n = h n for n < deg(Q 0 ) + αβ, and so all inequalities of (⋆) which are influenced by Q 0 are valid by assumption. The remaining inequalities of (⋆) are valid since for indices n > deg(Q 0 ) the coefficients of H ′ agree with those of the series
1 − t β , and the latter satisfies condition (⋆) by Lemma 3.14. Hence it remains to prove the following assertion:
be a nonnegative Laurent series of dimension 1. If H satisfies condition (⋆), then the series is (α, β)-decomposable with ν(H) = 1.
An idea how to prove this proposition is not far to seek: Without loss of generality let H(t) = n≥0 h n t n with h 0 > 0. If we can show that at least one of the series H α (t) := H(t) − 1 1 − t α and H β (t) := H(t) − 1 1 − t β is nonnegative and satisfies condition (⋆), then a simple inductive argument would complete the proof.
Indeed condition (⋆) ensures that one of these series must be nonnegative:
be a nonnegative Laurent series satisfying condition (⋆). If h 0 > 0, then at least one of the numbers c α := min{h rα | r > 0} and c β := min{h rβ | r > 0} is positive.
Proof. Let c α = h kα and c β = h ℓβ . Since h n ≤ h n+αβ for all n ∈ Z and h 0 > 0 we may assume 0 < k < β and 0 < ℓ < α. We consider
If this number is a gap of α, β , then (0, e), (kα, ℓβ) is a fundamental couple. Hence we have 0 < h 0 ≤ h 0 + h e ≤ h kα + h ℓβ , and therefore at least one term on the right must be positive. Otherwise e < 0 and, by Corollary 3.4, −e = αβ − kα − ℓβ is a gap. In this case (0, −e), ((β − k)α, (α − ℓ)β) is a fundamental couple, and hence the inequality h n + h n−e ≤ h n+(β−k)α + h n+(α−ℓ)β holds for all n ∈ Z. For n = e this yields 0 < h 0 ≤ h e + h 0 ≤ h ℓβ + h kα , so again the right hand side must be positive.
The question whether condition (⋆) is still valid for H α or H β is more delicate. Subtraction of, say, 1 1−t α diminishes all coefficients h rα with r ≥ 0 by 1; therefore all inequalities of (⋆) containing such a coefficient either on both sides or not at all are preserved. But there are (finitely many) inequalities where an index rα ≥ 0 on the right has a counterpart r ′ α < 0 on the left. We introduce a name for such an inequality. Proof. a) We may assume
If this number is a gap, then a := a 2 − a 1 and b := b 2 − b 1 must bear different signs. For the converse note that |a| < β and |b| < α, hence by Lemma 3.3 The condition in part b) of the lemma will occur frequently in the sequel. Therefore we introduce a relation as follows:
Definition 3.20. For gaps i 1 , i 2 of the semigroup α, β we define
Note that, deviating from the usual convention, i 1 ≺ i 2 is a stronger assertion than just
Obviously defines a partial ordering on the set of gaps. Together with the second part of Lemma 3.19 this yields the announced structural result for fundamental couples.
b) An (α, β)-fundamental couple has length at most α. 
Proof. Part a) is clear by Lemma 3.19 , and so is c), since there are unique gaps j k , 0 < k < m such that i k ≡ j k mod α, i k+1 ≡ j k mod β and j k > i k , i k+1 , and the fundamental couple can only be completed by setting j 0 := (β − a(i 1 ))α and j m := (α − b(i m ))β. Part b) follows, because the integers 0 < b(i k ) < α, k = 1, . . . , m − 1 must be distinct. For d) one notes that all elements of L ′ are ≺-comparable. Hence they can be ordered by this relation; it remains to apply the previous parts a) and c).
The fact that the series n≥0 t nα and n≥0 t nβ satisfy condition (⋆) only depends on the second requirement in the definition of a fundamental couple. This suggests this property to be the most important for our purpose. We introduce a notion for couples of integer sequences with just this property: The number m + 1 will again be called the length of the couple.
b) An (α, β)-balanced couple is called reduced, if it satisfies the additional condition
and the inequalities in a) hold strictly. 
Proof. Let i k+1 = pαβ − a k+1 α − b k+1 β according to Corollary 3.5, then
If i k+1 is a gap then, by assumption, i k i k+1 , and so, as already mentioned in the proof of part b) of Lemma 3.19,
otherwise p > 1, and since
we have r ≥ p and therefore
The second assertion can be proven analogously.
The next result provides the key for showing Proposition 3.16. Its intricate proof is the technically most challenging step on the way to our main result. Proof. We may assume that [I, J] is reduced: A perhaps necessary replacement of an i ∈ I with i + αβ or a j ∈ J with j − αβ is harmless since h n ≤ h n+αβ for all n ∈ Z, while any elements i k = j k or j k = i k+1 can be removed from I and J without affecting the inequality in question. Therefore we may in particular assume
] is a reduced balanced couple as well for any x ∈ Z, we may also assume min I = 0. Finally, we may shift the numbering of the elements in I and J such that i 0 = 0. Throughout this proof a k and b k denote the coefficients of α resp. β in the presentation of i k according to Corollary 3.5.
The proof uses induction on m, the case m = 0 being trivial, while m = 1 is covered by Lemma 3.24.
Let therefore m ≥ 2 and assume that the result is already proven for balanced couples of length ≤ m. The general idea is to insert an auxiliary element x into I and J, which allows to split the amended couple into smaller balanced couples [
then hold by the induction hypothesis, so we get our desired inequality by adding them and cancelling h x .
Since [I, J] is reduced, at least one of the elements j 0 = rα, j m = sβ has to be less than αβ. We distinguish three cases:
I) j 0 < αβ and j m ≥ αβ: In this case i 1 is a gap by Corollary 3.9, while i m is not. Let M be the largest index k such that i 1 , . . . , i k are gaps with
is not a gap with i M i M +1 . Hence Lemma 3.25 implies that x := (α − b M )β < j M , and of course x < αβ ≤ j m as well. Since x ≡ i M ≡ j M mod α and x ≡ j m mod β we have two balanced couples
and
Of these, the first one is already fundamental (by Lemma 3.24), while the second has length m − M + 1 ≤ m, so the induction hypothesis can be applied. III) j 0 , j m < αβ: In this case both i 1 and i m are gaps. We choose M and N as in case I) resp. case II). If M = m, then the couple is fundamental and we are done. We may therefore assume M < m and thus N > M. Two subcases can be treated analogously to the cases above: 
If p r−1 , q r−1 , u r and v r are already constructed for some r > 0, then we continue by defining
Note that if p r < M, we have
and similarly
By construction we have i pr ≺ i vr and i ur ≺ i qr . According to Lemma 3.19 there exists a connecting gap for each of these pairs, and we investigate whether one of these gaps is suitable as the auxiliary element x. If both of them fail to fit, then we continue our recursive procedure: is a balanced couple too, then the induction hypothesis applies to it since it is of length
The required congruences are satisfied, hence it remains to check whether x ≤ j pr , j vr−1 . The first inequality
is clear for p r < M because of (22), and if p r = M it holds since in this case one has < a ur+1 , u r < M.
We continue by defining the next elements of the sequences (u r ) and (v r ) by u r+1 := u r for u r = p r u r + 1 otherwise.
Note that we cannot have u r+1 = u r and v r+1 = v r simultaneously, since the case u r = p r and v r = q r is covered by (A).
It is easy to see that the inequalities (17) -(19) also hold for r + 1: For the first and the second this is trivial by our assumption resp. by definition of (u r ), (v r ). Since u r+1 ≤ u r + 1 and v r+1 ≥ v r − 1 we have a u r+1 ≥ a ur+1 and b v r+1 ≥ b vr −1 ; together with (18) this implies (19). Hence we may continue with the construction of p r+1 and q r+1 .
By construction, it is clear that this recursive procedure will eventually terminate, namely with one of the cases u r = M, u r = p r ∧ v r = q r or v r = N, which are covered by the discussion above.
3.4.
Proof of the main result. After the previous rather technical subsection we return to the proof of the main result, which now finally can be completed with the aid of Theorem 3.26:
be a nonnegative Laurent series satisfying condition (⋆) with h 0 > 0. We want to show that at least one of the series
is nonnegative and satisfies (⋆) as well. Since by Proposition 3.17 at least one of the numbers
is positive, there are two cases: If only one of these series, say H β , is nonnegative, then we have to show that the β-critical inequalities hold strictly. If both series are nonnegative, then we have to show that all critical inequalities of one type hold strictly. We begin with the first case.
Proposition 3.27. Let H(t) := ∞ n=0 h n t n be a nonnegative Laurent series satisfying condition (⋆) and h 0 > 0. If c α = 0 (resp. c β = 0), then the β-critical (resp. the α-critical) inequalities hold strictly.
Proof. Assume c α = 0, thus h rα = 0 for some 0 < r < β. Let Choose some integer ℓ < rα, j After these final preparatory steps we are ready to prove the essential assertion, Proposition 3.16.
Proof of Prop. 3.16: Since H is of dimension 1, there exists an integer N such that h n = h n+αβ holds for all n ≥ N. Then the sum n+αβ−1 k=n h k has the same value for every n ≥ N; we denote this value by σ(H).
We prove the assertion by induction on s := σ(H), starting with the vacuous case s = 0. For s > 0 we may assume h 0 > 0 and h k = 0 for k < 0. Let c α and c β be defined as above. We distinguish two cases: If c α vanishes, then, by Propositions 3.17 and 3.27, H β (t) is a nonnegative series satisfying condition (⋆). Since σ(H β ) < σ(H) we are done; the same argument works with α and β interchanged. If c α , c β > 0, then both series H α , H β are nonnegative, and at least one of them also satisfies condition (⋆) by Proposition 3.28, so we may apply the induction hypothesis to it.
As mentioned above, this result implies the converse of Proposition 3.15 for any R-module; therefore our main result, Theorem 3.13, is completely proven.
The closing example of this section confirms the importance of Proposition 3.28. Proof. Obviously we have h 4r ≥ 1 for all r ≥ 0, but the 4-critical inequality h −4 + h 1 ≤ h 4 + h 5 does not hold strictly. Therefore H 4 (t) := H(t) − 1 1 − t 4 = 0 + t + 0t 2 + 0t 3 + 0t 4 + 0t 5 + t 6 + · · · is nonnegative, but does not satisfy condition (⋆), and so ν(H 4 ) = 0; the latter is easily seen, since neither H 4 (t) − t 1−t 3 nor H 4 (t) − t 1−t 4 is nonnegative.
3.5. Remarks. i) We point out that Theorem 3.13 is also valid in the degenerate case α = 1. Since the semigroup 1, β = N 0 has no gaps at all, condition (⋆) collapses to the single inequality h n ≤ h n+β ∀n ∈ Z. This criterion could be deduced alternatively by applying [1, Thm. 2.1] to the nonnegative series (1 − t β )H M (t).
ii) The case of deg(X) and deg(Y ) having a common divisor > 1 can be reduced to the case of coprime degrees by standard methods. Hence Theorem 3.13 provides a criterion for positive Hilbert depth also in the general case:
Since depth S (M) > 0 we have p(M) > 0, i. e.h n ≤h n+1 for all n ∈ Z, and rewriting this inequality in terms of h n yields exactly (24).
