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Abstract
We introduce a new information theoretic measure of quantum correlations for multiparticle systems. We use a form
of multivariate mutual information – the interaction information and generalize it to multiparticle quantum systems.
There are a number of different possible generalizations. We consider two of them. One of them is related to the notion
of quantum discord and the other to the concept of quantum dissension. This new measure, called dissension vector, is
a set of numbers – quantumness vector. This can be thought of as a fine-grained measure, as opposed to measures that
quantify some average quantum properties of a system. These quantities quantify/characterize the correlations present
in multiparticle states. We consider some multiqubit states and find that these quantities are responsive to different
aspects of quantumness, and correlations present in a state. We find that different dissension vectors can track the
correlations (both classical and quantum), or quantumness only. As physical applications, we find that these vectors
might be useful in several information processing tasks. We consider the role of dissension vectors – (a) in deciding
the security of BB84 protocol against an eavesdropper and (b) in determining the possible role of correlations in the
performance of Grover search algorithm. Specially, in the Grover search algorithm, we find that dissension vectors
can detect the correlations and show the maximum correlations when one expects.
Keywords: Quantum correlations, Mutual information, Entanglement.
1. Introduction
In the quantum information science, one of the challenges is to understand the nature of correlations present in a
multiparticle system. Because of its complex nature, we still have little success in this respect [1, 2]. Correlations,
specially quantum correlations, have been very useful for a host of quantum information processing tasks, such as
quantum computing [3, 4, 5], quantum cryptography [6], quantum metrology [7]. The quantum correlations also lie
at the heart of quantum mysteries and account for many counter-intuitive features of the quantum world. Therefore, a
understanding of the nature of quantum correlations is very important.
The correlations in a system can be of classical and/or quantum nature. Usually, it is believed that quantum
correlations are due to entanglement [2]. However, more recently, it has been suggested that the quantum correlations
go beyond the simple idea of entanglement [1]. In particular, it has been argued that quantum discord [8, 9] quantifies
all types of quantum correlations including entanglement. Discord is the difference between total correlations and
classical correlations present in a state. In recent years, it has been one of the main topics of research [1, 10, 11,
12, 13, 14, 15]. It has been shown that quantum discord also has operational significance [5, 16, 17]. A number of
different measures of quantum correlations similar to quantum discord have been proposed in the literature. These are
quantum deficit [18, 19], measurement induced disturbance [20], geometric discord [21], and many more.
It has recently been argued that the quantum discord, and similar other information theoretic measures, actually
not only quantifies entanglement, i.e., nonlocal quantumness but also local quantumness [22, 23]. For example, due to
the presence of local quantumness, the quantum discord (and other related measures [1]) increases by applying certain
kinds of local noise [24]. It is still to be established that a state with zero entanglement and non-zero discord can act
as a resource for a nonlocal task (cf., [25, 26]). In this sense, the phrase “quantum correlations beyond entanglement”
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may be a misnomer. However information theoretic measures like discord do seem to characterize quantum properties
of a state beyond entanglement, in particular local quantumness. Such measures appear to characterize the quantum
properties of a state more completely. Therefore, it will be useful to generalize the measures like quantum discord
to multiparticle systems. There have been several attempts in this direction [1, 12, 27, 15]. We will use multivariate
mutual information for our generalization.
There exist a number of different versions of multivariate mutual information [36]. We consider three different
versions – interaction information, total information, and binding information. The extension of the definitions of
these versions to quantum world present myriad possibilities. However, not all the generalizations seem to have clear
physical meaning. We will particularly focus on the generalization of interaction information to the quantum regime.
This is because, classically, interaction information corresponds to genuine multivariate correlations.
One important point that we emphasize in this paper is the usefulness of a vector-like quantity to characterize and
quantify the quantumness of a state. The correlations in mixed states of a system, or even pure states of a multiparticle
system are multifaceted. They cannot be characterized by just one number. The set of numbers is called, more
generally, a quantumness vector. We can think of this as a fine-grained measure. A suitable one number can quantify
some average quantum properties of a state which may be suitable for some applications. We first illustrate it by
considering two-qubit mixed states. We introduce a quantumness vector for characterizing these mixed states. This
idea is then extended to multiparticle states. For generalization of quantum discord to n-qubit case, we use interaction
information, a version of multivariate mutual information [15] that characterizes genuine multivariate correlations
in n random variables. It is based on a Venn-diagram type approach. There exist many expressions for this n-
variable mutual information, all of which are same classically but differ when conditional entropies are generalized to
quantum level. For a multiparticle system, one can make measurement on one-particle, or on more than one-particle
to probe the different aspects of quantum correlations. This would lead to multiple quantities that can eventually
characterize the correlations present in the system. Such physical quantities, quantum dissension, were introduced in
our previous work [15]. By emphasizing that, we need a set of numbers to characterize correlations, we extend the
notion of dissension to dissension vector along two different tracks. In the first track we proceed in the usual way by
which quantum discord was defined as difference of classical information from total amount of information present
in the system. Then we extend the definition to multiparticle case. In the second approach, we consider all possible
measurements in the expression of mutual information. In each track, to characterize multiparticle correlations, we
will have n− 1 quantities based on (n− 1) types of measurements. For example, in the tripartite case, in each track we
shall have two quantities that will characterize the correlations. Interestingly, these values can be negative because a
measurement on a subsystem can enhance the correlations in the rest of the system. In the case of three-qubit systems,
we find that dissension vectors, ~δ11, ~δ
2
1 in track-I and in track-II, which are based on one-particle measurement, quantify
correlations, both classical and quantum; more correlations leads to a more negative value. On the other hand, the
dissension vector ~δ12 which is based on two-qubit measurement quantifies quantumness of the state - both local and
nonlocal. This approach emphasizes the fact that a single quantity alone is not sufficient to characterize the quantum
properties of a state. This paves the way for defining quantum correlation as a vector quantity.
We find that these dissension vectors are useful in capturing, local as well as nonlocal quantumness of the mul-
tiparticle states. They reveal the complex structures of correlations present in the state. We also find that under
nonunital channel, these measures can increase. This suggests that a dissension vector is also characterizing local
quantum properties. To put these measures on strong footing, we consider some physical applications. We posit two
such applications in quantum informations protocols – a) Bennett and Brassard quantum key distribution protocol
(BB84) [42] and b) Grover search algorithm [45]. We find that in BB84 protocol, using dissension vector, the re-
spective parties can detect the presence of an eavesdropper. In the case of Grover search algorithm, we find that to
achieve success in Grover search algorithm, a substantial amount of dissension should develop during the processes.
The dissension vectors can trace the correlations, and are maximum where one expects maximum correlations.
The organization of the paper is as follows. In Section 2, we discuss classical mutual information and its extension
to quantum regime. We discuss correlations and quantumness in Section 3. In Section 4, we extend the notion of
discord along two different tracks and give expressions for dissension vectors for n-qubit case. In Section 5, we
analyze these measures with examples for three- and four-qubit systems. We discuss some features of these measures
in Sections 6. In section 7, we address the possible physical applications of these measures. Finally we conclude in
Section 8.
2
2. Mutual information and its generalization to Quantum regime
Let us consider two random variables X and Y . The common information that they possess is characterized by
mutual information
I(X : Y) = H(X) + H(Y) − H(X,Y), (1)
where H(X) is Shannon entropy of X and H(X,Y) is the joint entropy. There are many uses of mutual information.
Our interest is in its ability to capture correlations between two probability distributions. Using chain rule, one can
express mutual information also as,
I(X : Y) = H(X) − H(X|Y),
= H(Y) − H(Y |X),
= H(X,Y) − (H(X|Y) + H(Y |X)), (2)
where H(X|Y) = H(X,Y) − H(X) is the conditional entropy. In Eq.(2), the last expression of mutual information is
symmetric in X and Y unlike the former two. Note that the quantity H(X|Y) + H(Y |X) is metric in its own right and
called ‘variation of information’.
In quantum regime, mutual information is written in terms of von Neumann entropy of density matrices. Intuitively
this quantity solely should characterize the correlations between two subsystems of a bipartite system. But in reality
it does not. It is sometimes suggested that the mutual information quantifies the total correlations of a bipartite system
[28]. However, in general what it characterizes about the state is somewhat elusive [29, 30]. Also the generalization
of this quantity to quantum regime leads to many new features and complexities. One way of generalization is that of
replacing the probability distributions with density matrices and another is using relative entropy, i.e., for a bipartite
state ρxy,
Iq(X : Y) = S (X) + S (Y) − S (X,Y),
= S (ρXY ‖ ρX ⊗ ρY ), (3)
where S (X) = −Tr(ρX log2 ρX) represents von Neumann entropy and S (ρ ‖ σ) = Tr ρ(log2 ρ − log2 σ) is relative
entropy.
2.1. Quantum conditional entropy and mutual information
possible generalizations of Eq. (2) for the bipartite quantum state ρXY are,
IY (X : Y) = S (X) − S (X|Y),
IX(X : Y) = S (Y) − S (Y |X),
Ia(X : Y) = S (X,Y) − (S (X|Y) + S (Y |X)), (4)
where S (X|Y) is the quantum conditional entropy. If we directly extend the classical conditional entropy expression
to quantum domain, then S (X|Y) = S (X,Y) − S (Y), which is negative for pure entangled states. This negativity of
conditional entropy was explained in the references [31, 32, 33, 34, 35]. However, there is an alternate view which says
that to know a state we have to make a measurement [9]. This is then the meaning of “conditional”. So, conditional
entropy can also be expressed as,
S (X|Y) =
∑
i
piS (ρX|ΠYi ), (5)
where ρX|ΠYi =
1
pi
TrY (I2 ⊗ ΠYi )ρXY (I2 ⊗ ΠYi ) with pi = Tr(I2 ⊗ ΠYi )ρXY (I2 ⊗ ΠYi ). Ip is the identity matrix of order p
and {ΠYi ; i = 1, 2} are, in general, the rank one positive operator valued measure (POVM) on part Y . The definition in
Eq.(5) is always positive.
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2.2. Multiparticle mutual information
Our goal in this paper is to examine multiparticle systems. So we need a generalization of the bipartite mutual
information to a multipartite situation. We will use the usual generalization based on Venn diagram approach. In this
approach, the mutual information for three variables X, Y and Z is defined as
I0(X : Y : Z) = I(X : Y) − I(X : Y |Z), (6)
where I(X : Y |Z) = H(X|Z) + H(Y |Z) − H(X,Y |Z) is conditional mutual information [36]. This can be immediately
generalized to n-variate mutual information. Using chain rules, this generalization will lead to the multivariate mutual
information as,
I0(X1 : .. : Xn) =
n∑
p=1
(−1)p−1
n∑
{lp}
H(Xl1 , Xl2 , ..., Xlp ), (7)
where {lp} in the sum denotes that if p = k, then indices l1, l2, ..., lk (k ≤ n) will survive with each li varies from 1 to
n and li , l j. In literature, this quantity is also known as the ‘interaction information’. By analogy, one can write the
multiparticle mutual information of the state ρx1x2..xn as,
Iq0 (x1 : x2 : ... : xn) =
n∑
p=1
(−1)p−1
n∑
{lp}
S (xl1 , xl2 , .., xlp ), (8)
where xi here stands for xthi subsystem. This generalization has not been explored much. In this paper, we will use this
generalization and define a vector type correlation measure to characterize and quantify multiparticle correlations.
However, there exist at least two more mutual information like quantities in literature. First one is known as ‘total
correlation’. The total correlation for three variables is
It(X : Y : Z) = I(X : Y) + I(XY : Z), (9)
where I(XY : Z) = I(X : Z) + I(Y : Z|X). This quantity can also be generalized for multi-variables i.e.,
It(X1 : ... : Xn) =
n∑
i=1
H(Xi) − H(X1, ..., Xn). (10)
It can be generalized to quantum regime for the state ρx1x2...xn
Iqt (x1 : x2 : ... : xn) =
n∑
p=1
S (xi) − S (x1, x2, ..., xn)
= S (ρx1,x2,...,xn ‖ ⊗ni=1ρxi ). (11)
The second line of the Eq.(11) shows that it is a distance between the state and tensor products of its marginals. This
generalization has been used in literature [28] to capture total correlations in a multiparticle quantum state. Note that
the above generalization is always positive [37].
Another quantity is the ‘dual total correlation’, or ‘binding information’ or, sometime known as ‘secrecy mono-
tone’ [38]. For three random variables it is expressed as
Ib(X : Y : Z) = I(X : YZ) + I(Y : Z|X), (12)
where I(X : YZ) = I(X : Y) + I(X : Z|Y). The above quantity can be generalized for multi-variables i.e.,
Ib(X1 : ... : Xn) =
n∑
i=1
H(X1, ..., Xi−1, Xi+1, ..., Xn) − (n − 1)H(X1, ..., Xn). (13)
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The quantity, Ib(x1 : x2 : ... : xn) can easily be extended for the multiparticle quantum state, ρx1x2...xn
Iqb (x1 : x2 : ... : xn) =
n∑
i=1
S (x1, ..., xi−1, xi+1, ..., xn) − (n − 1)S (x1, ..., xn). (14)
Note that the above quantity is also always positive [39] and for pure states Iqt (x1 : x2 : ... : xn) = I
q
b (x1 : x2 : ... : xn).
This quantity has been used in literature for capturing correlations in a quantum state [39] and to detect the shared
secret correlations between the parties [38]. The total correlation, Iqt (x1 : x2 : ... : xn) and the binding information,
Iqb (x1 : x2 : ... : xn) are monotones under CPTP (complete positive trace preserving) map [38, 39]. Moreover, for two
particle quantum systems, the Eqs.(8, 11 and 14) reduce to Iq(x1 : x2). The Fig.(1) depicts the relations between the
possible generalizations of multivariate mutual information. These relations may not hold for quantum case. From
the diagram, it is clear that only I0 characterizes genuine multiparticle correlations. Other two generalizations, It and
Ib also contain bipartite correlations.
An important feature of interaction information is: Negative of tripartite quantum interaction information (Iq0 ) is
useful in determining the achievable rate for a particular secret sharing task, the information scrambling [40, 41].
If interaction information is negative then one can conclude that achievable rate will be nonzero for such a secret
sharing task. If we carefully inspect the Table.1, it shows that Iq0 may not capture total or genuine correlations in the
quantum state, but it may be useful in characterizing certain highly entangled states. The Fig.(2) indicates that Iq0 can
be negative for three qubit mixed states. We are using generalization of I0 to quantum domain.
(X:Y:Z)
I(X:Y|Z)
I(Y:Z|X)
I(X:Z|Y)
H(X|Y,Z)
H(Y|X,Z)
H(Z|X,Y)
0I
Figure 1: (Color online) Venn diagram: The information theoretic
quantities for three random variables, X, Y , and Z. The total cor-
relation, It(X : Y : Z) = Ib(X : Y : Z) + I0(X : Y : Z), and the
binding information, Ib(X : Y : Z) = I(X : Y |Z)+ I(X : Z|Y)+ I(Y :
Z|X) + I0(X : Y : Z), where I0(X : Y : Z) is the interaction infor-
mation.
0 0.2 0.4 0.6 0.8 1
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Figure 2: (Color online) Figure shows the plot of interaction infor-
mation Iq0 with the mixing parameter p for the three qubit mixed
states ρGW = (1− p)|W3〉〈W3 |+ p|G3〉〈G3 | (black dashed line) and
ρWer =
(1−p)
8 I8 + p|G3〉〈G3 | (solid red line). It shows interaction
information can be negative for three qubit states.
2.3. Can Mutual Information be negative?
One feature of the multivariate mutual information, as given by Venn diagram approach, is that it can be negative.
Sometimes, it is considered a negative aspect of this approach. However, as we will see, the negative value character-
izes a very special type of correlations [36]. For this we consider mutual information of three variables X, Y and Z,
as given in Eq.(6). In this definition, both I(X : Y) and I(X : Y |Z) are non-negative, but I0(X : Y : Z) can be negative,
when I(X : Y) < I(X : Y |Z). This situation will occur when knowing Z enhances the correlation between X and Y .
Let us take a well known example of ‘modulo 2 addition (⊕) of two binary random variables (XOR-gate)’. Suppose,
X ⊕ Y = Z. If X and Y are independent then I(X : Y) = 0. However, once we know the value of Z, knowing the
value of X uniquely determines the value of Y . Hence the knowledge of Z enhances the correlation between X and Y ,
i.e., I(X : Y |Z) is non-zero. This implies when I0(X : Y : Z) is negative, it captures certain aspect of the correlations
among the variables X, Y and Z.
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State Iq0 I
q
b I
q
t
|G4〉 2 4 4
|C〉 -2 4 4
|HS 〉 -2.755 4 4
|W24 〉 0.49 4 4
|G2〉⊗2 0 4 4
Table 1: Iq0 vs I
q
t and I
q
b table. For four qubit case, I
q
0 may be used to characterize different highly entangled states which may not be possible using
the other two. The states are |C〉 = 12 (|0000〉 + |0011〉 + |1100〉 − |1111〉), |HS 〉 = 1√6 (|0011〉 + |1100〉 + ω{|1010〉 + |0101〉} + ω
2{|1001〉 + |0110〉}),
|Wrn〉 = 1/
√(
n
r
)
(
∑
P P|0〉⊗n−r |1〉⊗r), |Gn〉 = 1√2 (|0〉
⊗n + |1〉⊗n). Here P denotes all possible combinations, ω = e 2pii3 .
The generalization of Eq. (6) in the quantum regime, for the state ρXYZ is
Iq0 (X : Y : Z) = I
q(X : Y) − Iq(X : Y |Z), (15)
where Iq(X : Y |Z) = S (X|Z) + S (Y |Z) − S (XY |Z) is conditional mutual information. Let us consider the case of
a three-qubit GHZ state |G3〉 = 1√2 (|000〉 + |111〉). If we trace out any one qubit from the state then the reduced
density matrix is a mixture of product states, i.e., ρr = 12 (|00〉〈00| + |11〉〈11|). For this state, the mutual information is
Iq(X : Y) = 1. Now, the conditional mutual information, Iq(X : Y |Z) for |G3〉 will depend on the measurement basis.
We know S (XY |Z) = 0 in any measurement basis but it is not the case for other two terms S (X|Z) and S (Y |Z). The
measurement on qubit Z in computational basis ({|0〉, |1〉}) will give S (X|Z) = S (Y |Z) = 0, i.e., Iq(X : Y |Z) = 0. So
the total mutual information is Iq0 (X : Y : Z) = 1, i.e., positive. It is not surprising because the state of remaining
two qubits, after measurement on one qubit, does not have enhanced entanglement. But for the measurement on qubit
Z in Hadamard basis ({|+〉, |−〉}), the mutual information, Iq(X : Y |Z) = 2, which means, total mutual information
is Iq0 (X : Y : Z) = −1, i.e., negative. This is expected, since now the state of two qubits XY is a Bell state; so
measurement on Z qubit has enhanced the entanglement in XY subsystem. The essence of this discussion is that in
both classical and quantum regime multivariate mutual information can be negative, characterizing a special type of
correlations.
Let us re-express the Eqs.(6 & 15) such that we find the following compact expression
I0(X : Y : Z) = I(X : Y) + I(X : Z) − I(X : YZ). (16)
The above expression is positive if I(X : Y) + I(X : Z) ≥ I(X : YZ), i.e., when mutual information is monogamous.
Otherwise it is polygamous. Hence, a negative I0(X : Y : Z) means that the correlations between X and the joint system
YZ is more than the sum of the individual ones. It is well understood that the entanglement among other correlations
is always monogamous in nature while classical correlations is not. However, presence of strong entanglement as well
as classical correlations between X and joint system YZ makes the situation complicated.
3. Correlations and Quantumness
Whether a quantum state (of more than one particle) has correlations or not, it is often far from obvious. This
is because the meaning of the word ‘correlation’, as often used in literature, is quite fluid. We know the meaning
of correlation in classical world but in the case of a quantum state there are classicality and quantumness. This
makes the nature of correlations very complex. If we take the intuitive meaning of correlations [2], then quantum
correlations are nonlocal in nature, and can be taken as due to entanglement of the state only. They exist due to the
nonlocal quantumness of a state. A state can also have classical correlations [9] and local quantumness [22]. When
we speak of quantumness of a state, it can be local or nonlocal in character. Information theoretic measures like
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quantum discord, and its generalization like dissension, characterize and quantify both types of quantumness. Next
we emphasize the need of a vector measure to characterize the quantumness of a state. We then expand on local and
nonlocal quantumness.
3.1. Quantum Discord: Is one number sufficient?
In the reference [8, 9], authors have given a way of quantifying quantum correlations present in bipartite two-qubit
states through quantum discord. To do so they used different generalizations of the mutual information to quantum
regime. Let us consider the bipartite state ρxy. Then using Eqs. (3) and (4), the discord is defined in the following
way,
δ j(ρxy) = inf
Π j
{Iq0 (x : y) − I j(i : j)}, (17)
where I j(i : j) = S (i)−S (i| j)with {i, j; i , j} = x, y. Here, the measurement bases, Π j are {cos θ|0〉+eiφ sin θ|1〉,− sin θ|0〉+
eiφ cos θ|1〉} with θ ∈ [0, pi] and φ ∈ [0, 2pi]. (Note that throughout the manuscript, we have considered this basis as our
single particle measurement basis.) Obviously the above definition is not symmetric in the parties. When j = y, it is
usual discord and for j = x it is δx(ρxy). Sometimes one of the discords is zero, even when other is nonzero. If we take
that the quantum discord captures ‘quantumness’ present in a state, it is quite clear that we need both the discords to
know the exact quantumness of the state.
One can define ‘another discord’ as,
δa(ρxy) = inf{Πx,Πy}
{Iq0 (x : y) − Ia(x : y)}. (18)
This definition is symmetric in the parties.
Lemma.1 The quantity, δa(ρxy), is nothing but the sum of the two discords δx(ρxy) and δy(ρxy).
Proof: Using Eq.(4) we have
δa(ρxy) = inf{Πx,Πy}
{Iq0 (x : y) − Ia(x : y)}
= inf
{Πx,Πy}
{S (x) + S (x|y) − S (xy) + S (y) + S (y|x) − S (xy)}
= inf
Πy
{Iq0 (x : y) − Iy(x : y)} + infΠx {I
q
0 (x : y) − Ix(x : y)}
= δx(ρxy) + δy(ρxy).
Hence proved. 
Let us compute the above quantities for the following examples. For this purpose we introduce a vector-type
quantity {δx, δy} instead of using δx and δy separately. It is a quantumness vector – discord vector. For example,
consider the following two-qubit states. Both for product states, ρp = |φ〉 ⊗ |χ〉 and classically correlated states,
ρc = p|φχ〉〈φχ| + p|φ⊥χ⊥〉〈φ⊥χ⊥|, the discords are {δx, δy} = {0, 0}, δa = 0, where 〈φ|φ⊥〉 = 0. The classical-quantum
state, ρcq = 12 (|++〉〈++ |+ |−0〉〈−0|) and the quantum-classical states, ρqc = 12 (|++〉〈++ |+ |0−〉〈0−|) have the discords
{δx, δy} = {0, 0.2} and {δx, δy} = {0.2, 0} respectively but the δa = 0.2 for both the states, where |±〉 = 1√2 (|0〉 + |1〉).
Whereas a quantum-quantum separable state, ρqq = 12 (|00〉〈00|+ |+ +〉〈+ + |) have {δx, δx} = {0.15, 0.15}, δa = 0.3. As
expected, the maximally entangled state, |G2〉 = 1√2 (|00〉+ |11〉) will have discords {δx, δx} = {1, 1}, δa = 2. Hence, the
vector type quantification of correlation reveals more information about the correlation of a state than δx or δy alone.
3.2. Local and nonlocal quantumness
As has been argued in [22], the quantities like quantum discord not only characterize nonlocal quantumness (i.e.,
entanglement), but also local quantumness. Same will continue to hold for the generalizations of the discord that we
will discuss. Let us recall these aspects of quantumness.
Let us consider the example states from the previous subsection. We found that the both X-discord and Y-discord
are zero for ρp and ρc. But X-discord is zero and Y-discord is non-zero for ρcq and both discords are non-zero for ρqq.
Now consider the state, ρp. In Hadamard basis, there is no superposition in it but in computational basis there is. So
one can mask the local superposition of the state ρp and hence discord is zero. State ρc is the mixture of orthogonal
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states and there is no local quantumness in it. But the states ρcq and ρqq are the mixture of non-orthogonal states. State
ρcq has local superposition in one part and that’s why one of the discords is non-zero for this case but for ρqq both
parts have local superposition. Formally one can define local quantumness as following.
Definition: We say that a mixture of non-orthogonal separable states has local quantumness (i.e., local superposition),
if it cannot be masked by writing down the state in another decomposition.
To illustrate the various features of a state, let us consider the generalized Werner state [22],
ρWg =
(1 − p)
4
I4 + pρk, (19)
where ρk = |ψ〉k〈ψ| with |ψ〉k = 1√1+k2 (|00〉 + k|11〉). Here p is classical mixing parameter, whereas k is the nonlocal
parameter due to its role in nonlocal superposition. The state (see Eq.(19)) is separable if p ≤ 1+k21+4k+k2 but discord is
non-zero. Nonetheless, one can show that the above state (see Eq.(19)) has both local and nonlocal quantumness (see
Fig.(3)). For p ≤ 1+k21+4k+k2 , one rewrite the state as valid mixture of non-orthogonal states, and the state has only local
quantumness.
For example, if we consider k = 1, the state coincides with the Werner state, ρWer =
(1−p)
4 I4 + pρG2 . The Fig.(4)
depicts the behavior of both the discords with mixing parameter p for the two-qubit Werner state. The Werner state is
separable for p ≤ 13 . This is because one can always rewrite Werner state in such a way that the state is a valid mixture
of non-orthogonal states whenever p < 13 [20]. Rewriting the Werner state in that form, we have
ρWer = (1 − 3p) I4 +
p
2
(| + +〉〈+ + | + | − −〉〈− − | + |00〉〈00| + |11〉〈11| + |+˜−˜〉〈+˜−˜| + |−˜+˜|〉〈|−˜+˜|), (20)
where |±˜〉 = 1√
2
(|0〉 ± i|1〉). This decomposition is valid only for p ≤ 13 . This is precisely the region of p, where
Werner state is not entangled. Since 〈+|0〉 , 0 and 〈+|+˜〉 , 0, this state is a mixture of separable non-orthogonal
states; so it is expected to have non-zero discord due to local quantumness.
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Figure 3: (Color online) Phase diagram: The figure depicts phase
diagram of two qubit states. The black solid curve is the p =
f (k) curve, where f (k) = (1 + k2/(1 + 4k + k2). The states on
the right hand side of black curve are entangled ones and on the
left side almost all states have local quantumness (separable states
with non-zero discord) except the k = 0 line.
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Figure 4: (Color online) The figure shows how the δx(δy) behaves
as a function of mixing parameter p for the Werner state, ρWer .
Note that the state has non-zero discord for p ≤ 13 when it has no
entanglement. This shows this discord is due to local quantum-
ness.
4. Dissension vectors
From the discussion of the last section, it is clear that a vector-type correlation measure is better in describing the
quantum properties of a state. Using multivariate mutual information, we will now generalize the quantum discord to
n-qubit system, calling it dissension. We will introduce two types of quantumness vectors – called dissension vectors.
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Let us consider a state ρx1x2...xn in Hilbert space H2 ⊗ H2 ⊗ ... ⊗ H2 where xi qubit is with ith party. The mutual
information for this state is (see Eq. 8)
Iq0 (x1 : x2 : ... : xn) =
n∑
p=1
(−1)p−1
n∑
{lp}
S (xl1 , xl2 , .., xlp ). (21)
Using chain rule, we can now introduce conditional entropies. These conditional entropies are to be understood in
terms of measurements. In this way, one can introduce one party, two party, ......, (n − 1)-party measurements in the
above expression of mutual information (see Eq.(21)) and each leads one to a expression for new mutual information.
When more than one party is involved, joint measurement is to be implemented. Following reference [15], one
can have mutual information with all possible conditionals which we called Track-II type definition, but following
[8, 9] one can have mutual information with smaller number of conditionals which we call Track-I (or discord track)
definition of mutual information.
Notation.- Before defining the dissension vectors, we want to clarify what we mean by the notation ~δtm.
The index m defines the number of particles on which the joint measurement has been performed and t
indicates the track.
4.1. Track-I
Let us consider the most general situation where we have state ρx1x2...xn with n number of qubits. On the basis of
m-party joint measurement (One can employ local measurements simultaneously.), we will have (n − 1) expressions
for mutual information {I1m(x1 : x2 : ... : xn);m = 1, 2, ..., (n − 1)},
I1m(x1 : x2 : ... : xn) =
m−1∑
k=1
(−1)k−1
n∑
{lk}
S (xl1 , xl2 , .., xlk ) + (−1)m−1
∑
{km−1};k1=2
S (x1, xk1 , ..., xkm−1 )
+
n∑
p=m+1
(−1)p−1
n∑
{lp}
S (xl1 , .., xlp−m |xlp−m+1 , .., xlp ) (22)
where, S (xl1 , .., xlp−m |xlp−m+1 , .., xlp ) denotes conditional entropy where joint measurement are to be done on parties
xlp−m+1 , .., xlp . We can define dissension function, D
1
m(ρx1x2...xn ) = (−1)n(Iq0 − I1m), and then the dissension,
δ1m = inf
Πm
[(−1)n(Iq0 − I1m)], (23)
where minimization is done over m-party measurement. The expressions of mutual information in Eq.(22) are not
symmetric under interchange of parties. For example, if we take m = 1, I11 can have n number of different expressions
which are very different from one another. In Eq. (22), if we put m = 1, we can have one type of I11 ; let us name it I
1
xn .
Now exchanging xn with x1, x2, ....., xn−1 respectively one can have others. So we have n number of δ11. We label them
as δ1xp = (−1)n(Iq0 − Ixp ); p = 1, 2, ..., n. This leads us to define dissension vector
~δ11 = {δ1xp ; p = 1, 2, ..., n}. (24)
In this way with some particular choice of entries one can have n − 1 vectors i.e., ~δ1i ; i = 1, 2, ..., (n − 1).
4.2. Track II
Next we extend the definitions of mutual information in this track to all possible m party conditionals and we have
the expression for mutual information i.e., I2m;m = 1, 2, ...., (n − 1),
I2m =
m−1∑
k=1
(−1)k−1
n∑
{lk}
S (xl1 , xl2 , .., xlk ) + (−1)m−1
 n−1∑
{km−1};k1=2
{S (x1, xk1 , ..., xkm−1 , xkm−1+1)
− S (xkm−1+1|x1, xk1 , ..., xkm−1 )} + · · · · · · · + S (x1, x2, xkn−m+2 , xkn−m+3 , ..., xn−1, xn)
− S (x2|x1, xkn−m+2 , ..., xn−1, xn)
]
+
n∑
p=m+1
(−1)p−1
n∑
{lp}
S (xl1 , .., xlp−m |xlp−m+1 , .., xlp ). (25)
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The dissension function in this track is defined as D2m = (−1)n(Iq0 − I2m). Therefore, the dissensions are
δ2m = inf
Πm
[(−1)n(Iq0 − I2m)]. (26)
If we interchange parties, the mutual information in the Eq.(25) will not remain same except for m = (n − 1). For
example if we consider m = 1 in the Eq.(25), we will get one I21 ; let us call it as I
2
xn . Now interchanging xn with
x1, x2, ...., xn−1 respectively we will get others. In this way, we will have n numbers of δ21. If we label them as
δ2xp = (−1)n(Iq0 − I2xp ); p = 1, 2, ..., n, we have dissension vector
~δ21 = {δ2xp ; p = 1, 2, ..., n}. (27)
With some particular choice of entries one can have n−2 vectors i.e., ~δ2i ; i = 1, 2, ..., (n−2) and one symmetric quantity
δ2n−1. We call these quantities dissension vectors in Track-II.
5. Simple illustrations
In this section, we will present our numerical results for a set of three-qubit and four-qubit states. It will illustrate
the usefulness of the dissension vectors. We will consider track-I and track-II dissension vectors, as defined in the last
section. We will see that both tracks are most of the time useful.
5.1. Three-qubit states
For the three qubit states, the dissensions have been extensively calculated in the work [15]. For the sake of
completeness, we have analyzed the dissension vectors for three qubit states and discuss some of the results. For three
qubits, the dissension vectors are (~δ11, ~δ
1
2) in track-I and in track-II, ~δ
2
1 along with the symmetric discord δ
2
2. Here in
this work, we consider two qubit joint measurement basis as {cos θ|00〉 + sin θ|11〉,− sin θ|00〉 + cos θ|11〉, cos η|01〉 +
sin η|10〉,− sin η|01〉 + cos η|10〉}, where θ ∈ [0, pi] and η ∈ [0, pi].
We will consider the following three qubit states to show the usefulness of the dissension vectors. Let us consider
a product state, ρpro = |000〉〈000| and a classical state, ρccc = 12 (|000〉〈000| + |111〉〈111|). The later has only classical
correlations but former has none. Examples of three qubit separable states which may have only local quantumness,
are ρccq = 12 (|00+〉〈00+ |+ |110〉〈110|), ρqqc = 12 (|++0〉〈++0|+ |001〉〈001|), and ρqqq = 12 (|+++〉〈+++|+ |000〉〈000|).
We further consider two classes of pure highly entangled states – GHZ state, |G3〉 = 1√2 (|000〉 + |111〉) and W-state,
|W〉 = 1√
3
(|100〉+ |010〉+ |001〉). From the Table 2, it is clear that the dissension vector, ~δ11 ' κ~δ21, where κ is just a scale
factor. It seems that only one of them is sufficient for our characterization and following the similar reasoning, we
find that the dissension vector, ~δ12 captures more information than the symmetric quantity, δ
2
2. Then we may not need
the Track II dissensions at all. However, this might not be the case always as one will find in the following subsection.
It is evident from the Table 2 that the dissension vectors characterizes the correlations in the above three-qubit
states. For the state, ρpro, the dissension vectors are null, depicting it does not have any local as well as nonlocal
quantumness. The state ρccc has only classical correlations, no local and nonlocal quantumness whereas the states,
ρccq, ρqqc and ρqqq have only local quantumness. From the Table 2, we observe that the dissension vectors based
on the measurement on one qubit, ~δ11 and ~δ
2
1, quantify correlations, both classical and quantum, or more accurately
mixedness of qubits. In the case of separable states, classical state qubits are maximally mixed. The vector is most
negative for this state. In the case of pure entangled states, individual qubits of the system in GHZ state are maximally
mixed, and the dissension vector is most negative for this state. In the case of classical state, ρccc, and GHZ-state, ρG3 ,
the system qubits are maximally mixed, and the dissension vectors are identical. On the other hand, the dissension
vector based on two-qubit measurements, ~δ12, is positive and increases with the quantumness of the state. In the case of
separable states, from ρccc to ρqqq, as quantumness is increasing, this vector is becoming larger. It takes larger values
for entangled states and is largest for GHZ-state, as one would expect.
To illustrate the above facts, we also consider the following mixed entangled states, ρWG = (1 − p)ρW + pρG3 and
ρWer =
(1−p)
8 I + pρG3 . Out of these states, ρwer can be thought as the Werner state in three qubit scenario. In Fig.(5)
we have plotted the behavior of the dissension vectors as a function of mixing parameter p. We note from the Fig.(5),
that for both mixed states, ~δ11 and ~δ
2
1 are more negative for larger correlations, while ~δ
1
2 is more positive with more
quantumness in the states.
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State ~δ11 ~δ
1
2
~δ21
ρpro {0, 0, 0} {0, 0, 0} {0, 0, 0}
ρccc {−2,−2,−2} {0, 0, 0} {−3,−3,−3}
ρccq {−1.2,−1.2,−1.6} {0, 0, 0} {−1.8,−1.8,−2.6}
ρqqc {−0.99,−0.99,−0.78} {0, 0, 0.22} {−1.6,−1.6,−1.17}
ρqqq {−0.67,−0.67,−0.67} {0.15, 0.15, 0.15} {−1.06,−1.06,−1.06}
ρG3 {−2,−2,−2} {1, 1, 1} {−3,−3,−3}
ρW {−1.08,−1.08,−1.08} {0.92, 0.92, 0.92} {−1.75,−1.75,−1.75}
Table 2: Track-I & II dissension vectors for a few three-qubit states. Note that we haven’t considered δ22 because it is simply equal to the sum of
elements in ~δ21.
5.2. Four-qubit states
In case of four-qubit system, there are three dissension vectors, (~δ11, ~δ
1
2, ~δ
1
3) in track-I and two vectors, (~δ
2
1, ~δ
2
2) and
one symmetric discord, δ23 in track-II. The single qubit and two qubit measurement strategies are discussed above.
For three qubit measurements we have considered eight orthogonal non-maximally entangled three qubit GHZ class
states with at least four parameters on which we will perform optimization.
In the previous subsection, we find that the dissension vectors from one track might suffice to describe the quan-
tumness of a multiparticle state. Below, we discuss that for four qubit states, some dissension vectors from track-II are
necessary to distinguish them. Hence, we may stick with either track-II dissension vectors or consider more relevant
dissension vectors from both the tracks. The second choice seems more useful as we know the dissension vector
which contains bipartite discords, is better in characterizing states than the symmetric discord one. For four qubit
case, we are considering ~δ13 from track-I and (~δ
2
1, ~δ
2
2) from track-II. Furthermore, we have numerically checked that
~δ21 = κ1
~δ11 and ~δ
2
2 = κ2
~δ12, where κi are scale factor.
Let us consider following states: a product state, ρpro = |0000〉〈0000|, a classical state, ρcl = 12 (|0000〉〈0000| +
|1111〉〈1111|), some separable states with local quantumness, eg., ρ3cq = 12 (|000+〉〈000 + | + |1110〉〈1110|), ρ2q2c =
1
2 (|++00〉〈++00|+|0011〉〈0011|), ρ3qc = 12 (|+++0〉〈+++0|+|0001〉〈0001|) and ρ4q = 12 (|++++〉〈++++|+|0000〉〈0000|).
Then we consider some pure highly entangled states, eg., the GHZ state, |G4〉 = 1√2 (|0000〉 + |1111〉), the W-state,
|W〉 = 12 (|1000〉+ |0100〉+ |0010〉+ |0001〉) and the Ω-state, |Ω〉 = 1√2 (|0ψ+0〉+ |1ψ−1〉), where |ψ±〉 = 1√2 (|00〉 ± |11〉).
From Table 3, it is clear that the state ρpro has no quantumness. The state ρcl has only classical correlations. Local
quantumness is increasing in other listed separable states (ρ3cq, ρ2c2q, ρc3q and ρ4q). The behavior of ~δ13 is same as
that of ~δ12 for three-qubit states. It captures the quantumness of a state. It becomes larger for a more quantum state.
The behavior of ~δ22 is similar to ~δ
2
1 in the three-qubit case. It is more negative for for states with more correlations,
whether classical or quantum. This suggests, that for a n-qubit state, dissension vectors based on (n − 1)-qubit
measurement quantify quantumness of a state and become more positive with increasing quantumness. On the other
hand, dissension vectors based on (n − 2)-qubit measurement quantify correlation, both classical and quantum, and
become more negative with increasing correlations.
The four qubit mixed state, Werner-like state, ρWer =
(1−p)
16 I + pρG4 show the similar features. The dissension
vectors are plotted in Fig.(6). The plots indicate that as p approaches unity (i.e., state becoming more entangled), the
dissension vectors, ~δ12 and ~δ
2
2 are becoming more negative, while ~δ
1
3 is becoming more positive.
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Figure 5: (Color online) The figure shows how the dissension vectors behave as a function of mixing parameter p for the three qubit mixed states
ρGw and ρwer . The subfigures [(i) − (iii)] depict the behavior of the dissensions for the state ρGw and [(iv) − (vi)] for ρwer where subfigures (i) and
(iv) depict ~δ11; (ii) and (v) depict ~δ
1
2 and (iii) and (vi) depict ~δ
2
1. (Note that we have plotted one of the elements from each dissension vectors. This is
because within a vector each elements are same as the states are symmetric.)
6. Some features of dissension vectors
Here in this section, we look into some attributes of dissension vectors.
6.1. Why Track-II is necessary?
Let us consider the following states, |ψ〉1p234 = |0〉|G3〉, ρc1p234 = 12 (|0G3〉〈0G3| + |1G3〉〈1G3|) and ρq1p234 =
1
2 (|0G3〉〈0G3| + | + G3〉〈+G3|). These states are different in the sense that the first state is product in in 1|234 cut
but other two are not. Last one has local quantumness in 1|234 cut. From the Table 4, it is clear that only using track-I
dissension vectors, we cannot distinguish the above states but it will be possible to distinguish them if we consider the
dissension vector ~δ22 from track-II. So, sometime the track-II dissension vectors are needed.
S tate ~δ21 ~δ
2
2
~δ13
ρpro {0, 0, 0, 0} {0, 0, 0, 0} {0, 0, 0, 0}
ρcl {0, 0, 0, 0} {−6,−6,−6,−6} {0, 0, 0, 0}
ρ3cq {0.2, 0.2, 0.2, 0.2} {−6,−6,−5.6,−4.8} {0, 0, 0, 0}
ρ2c2q {0.35, 0.29, 0.35, 0.35} {−5.6,−5.2,−4.4,−4.6} {0, 0, 0, 0}
ρc3q {0.4, 0.4, 0.46, 0.46} {−4.56,−3.92,−3.92,−4.14} {0.18, 0, 0, 0}
ρ4q {0.5, 0.5, 0.5, 0.5} {−3.35,−3.35,−3.35,−3.35} {0.11, 0.11, 0.11, 0.11}
ρW {1.3, 1.3, 1.3, 1.3} {−4.75,−4.75,−4.75,−4.75} {0.81, 0.81, 0.81, 0.81}
ρG4 {1, 1, 1, 1} {−6,−6,−6,−6} {1, 1, 1, 1}
ρΩ {−2,−2,−2,−2} {−10,−10,−10,−10} {1, 1, 1, 1}
Table 3: The dissension vectors for a few four-qubit states. Both track-I and II dissension vectors are considered here.
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Figure 6: (Color online) The figure shows how the dissension vectors behave as a function of mixing parameter, p, for the four qubit state ρWer .
(Note that we have plotted one of the elements from each dissension vectors. This is because within a vector each elements are same as the states
are symmetric.)
S tate ~δ11 (~δ
2
1) ~δ
1
2
~δ13
~δ22
ρ1p234 {−1, 0, 0, 0} {0,−3,−3,−2} {0, 1, 1, 1} {−3,−6,−6,−5}
ρc1p234 {−1, 0, 0, 0} {0,−3,−3,−2} {0, 1, 1, 1} {−6,−7,−7,−6}
ρ
q
1p234 {−1, 0, 0, 0} {0,−3,−3,−2} {0, 1, 1, 1} {−4.8,−6.6,−6.6,−5.6}
Table 4: Track-I and II dissension vectors for a few specific four qubit states. The table shows that one will not be able to distinguish the states from
the Track-I dissension vectors whereas one will be if he/she considers Track-II dissension vectors. (Note that for this particular case, ~δ11 ≡ ~δ21.)
6.2. Average quantumness of multiqubit states
A vector measure characterizes a state in a fine-grained manner. Sometime, one may be interested in average
correlation properties. For some quantum tasks, average properties may be relevant. For such tasks, two states with
different vector measures, but same ‘average’ properties may both be suitable. Therefore, in this section, we consider
average of the dissension vectors. We will investigate if our measures are good in characterizing the states if we take
average in a particular dissension quantity. Let us define the average dissension quantities,
〈δ`1〉 =
1
n
n∑
k=1
δ`1k, (28)
where ` = 1, 2 denotes the track in which we are calculating them. Similarly, we can have different quantities like
{〈δ`i 〉; i = 1, 2, ..., n− 1}, except the quantity, δ2n−1 which is a symmetric quantity and sum of all bipartite discord. Here,
we will illustrate these measures particularly for some three qubit states.
State 〈δ11〉 〈δ12〉 〈δ21〉
|ψ〉ip jk − 13 23 − 23
ρcc←−q − 43 0 − 3115
ρqq←−c −0.92 0.07 −1.46
Table 5: Track-I average dissensions for few three-qubit states: |ψ〉ip jk = |0〉i |G2〉 jk , ρccq and ρqqc. Here ← on q/c indicates that moving them
towards left, we find other states which have same average dissension.
Results are presented in the Table 5. As expected, once we look at the average properties, some states cannot
be distinguished. For example ρccq, ρcqc, and ρqcc have same average quantumness but have different entries in the
13
dissension vector ~δ21 i.e., {−1.8,−1.8,−2.6}, {−1.8,−2.6,−1.8} and {−2.6,−1.8,−1.8} respectively. (Same problem
arises for the vector ~δ11.) Similar analysis goes for the states, (|ψ〉1p23, |ψ〉2p13, |ψ〉3p12) and (ρqqc, ρqcq, ρcqq). Therefore,
it will be always advantageous if we consider dissension vectors instead of their averages.
6.3. Behavior of quantumness under local noise
For almost all quantum processing devices, effect of noise is inevitable. This leads us to examine the behavior
of our dissension vector under local noise. From a property of a measure of quantum correlations, e.g. Q, for the
bipartite state ρ12,
Q(ρ12) ≥ Q(Λ12[ρ12]), (29)
where Λ12 = Λ1 ⊗ Λ2 are local channels. Under global operations, the situation may be different. One can create or
increase entanglement under such operations.
It is evident that our measures are also affected by the local noise. In this respect we can define two important
classes of channels- a unital/semiclassical channel Λu/sc is defined as Λu/sc( I2 ) =
I
2 while for a non-unital channel
Λnu, Λnu( I2 ) ,
I
2 . Streltsov et al. [24] have shown that a local quantum channel acting on a single qubit can create
‘quantumness’ in a multiqubit system iff it is neither semiclassical nor unital. This result holds for the dissension
vector also. In our vector type measure, at least one of the elements will be affected. For example, let us consider a
classical state ρcl = 12 (|0000〉〈0000|+ |1111〉〈1111|). Now, application of non-unital channel {E1 = |0〉〈0|, E2 = |n〉〈1|}
with |n〉 = 11+n2 (|0〉 + n|1〉) (n ∈ R) on any subsystem will make the state non-classical and will have non-zero element
in the vector (see Fig.(7)).
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Figure 7: (Color online) The figure depicts the behavior of the “dissension vectors” of ρcl under non-unital channel parameter n. Here, the non-
unital channel (Λnu) is applied on the first qubit. The dissension vectors, ~δ11 (blue dashed line), ~δ
1
2 (red solid line), and ~δ
2
1 (black solid line) are
nonzero for finite value of n. (Note that we have plotted one of the elements from each dissension vectors. This is because within a vector each
elements are same.)
7. Physical applications of dissension vectors
The state of a n-bit classical computer can always be expressed by n-qubit classically correlated states. This
is because a classically correlated states are described by joint probability distribution, and have specific form of
dissension vectors. Also, there exist states other than classically correlated states. (Here, we are excluding product
states and maximally mixed states.) Will the use of such states yield some quantum enhancement in the computation?
Below we will show some examples where dissension vectors may have a role to play.
7.1. BB84 protocol
In 1984, Bennett and Brassard developed a cryptographic protocol [42] where they utilized the quantum no-cloning
theorem [43]. In this protocol Alice prepares a qubit in one of the four states {|0〉, |1〉, |+〉, |−〉}, and sends it to Bob.
Bob measures the state in either {|0〉, |1〉} basis or in {|+〉, |−〉} randomly. This process goes for many rounds and at the
end both publicly declare the basis of preparation and measurement respectively. There are two possible outcomes –
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1. basis match i.e., perfect correlations and 2. basis do not match. If in second case they find any correlation then they
may conclude that someone (Eve) was eavesdropping in between the state transmission. Otherwise they will use the
the correlated bit string (of case 1) as one-time pad, the fundamental object of cryptography.
In the whole process the average state of Alice and Bob is
ρBB84 =
1
4
(|00〉〈00| + |11〉〈11| + |0+〉〈0 + | + |1−〉〈1 − |). (30)
The state ρBB84 is a mixture of two maximally classically correlated states in two different basis. The state has no
entanglement. The state has non-zero local quantumness in Bob’s part. This means local quantumness on Bob’s side
is providing the security in the protocol. Let us examine it.
Assume that to read the key, Eve will perform a universal state independent Buzek-Hillary (B-H) cloning operations[44]
on the state while it in transmission from Alice to Bob. Now, before applying the cloning operation the average initial
state of Alice, Bob and Eve is ρi = ρBB84 ⊗ |0〉〈0|eve. After the Eve’s action, the state becomes
ρ f =
1
4
[
|000〉〈000| + |111〉〈111| + 2
3
I2 ⊗ |φ+〉〈φ+| + 13 {|011〉〈011| + |100〉〈100| + σz ⊗ (|ψ
+〉〈φ+| + |φ+〉〈ψ+|)}
]
, (31)
where |ψ+〉 = 1√
2
(|00〉 + |11〉), |φ+〉 = 1√
2
(|01〉 + |10〉), σz = |0〉〈0| − |1〉〈1|, and I2 is a identity matrix of order 2. The
dissension vectors for the states ρi and ρ f are are given in Table 6. From dissension vectors, it is evident that the
State ~δ11
~δ12
~δ21
ρi {0, 0,−0.40} {0, 0, 0} {0, 0,−0.79}
ρ f {−0.40,−0.24,−0.24} {0, 0.29, 0.29} {−0.73,−0.41,−0.41}
Table 6: Dissensions for the states in the BB84 protocol.
correlations in the state ρ f has increased due to Eve’s action. And hence, the loss of security of BB84 protocol may
be decided based on dissension vectors.
7.2. Dissension in Grover search algorithm
Grover search algorithm was introduced for accelerating the data search from an ‘unstructured database’ [45, 46].
It was believed that entanglement may be necessary to achieve such speed up [47]. Later, it was shown that the
entanglement is not directly related to the probability of success in the search [48]. Also, it is not clear whether there
is a relationship between the probability of success and the correlations that go beyond entanglement (particularly
captured by well known measure, quantum discord) [49]. Recently, it was suggested that the success probability
relies on the depletion of quantum coherence [50, 51].
Here, we investigate possible role of the dissension vectors in Grover search algorithm. In this algorithm, the
initial n-qubit database can be expressed by
|ψ0〉 =
√
j
2n
|χ〉 +
√
1 − j
2n
|χ⊥〉, (32)
where j are the number of solutions in Grover search algorithm and |χ〉 = 1√ j
∑
x |x〉 ({|χ〉, |χ⊥〉} form a basis). In
the next step, a Grover operation (called iteration) is applied repeatedly to improve the proportion of solutions. The
Grover operation, G = AO, consists of Oracle, O = I − 2〈χ|χ〉 and an inversion operation, A = 2〈ψ0|ψ0〉 − I. After r
iterations, the global state takes the form
|ψr〉 = Gr |ψ0〉 = sin θr |χ〉 + cos θr |χ⊥〉, (33)
where θr = (r + 12 )β and β = 2 arctan
√
j
2n− j . The final step is to obtain |χ〉 with high probability by performing
measurement on |ψr〉. The probability of the success is given by Psucc = sin2 θr. The optimal time to stop the iteration
is at ropt = CI[
pi−β
2β ] times, where CI[m] denotes the closest integer to m.
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We will only consider the simplest situation of single solution (i.e., j = 1) and will assume that the solution is
located at |0〉. Then the final density matrix generated by Grover search has the following form
ρr =

a2 ab ab ab · · ·
ab b2 b2 b2 · · ·
ab b2 b2 b2 · · ·
ab b2 b2 b2 · · ·
...
...
...
...
. . .

2n×2n
, (34)
where a = sin θr and b = 1√
2n− j cos θr. And the reduced density matrix of any k-qubits is defined as
ρkr =

a2 + (2n−k − 1)b2 ab + (2n−k − 1)b2 ab + (2n−k − 1)b2 ab + (2n−k − 1)b2 · · ·
ab + (2n−k − 1)b2 2n−kb2 2n−kb2 2n−kb2 · · ·
ab + (2n−k − 1)b2 2n−kb2 2n−kb2 2n−kb2 · · ·
ab + (2n−k − 1)b2 2n−kb2 2n−kb2 2n−kb2 · · ·
...
...
...
...
. . .

2k×2k
. (35)
We investigate behavior of the dissension vectors of the state ρr for n = 7. The quantum correlations in the state
increases with the Grover iterations and reaches its maximum at some r value (here it is 4). Then it starts to decrease
and becomes zero when the final projective measurement is performed to obtain the solution (see Fig.[8]).
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Figure 8: (Color online) The figure depicts the behavior of the dissension vectors of ρr with the Grover iteration r. The inset figure shows the plot
of success probability with r. It indicates that while the dissension vectors ~δ11 and ~δ
2
1 are decreasing with r and reaches its minimum at r = 4, the
~δ16 is increasing upto r = 4 but remains always positive. It shows that the correlations during the Grover search increases with r and reaches its
maximum then starts decreasing.
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Recently, in Ref.[52], it was shown that the some modified form of dissensions may be useful in characterizing the
average state merging cost. Apart from that the dissensions may be useful in multiparticle entanglement distributions
[53, 54], quantum cryptography [56] and quantum interferometry [55].
8. Conclusion
By considering the dissension vector as a measure of the quantumness of a multiqubit state, we have argued that a
vector quantity, as a fine-grained measure, does a better job in characterizing and quantifying the quantum properties
of a state. We considered two tracks of these measures for n-qubit states. In particular, for three-qubit and four-qubit
systems, we showed how various classes of states can be distinguished and characterized using these measures. In
particular, we saw that in the case of n-qubit states, for (n−2)-qubit measurements, the dissension vectors ~δ1n−2 and ~δ2n−2
quantify correlations, both classical and quantum. More correlated states have more negative values for these vectors.
On the other hand, for (n − 1)-qubit measurements, the dissension vector ~δ1n−1 quantifies quantumness of a state and
is always positive. We have also considered the effect of local noise, and how to quantify average quantumness. We
also discussed applications of these measures in the context of BB84 protocol and Grover search algorithm.
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