Objective: Until recently few studies have examined the relationship between home foreclosures and crime. Foreclosures are one major source of neighborhood instability and can be expected to affect crime from several theoretical perspectives. Some recent research has found conflicting results on whether foreclosures cause crime. Method: This study examines whether foreclosures are a robust predictor of crime and whether the effect of foreclosures on crime varies across neighborhood contexts. We estimate fixed effects negative binomial models using geocoded Indianapolis foreclosure and crime data for 2003 to 2008 to predict crime counts in 1,000-feet X 1,000-feet square grid cells. Result: Foreclosures exhibit consistent positive effects on indices of overall, property, and violent UCR reported offenses in a cell and rape, aggravated assault, and burglary counts. In addition, foreclosures had greater effects on reported UCR crimes in stable neighborhoods, especially those with more owner-occupied homes. Conclusion: Foreclosures were a robust predictor of crime in the current study.
INTRODUCTION
The growth in the number of foreclosures that resulted from the recent housing crisis in America has brought considerable attention to the detrimental effects of foreclosures on neighborhood instability. Criminological research has focused on the role of neighborhood stability since at least the days of Shaw and McKay (1972) . A large body of housing research suggests that foreclosures are detrimental to the stability of neighborhoods
1 . Yet, until recently, little research has examined the relationship between foreclosures and crime.
As will be outlined below, there are several theoretical reasons why one might expect foreclosures to increase crime. Routine activities, social disorganization, rational choice and even general strain theories all predict that foreclosures and crime would be related. From the standpoint of routine activities theory, foreclosures might be associated with increased crime due to increased prevalence of vacant or abandoned properties, which are less likely to have adequate guardianship and present easier targets for crime. Social disorganization theory predicts that foreclosures would increase crime by increasing residential mobility, which would likely reduce social cohesion and community ties, and reduce informal social control. So there are a variety of reasons to expect foreclosures to be associated with higher crime.
Several recent studies have examined foreclosures and crime (e.g., Bess, 2008; Cui, 2011; Goodstein & Lee, 2010; Harris, 2011; Immergluck & Smith, 2006b; Kirk & Hyra, 2011) . Some of these studies were cross sectional (Acevedo, 2009; Immergluck & Smith, 2006b ) limiting the ability to discern causation. Others were longitudinal studies but included fairly large units of analysis such as counties (Goodstein & Lee, 2010) , census tracts (Kirk & Hyra, 2011) , or police beats (Harris, 1 Scholars not only have examined the discount price of foreclosed home sales (Crawford & Rosenblatt, 1995; Pennington-Cross, 2006) , but also the external costs and societal impacts of concentrated home foreclosures on neighborhoods. For instance, foreclosures have been found to have a negative effect on the value of surrounding properties (Immergluck & Smith, 2006a; Schuetz, Been, & Ellen, 2008; Harding, Rosenblatt, & Yao 2009; Lin, Rosenblatt, & Yao, 2009 ) and diminish revenues and increase costs for local governments (Moreno, 1995 , Apgar & Duda, 2005 . 2011). We are aware of only two studies (Cui, 2011; Ellen, Lacoe, & Sharygin, 2011) that employ units of analysis smaller than a census tract. We argue that small units of analysis are likely critical for capturing the impact of foreclosures on crime, which is expected to be limited to a fairly small geographic area.
The current study explores whether there is an independent effect of foreclosures on crime, and whether this effect is conditioned by neighborhood characteristics, using panel models and a small unit of analysis. Specifically, we estimate fixed effects negative binomial models of foreclosures on Uniform Crime Reports (UCR) crime counts in 1,000-feet X 1,000-feet square grid cells in Indianapolis, Indiana, from 2003 to 2008.
FORECLOSURES AND CRIME
Several criminological perspectives have been used to motivate discussions of why one would expect foreclosures to be associated with crime. Routine activities theory suggests that crime is more likely when crime targets and potential offenders come into contact in the absence of a capable guardian (Cohen & Felson, 1979) . Foreclosed homes are less likely to be monitored especially when vacant, which presents a greater likelihood that these homes will be perceived as suitable targets by would-be offenders (see Ellen et al., 2011) . Research by Spelman (1993) showed that abandoned homes were associated with higher crime.
Others have suggested that social disorganization is a useful framework for thinking about how foreclosures might affect crime (e.g., Harris, 2011; Pandit, 2011) . Social disorganization theory states that community social structural factors such as residential mobility, socioeconomic disadvantage, family instability, and ethnic heterogeneity reduce the capacity for neighborhood residents to maintain informal social control, leading to higher crime (see Sampson & Groves, 1989) . 2 Residential mobility has long been thought to reduce neighborhood social organization.
2 Recent work in this area refers to the ability or willingness to intervene in neighborhood affairs to maintain social control as "collective efficacy" based on Sampson and colleagues' (1997 Sampson and colleagues' ( , 1999 Sampson and colleagues' ( , 2004 revamping of the traditional When residents regularly move in and out of a neighborhood, it is harder for people to get to know their neighbors and develop and maintain the social ties necessary to create effective informal social control. One recent study by Xie and McDowall (2008) found that neighborhood residential turnover was associated with increased victimization. Foreclosures are expected to increase residential mobility and reduce ties among neighbors (Harris, 2011, p. 24) . Other structural elements of social disorganization-ethnic/racial heterogeneity and family disruption-have also recently been found to be associated with higher foreclosure rates (Li & Morrow-Jones, 2010) . Thus, from a social disorganization perspective, one would expect foreclosures and crime to be related.
Another theory of crime, the so-called "broken windows" theory, focuses on how neighborhood physical disorder (e.g., visible litter, broken vehicle or home windows) creates the impression that residents don't care much about their neighborhood and signals to would-be criminals that the neighborhood presents a likely target. Over time, signs of physical disorder can create a downward spiral for neighborhoods, reduce perceptions of neighborhood safety, and lead to higher rates of serious crime (Wilson & Kelling, 1982) . Pandit (2011) argues that foreclosed homes tend to be less well-maintained, especially after vacancy. Such visible evidence of neglect could signal to would-be criminals that a neighborhood presents an easier target. Others have argued that rational choice (Ellen et al., 2011) or general strain theories (Harris, 2011) would predict foreclosures to be associated with increased crime. Thus, it is clear that there are good reasons to expect foreclosures and crime to be related from a variety of theoretical perspectives.
It is also reasonable to consider whether foreclosures would affect crime similarly across all neighborhood contexts. For example, Harris (2011, p. 44) argues that disadvantage and population density will condition the relationship between foreclosures and crime. Foreclosures in social disorganization framework. Although perhaps a bit of an oversimplification, one might think of collective efficacy as the mirror image of social disorganization. For the purposes of this paper, foreclosures would be expected to lead to crime through low collective effective efficacy or high social disorganization. For a discussion of foreclosures and collective efficacy see Pandit (2011). disadvantaged areas might further weaken fragile informal social networks. Disadvantaged neighborhoods may also be likely to have more renters and fewer stable residents. Thus, a foreclosure may be especially damaging as it represents the loss of an uncommon asset in disadvantaged neighborhoods, a stable homeowner. Or, it could be that foreclosures have less of an effect on crime in disadvantaged neighborhoods because they already suffer from instability and any additional instability caused by foreclosures would not materially alter the neighborhood social fabric as much as in more stable, advantaged neighborhoods. Therefore, the current study will examine both whether there is an effect of foreclosures on crime and whether this effect is conditioned by other neighborhood characteristics such as socioeconomic disadvantage and residential stability. N=3,282) , which is intended to serve as a control because it has extremely similar characteristics to the treatment area. Cui (2011) found that foreclosure did not exert a significant effect on crime in the treatment area until the foreclosed home became vacant and found that the effect of vacant foreclosed homes was stronger for violent than property crime. Although this study design is unique, it is possible that the effect of foreclosures extends beyond the 250 feet radius used in the study. If so, the effect of foreclosures on crime could be attenuated because some of the "treatment" effect would be attributed to the comparison area. In addition, if there are several foreclosures in close proximity-a high probability in some neighborhoods-it would seem necessary to exclude those cases and the effects of multiple, clustered foreclosures on crime may be the most significant to consider.
PRIOR RESEARCH
Finally, Ellen, Lacoe, and Sharygin (2011) studied the effects of foreclosures on crime in New York City face blocks from 2004 to 2008. Using a modification of a fixed effect negative binomial model discussed below, the authors found that foreclosures were associated with higher crime rates. Ellen et al. (2011) found that the effects of foreclosures on violent and public order offenses were stronger than the effect on property offenses. They also found evidence that foreclosures caused crime rather than the reverse. This study, however, focuses on New York City which has a very large number of multi-unit properties in the areas where the foreclosures are located (see Ellen et al., 2011, section, we discuss the data and methods used in the current study.
DATA AND METHODS
The primary data for this study include number of crimes reported by the Indianapolis Police 
Unit of Analysis
The units of analysis for this study are 1,000-feet X 1,000-feet square grid cells overlaid on the IPD service area. Grid cells were chosen as the units of analysis as opposed to other possible units for the following reasons. Census tracts and block groups, frequently used for these types of analysis, vary greatly in size. This is known as the modifiable areal unit problem. To the extent that 5 For example, in Indianapolis, census tracts range from 127 acres to 2,440 acres (mean = 536 acres). The relatively small number of police beats (N=108) in Harris's (2011) study of Houston suggests that this is also a fairly large unit of analysis. 6 In 1970, the Indianapolis city government consolidated with Marion County government. Police districts, fire districts, and school districts were not among the local service districts that were included in the 1970 consolidation. The former city of Indianapolis boundaries essentially comprised the Indianapolis Police District until 2008 when IPD consolidated with the Marion County Sheriff's Department.
the effect of foreclosures on crime depends upon distance, use of tracts or block groups introduces bias into the analysis. 7 The problem is further exacerbated as population characteristics are related to population densities and hence the sizes of these units. Blocks also pose a problem given that reported crimes are often geocoded to street centerlines or intersections and are not uniquely associated with individual blocks, making it difficult to identify the number of crimes associated with each block. Block faces reduce but do not eliminate the problem of associating crimes with the units of analysis. Crimes within a block face are associated with that block face. But significant numbers of crimes are geocoded to intersections, which could be allocated to more than one intersecting block face (as Ellen et al., 2011 did) . In addition, it does not seem reasonable that a foreclosure that may have occurred across the street from a property would have a greater effect on crime at that property than a foreclosure to a property immediately adjacent to the back of that property. For these reasons, grid cells that were completely contained within the IPD service area, for a total of 13,350
observations. Grid cells with some portion of their area outside the IPD service area were excluded because some crimes would not have been reported to IPD. We limited the analysis to cells with a population count greater than zero; demographic data discussed below could not be calculated for some cells. Excluding these cells reduced the sample size by 12.3 percent from 13,350 to 11,712
(1,952 *6).
Dependent Variables
The crime data are geocoded, point data on individual Uniform Crime Report crimes obtained from IPD for the years 2003 through 2008. 8 We examine total, violent, and property crime counts, as well as individual crime counts for homicide, rape, robbery, aggravated assault, burglary, larceny, and motor vehicle theft. For each outcome variable, the number of incidents per cell in each year was determined.
Foreclosure Data
The foreclosure data are geocoded point data for properties listed for sale and properties sold from the multiple listing service (MLS) database operated by MIBOR. MIBOR estimates that approximately 80 percent of single-family home sales are recorded in the MLS. Listings and sales are considered to be foreclosures when the property listing indicates that the property was either bankowned or HUD-owned. The variables are the counts of the numbers for foreclosure listings and sales that occurred in each grid cell and year. 9 Finally, given that some grid cells had relatively high numbers of foreclosures, it seemed reasonable to consider the log transforms of these variables.
Several variables measuring foreclosures could be used in predicting crime in the analyses.
Our starting point was the number of foreclosure listings and sales in each grid cell. Because foreclosures in the area around a cell could affect crime in a grid cell, we also considered the numbers of foreclosure listings and sales in the 3x3 grid cell neighborhood surrounding each grid cell. Preliminary analyses considered cell foreclosure listing and sales in the cell as well as foreclosure listings and sales in the instant cell and surrounding 8 grid cells. The performance of 8 Geocoding was accomplished using address information, so that crimes could be located as accurately as the nearest street address. Although the specific geocoding success rate was not provided by IPD, the dataset included a few records (less than 1 percent) with no geocoding information. Thus, one could infer that the geocoding success rate exceeded 99 percent. Such a success rate may be possible because IPD uses the same street database that is used by the 911 dispatchers. This is an extremely comprehensive and accurate database, which would contribute to a very high geocoding success rate. IPD also has full-time personnel engaged in "cleaning" the UCR dataset. These factors suggest attention to including accurate address information that could make the high geocoding success rate plausible. 9 Note that a property could be listed in more than one year before it was sold or withdrawn from sale.
these different variables was examined using each to predict the total crime in the grid cells using the fixed effects negative binomial regression technique discussed below. The log of the number of foreclosure listings in the 3x3 neighborhood was the best predictor of total crime. Therefore, this measure of foreclosures was used in all of the reported analyses.
Socioeconomic Variables
To determine whether foreclosures affect crime (and whether the effect varies across socioeconomic contexts), it is necessary to include relevant socioeconomic predictors of crime. Numerous prior studies have shown that social structural crime predictors are often highly correlated (e.g., Land, McCall, & Cohen, 1990; Parker & McCall, 1999) . Therefore, we used principal components analyses to create a disadvantage index, consisting of percent unemployed, percent poor, percent female-headed households, and median income. Factor loadings ranged from 0.68 to 0.83. As noted above, residential mobility may also create difficulties in maintaining informal social control (see Harris, 2011) . Using principle components analysis, we created a stability index, which consisted of the percent of the population that had not moved for five years, the percent of residents who are foreign-born, and the percent of owner-occupied houses. Factor loadings on this index ranged from 0.66-0.82. We also controlled for the percentage of the population that is African
American and the percentage Hispanic in the cell. Finally, because more population in a cell might contribute to higher crime counts, we also controlled for the cell population.
Modeling Strategy
The dataset is a panel dataset with 1,952 cases by six years. This allows analysis using a fixed effects model that holds constant the effects of those grid cell characteristics that do not vary over time. The fixed effects model allows for stronger inference that the effect of foreclosure on crime is not the result of the association of foreclosures with other neighborhood characteristics that in turn affect crime. Use of the fixed effects model cannot guarantee that the effect of crime on foreclosure is a causal relationship as the possibility exists that there are other time-varying characteristics of the grid cells associated with both foreclosures and crime. However, the use of the fixed effects model permits much stronger inference than models that control for other neighborhood characteristics by including these as control variables, as one can never know that all relevant characteristics are being controlled for.
The dependent variable in the models is the count of the number of crimes that occurred in each grid cell in each year. Because these are counts, their distribution is not normal, and the linear fixed effects model is not appropriate. The numbers of zero counts create over-dispersion in a
Poisson model. Therefore, the fixed effects negative binomial (FENB) model is appropriate for estimating the relationship between crime and foreclosures (see Greene, 2000; , Osgood & Chambers, 2000 . We used the procedure xtnbreg in Stata to estimate the FENB model (StataCorp, 2009 ). This procedure uses the method developed by Hausmann, Hall, and Griliches (1984) and described in Cameron and Trivedi (1998) . Allison and Waterman (2002) have identified some problems with this procedure but were not able to produce a clearly superior alternative. Allison (2005) suggests an alternative method of estimation that is used by Ellen et al. (2011) . This is discussed more fully below in the section on alternative tests of robustness.
RESULTS

Descriptive Statistics
We begin with basic descriptive statistics for all of the variables used in the analyses. Table 1 shows the means, standard deviations, and ranges of the variables used in the analyses. Total cell crime counts averaged 18.03 per cell with a range of zero to 270. Foreclosure listings ranged from zero to 47 with an average of 1.43. Foreclosure sales ranged from zero to 22 with an average of 0.81. Table 3 does not control for a number of other factors that might also drive crime counts. Likewise, foreclosures could be caused by lagged crime, but lagged crime could not be affected by current foreclosures.
We therefore estimate FENB models regressing total crime on lagged foreclosure listings and regressing foreclosure listings on lagged crime. As is usual in estimating panel models, we include year dummy variables to account for temporal changes. 10 In the first model, the lagged foreclosure variable is a significant predictor of total crime counts. In the second, lagged total crimes variable is not a significant predictor of foreclosures. These results strongly suggest that the relationship is one of foreclosures causing crime and not the reverse, reducing the likelihood of endogeneity issues. Table 4 about here
Effects of Current and Lagged Foreclosures on Total Crimes
Turning to the major questions of the study, we first discuss analyses of the effects of the current and lagged values of the log of neighborhood foreclosure listings on total crime. We ran models using the current value of the log of neighborhood foreclosure listings, the lagged value, and both, which are shown in Table 5 . All models are restricted to the years 2004 to 2008 so analyses are being compared on comparable cases. 11 Comparing the first and second models in Table 5 , both the current and lagged foreclosure variables are significant, but the coefficient for the lagged value is over twice as large, with essentially the same standard error. When both the current and lagged 10 Note that the number of cases can vary as cases were dropped when they had all zero outcomes. 11 Models with additional lags are not considered as they would result in the loss of too many cases.
foreclosure measures are included (the third model), current foreclosures are no longer significant.
Therefore, although there is evidence that both current and prior foreclosures are associated with total crime counts, the lag of the log of neighborhood foreclosure listings is used in subsequent models. Table 6 shows the effects of the foreclosure listing variable on total, violent, and property crime counts in the cell. Foreclosures are a statistically significant predictor (p <.01) of both violent and property crimes separately as well as cumulatively (total crime). Thus, there is consistent evidence that prior year foreclosures exhibit a direct positive effect on current year UCR total, violent, and property crime counts. Table 6 about here Table 7 shows the effects of foreclosures on each individual type of UCR crime. The effect of foreclosures on criminal homicide is not significant, which is not surprising given the small number of cases of homicide. Foreclosures are a significant predictor of rape, but caution should be used in interpreting this result, as it is also based on a smaller number of cases. Foreclosures were not a statistically significant predictor of robberies, but were a significant predictor (p<.01) of aggravated assault counts. For property crimes, foreclosures were a highly significant predictor of burglaries.
Foreclosures did not predict larcenies or vehicle thefts. Thus, aggravated assaults and burglaries appear to be the UCR crimes most related to foreclosures. Recall that we also argued that the effect of foreclosures on crime may vary across neighborhoods (see Harris, 2011) . Table 8 shows the results of models that examine the interaction of foreclosures and neighborhood characteristics-specifically our disadvantage and stability indices- Griliches (1984) procedure used by Stata to estimate FENB models in the current study. No alternative has been shown to be conclusively superior to that method. However, given the potential problems associated with the Stata procedure, we examined alternative means of estimation as a test of the robustness of the Stata FENB results, which are summarized in Table 9 . The first base model is the FENB model estimated using Stata (Table 6 , total crime model). The second model in Table 9 is a standard pooled cross-sectional model that was estimated using the standard negative binomial regression procedure in Stata. To control for other grid cell characteristics that might be associated with the dependent variable, we included: grid cell population, percent African-American, percent
Hispanic, the disadvantage index, and the stability index, as controls. Because the cases are repeated each year, robust standard errors are calculated, clustering on the case ID. The lag of the log of neighborhood foreclosure listings is significant in the pooled cross-sectional model. The regression coefficient is larger than in the base model, which may be because the other variables in the model are not fully controlling for the effects of other neighborhood characteristics on crime. Stata provides a bootstrap procedure for obtaining the robust standard errors. As shown in the third model in Table 9 , the foreclosure variable is positive and significant (p <.01) in the Poisson fixed effects model as well. For the final model, Ellen et al.(2011) use what they call a hybrid approach to estimate the FENB model following Allison (2005) . They describe this estimation procedure in an appendix as follows: "…we transform the log-linear conditional mean function into mean-deviated form. Instead of the entity dummy and time variables, the D matrix now includes the independent variables in the form of deviations from the entity means and both the entity means, and the precinct*quarter dummy variables are entered into the model."
To implement this approach, we calculated the means of the lag of log of neighborhood foreclosures across years and then calculated the deviations of the lagged values from these means.
These were then used as predictors of total crime, with the model estimated using the Stata negative binomial regression procedure. Robust standard errors were obtained, clustering on the case ID. The results are shown as the fourth model in Table 9 . The deviation of lag of log foreclosures from the mean is also a statistically significant predictor of crime (p <.01). All three of the alternative models show a significant effect of the lag of the log of neighborhood foreclosure listings on total crime.
These results generally lead to the same substantive conclusions regarding the effects of foreclosures on crime using the FENB procedure as implemented in Stata. Therefore, it appears that the effect of prior foreclosures on crime is robust to model specification, within the limits of available estimation techniques.
DISCUSSION AND CONCLUSIONS
Although neighborhood instability has long been thought to be associated with higher crime, until very recently the effect of home foreclosures on crime has not been the subject of much research. Several recent studies have examined foreclosures and crime. To date, however, most have been either cross-sectional or conducted on relatively large units of analysis such as counties or
MSAs and studies have shown conflicting results (cf. Ellen et al., 2011; Kirk & Hyra, 2011) . Only a few panel studies have been conducted at the intra-city level and only two employ units of analysis smaller than census tracts or police beats. In the current study we examined the relationship between foreclosures and crime counts in Indianapolis from 2003 to 2008 using fixed effects negative binomial models.
Results of the current study showed that both current and prior year foreclosure listings were consistently associated with crime counts. Prior year foreclosure listings appeared to exhibit a somewhat stronger effect on crime. In addition, we examined whether the effects of foreclosures on crime varied across neighborhoods. Somewhat counter to our expectations, the level of socioeconomic disadvantage in the cell did not condition the effect of foreclosures on crime counts.
Neighborhood stability, however, conditioned the effect of foreclosures on crime. Both the overall stability index and one component of that index-the owner-occupied home variable-were This study is not without its limitations. First, the study is based on one city. Although there is no reason to believe that Indianapolis is atypical with respect to foreclosures or crime, this is an empirical question. Therefore, future studies should test these propositions using small units of analysis in other cities. This study also relies on reported crime data. It is possible that reporting of data varies across neighborhoods. If so, one might imagine that areas with higher foreclosures would be less likely to report crime. If true, this could bias the results of the current study. The net effect however, would likely be that such bias would artificially dampen the relationship between foreclosures and crime. We also acknowledge that the FENB model estimation technique reflected in the Stata package is not a true fixed effects model. We estimated several alternative models which all produced substantively similar results. In every case, foreclosures were a significant positive predictor of crime. Because there is no widely-accepted alternative approach that is clearly superior to the one we chose, we believe that, given the available statistical techniques and evidence, the results described here are robust. We believe that this study contributes to what is likely to become a growing area of research in criminology. 
