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Metrics to track seasonal transitions are needed for a wide variety of ecological and climatological ap-
plications. Here a MATLAB©toolkit for calculating spring indices is documented. The spring indices have
been widely used in earlier studies to model phenological variability and change through time across a
wide range of spatial scales. These indices require only daily minimum and maximum temperature
observations (e.g., from meteorological records) as input along with latitude, and produce a day of year
value corresponding to the simulated average timing of ﬁrst leaf and ﬁrst bloom events among three
plant cultivars. Core functions to calculate the spring indices require no external dependencies, and data
for running several illustrative test cases are included. Instructions and routines for conducing more
sophisticated monitoring and modeling studies using the spring indices are also supplied and docu-
mented.
& 2015 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Understanding the impacts of global climate change on eco-
systems requires systematic development and use of metrics to
track seasonal transitions clearly and consistently across broad
spatial scales and through time. Phenology – the study of sea-
sonally recurrent biological events and their relation to climate –
can help to guide the development of such metrics because many
phenological events are sensitive to variations of weather and
climate (Lieth, 1974). Accordingly, worldwide efforts to collect,
monitor, and synthesize phenological data offer a unique per-
spective on how global climate change is affecting organisms
across a wide range of spatial scales (Vliet et al., 2003; IPCC, 2007;
Janetos et al., 2012; Schwartz et al., 2012). Although in the past
phenological observations were collected by individual observers
at relatively small scales, developments in information and com-
munication technologies are presenting new opportunities for
overcoming these historical limitations. Today phenological data
collection is “crowd-sourced” to the general public (Vliet et al.,
2003; Schwartz et al., 2012), and observed from space (e.g., White
et al., 2009; Zurita-Milla et al., 2013). As these networks of vo-
lunteers and remote sensing operations grow in scale and scope,Ltd. This is an open access article uinterpretation of the sheer volume of data will be greatly im-
proved if it can be readily compared with clearly deﬁned markers
of seasonal evolution.
The spring indices (SI) “suite of metrics” (Schwartz et al., 2006)
are a prominent example of phenological indices that have been
widely used to characterize the transition from winter into spring
in a clear and consistent way across continental scales and through
time. These metrics include indices of “ﬁrst leaf” and “ﬁrst bloom,”
as well as “last freeze” and the “damage index,” which records the
anomalous amount of time from the appearance of foliage to the
last freeze (e.g., Schwartz and Marotz, 1986, 1988; Schwartz, 1999;
Schwartz and Reiter, 2000; Schwartz et al., 2006, 2013). Here, we
present a MATLAB© toolbox called ml_si that calculates the most
recent version of SI, which were originally developed by M.D.
Schwartz almost 25 years ago. This toolbox consists of six core
functions to calculate spring indices from daily values of tem-
perature minima (Tmin) and maxima (Tmax) from any arbitrary lo-
cation in the Northern Hemisphere. The toolbox is distributed as a
single zipped tarball through the “MATLAB© Central” ﬁle exchange
(http://www.mathworks.com/matlabcentral/ﬁleexchange/), and
also as Supplementary material to this document. It will be up-
dated periodically as new versions are released to extend its
functionality.nder the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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In the 1950s Joe Caprio of Montana State University initiated a
program to monitor the phenological responses of Lilac (Syringa
vulgaris) with the aid of a large network of volunteers (e.g.,
Schwartz and Reiter, 2000; Cayan et al., 2001; Schwartz et al.,
2012). At its peak, the network consisted of several hundred citi-
zen scientists making observations across 12 western states. The
project lasted more than 40 years, and even today, certain ele-
ments of these early efforts continue to be supported by the USA
National Phenological Network (USA-NPN: http://www.usanpn.
org/), which also coordinates large scale monitoring projects of a
much wider diversity of plant and animal species (Schwartz et al.,
2012).
Similar observations to those in the Caprio network were also
made in the Eastern US, and this continental-scale coverage of
phenological data over several decades allowed Schwartz (1985) to
develop models of Lilac (Syringa) and Honeysuckle (Lonicera)
phenology using observed meteorological variables (minimum
and maximum temperatures, in this case). These models were
optimized for use at continental-scales, meaning that they reliably
indicate the same event (e.g., ﬁrst leaf) whether they are calcu-
lated from meteorological data in Arizona or British Columbia.
Such consistency has allowed for the spring indices to be used for
a variety of applications, including characterizing the impacts of
global change (Schwartz et al., 2006), interpreting satellite ob-
servations of land-surface phenology (White et al., 2009), and
understanding interannual variations in spring onset and its im-
pacts (Ault et al., 2011; McCabe et al., 2011; Schwartz et al., 2013;
Ault et al., 2013; Peterson and Abatzoglou, 2014).2. Spring indices model formulations
2.1. Assumptions
Translating daily temperature ﬂuctuations into indices of
spring onset is motivated by two features of this seasonal transi-
tion. First, variations in the timing of many phenological events
vary considerably on interannual timescales, meaning that the day
of year when spring foliage ﬁrst appears on a given plant typically
differs from one year to the next. Second, the start of the growing
season for many species occurs coherently across large spatial
scales. Taken together, these two attributes of spring onset moti-
vate a climate-oriented (as opposed to plant-oriented) approach to
characterizing spring onset: interannual variations by themselves
could be explained by assuming that the timing of plant events is
stochastic, while large-scale correlations could arise from de-
terministic elements of the environment (e.g., the length of the
day). From a climatic perspective, however, these two features are
interpreted as the hallmark of weather variations on interannual
timescales, which are themselves correlated across large spatial
scales. This “climate-centric” perspective on spring onset is the
starting point for the spring indices.
To translate meteorological data (Tmin and Tmax) into indices
that track the timing of spring in a consistent way through time
and across large spatial scales, the calculation of the SI makes the
following assumptions, which are valid for most temperate
regions:1. Phenological observations from a few key indicator species can
be used to characterize spring onset in a way that is relevant to
a wide range of ecological and climatic transitions at the start
of spring.2. Where moisture availability is not a factor, plant phenological
responses reﬂect the accumulated effects of temperatureﬂuctuations in conjunction with increasing day length.
3. Near surface temperatures in temperate regions do not increase
monotonically during springtime, but instead ﬂuctuate as a
consequence of large-scale (e.g., 1000∽ km) physical processes.
These phenomena are typically synoptic-scale weather pat-
terns that drive multi-day warm episodes by advecting warm
air masses in from the south.4. Synoptic-scale weather events can be detected from meteor-
ological observations of daily Tmin and Tmax.
2.2. Methods
The models underpinning SI are based upon linear relation-
ships between phenological events and meteorological variables.
That is, suppose a given event (e.g., ﬁrst leaf) for a given plant (say
lilac) has been observed at n stations for q years. Pooling the years
and the stations together gives us k n q= ⁎ total observations of this
event (Yk) for a single species of plant across space and through
time. Each entry of Yk is the day of the phenological event of in-
terest, rendered as an integer enumerating the “day of the year”
(DOY) from January ﬁrst (DOY¼1) onward. To model this event,
we next consider a matrix Xm k, of M potential predictor variables
(e.g., temperature, growing degree accumulations, day length, etc.)
that are also be obtained from the k observations of the event of
interest. A standard linear regression model might simply relate
the Yk dependent variables to the Xm k, predictors as
Y XA 1= ( )
where Am 1 2 M, , ,= … is a vector of theM coefﬁcients for each predictor
variable in X and the subscripts have been dropped. Such a for-
mulation is not suitable for our purposes, however, because dif-
ferent values of the predictors (X) will correspond to the same
values of the predictands (Y), because the same phenological
events may occur at the same temperature thresholds but at dif-
ferent times of the year. For example, “ﬁrst leaf” might occur
corresponding to a growing degree hour accumulation of 600. At
station I, this accumulation might be reached on day 100, whereas
at station J it might occur on day 110 (Schwartz, 1985). A
regression model of the form above would necessarily predict
different phenological dates for different values of X, leading to
erroneous differences between observations and predictions at
stations I and J, even if the underlying regression were perfect.
To circumvent the limitation above, the inverse day of year
values (date 1− ) of each element in Y are used as the predictands, so
that the kth element of the target Y′ is deﬁned as Y Y1/k k= ( )′
(Schwartz, 1985). Each of the predictor variables in X that are a
function of the day of the year is also divided by the corresponding
Yk dates so that X X Y/k m k m k, ,=′ . This yields a regression of the form
A A AY X X1000 2m1 m0 1′⁎ = + + ⋯ + ( )′ ′
where the value 1000 is an arbitrary constant (chosen as a four
digit integer to minimize roundoff error for historical reasons), A0
is a regression constant, and X1 M, ,…′ are the vectors of predictor
variables at the time of the phenological event normalized by
event date. An additional advantage of this formulation is that
dividing the predictors by their corresponding phenological date
prevents larger predictor values, corresponding to later dates but
associated with the same events, from unduly biasing the
regression.
Once the A M0, ,… coefﬁcients have been estimated for each plant
for each event, Eq. (2) can be used operationally by multiplying
through by the actual date (t). Note that this step recovers the
original X predictor variables as they evolve through time, allow-
ing us to calculate a quantity we will term C t^ ( ). This quantity will
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Fig. 1. Illustration of how the GDH model is employed using Tmin and Tmax values
of 20 °F and 60 °F, respectively. The red shading shows the area under the curve
above the base temperature (31 °F). These values would by typical of many tem-
perate regions during spring. (For interpretation of the references to color in this
ﬁgure caption, the reader is referred to the web version of this paper.)
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predicted day of year for each event for each plant:
C t A t X t A X t A t T, 0 . 3m m0 1 1
^ ( ) = ( ) + ( ) + ⋯ + ( ) ≤ ≤ ( )
The date of a given phenological event for a given plant is then
predicted if C t^ ( ) is greater than 1000. In this way, the SI resemble
traditional heat accumulation models because C t^ ( ) grows with
time until the prediction date of a given event is achieved. In order
to express multiple equations for the same event occurring in
different plants in the form of (3), we combine the accumulation
models in matrix notation
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where the ﬁrst column in the matrix on the left hand side is just
the day of the year (t), and the ﬁrst row in the second matrix is
composed of each regression constant from each plant. The matrix
C is deﬁned as having columns that are outputs from each of the
accumulation models for each event/plant target, and rows
(t T1, 2, ,= … ) that are the values of those accumulation models at
each time (days in this case). The next step is to identify the date
on which each of the accumulation models is greater than 1000,
and assign that (raw) date to the vector Sp′
⎪
⎪⎧⎨
⎩
S t C C p
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if
undefined otherwise.
for
1, 2, , ; and
1, 2, , . 5
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^ ≥
= …
= … ( )
′
For a given event, in this case “ﬁrst leaf” and “ﬁrst bloom,” at a
given location during a given year, the spring indices of those
events are simply deﬁned as the average value of Sp′ .2.3. Model predictors and parameters
Here we deﬁne the M predictors comprising X and the coefﬁ-
cients A for each plant type and event. Stepwise linear regression
was used to select the predictors in X and estimate the A coefﬁ-
cients. As all stations from all years are pooled, the regression is
tailored for continental-scale phenological monitoring. Im-
portantly, not all predictors were required to model all phenolo-
gical events/plants. For clarity, we will use the subscripts “lf” and
“bl” to refer to the equations for the ﬁrst leaf and ﬁrst bloom in-
dices, respectively.
The following table describes the predictors used by, e.g.,
Schwartz et al. (2006) for the leaf index (Xlf):MD
SYN
DDPredictor
abbreviationDescriptionS0 Days since January 1
OP Number of high-energy synoptic
events
57 5–7 day degree-hour accumulations
E2 0–2 day degree-hour accumulationsDD
The values of SYNOP, DD57 and DDE2 are deﬁned as follows
(again, for the leaf index):⎧
⎨⎪
⎩⎪
t
t
t
t
SYNOP
0 if 1,
SYNOP 1 1 if DDE2 637
SYNOP 1 otherwise. 6
( ) =
=
( − ) + ≥
( − ) ( )
t t lDDE2 GDH ,
7l 0
2
∑( ) = ( − )
( )=
t t lDD57 GDH ,
8l 5
7
∑( ) = ( − )
( )=
where t again is used as a temporal index of days from January
1 onward (t T1, 2, , ,= … ). The quantity GDH is a vector of growing
degree hours determined by ﬁrst modeling hourly temperature
(Dtemp(h)) from daily Tmin and Tmax
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where L is the length of the day (in hours) and L′ the nearest in-
teger value of L. The term Ds, the temperature at sunset, is given by
⎜ ⎟⎛⎝
⎞
⎠D T T L L Tsin 4 .s max min min
π= ( − )
+
+
This formulation assumes a sinusoidal temperature curve dur-
ing the day that begins at Tmin just before sunrise and attains a
maximum value of Tmax. Temperatures after sunset are modeled as
a logarithmic decay. An illustration of this method for modeling
daily temperature evolution is shown in Fig. 1.
The growing degree hours are therefore given as
t D hGDH .
10h h
h
temp∑( ) = ( )
( )′=
″
Where the quantities h′ and h″ are the ﬁrst and last hours above
the base temperature threshold (31 °F/0.5556 °C).
We are now prepared to deﬁne the matrix Alf of predictor
coefﬁcients in Eq. (4) for the three plants used in the leaf index:
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Development of the bloom index proceeds in a similar way, with
Xbl composed of the following predictors:HMD
D 1000GPredictor abbreviation Description0 20 40 60 80 100
0
Leaf Index
S0 Days since leaf index was achieved200DH Accumulated growing degree hoursS
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Fig. 2. Illustration of the terms (SYNOP, DDE2, and DD57) comprising the predictor
variables of X that change as function of time. This example is from a single year
(1902) at a single weather station in the GHCN (USC00405187). The top panel
shows Tmin and Tmax , and the next one shows GDH calculated from those two
variables. GDH is then used to identify synoptic events (SYNOP), as well as the
amount of heat accumulation on days 0–2 and 5–7 prior. In all panels, the ﬁrst leaf
date is denoted by the dashed green vertical line. (For interpretation of the refer-
ences to color in this ﬁgure caption, the reader is referred to the web version of this
paper.)
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Fig. 3. Same as Fig. 2, but for the bloom index.AG
with AGDH is deﬁned as the summation of growing degree
hours at some time t from some initial time to
⎧⎨⎩t
t t t t
AGDH
AGDH 1 GDH if
0 otherwise. 12
o( ) = ( − ) + ( ) >
( )
In this case, to is taken to be the date of the ﬁrst leaf index,
ensuring that the bloom index will always occur later in the year.
Finally, Abl is deﬁned as
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2.4. Implementation in MATLAB©
The ml_si toolbox is distributed as a single zipped tarball.
When unzipped and untarred, it will create a main directory called
ML_SI with ﬁve subdirectories: data/, docs/, figs/, scripts/ and
si_funcs/. The actual calculation of SI, however, only requires
one function (calc_si) and its ﬁve dependencies (calc_daylen,
calc_soldec, growdh, synval, leaf), all of which are in the
directory si_funcs/. One therefore only needs to add the path to
si_funcs to have a fully functional implementation of ml_si.
Nonetheless, we supply a number of additional utilities and da-
tasets with the distribution of ml_si, all of which are documented
in the User's Guide in the folder docs/. It is worth noting here,
however, that in the folder scripts/ there is a script called se-
tup_ml_si.m which will add the appropriate paths and test the
functionality of si_ml. It is recommended that this script be run
ﬁrst.
The function calc_si takes as an input three arguments:
Tmin, Tmax and lat. The variables Tmin and Tmax can be 2D
matrices or 3D arrays, so long as their dimensions are ordered as
follows: years, days, stations, where the dimension years is
the total time domain of years for which SI is to be calculated; the
dimension days is the number of days from January 1 onward (366
total, with NaN ﬁlling in the last day of all non-leap years); and
stations is a dimension that can be ﬁlled by data from one or
more stations. It is easiest to think of calc_si taking as input a
stack of daily Tmin and Tmax records, with each of the layers in
the stack being individual stations or sites. The input values of
Tmin and Tmax should be in units of Fahrenheit, but they need not
be derived from station data. The matrices Alf and Abl are speciﬁed
in the function leaf, but these could be modiﬁed in this function,
or the function itself could be easily adapted to take these matrices
as an input.3. Spring index applications
3.1. Data
All data used here to illustrate the functionality of ml_si are
publicly available. They include “global historical climatology
network” (GHCN) daily data from the National Climatic Data
Center (ftp://ftp.ncdc.noaa.gov/pub/data/ghcn/daily/gsn/), as well
as observational phenological datasets archived online by the USA-
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Fig. 4. Time series of simulated phenology of three plants (Lilac, Arnold Red, and
Zabeli) whose simulated leaf and bloom dates are modeled to compute the spring
indices from a single station (USC00405187). (a) “First Leaf” dates for each of the
three plants; (b) “First Bloom” dates. These dates from the individual plants are
averaged together to create the leaf and bloom indices (see Fig. 5).
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Fig. 6. (a) Leaf Index and (b) Bloom Index values calculated from GHCN data across
North America and plotted against the nearest (within 10 km) ﬁrst leaf and ﬁrst
bloom observations. The observational data are archived by the National Phenology
Network (https://www.usanpn.org), and are distributed with this toolkit.
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toolkit. Examples of how the various metrics are computed from a
single GHCN station use daily Tmin and Tmax values from station
“USC00405187” (Lewisburg, TN, USA).
3.2. Example 1 – SI and predictor variables
Values of Tmin and Tmax from a single station for a single year are
shownwith all derived predictor variables (the time evolving rows
of Xlf(t)) in Fig. 2. The day of leaf index output is also shown for
that year. A similar example is shown in Fig. 3 for the bloom index.
Both ﬁgures illustrate how daily weather ﬂuctuations are trans-
lated into a single day-of-year (DOY) value at a given site for a
given year for both indices. All data and routines needed toD
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Fig. 5. Time series of the four indices comprising SI, again calculated for a single
station (USC00405187). The top shows the three indices with values that are days
of the calendar year (DOY), while the bottom panel shows the Damage Index,
which records the anomalous amount of time between ﬁrst leaf and last freeze.
This index is expressed as an anomaly because its raw values are almost always
negative (ﬁrst leaf typically occurs before last freeze); when expressed as de-
partures from the long term mean, the most negative values correspond to the
most anomalously long periods of time between ﬁrst leaf and last freeze, and hence
the most potentially deleterious impacts on plant growth.generate these two ﬁgures are included in the ml_si distribution,
and indeed the ﬁgures themselves can be reproduced by running
the ﬁle ml_si_demo_1.m in the scripts/ folder.
3.3. Example 2 – SI calculated from a US weather station
Fig. 4 shows simulated leaf (panel a) and bloom (panel b)
events from the three plants comprising the SI models, calculated
from a single station for all available years. The values of these
time series are average together for each year to produce the leaf
and bloom indices shown in Fig. 5.
In addition to the leaf and bloom indices, the full suite of spring
indices includes the day of last freeze for each year and the damage
index, which records the anomalous amount of time between ﬁrst
leaf and last freeze. Anomalies are used because last freeze typi-
cally occurs after the leaf date, but if it happens quite late then
presumably the plants have had an unusual amount of time to
grow and render themselves vulnerable to frost damage (e.g., Ault
et al., 2013). All four SI are shown in Fig. 5. Both Figs. 4 and 5 are
generated using the script ml_si_demo_2.m.
3.4. Example 3 – SI compared with phenological data
The accuracy of the leaf and bloom indices has been docu-
mented elsewhere (see, for example, Schwartz and Reiter, 2000;
Schwartz et al., 2006, 2013). Moreover, the ml_si code has been
validated using the original FORTRAN implementations used in
previous studies. Here, nonetheless, we show a qualitative com-
parison of the leaf and bloom index values (the averages of three
plants) with some of the most extensive phenological observations
available for the continental United States (Fig. 6). To generate
these scatter plots, spring indices were calculated from a subset
GHCND stations that were employed in earlier studies (McCabe
et al., 2011; Schwartz et al., 2013; Ault et al., 2013) because of their
high data quality and coverage over the 20th century. In Fig. 6 the
GHCND sites that were within 10 km of a lilac observing site are
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Fig. 7. Mean dates for (a) the leaf index; and (b) bloom index, both calculated from
GHCND station data. Stations are the same as those used to produce Fig. 6, and
were selected because they were the closest stations with maximum overlap in
time with the observational lilac and honeysuckle data. Means were computed over
the period 1956–2009. Warm colors correspond to earlier dates (rendered as a “day
of year” integer value), while cool colors correspond to later dates. (For inter-
pretation of the references to color in this ﬁgure caption, the reader is referred to
the web version of this paper.)
D
ay
s 
pe
r D
ec
ad
e
-4
-2
0
2
4
D
ay
s 
pe
r D
ec
ad
e
-4
-2
0
2
4
Fig. 8. GHCN-derived trends (days/decade) of the (a) leaf index; and (b) bloom in-
dex. GHCN stations are the same as those used to produce Fig. 6, and were selected
because they were the closest stations with maximum overlap in time with the
observational lilac and honeysuckle data. As in Fig. 7, all available data were used to
produce this ﬁgure. Trends were computed over the period 1956–2003. Warm
colors correspond to negative trends (e.g., towards earlier dates), while cool colors
(found at only a handful of stations) correspond to positive trends. (For inter-
pretation of the references to color in this ﬁgure caption, the reader is referred to
the web version of this paper.)
T.R. Ault et al. / Computers & Geosciences 83 (2015) 46–53 51plotted against the phenological events themselves. This ﬁgure
and all supporting analysis can be generated with the script
ml_si_demo_3.m, although the user will also need to obtain the
raw daily GHCN data (ftp://ftp.ncdc.noaa.gov/pub/data/ghcn/daily/
ghcnd_all.tar.gz), and store it in the appropriate directory (e.g.,
ML_SI/data/ghcnd_all/).
3.5. Example 4 – SI means and trends in the coterminous US
Regionally varying trends in global SI are explored extensively
by Schwartz et al. (2006), and interannual variations in North
America are documented in Ault et al. (2011) and McCabe et al.
(2011), as well as an earlier study documenting variations inobservational lilac data (Cayan et al., 2001). In this example, we are
interested only in showing how mean dates and trends of the leaf
and bloom indices can be calculated from the subset of GHCN sites
used in the previous example (Fig. 8). In panel (a), the overall
(1956–2009) mean for each station is shown; trends in these re-
cords are shown in panel (b). These maps differ from those pre-
sented in Schwartz et al. (2013) and Peterson and Abatzoglou
(2014) in that no “warming hole” is present in the US southeast:
this result is from using fewer records analyzed by Schwartz et al.
(2013), and hence continuous coverage in many sites was not
available for the full period investigated in the earlier study (1900–
2010). Also, only the sites close to the lilac stations are shown here.
Fig. 8 can be generated using the script si_demo_4.m, although
GHCN daily data will ﬁrst need to be downloaded as with the
previous example.4. Discussion
We have illustrated the underlying conceptual motivation and
implementation of the spring indices along with their calculation
using the ml_si toolbox. These indices underpin a number of re-
cent studies examining the timing of spring onset (Ault et al., 2011;
McCabe et al., 2011; Schwartz et al., 2013; McCabe et al., 2013;
Peterson and Abatzoglou, 2014), yet researchers have only begun
to scratch the surface of what should be possible with broader use
and accessibility of the spring indices. We therefore envision that
this software will be of broad use to the ecological and climate
science communities. Further, although there are a few other data
products like the spring indices that track the transition of boreal
winter into the growing season (e.g., Jolly et al., 2005), the routines
we document here are unique in that they provide researchers
with new tools to develop consistent metrics of spring onset
through time, across space, and from a wide array of data pro-
ducts. Such products could include observational datasets of
gridded Tmin and Tmax or output from climate change simulations
using global climate models.
Several examples using daily GHCN data should give the user a
sense for the kinds of analyses that this toolbox makes possible.
For instance, in a straightforward way, one could obtain daily
station data for a given location where phenological observations
have been made, calculate SI, and compare the results with the
observed data. Likewise, if daily Tmin and Tmax values have been
recorded at a given plot or phenological monitoring site, they too
could be ingested into ml_si. However, given the number of
missing days in some GHCND stations, we suggest imposing a si-
milar quality control measure to that employed by Schwartz et al.
(2006). In that study, stations were only included if they had fewer
than 10 missing days of data per 30 day period for at least 25 years
out of a 30 year reference period (1961–1990).
Some of the limitations of ml_si are obvious, while others
need to be investigated more extensively in future work. For ex-
ample, the current implementation of SI is only valid in the
Northern Hemisphere because of how day lengths are calculated;
future developments will include making Southern Hemisphere SI
possible. Another drawback is that the models exclude informa-
tion about precipitation and snow cover; yet, these variables may
be critical in governing plant responses at some locations or dur-
ing some years. By the same token, the detection of synoptic-scale
warm weather events is based on Tmin and Tmax, but should (ide-
ally) use metrics that record more information about the under-
lying dynamics of the atmosphere (such as sea level pressure or
geopotential height anomalies). Because such variables are often
not available when working with international datasets (as in
Schwartz et al., 2006), they have been deliberately excluded from
the calculation of SI for simplicity and ﬂexibility.
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are worth mentioning. First, the extension of SI into lower lati-
tudes was achieved by removing the plant “chilling” requirements
as explained in Schwartz et al. (2013), which had been a key fea-
ture of the model before that time. Although this step extended
the geographic domain where SI can be calculated, its overall
implications remain relatively under-explored. Nonetheless,
Schwartz et al. (2013) show good agreement between the ex-
tended SI and existing (non-Lilac and non-Honeysuckle) observa-
tional datasets in warmer temperate regions, suggesting that even
in these lower latitudes the SI pick up key features of spring onset.
Second, the SI are composed of average simulated leaf out and
bloom dates from just three indicator species. Although the
phenologies of these three species are perhaps the most widely
observed in the continental US, it would be desirable at some fu-
ture time to populate the SI plant models with a richer “ecology”
of indicator species. Despite these limitations, the SI have con-
sistently and demonstrably been useful in tracking interannual
variations in spring onset and trends across an impressive number
of spatial domains and types of variables (Schwartz and Reiter,
2000; White et al., 2009; McCabe et al., 2011; Schwartz et al.,
2013). In our view, the SI are therefore best used to characterize
interannual variations in temperature-driven phenological and
physical responses to spring onset.
Finally, the use and utility of the SI can be thought of in an
analogous way to that of the “Palmer Drought Severity Index”
(PDSI) and its many variants (e.g., Dai, 2011). The PDSI was de-
veloped for a very narrow purpose in a limited geographic domain
nearly 50 years ago. Nonetheless, it manages to capture something
essential about the nature of moisture balances and deﬁcits across
a wide range of spatial and temporal scales, making it one of the
most widely used drought indices even today, and in spite of its
many limitations (see Alley, 1984; McKee et al., 1993; Guttman,
1999; Redmond, 2002; Dai, 2011). In our view, the SI are con-
ceptually similar to drought indices because they attempt to
translate noisy local weather ﬂuctuations into a consistent in-
dicator of climatic conditions across space and through time. By
producing and distributing ml_si, it is hoped that the wider re-
search community will continue to explore its usefulness and
limitations, as well as develop new, alternative indices to char-
acterize spring onset in our changing climate.Acknowledgments
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USGS.Appendix A. Additional resources
Complete documentation of the si_ml toolbox may be found in
the User's Guide (ML_SI/docs/users_guide.pdf). Here, we
note a few additional functions and datasets that are distributed in
the package. First, the script setup_ml_si.m will add theappropriate path to the SI functions and test various options, in-
cluding the functionality of wget to retrieve station data as well as
the routines needed to import GHCN metadata, GHCN daily data,
and the North American lilac data. None of these options are
needed, however, for the core functions comprising ml_si to work
properly.
Second, the function read_ghcnd_dly_file (in si_funcs/)
will read a GHCN ﬁle with daily station data and return a structure
with appropriate metadata and data attached to it. This function is
called by si_demo_3.m, si_demo_4.m.
Lastly, the data found in ML_SI/data/mds/mds_ver-
ification_data/ includes SI-x_1981_2010_norms25_noWBAN.xls
and SI-x_select6_optimized_output.xls. The first Excel© ﬁle
contains the list of the 733 quality-controlled GHCND sites (ﬁrst col-
umn) as well as some metadata and output from the original FOR-
TRAN code written by M.D. Schwartz. This ﬁle is used by si_demo_3.
m to calculate spring indices for each of the 733 sites; si_demo_4.m
uses the output from si_demo_3.m and maps out the trends and
means for these sites. A second ﬁle (SI-x_select6_optimize-
d_output.xls) contains the output from Schwartz's original FOR-
TRAN code to calculate SI from a “Select 6” subset of the GHCN da-
tabase. The output has also been formatted for Excel©. If modiﬁcations
are made to any of the core functions comprising ml_si, it is re-
commended that the new results be veriﬁed against this dataset (an
example of this veriﬁcation process is found in setup_ml_si). It is not
necessary, in our view, that new output be exactly 1-to-1 with the
original FORTRAN output because truncation differences between
MATLAB© and FORTRAN can introduce up to 1 day of random error
during some years. However, any errors should be uncorrelated and
not systematically biased in any one direction.Appendix B. Supplementary data
Supplementary data associated with this paper can be found in
the online version at http://dx.doi.org/10.1016/j.cageo.2015.06.015.References
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