We give a quantitative analysis of a theorem due to Fenghui Wang and Huanhuan Cui concerning the convergence of a multi-parametric version of the proximal point algorithm. Wang and Cui's result ensures the convergence of the algorithm to a zero of the operator. Our quantitative analysis provides explicit bounds on the metastability (in the sense of Terence Tao) for the convergence and the asymptotic regularity of the iteration. Moreover, our analysis bypasses the need of sequential weak compactness and only requires a weak form of the metric projection argument.
Introduction
In this paper we give a quantitative analysis of a theorem due to Fenghui Wang and Huanhuan Cui concerning the strong convergence of a multi-parametric version of the proximal point algorithm in Hilbert spaces.
The proximal point algorithm (PPA) is recognized as a powerful and successful tool in approximating a zero of a maximal monotone operator in a Hilbert space. The algorithm was studied by Ralph Rockafellar in [24] , where weak convergence for (PPA) was established. A counter-example by Osman Güler in [11] showed that, in general, one cannot guarantee strong convergence for this iteration. This has prompted a series of variants in an attempt to obtain strong convergence. Motivated by the success of the Halpern iterations in fixed point theory [12] , the Halpern-type proximal point algorithm (HPPA) was introduced by Shoji Kamimura and Wataru Takahashi in [13] and, independently, by Hong-Kun Xu in [28] . With given points u, z 0 , a regularization sequence of positive real numbers (c n ) and a sequence of errors (e n ), (HPPA) is recursively defined by
where J cn is the resolvent function associated with c n and the maximal monotone operator. Strong convergence for (HPPA) was shown e.g. in [5, Theorem 2] and [28, Theorem 5.1] . These two strong convergence results received quantitative analyses in [20] and [23] , respectively. A generalization to Banach spaces was discussed in [1] . This generalization received a quantitative analysis by Ulrich Kohlenbach in [14] . Yonghong Yao and Muhammad Aslam Noor studied in [29] a generalization of (HPPA), in an attempt to obtain a result of strong convergence, in Hilbert spaces, under weaker assumptions. This generalization involves the use of several parameters and is called the multi-parameters proximal point algorithm (mPPA). This was partially achieved in [29, Theorem 3.3] , however a new condition was necessary that prevented the reduction to (HPPA). A metastable version of this result was given in [7] .
In this paper we give a quantitative analysis of a strong convergence result for (mPPA) by Wang and Cui [27, Theorem 1] . Wang and Cui's result can be viewed as a generalization of previous results (see e.g. [13, 28, 22, 29, 4] ). Indeed, it relies on weaker conditions and enables a reduction to (HPPA). The output of our analysis consists of explicit bounds on metastability properties (in the sense of Terence Tao [26, 25] ). Namely, we obtain functionals ρ and ρ such that for every natural number k and function f : N → N the following properties hold
with the sequence (z n ) defined by (mPPA). The propeties (1) and (2) are the metastable versions of the Cauchy property and the asymptotic regularity for (z n ), respectively. Notice that the original properties and their metastable versions are, in fact, (ineffectively) equivalent. While in general one cannot guarantee rate extraction for such properties, the underlying theoretical techniques ensure that we are always able to extract information for the corresponding metastable versions. For a discussion on the history and relevance of the notion of metastability we refer to [18] . In this analysis, and similarly to previous analyses (cf. [7, 20, 9, 23] ), we were guided by Fernando Ferreira and Paulo Oliva's bounded functional interpretation [10] , more specifically the classical variant from [8] . Functional interpretations are helpful to navigate the original proof, to avoid certain non-essential principles used therein (such as sequential weak compactness) and to obtain explicit bounds. The use of functional interpretations to analyse mathematical proofs has been very successful, particularly in areas such as approximation theory, ergodic theory, fixed point theory and optimization theory. We refer to [17] and the book [15] for an overview of such results. We would like to point out that, even though a proof-theoretical technique underlines the analysis in this paper, no knowledge of Mathematical Logic is required for the understanding of its results.
We work only with a weaker version of the metric projection principle where the projection point, crucial in the original proof, is replaced by approximations. Also, we bypass the sequential weak compactness arguments used in the original proof. The way to deal with the projection argument and sequential weak compactness is explained in full detail in [9] (these qualitative improvements first appeared in [16] ). Furthermore, the original proof has a discussion by cases which, in our quantitive analysis, imposes a discussion by cases for each approximation to the projection point. Namely, for each natural number k and function f , one must consider a "good enough" approximation to the projection point and carry out the discussion by cases relative to that point.
The structure of the paper is the following. In Section 2 we recall the relevant terminology as well as some well-known results from the theory of monotone operators in Hilbert spaces. We also recall some results necessary for our analysis. Also, in Subsection 2.3 we give a detailed description of the original proof by Wang and Cui in order to clarify the different steps that our analysis requires. The main analysis is carried out in Section 3. As in the original proof we divide it into two cases depending on whether a certain auxiliary sequence is eventually decreasing or not. Some final remarks are left to Section 4.
Preliminaries

Background on Monotone Operators on Hilbert spaces
Throughout we let H be a real Hilbert space with inner product ·, · and norm · . We recall that an operator A : H → 2 H is said to be monotone if and only if whenever (x, y) and (x ′ , y ′ ) are elements of the graph of A, it holds that x − x ′ , y − y ′ ≥ 0. A monotone operator A is said to be maximal monotone if the graph of A is not properly contained in the graph of any other monotone operator on H. We define S := A −1 (0), the set of all zeros of A. For a comprehensive introduction to convex analysis and the theory of monotone operators in Hilbert spaces we refer to [2] .
We fix A a maximal monotone operator and assume henceforth S to be nonempty. For every positive real number σ, we use J σ to denote the resolvent function of A, i.e. the single-valued function defined by J σ = (I + σA) −1 .
and firmly nonexpansive if
Note that if T is firmly nonexpansive then it is nonexpansive. The set {x ∈ H : T (x) = x} of fixed points of the mapping T will be denoted by Fix(T ). If T is nonexpansive, then Fix(T ) is a closed and convex subset of H. For σ > 0, the resolvent function J σ is firmly nonexpansive and the set of fixed points of J σ is S.
Consider the following multi-parametric version of the proximal point algorithm introduced in [29] ,
where u, z 0 ∈ H are given, (c n ) ⊂ (0, +∞), (λ n ), (δ n ) ⊂ (0, 1) and (γ n ) ⊆ [0, 1) such thatλ n + γ n + δ n = 1, for all n ∈ N. Sometimes it is useful to consider the following exact version of the algorithm (mPPA),
where u, y 0 ∈ H are given, (c n ) ⊂ (0, +∞), (λ n ), (δ n ) ⊂ (0, 1) and (γ n ) ⊆ [0, 1) such thatλ n + γ n + δ n = 1, for all n ∈ N.
Since we will only look at (mPPA e ) as a way to prove strong convergence for (mPPA), we will always assume that y 0 = z 0 .
The following lemmas are well-known.
holds for every x ∈ H.
Lemma 2.4. Let x, y ∈ H and let t, s ≥ 0. Then
We will use the following result due to Xu.
Lemma 2.5 ( [28] ). Let (α n ) ⊂ (0, 1) and (b n ) be real sequences such that
(ii) lim α n = 0.
(iii) lim sup b n ≤ 0 or α n |b n | < ∞.
Let (a n ) be a nonnegative real sequence satisfying a n+1 ≤ (1 − α n )a n + α n b n . Then lim a n = 0.
In this paper we carry out a quantative analysis of Theorem 2.6 below, due to Wang and Cui, which relies on the following conditions (C 1 ) lim λ n = 0,
∞ n=1 e n < ∞ or lim en λn = 0. Theorem 2.6. ([27, Theorem 1]) Let (z n ) be generated by (mPPA). Assume that conditions (C 1 ) − (C 5 ) hold. Then (z n ) converges strongly to a point z ∈ S (the nearest point projection of u onto S).
Quantitative Lemmas
We recall the notion of monotone functional for two particular cases. First consider the strong majorizability relation ≤ * from [3] for functions f, g : N → N.
.
A function f : N → N is said to be monotone if f ≤ * f , which corresponds to saying that f is an increasing function, i.e. ∀n ∈ N (f (n) ≤ f (n + 1)). We say that a functional ϕ : N×N N → N is monotone if for all m, n ∈ N and all f, g : N → N,
A function depending on several variables (ranging over N or over N N ) is said to be monotone if it is monotone in all the variables.
Remark 2.7. We usually restrict our arguments to monotone functions in N N . There is no real restriction in doing so, as for f : N → N, one has f ≤ * f maj , where f maj is the monotone function defined by f maj (n) := max{f (i) : i ≤ n}. In this way, we avoid constantly having to switch from f to f maj , and simplify the notation.
Notation 2.8. Consider a function ϕ on tuples of variablesx,ȳ. If we wish to consider the variablesx as parameters we write ϕ[x](ȳ). For simplicity of notation we may then even omit the parameters and simply write ϕ(ȳ).
We will use the following lemma. 
Then
It is well-known that for a sequence (α n ) ⊂ (0, 1), having α n = ∞ is equivalent to (1 − α n ) = 0. An alternative version of Lemma 2.9 can be given where one assumes the existence of a rate of convergence A ′ for the product (1 − α n ) instead of a rate of divergence A for the sum α n (see [20] and [19, Lemma 2.4] ).
The proof by Wang and Cui
Let us discuss the proof of Theorem 2.6 in detail in order to better understand the required steps of our quantitative analysis. We write J n to denote J cn , for n ∈ N.
1) The proof starts by showing that z n − y n → 0, using Lemma 2.5. This allows to reduce the convergence of a sequence (z n ) given by (mPPA) to that of a sequence (y n ) given by the exact variant (mPPA e ).
2) By an easy induction argument it is shown that (y n ) is bounded.
3) Using Lemma 2.4 and the fact that the resolvent functions are firmly nonexpansive it is shown that
where σ, M are positive constants and (s n ) is the sequence defined by s n := y n − z 2 , with z the projection point of u onto S.
4) Form this point on, the proof proceeds by distinguishing the cases:
is not eventually decreasing. In each case it is shown that (s n ) → 0, which entails the result.
Let us describe how the proof proceeds in each case.
i) (s n ) is eventually decreasing.
a) Since (y n ) is bounded we have that (s n ) is also bounded and therefore it is convergent. b) By step 3 and the fact that λ n → 0 it folllows that J n (y n ) − y n → 0. c) From the previous step and Lemma 2.3 it follows that J σ (y n ) − y n → 0. d) It is shown that s n+1 ≤ (1 − λ n )s n + 2λ n u − z, y n+1 − z . e) By sequential weak compactness, using the demiclosedness principle [6] and the fact that z is the projection point, it follows that lim sup u − z, y n+1 − z ≤ 0.
f ) By Lemma 2.5 one concludes that s n → 0.
ii) (s n ) is not eventually decreasing.
a) For a certain sequence τ (n) and n 0 ∈ N, we have s τ (n) ≤ s τ (n)+1 , for n ≥ n 0 . By step 3, it holds that
The sequence τ (n) is obtained using [21, Lemma 3.1]. b) Since λ n → 0 and τ (n) → ∞ one obtains that J τ (n) (y τ (n) ) − y τ (n) → 0. c) From the previous step using sequential weak compactness and the demiclosedness principle, it
concludes that lim s τ (n) = 0 and consequentely lim s τ (n)+1 = 0. f ) The result follows because s n ≤ s τ (n)+1 .
Quantitative analysis
We start by stating our quantitative assumptions. We assume that there exist c ∈ N \ {0} and monotone functions ℓ, L, E : N → N and h : N → N \ {0} such that
The first condition is a quantitative version of the fact that the sequence (λ n ) is always positive. Condition (Q 2 ) states that ℓ is a rate of convergence for the sequence (λ n ). Condition (Q 3 ) postulates that L is a rate of divergence for the series ∞ n=0 λ n . Condition (Q 4 ) expresses the fact that the terms of the sequences (c n ) and (δ n ) are bounded away from zero. Finally, the last two conditions express, respectively, that the sequence of the partial sums ( n i=0 e i ) is a Cauchy sequence with rate E, or that the sequence en λn converges towards zero with rate of convergence E.
In the following we will assume, unless stated otherwise, that we are under the conditions (Q 1 ) − (Q 4 ) and either (Q 5a ) or (Q 5b ). Notation 3.1. In order to make the notation less cumbersome we will write J n instead of J cn and J instead of J 1 c .
The following functions are useful for our analysis. (iii) Given D ∈ N, for all k, n ∈ N and f : N → N, Lemma 3.20) .
(iv) Given D ∈ N, for all k, n ∈ N and f : N → N,
(v) Given k, D ∈ N and f, L : N → N, for all n ∈ N,
(vi) Given c ∈ N, for all n ∈ N,
(vii) Given k, D ∈ N, for all n ∈ N,
(viii) Given k, c, D ∈ N and ℓ : N → N, for all n ∈ N,
(ix) Given k, c, D ∈ N and f, ℓ, L : N → N, for all n ∈ N,
Using the functions from Definition 3.2, we can now present the main functions. 
abbreviating r 1 = r 1 (n), r 3 = r 3 (n) and r 4 = r 4 (n). Given natural numbers k, c, D ∈ N and functions f, c, C, ℓ, L, h : N → N, we define for all n ∈ N,
abbreviating r 2 = r 2 (n), and also
For every natural number n ∈ N, we consider Ξ(n) := max{Ξ 1 (n), Ξ 2 (n)}.
Remark 3.4. It is easy to check that all the functions defined in Definitions 3.2 and 3.3, except φ 1 and φ 2 , are monotone, provided that the parameter functions are also monotone. For φ 2 we always have monotonicity in n, f . In order to obtain also monotonicity in k it is enough that f (n) ≥ n. Similarly for φ 1 .
We are now able to formulate our main result. We then show some easy consequences, in particular a metastable version of Theorem 2.6 (cf. Corollary 3.10). For each point z, below (s z n ) denotes the auxiliary sequence defined by y n − z 2 . 
where µ(k, f ) := max{σ(k, φ 2 (r,n, f +2)), Φ(β(k, Ξ))}, withr := r 1 (β(k, Ξ)),n := r 3 (β(k, Ξ)), k := 32(k+1) 2 −1 and σ, f , r 1 , r 3 , φ 2 , Φ as in Definition 3.2, Ξ(m) as in Definition 3.3, with β as in Proposition 3. 16 .
In the conditions of Theorem 3.5, we have the following corollaries exhibiting, respectively, a metastability bound and a metastable version of asymptotic regularity for the iteration (mPPA e ). 
Proof. By Theorem 3.5 there exists n ≤ µ(4(k
Corollary 3.7. For all k ∈ N and monotone function f : N → N, we have
Proof. It follows from Corollary 3.6 that there exists n 0 ≤ µ(16c
, by condition (Q 2 ). We have that
This conclude the proof of Part (i). Part (ii) then follows from Lemma 2.3.
In the original proof, the convergence of (mPPA) is reduced to that of the exact variant (mPPA e ). The quantitative version of that reduction is shown in Lemma 3.9 provided that the sequence z n − y n is bounded as shown in Lemma 3.8.
Proof. Since the resolvent is nonexpansive we have that z n+1 − y n+1 ≤ γ n z n − y n + δ n J n z n − J n y n + e n ≤ γ n z n − y n + δ n z n − y n + e n = (1 − λ n ) z n − y n + e n .
One sees that ∀n ∈ N ( y n − p ≤ d 0 ) by induction. Indeed, clearly y 0 − p = z 0 − p ≤ d 0 . As for the induction step we have
Assume that E satisfies (Q 5a ). In particular, for k = 0 we have ∀n ∈ N
Then, similarly to (i), one shows that z n − p ≤ d 0 + d 1 . Hence, for all n ∈ N z n − y n ≤ z n − p + y n − p ≤ 2d 0 + d 1 .
Assume now that E satisfies (Q 5b ). We show by induction that z n − y n ≤ d 2 , for all n ∈ N. Clearly z 0 − y 0 ≤ d 2 . Assume that z n − y n ≤ d 2 . If n < E(0), then n+1 ≤ E(0) and therefore z n+1 − y n+1 ≤ d 2 . For n ≥ E(0), we have e n ≤ λ n . Then by (4), the induction hypothesis, and the fact that
Lemma 3.9. Let (z n ), (y n ) be given, respectively, by (mPPA) and (mPPA e ). Consider monotone functions L, E : N → N such that L satisfies (Q 3 ) and E satisfies either (Q 5a ) or (Q 5b ). Let d 0 , d 1 , d 2 ∈ N \ {0} be natural numbers as in Lemma 3.8. Define d := max{2d 0 + d 1 , d 2 }. Then the sequence (z n − y n ) converges to zero and has rate of convergence Θ, i.e.
Proof. In the case where E : N → N satisfies (Q 5a ), by Lemma 3.8, we have z n − y n ≤ 2d 0 + d 1 for all n ∈ N.
By inequality (4) we can instantiate Lemma 2.9 with s n = z n − y n , α n = λ n , r n ≡ 0, γ n = e n , A = L, R ≡ 0 and G = E. Hence
with θ 1 (k) := L (E(3k + 2) + ⌈ln(3(2d 0 + d 1 )(k + 1))⌉) + 1.
In the case where E : N → N satisfies (Q 5b ), by Lemma 3.8, we have z n − y n ≤ d 2 for all n ∈ N. Instantiating Lemma 2.9 with s n = z n − y n , α n = λ n , r n = en λn , γ n ≡ 0, A = L, R = E and G ≡ 0,
with θ 2 (k) := L (max{E(3k + 2) − 1, 0} + ⌈ln(3d 2 (k + 1))⌉) + 1. The monotonicity of the function L implies max{θ 1 (k), θ 2 (k)} ≤ Θ(k). From (5) and (6), we conclude the result.
In the conditions of Theorem 3.5 and Lemma 3.9, we have the following corollary exhibiting a metastability bound for the iteration (mPPA). Proof. By Corollary 3.6, there exists n 0 ≤ µ(36(k + 1) 2 − 1, f ) such that for all i, j ∈ n 0 , f (n 0 ) it holds that y i − y j ≤ 1 3(k+1) . Define n := max{n 0 , Θ(3k + 2)} ≤ ν(k, f ). Then clearly [n, f (n)] ⊂ [n 0 , f (n 0 )] and for i ∈ [n, f (n)], we have i ≥ Θ(3k + 2). Using Lemma 3.9 we conclude that Using Corollary 3.7 and Lemma 3.9 we obtain a metastable version of the asymptotic regularity for the iteration (mPPA). 
where ν(k, f ) := max{ µ(2k + 1,f ), Θ(4k + 3)} andf (m) := f (max{m, Θ(4k + 3)}).
Proof. By Corollary 3.7 there exists n 0 ≤ µ(2k + 1,f ) such that
Let n := max{n 0 , Θ(4k + 3)}. Then n ≤ ν(k, f ) and for i ∈ [n, f (n)] ⊆ [n 0 ,f (n 0 )] we have that
This shows Part (i). Part (ii) then follows from Lemma 2.3. In the remainder of this section we carry out the analysis of Theorem 2.6 which provides a proof to Theorem 3.5. We begin with a lemma relating the resolvent functions J and J n . We recall the following quantitative result related to the projection argument. The fact that we are working with almost fixed points instead of actual fixed points creates a new error term P z n in the main inequalities (cf. (7) and (8) below). Since we can consider good enough almost fixed points z, this error P z n can be made small so as not to affect the convergence of the algorithm. 
and
where s z n := y n − z 2 , P z n := 2 J n (z) − z (3 y n − z + J n (z) − z ).
Proof. Let z be a point in B D . Since the resolvent is nonexpansive we have that
Using (9) and the fact that the resolvent is both nonexpansive and firmly nonexpansive we derive
Then, the definition of y n+1 and Lemma 2.4 entail
We conclude that (7) holds. Also, since δ n (2γ n + δ n ) ≥ δ 2 n ≥ 1 c ,
The inequality (8) follows from the fact that 2 u − z, y n+1 − z ≤ 2 u − z y n+1 − z ≤ 8D 2 .
To deal with the remainder of the analysis we must discuss two cases depending on whether the sequence (s z n ) is decreasing or not.
First case
The first case that we are going to consider is the case where the sequence (s z n ) is eventually decreasing. Our goal is to apply Lemma 3.18 below, which is a quantitative version of Lemma 2.5, with (v n ) := P z n , (r n ) := 2 u − z, y n+1 − z , for an adequate choice of z, in order to obtain a rate of metastability for (s z n ). The result is an easy adaptation of [23, Lemma 14] for the case where (γ n ) ≡ 0. 
, and for all i ∈ N, Remark 3.19. Observe that since λ n ≤ 1, for all n ∈ N, by (Q 3 ) it follows that for all n ∈ N we have L(n) ≥ n.
Hence the function σ defined in Lemma 3.18 verifies the condition σ(k, n) ≥ n, for all n ∈ N.
In the original proof of Theorem 2.6, metric projection is used, followed by a sequential weak compactness argument. Sequential weak compactness can be eliminated in a way similar to [7, 23] . This is to be expected in light of the arguments given in [9] . The next result is an easy adaptation of [15, Proposition 2.27 ] (see also Remark 2.29 in the same reference).
where
Moreover, there is n ′ ∈ {f (i) (n) : i ≤ 4D 2 (k + 1)} satisfying (11) .
We will need the following particular instance of Lemma 3.20.
where φ 1 , φ 2 are as in Lemma 3.20 .
Proof. We may assume that f (n) ≥ n, because otherwise the result is trivial. By Lemma 3.20 we have that
with n ′ ∈ {(f + 1) (i) (n) : i ≤ 4D 2 (k + 1)}. If i ∈ [n ′ , f (n ′ )], then i + 1 ∈ [n ′ , f (n ′ ) + 1] and so s z i − s z i+1 ≤ 1 k+1 . Since n ′ ≥ n and f (n ′ ) ≤ f (φ 2 (k, n, f + 1)) ≤ φ 1 (k, n, f + 1), using the monotonicity of the function f we have [n ′ , f (n ′ )] ⊆ [n, φ 1 (k, n, f + 1)]. Then for i ∈ [n ′ , f (n ′ )] it holds that s z i − s z i+1 ≥ 0 which entails the result. In the discussion of the first case we need a quantitative version of the fact that (y n ) is a sequence of almost fixed points for the resolvent function. This is accomplished with Lemmas 3.22 and 3.23. 
Proof. For i ∈ [n, f (n)], we have i ≥ n ≥ ℓ(96cD 2 (m + 1) 2 − 1). Hence, by condition (Q 2 ),
By inequality (8) 
where r 1 := r 1 (m) = 12c(m + 1) 2 − 1, as in Definition 3.2.
Proof. We may assume that f (n) ≥ n, because otherwise the result is trivial. By Lemma 3.21, there exists n ′ ∈ [n, φ 2 (r 1 , n, f + 1)] such that
Since n ′ ≥ n and f (n ′ ) ≤ φ 1 (r 1 , n, f +1) we have that n ′ ≥ ℓ((r 1 +1)8D 2 −1) and [n ′ , f (n ′ )] ⊆ [n, φ 1 (r 1 , n, f +1)], which implies that n ′ ≥ ℓ(96cD 2 (m + 1) 2 − 1) and
Hence, by Lemma 3.22,
The analysis of the first case is concluded with the following result. It gives a rate of metastability for the convergence of the sequence (s z n ) provided that z is a suficiently good approximation to the projection point and that the decreasing property of the sequence (s z n ) holds long enough.
where σ, f , r 1 := r 1 (m), r 3 := r 3 (m), φ 1 and φ 2 are as in Definition 3.2 and Ξ 1 is as Definition 3.3.
Proof. Let r 4 := r 4 (m) be as in Definition 3.2. By (ii), using Lemma 3.14 and the definition of Ξ 1 , we have
Noticing that J i (z) − z ≤ 1 and y i − z ≤ 2D, for i ≤ φ 1 (r 1 , r 3 , f + 2), we have
By (13), (i) and the fact that r 3 ≥ ℓ(96cD 2 (m + 1) 2 − 1), it follows from Lemma 3.23 that
For i ∈ [n, f (n)], we have that i + 1 ∈ [n, f (n) + 1]. Hence J(y i+1 ) − y i+1 ≤ 1 m+1 . It follows from (iii) and the fact that y i+1 ∈ B D that
Since f (n) ≤ f (φ 2 (r 1 , r 3 , f + 2)), we have r 4 ≥ 3(k + 1)( f (n) + 1). Since f (n) ≤ φ 1 (r 1 , r 3 , f + 2), by (13) and (15) it follows that
Then from (16) , by applying Lemma 3.18 with q = f (n) := f (σ(k, n)) and using inequality (7) we conclude
which entails the result.
Second case
We are now going to consider the case where the sequence (s z n ) is not eventually decreasing. For s : N → N and m ∈ N we define a functional τ as follows. 
or ∃j ∈ [m + 1, i](s j < s j+1 ).
If (17) holds, then we must have s m < s m+1 and hence τ s m (i) = m < i = τ s m+1 (i). If (18) holds, then τ s m (i) = max{j ∈ [m, i] : s j < s j+1 } = max{j ∈ [m + 1, i] : s j < s j+1 } = τ s m+1 (i). We recall that the original proof relies on [21, Lemma 3.1]. As it turns out, for our quantitative analysis we do not need a full quantitative version of that result as the following weakening is sufficient. . This finishes the proof of (19) .
Assume that m ≥ r. Then by Part (i) of Proposition 3.26, for i ≥ m, it follows that τ s m (i) ≥ τ s m (m) = m ≥ r, which concludes the proof.
In the following, since we are going to use sequences (s z n ) that involve a parameter z ∈ H, we simplify the notation writting τ z m instead of τ s z m . Lemma 3.28. Let D ∈ N \ {0} be such that D ≥ max{2 u − p , z 0 − p }, for some p ∈ S. For k, m, n ∈ N, f : N → N monotone and z ∈ B D , assume that
where ζ, r 2 and r 3 as in Definition 3.2 and ξ is as in Definition 3.3.
Proof. In this proof we omit the parameter z, whenever possible, and write s (·) , τ n (·) and P (·) instead of s z (·) , τ z n (·) and P z (·) , respectively. By Lemma 3.27 we have that ∀i ≥ n τ n (i) ≥ r 3 (m) ∧ max{s τn(i) , s i } ≤ s τn(i)+1 .
Let i ∈ [n, f (n)]. Since s τn(i) ≤ s τn(i)+1 , by inequality (8) we have that
By the monotonicity of ℓ and the definition of r 3 (m) we have that τ n (i) ≥ ℓ 16c(r 2 (m)) 2 D 2 . Hence, by (Q 2 )
By (ii), the monotonicity of ζ and the definition of ξ we have that J(z) − z ≤ 1 ζ(4c(r2(m)) 2 (6D+1),f (n))+1 . Since τ n (i) ≤ i ≤ f (n), by Lemma 3.14 we have J τn(i) (z) − z ≤ 1 4c(r 2 (m)) 2 (6D + 1) (≤ 1).
Then, since y τn(i) − z ≤ 2D,
Combining (20) − (22) we conclude that
By the definition of r 2 (m) we conclude that
Moreover, the definition of r 2 (m) and Lemma 2.3 entail that J(y τn(i) ) − y τn(i) ≤ 1 m+1 . We show that P τn(i) ≤ 1 8h(i)(k + 1) 2 .
Indeed, by the definition of ξ we have J(z) − z ≤ 1 ζ(16h(f (n))(k+1) 2 (6D+1),f (n))+1 . Then, by Lemma 3.14, for n ′ ≤ f (n)
Since h is monotone and i ≤ f (n) we have τ n (i) ≤ f (n) and h(i) ≤ h(f (n)). Then
Hence P τn(i) ≤ 2(6D + 1) 16h(i)(k + 1) 2 (6D + 1) = 1 8h(i)(k + 1) 2 .
By (Q 2 ) and the the fact that τ n (i) ≥ r 3 (m) we have that λ τn(i) ≤ 1 256D 2 (k+1) 2 . Then, the definition of (mPPA e ) and the fact that y τn(i) − u ≤ 2D entail y τn(i) − y τn(i)+1 = λ τn(i) (y τn(i) − u) + δ τn(i) y τn(i) − J τn(i) (y τn(i)
Hence, using (23), we derive that y τn
Since y τn(i) ∈ B D and J(y τn(i) ) − y τn(i) ≤ 1 m+1 , from (iii) we obtain
We have that u − z ≤ 2D. Then, using (27) 
By (10), using (24), condition (Q 1 ) and the fact that h (τ n (i)) ≤ h(i), we derive
Observe that √ s τn(i)+1 = y τn(i) − z − y τn(i) − y τn(i)+1 ≤ √ s τn(i) + y τn(i) − y τn(i)+1 .
Then, by (26), (28) and (29) we have √ s τn(i)+1 ≤ 1 4(k + 1) 2 + 1 2(k + 1) = 1 k + 1 .
Hence s τn(i)+1 ≤ 1 (k+1) 2 ≤ 1 k+1 , which entails the result.
Putting it together
We are now able to prove our main result. Consider r 1 and r 3 to be, respectively, the natural numbers r 1 (m 0 ) and r 3 (m 0 ). Observe that by monotonicity (cf. Remark 3.4), r 1 ≤r and r 3 ≤n.
We may assume that f (r 3 ) ≥ r 3 . Indeed, if f (σ(k, r 3 )) < r 3 , then f (r 3 ) < r 3 by monotonicity and the fact that σ(k, r 3 ) ≥ r 3 (cf. Remark 3.19) . Notice that by the definition of φ 2 we obtain r 3 ≤ n ≤ φ 2 (r, n, f + 2).
Again by monotonicity and the fact that σ(k, r 3 ) ≥ r 3 we would then have that r 3 ≤ µ(k, f ) and the result would be trivially true. The condition f (r 3 ) ≥ r 3 implies that φ 2 (r 1 , r 3 , f + 2) ≤ φ 2 (r, n, f + 2) and consequently φ 1 (r 1 , r 3 , f + 2) ≤ φ 1 (r, n, f + 2).
If ∀i ∈ [r 3 , φ 1 (r 1 , r 3 , f + 2)] s z i+1 < s z i , then by Lemma 3.24, there is n ≤ σ(k, φ 2 (r 1 , r 3 , f + 2)) ≤ µ(k, f ) such that ∀i ∈ [n, f (n)] s z i ≤ 1 k + 1 .
On the other hand, if s z n ≤ s z n+1 for some n ∈ [r 3 , φ 1 (r 1 , r 3 , f + 2)] = [r 3 , Φ(m 0 )], we have
By Lemma 3.28, we conclude that there is n ≤ Φ(m 0 ) ≤ µ(k, f ) such that ∀i ∈ [n, f (n)] s z i ≤ 1 k + 1 .
Final remarks
We observe that conditions (Q 1 ) − (Q 4 ) together with either condition (Q 5a ) or (Q 5b ) allow the sequence (γ n ) to be identically equal to zero and so, by taking that choice for (γ n ), the iteration (mPPA) reduces to (HPPA). In that case, condition (Q 4 ) can be written as ∀n ∈ N min{c n , (1 − λ n ) 2 } ≥ 1 c and a quantitative version holds with the same bounds. In fact, that quantitative version is a generalization of previous analyses [20, 23] , as Theorem 2.6 has weaker conditions than those of [28, Theorem 5.1] and [5, Theorem 2] . However, the analyses in [20, 23] are still of interest as the bounds obtained there are much simpler than the ones obtained in this paper.
Under the quantitative conditions (Q 1 )− (Q 4 ) together with either (Q 5a ) or (Q 5b ), in corollaries 3.6 and 3.10 we gave explicit bounds on the metastability of the iterations (mPPA) and (mPPA e ), and in corollaries 3.7 and 3.12 we computed a bound on (the metastable version of) the asymptotic regularity of these iterations. Let us argue that these results provide a quantitative version of Theorem 2.6. By Corollary 3.6 it follows (ineffectively) that (mPPA e ) is a Cauchy sequence. Hence it converges strongly to a point y ∈ H. By Corollary 3.7 and the continuity of the resolvent functions it follows that y must be a fixed point, and therefore a zero of the operator A. Furthermore, one can argue that y must be the projection point of u onto S. Indeed, consider the sequence s z n with z a projection point. One can argue, as in Lemmas 3.24 and 3.28, to conclude that Theorem 3.5 holds with z = z for every k and f . Notice that one cannot guarantee the third assumption in neither of those lemmas. However, those conditions are only required to show equations (15) and (27), respectively, which follow from the fact that u − z, y − z ≤ 0 and the fact that y = lim y n . Since Theorem 3.5 is always true with z = z, we conclude that y must be the projection point. By Lemma 3.9 one concludes that the iteration (mPPA) must also converge strongly to a zero of the operator, namely the projection point.
