Abstract. A theory for linear multistep schemes applied to the initial value problem for a nonlinear first order system of differential equations with a singularity of the first kind is developed.
1. Introduction. Ordinary differential equations with singular coefficients are often obtained from partial differential equations when symmetry is present. Although the reduction of these equations to a first order system can be achieved in a variety of ways, the form (1.1a)
/ -Mylt = fit, y), 0<f<l, 0-lb) 60(0), X0) = 0, where M is a constant matrix, and /, b are smooth, can generally be obtained. This is illustrated in the appendix. When, as is typically the case, M has no eigenvalues which have a positive real part or are purely imaginary, shooting techniques can be applied to (1.1). These require the solution of the initial value problem for (1.1a). Despite the presence of a singularity at t = 0, the application of a standard multistep scheme in Keller and Wolfe [5] to an equation similar to (1.1a) has led to satisfactory numerical results. It is therefore natural to ask if multistep schemes can generally be applied.
This question is considered here.
It is found that the root condition is no longer sufficient for stability and that an additional condition involving the growth factors of the scheme and the eigenvalues of M must be satisfied. This condition always holds when the growth factors are real and nonnegative. Stability and consistency guarantee convergence in the usual way.
Predictor-corrector schemes are also considered, and we find that the stability now depends on both the predictor and corrector. However, all Adams predictor-corrector combinations are still stable.
2. Preliminaries. In this section we briefly discuss the initial value problem y'-jy = f(t,y), o<t< i,yecx [o, i] , (2.1) Á0) = Twhere y and /are n-vectors and M is a constant n x n matrix. We denote by R a projection onto the invariant subspace of M spanned by the eigenvectors corresponding to the eigenvalue zero and set Q = I -R. We assume that A2.1. AT has no eigenvalues which are purely imaginary or have a positive real part, A2.2. the initial vector satisfies 7 S ker M, i.e. Q7 = 0, A2.3. f(t, y) is continuous with respect to t and uniformly Lipschitz continuous with respect to y for 0 < t < 1 and all y. where t, = flt, j -0, . . . , / = 1/n, y, denotes the approximation to y(t) and y0,..., yk_i are given. In the present case, ifit, y) = My¡t + fit, y);
and hence, ^(0, y) is not well defined. However, since y'(0) = (I-Mrxf(0,y(0)),
we take ipi0,y) = iI-M)-xf(0,y).
Consistency and stability criteria for the case when no singularity is present are expressed in terms of the polynomials fc-1 k P(?) = f* -£ «"r and 0(f) = £ /y"-v=0 v=0
In particular the root condition, which states that no roots of p(f) have modulus greater than one and that roots of modulus one (subsequently denoted Jj, . . . , f ) are simple, is both necessary and sufficient for stability. The consistency conditions are p(l) = 0, p'(l) = a(l).
Although it turns out that the root condition is no longer sufficient for stability in the present case, it is of course necessary.
4. Stability and Convergence. In this section we investigate the stability and convergence of the linear multistep scheme (3.1) for the initial value problem (2.1).
Most of the essential questions concerning stability may be answered by considering the scalar problem (4-1) y'-jy = g(t).
The extension to the general situation will turn out to be rather straightforward. Cniilif < nßn l=i < C7(,7/f, ! > i, 4' where c7, C7 are positive constants and i4 is sufficiently large. As the eigenvalues of D2 0 are smaller than one in modulus, there exists an induced norm, subsequently denoted by HI • HI, such that lllöj.oW = a < x-lt therefore follows from (4.11) that for large /, say l> lx, While it is possible to develop a complete theory which also covers the case when a < 0, the obvious shortcomings of such schemes make them of academic interest only. We therefore assume in the sequel that a > 0.
We now return to (4.2) and consider the case when
The second term will be required when analyzing the propagation of the starting vectors in systems and the error in predictor-corrector algorithms. Then the solution of (4.2) with gj+k given by (4.14) satisfies The estimates in Lemma 4.4 can be shown to be sharp in the sense that all the logarithmic terms shown do occur. Note that when Re X < 0 and a = 0, the initial vectors grow logarithmically while this is not the case when a > 0. Since schemes with a > 0 can be realized, we subsequently restrict ourselves to this case.
We now consider the difference equation It is clear that the solvability condition, i.e. the requirement that (4.3) holds for all eigenvalues X of M, is always satisfied when ßk > 0. For predictor-corrector pairs stability depends on both the predictor and corrector. Of course, if p(f) has only the principal root, the combination is always stable.
However, it is a curious fact that a stable predictor and corrector may lead to an unstable combination and vice versa. One way to calculate starting values is via the implicit Runge-Kutta schemes considered in de Hoog and Weiss [3] . The resulting nonlinear equations may be solved by Newton's method or an iteration analogous to (5.3). Explicit Runge-Kutta schemes do not provide high order approximations in the general case although they can often be successfully applied to problems of practical interest. This will be reported in a subsequent paper. Of course, when f(t, y) has a simple form, a truncated Taylor series expansion may also provide an effective starting procedure.
7. Numerical Results. In this section, we illustrate our theory by applying a predictor-corrector scheme to the problem
The solution is yxit) = 1/Vl + t2/3, y2it) = y'x(t).
As predictor and corrector, we choose the fourth order Adams-Bashforth and Numerical results for different values of t and n are given in Tables 1 and 2 and confirm the fourth order convergence predicted by Theorem 5.1.
The computations were done in double precision arithmetic on the UNI VAC 1110 of the University of Wisconsin-Madison. Table 1 yiiO-yutih n = 0.1 n = 0.05 n = 0.025 n = 0.0125 f = 0.2 -1.4852 E-8 -7.2106 E-9 9.5452 E-10 1.0861 E-10 0.4 -3.0586 E-7 6.1558 E-8 6.2040 E-9 4.2439 E-10 0.6 1.3630 E-6 1.7350 E-7 1.1713 E-8 7.1299 E-10 0.8 3.5068 E-6 2.4856 E-7 1.4131 E-8 8.0114 E-10 1.0 4.7504 E-6 2.5205 E-7 1.2568 E-8 6.6377 E-10 Table 2 y%(t)-y2,tlh ñ = 0.1 n = 0.05 n = 0.025 n = 0.0125 r = 0.2 1.9629 E-8 2.2337 E-7 1.4183 E-8 6.0377 E-10 0. 4 5.7639 E-6 3.2171 E-7 1.0908 E-8 3.7556 E-10 0.6 5.3537 E-6 1.0288 E-7 -1.7377 E-9 -3.1119 E-10 0.8 4.0519 E-7 1.8407 E-7 -1.5768 E-8 -1.0471 E-9 1.0 -4.7107 E-6 -3.9426 E-7 -2.4754 E-8 -1.4855 E-9
Appendix. Keller and Wolfe [5] and p, />, i> are constants. This problem arises in the study of the buckling mechanism of the cap portion of a spherical shell. We illustrate here how these equations may be transformed to a system of the form (1.1).
Let yxit) = a(t)lt, y2(i) = a it), y3it) = y(t)/t and y4(f) = -y'(f). Then we ob- 
