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Resumo
Na primeira parte deste trabalho estudamos a convergência para a distribuição de equiĺıbrio
em grafos não autónomos periódicos. Introduzimos a noção de equiĺıbrio em grafos não
autónomos e apresentamos uma estimativa superior para a distância ao equiĺıbrio, à custa
do segundo valor próprio em módulo das matrizes produto, supondo todas as matrizes
ergódicas e pelo menos uma delas reverśıvel. A estimativa obtida depende explicitamente
da dimensão das matrizes consideradas. Estabelecemos a relação entre grafos autónomos e
cadeias de Markov não homogéneas. Ilustramos, com um exemplo, a aplicação a sistemas
dinâmicos não autónomos. Estendemos o estudo a matrizes não reverśıveis demonstrando
um resultado análogo ao caso reverśıvel, no contexto autónomo e não autónomo, que uti-
liza a factorização da matriz através da forma normal de Jordan. Finalmente discutimos
a pertinência dos resultados originais obtidos comparando-os com resultados conhecidos.
Esta parte corresponde aos caṕıtulos 2 e 3.
A segunda parte, caṕıtulo 4, é dedicada ao estudo detalhado de uma famı́lia de sis-
temas não autónomos de peŕıodo 2, gerados pela iteração sequencial de duas funções do
tipo tenda cortada. Apresentamos os conceitos de dinâmica simbólica, renormalização e
produto estrela no contexto não autónomo, com o objectivo de calcular a taxa de con-
vergência de sucessões de pontos no espaço de parâmetros, constrúıdas através de produtos
estrela/renormalizações consecutivas, generalizando assim as sequências de Feigenbaum.
Conclúımos que as taxas de convergência são independentes do ponto inicial, mostrando
assim que o contexto não autónomo exibe propriedades universais do tipo encontrado por
Feigenbaum em famı́lias de sistemas autónomos.
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Equilibrium and Convergence Rates in Nonautonomous Dis-
crete Dynamical Systems
In the first part of this thesis we study the convergence for the equilibrium distribution
in periodic non autonomous graphs. We introduce the notion of equilibrium in non au-
tonomous graphs and give an upper bound for the distance to the equilibrium, using the
second largest eigenvalue in modulus of the product matrices, assuming all of them ergodic
and, at least, one reversible. The estimate obtained depends explicitly on the dimension
of the considered matrices. We set the relation between non autonomous graphs and non
homogeneous Markov chains. We illustrate the applications to the non autonomous dyna-
mical systems with an example. We extend the study to non reversible matrices proving
an analogous result, in both autonomous and non autonomous settings, using the matrix
factorization with the Jordan normal form. Finally we discuss the relevance of the re-
sults obtained comparing them with the previously known results. This is the subject of
chapters 2 and 3.
The second part, chapter 4, is dedicated to studying a family of non autonomous
systems with period 2, generated by the sequential iteration of two stunted sawtooth
maps. We present the concepts of symbolic dynamics, renormalization and star product
in the non autonomous setting, in order to compute the convergence rates of sequences
of points in the parameter space. These sequences are obtained through consecutive star
products/renormalizations, generalizing in this way the Feigenbaum sequences. We show
that the convergence rates are independent of the initial point, thus, concluding that the
non autonomous setting has universal properties of the type founded by Feigenbaum in
families of autonomous systems.
Keywords
Nonautonomous dynamical systems, nonautonomous graphs, non homogeneous Markov
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4.3.1 Sistema não autónomo de peŕıodo 2 . . . . . . . . . . . . . . . . . . 60
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1.1 Sistemas dinâmicos discretos não autónomos no inter-
valo
O presente trabalho insere-se no âmbito dos sistemas dinâmicos discretos, autónomos e
não autónomos, de uma dimensão, originados pela composição sucessiva de sequências de
funções num intervalo.
Consideremos a equação às diferenças
xn+1 = F (xn),
onde F : I → R. Definimos um sistema dinâmico discreto autónomo através da equação
anterior, obtendo uma sucessão de valores por iteração de F . Do mesmo modo, definimos
um sistema dinâmico discreto não autónomo através de uma equação às diferenças em que
a função F depende explicitamente de n, ou seja,
xn+1 = F (n, xn). (1.1)
Na palavras de Elaydi e Sacker, em [ES05b], existem duas escolas de equações às diferenças,
uma delas vê as equações às diferenças como a versão discreta das equações diferenciais;
a outra escola vê as equações às diferenças como sistemas dinâmicos discretos e os seus
autores estudam predominantemente questões de estabilidade, bifurcação e caos. Ainda
que a classificação sugerida seja artificial e surjam cada vez mais pontes entre as duas
abordagens, neste trabalho sentimo-nos muito mais próximos da segunda escola e as nossas
referências estão a ela associadas.
O sistema não autónomo originado pela equação às diferenças não autónoma (1.1)
deve ser formulado de modo a generalizar as propriedades de semi-grupo satisfeitas no
caso autónomo. Existem para isso duas opções, (ver [KR11]). A generalização mais óbvia
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considera um semi-grupo a dois parâmetros, a outra hipótese é uma formulação usando o
produto cruzado, com a vantagem de se interpretar o sistema como autónomo, num outro
domı́nio. No Caṕıtulo 4 usaremos este formalismo.
As equações às diferenças aparecem em muitos contextos, nomeadamente nas ciências
naturais. Na Biologia, há muito tempo que a modelação do comportamento dinâmico de
populações, usando dados experimentais para estimar os parâmetros da equação, é usada.
R. B. May, em 1976, apresenta os sistemas dinâmicos discretos, do ponto de vista das
aplicações à biologia e epidemologia, (dando também exemplos na economia e nas ciências
sociais), usando uma linguagem simples mas rigorosa, num artigo, [May76], que veio a ser
amplamente divulgado, tornando-se um est́ımulo à investigação nesta área.
Em particular os sistemas dinâmicos não autónomos têm sido alvo de grande inte-
resse nos últimos anos, e aqui inclúımos sistemas discretos, provenientes de equações às
diferenças não autónomas; sistemas cont́ınuos, provenientes de equações diferenciais não
autónomas; e também sistemas que não são gerados por equações como os provenientes
de cadeias de Markov não homogéneas.
Alguns conceitos bem definidos no caso autónomo precisam de ser modificados adequa-
damente para que tenham interesse no caso não autónomo. É o caso da noção de equiĺıbrio
que abordamos nos Caṕıtulos 2 e 3. Do ponto de vista da convergência, a definição apre-
sentada na Secção 2.1, do equiĺıbrio num sistema autónomo como vector próprio esquerdo
associado ao valor próprio 1 da matriz de adjacência estocástica, deixa de fazer sentido
no caso não autónomo genérico. Num sistema p-periódico, (gerado por uma sequência
p-periódica de funções), é expectável que, sob certas condições, se obtenha convergência
para um p-uplo ordenado de vectores. O caso particular, analisado em [SCZ07], em que
todas as matrizes de adjacência partilham a mesma distribuição de equiĺıbrio, apesar de
ter aplicações, parece-nos restritivo tendo em mente as aplicações aos sistemas dinâmicos
gerados por sequências de funções.
1.1.1 Cadeias de Markov não homogéneas enquanto sistemas dinâmicos
não autónomos
O enquadramento deste trabalho foi desde o ińıcio o dos sistemas dinâmicos discretos
não autónomos. Durante o percurso que levou à escrita desta tese, e numa fase já
avançada, com dois artigos escritos ( [SSF14a] e [SSF14b]), demo-nos conta de que os
objectos que estávamos a estudar tinham lugar no contexto das cadeias de Markov não ho-
mogéneas. Tanto quanto é do nosso conhecimento, as literaturas sobre sistemas dinâmicos
não autónomos e cadeias não homogéneas pouco se cruzam. As diferentes motivações e
aplicações parecem justificar o distanciamento. Enquanto a teoria das cadeias de Markov
não homogéneas está mais focada na aplicação a métodos estat́ısticos, por exemplo para
a obtenção de aproximações numéricas de funções, como o método de Monte Carlo, os
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sistemas dinâmicos não autónomos, discretos ou cont́ınuos, estão historicamente ligados
às equações às diferenças ou às equações diferenciais que evidentemente inspiram muitas
das aplicações dos sistemas. Este trabalho, em particular nos Caṕıtulos 2 e 3, pretende
dar um contributo na aproximação dos dois assuntos. Num artigo recente, [BM14], os
autores constroem um sistema dinâmico discreto cuja evolução é dada por uma cadeia de
Markov não homogénea, no que será a ligação mais imediata entre os dois conceitos.
1.1.2 Cadeias de Markov
Uma cadeia de Markov é essencialmente definida através das suas probabilidades de
transição P(t0,t)(x,A), onde x ∈ S, ( S = R ou N, ou Z), A ⊂ S boreliano e t ≥ t0 ≥ 0
(ver [Bré99] e [Eva]). P(t0,t)(x,A) é interpretada como a probabilidade de transitar de x
para um elemento do conjunto A, no instante t0, em tempo t− t0, e satisfaz as seguintes
propriedades:
1. x→ P (x,A) é mensurável para cada A;
2. P (x, ·) é uma medida de Borel para cada x;
3. (Igualdades de Chapman – Kolmogorov)
• P(t0,t0)(x, ·) = δx(·), ∀t0, onde δx(A) = 1 se x ∈ A e δx(A) = 0 se x /∈ A,
• P(t0,t)(x,A) =
∫
R P(t0,s)(y,A)P(s,t)(x, dy), t ≥ s ≥ t0 ≥ 0.
Doravante consideramos cadeias de Markov em tempo discreto, t ∈ N, com espaço de
estados finito, de dimensão N , e fixamos t0 = 0. Assim toda a informação pode ser
encapsulada numa sucessão de matrizes de transição, Pn(i, {j}) = Pn(i, j), com (i, j) ∈
N×N , onde Pn(i, j) é a probabilidade de transitar do estado i para o estado j no passo n,
donde Pn(i, A) =
∑
j∈A Pn(i, j). Se Pn = P para todo o n ∈ N a cadeia diz-se homogénea,
caso contrário diz-se não homogénea . Serão as cadeias deste último tipo o nosso principal
objecto de interesse. Neste contexto a propriedade (3) toma a forma matricial P0 = Id,





Pn(i, k)Pm(k, j), n,m ∈ N
ou, matricialmente
Pn+m = PnPm, n,m ∈ N.
Das propriedades acima resultam as conhecidas propriedades das matrizes de transição
das cadeias de Markov:
1.
∑N
j=1 Pn(i, j) = 1, i = 1, . . . , N, ∀n ∈ N
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2. Pn(i, j) ≥ 0, i, j = 1, . . . , N, ∀n ∈ N.
Voltando ao contexto das cadeias de Markov genéricas, com transições Pt(x,A), (em que
fixamos t0 = 0 por facilidade de notação), define-se para cada t ∈ R o operador Pt no





Resulta das equações de Chapman – Kolmogorov que os operadores (Pt)t∈R formam um
grupo:
P0 = Id, Pt+s = PtPs.
Por outro lado, os operadores adjuntos P ∗t definidos por




formam um grupo no espaço das medidas de probabilidade em R, uma vez que







Na linguagem das cadeias de Markov discretas num espaço de estados finito (CMDF), o
operador adjunto P ∗ é representado pela matriz transposta P T e uma medida µ corres-
ponde a um vector coluna πT com todas as componentes positivas e soma 1. Uma medida
µ diz-se invariante para a cadeia de Markov Pt(x,A) se P
∗
t (µ) = µ para todo o t, que
no caso particular de CMDF se traduz na existência de um vector de distribuição π tal
que P Tt π
T = πT para todo o t, ou de outra forma, πPt = π para todo o t. No caso das
CMDF homogéneas a existência de uma medida invariante é equivalente à existência de
um vector próprio esquerdo normalizado de P , (em `1), associado ao valor próprio. Vere-
mos que a irredutibilidade da cadeia homogénea implica unicidade da medida invariante
e a ergodicidade implica convergência por iteração de P , para a medida invariante.
Definidas as matrizes de transição como estocásticas por linhas, a iteração de Pt dá-se
através de produtos matriciais à direita. A soma das entradas de cada linha vale 1 o
que torna os produtos à esquerda ou à direita significativamente diferentes. Esta versão
é a mais natural, tendo em conta a construção efectuada, mas na vasta literatura sobre
produtos de matrizes encontramos resultados de produtos nos dois sentidos. Natural-
mente, tomando matrizes estocásticas por colunas, os produtos correspondentes seriam à
esquerda, mais coerentes com a ideia de iteração de funções.
Do conjunto das CMDF irredut́ıveis começamos por estudar no Caṕıtulo 2 as que sa-
tisfazem a propriedade de reversibilidade (ver definição 2.1.7). Estas matrizes representam
1.1. Sistemas dinâmicos discretos não autónomos no intervalo 5





o que as torna especialmente tratáveis, pelo que, na literatura, muitos resultados se restrin-
gem a este caso. No Caṕıtulo 3 apresentamos estimativas para a distância ao equiĺıbrio,
usando o segundo maior valor próprio em módulo, sem a hipótese da reversibilidade, em
ambos os casos, autónomo e não autónomo.
Encontrámos na literatura poucos resultados quantitativos sobre a convergência para
o equiĺıbrio em cadeias de Markov discretas não homogéneas. Mossel, Peres e Sinclair
em [MPS08] fornecem uma estimativa para o tempo de convergência de certas cadeias
não homogéneas, a qual não utiliza valores próprios. Em [SCZ11], Saloff-Coste e Zúñiga
discutem a ergodicidade fraca (merging) e estabilidade (generalização da existência de
uma distribuição de equiĺıbrio) em cadeias não homogéneas em que a sucessão de matrizes
é constrúıda a partir de um conjunto finito de matrizes satisfazendo algumas proprieda-
des. Os mesmo autores apresentam em [SCZ11] uma estimativa usando valores próprios,
que é uma generalização da estimativa apresentada em [Bré99] para cadeias homogéneas.
Em [SCZ07], num contexto mais genérico mas sob a forte hipótese de existência de uma
distribuição de equiĺıbrio π comum a todas as matrizes (Pn)n∈N, (onde Pn corresponde
ao passo n da cadeia), é fornecida uma estimativa para a distância entre a cadeia e o
equiĺıbrio. Num artigo seguinte, [SCZ09], os autores relaxam a condição de existência
de uma distribuição de equiĺıbrio comum para todas as matrizes e apresentam resultados
para a velocidade de convergência em CMDF não homogéneas c-estáveis. Neste trabalho
não supomos nenhuma hipótese desse tipo. Consideramos uma cadeia onde a sucessão das
matrizes de transição (ergódicas no sentido homogéneo) é periódica e no Caṕıtulo 2 apre-
sentamos, sob certas condições, estimativas para a aproximação ao equiĺıbrio em função
do tempo em grafos não autónomos periódicos, (definição mais à frente), que corresponde
precisamente a cadeias de Markov não homogéneas cuja sucessão de matrizes de transição
é periódica.
De seguida fazemos uma breve revisão da literatura no que diz respeito ao Caṕıtulo 4,
que envolve ferramentas distintas das apresentadas até agora.
1.1.3 Dinâmica simbólica
Quando em 1988 surgiu o célebre artigo de Milnor e Thurston [MT88b], (na verdade,
divulgado desde 1977 através de pre-prints), a história da dinâmica simbólica já contava
largas décadas. O primeiro registo ligado à ideia de dinâmica simbólica atribui-se ao
trabalho de Hadamard ( [Had98]) sobre o fluxo geodésico em superf́ıcies de curvatura
negativa, no fim do século XIX. Morse e Hedlund ( [MH21]) foram responsáveis pelos
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primeiros resultados sistemáticos em dinâmica simbólica com o objectivo de os aplicar ao
estudo de sistemas cont́ınuos. Ligações a outras áreas, como a teoria da informação de
Shannon, espoletaram consideráveis avanços no desenvolvimento da dinâmica simbólica. A
ideia base é dividir o espaço de estados num número finito de regiões e atribuir a letra de um
alfabeto a cada uma delas. Assim, em vez de se seguir a trajectória de um ponto através da
iteração de uma função, segue-se a ordem determinada pelas letras criando uma sequência
simbólica. Uma iteração de f corresponde a um shift na sequência. Sendo evidente a
perda de informação nesta abordagem, é surpreendente que uma parte substancial dessa
informação resista, como a periodicidade das órbitas ou o comportamento caótico. No
contexto das aplicações do intervalo, a dinâmica simbólica apareceu inicialmente associada
a partições de Markov, no entanto, a partir dos anos 70, um artigo de Metropolis, Stein e
Stein ( [MSS73]) e sobretudo a teoria do amassamento de Milnor e Thurston ( [MT88b]),
trouxeram-lhe novo fôlego, aplicando-a de um modo mais genérico. Considerando partições
definidas pelos pontos cŕıticos, cria-se a possibilidade de estudar famı́lias de funções com
o mesmo ponto cŕıtico de modo unificado (ver [CH03]), o que fornece a descrição de toda
uma famı́lia de funções à custa do mesmo alfabeto permitindo a comparação entre elas.
Em [MT88b], os autores introduziram o conceito de invariante de amassamento de funções
cont́ınuas do intervalo, mais tarde o invariante foi generalizado para funções descont́ınuas,
nomeadamente funções de Lorenz (ver [GH96] e [SR02]). A teoria do amassamento, longe
de se ter esgotado, continua a permitir avanços no estudo dos sistemas dinâmicos. Este
trabalho, em particular o Caṕıtulo 4, pretende contribuir na sua aplicação aos sistemas
discretos não autónomos, no seguimento do recente artigo [FSS13] que, tanto quanto é do
nosso conhecimento, introduziu a dinâmica simbólica no caso não autónomo. Um dos
conceitos centrais no último caṕıtulo é a renormalização aplicada ao caso não autónomo
e a sua ligação à dinâmica simbólica através do produto-∗. De seguida apresentamos um
pequeno apanhado sobre a sua recente história.
1.1.4 Sobre o operador de renormalização
Em 1978, Feigenbaum [Fei78] e, independentemente, Coullet e Tresser [CT78], observaram
um fenómeno comum na transição da dinâmica ordenada para a dinâmica caótica através
da duplicação de peŕıodo, em famı́lias de funções unimodais a um parâmetro: para valores





= 4.6692 . . .
A geometria do diagrama de bifurcação teria assim propriedades universais nas famı́lias
de funções a um parâmetro, que seriam amplamente exploradas. Para explicar a uni-
versalidade do fenómeno introduziu-se um operador no espaço das funções unimodais,
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o operador da duplicação do peŕıodo, e conjecturou-se que este operador teria um único
ponto fixo hiperbólico e que as constantes encontradas seriam valores próprios da derivada
do operador no ponto fixo. Esta conjectura foi provada por Lanford, em [Lan82], usando
métodos numéricos e um computador mas cedo se identificaram as mesmas propriedades
universais, encontradas na estrutura de bifurcação da duplicação do peŕıodo noutros con-
textos, o que levou a uma reformulação da conjectura para um operador mais geral — o
operador de renormalização. Em 1999, Lyubich ( [Lyu99]), na sequência de determinantes
contribuições de vários autores, nomeadamente Sullivan e McMullen, provou a conjectura
para uma vasta classe de funções reais, com tipo combinatório limitado, sem recurso a um
computador.
Dada uma função f definida num intervalo I, não é expectável que a função fp restrin-
gida a um certo intervalo J ⊂ I seja do mesmo tipo que a função inicial, no entanto este
fenómeno verifica-se para certas classes de funções. Nesse caso o processo pode ser iterado
obtendo-se uma sucessão de funções do mesmo tipo definidas em regiões cada vez meno-
res. O operador de renormalização é definido após um reescalonamento que transforma
cada termo da sucessão numa função de I em I, de modo a que a dinâmica do operador
ocorra num mesmo intervalo, o que permite estudar propriedades interessantes como a
existência de pontos fixos [Avi10]. A unidade de tempo após renormalização corresponde
a um número finito de unidades de tempo na dinâmica original. A renormalização para
funções do intervalo pode ser formalizada do seguinte modo: Uma função f : I → I é re-
normalizável no intervalo [a, b] ⊂ I se existe n tal que fn : [a, b]→ [a, b] é topologicamente
conjugada de outra função g. A generalização do conceito de renormalização num sistema
não autónomo periódico foi introduzida em [FSS13].
1.2 Descrição do trabalho efectuado por caṕıtulo
A sequência dos caṕıtulos corresponde, essencialmente, à ordem cronológica do estudo
realizado.
Quando demos ińıcio ao trabalho que veio a ser publicado no artigo [SSF14a], que é a
base do Caṕıtulo 2, tentámos perceber, através de exemplos e usando ferramentas compu-
tacionais, o que se passava com os produtos ćıclicos de matrizes de transição estocásticas
de grafos não autónomos introduzidos em [AS12], do ponto de vista da convergência.
Proposemo-nos estabelecer critérios para a existência de um estado de equiĺıbrio e para a
convergência dos produtos de matrizes, com a motivação original de aplicar os resultados
a sistemas discretos não autónomos periódicos. A questão seguinte surgiu imediatamente:
nas hipóteses de convergência para o equiĺıbrio, que estimativas podemos obter para a
taxa de convergência, e de que parâmetros dependem. Do caso autónomo, admitindo que
a matriz é ergódica e reverśıvel (as definições serão apresentadas oportunamente), sabemos
que a convergência depende do espectro da matriz de adjacência, em particular do segundo
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maior valor próprio em módulo. No caso não autónomo periódico mostrámos (Teorema
2.2.10) que depende igualmente do segundo maior valor próprio em módulo de matrizes
que são produtos ćıclicos Bi das matrizes individuais associadas a cada etiqueta do grafo
não autónomo, desde que pelo menos uma das matrizes seja reverśıvel. Recordados os con-
ceitos de cadeias de Markov homogéneas e não homogéneas, na Secção 1.1.2, estabelecemos
na Secção 2.3.2 a relação entre os resultados obtidos e os resultados de convergência em
cadeias de Markov não homogéneas conhecidos. Na Secção 2.4 reconstitúımos o caminho
até aos sistemas dinâmicos, através do operador de Perron-Frobenius.
A condição mais forte com que nos confrontámos e da qual não conseguimos prescindir
em [SSF14a] é a reversibilidade de pelo menos uma das matrizesBi. Uma cuidadosa revisão
na literatura não revelou existência de resultados sobre taxas de convergência para matrizes
não reverśıveis no contexto autónomo à custa dos seus valores próprios, tendo sido esse o
ponto de partida para o artigo [SSF14b], cujos resultados são apresentados no Caṕıtulo
3. Os exemplos com que hav́ıamos trabalhado revelaram que, em certos casos, apesar de
as matrizes não serem reverśıveis, as estimativas para a convergência, usando o segundo
valor próprio em módulo, eram válidas. Noutros casos isto não acontecia e claramente
a velocidade de convergência estava relacionada com a presença de Blocos de Jordan de
dimensão maior do que 1 na factorização que utiliza a forma normal de Jordan da matriz.
Esta ideia levou-nos à demonstração do Teorema 3.3.3 e à sua generalização ao caso não
autónomo, Teorema 3.4.1. Dos resultados originais obtidos destacamos o facto de não
dependerem de nenhuma estrutura, tipo espaço de Hilbert. Na Secção 3.2 demonstramos,
com base em [SCZ09], uma estimativa para a aproximação ao equiĺıbrio para cadeias não
autónomas, sem considerar hipóteses de reversibilidade, que utiliza valores singulares de
cada uma das matrizes individuais da cadeia. Note-se que a definição de valor singular
pressupõe a existência de um operador adjunto, pelo que assenta numa estrutura de espaço
de Hilbert. Terminamos o caṕıtulo com a ilustração das estimativas obtidas através de
alguns exemplos.
No Caṕıtulo 4 estudamos um sistema dinâmico gerado pela iteração de duas funções
do tipo tenda cortada. Tanto quanto é do nosso conhecimento, a descrição deste sistema,
apresentada nos artigos [SSF15] e [SSR15], é original. Nestes dois artigos complementa-
res, é fornecida uma descrição detalhada sobre um sistema dinâmico particular usando
ferramentas desenvolvidas em [Rad04] e [FSS13], na linha do que foi feito em [Sil07] para
funções de Lorenz cortadas. O objectivo é obter resultados que mostram a existência
de estruturas de semelhança e universalidade no diagrama de bifurcação do sistema não
autónomo. Para isso calculamos a taxa de convergência de uma sucessão de pontos no dia-
grama de bifurcação correspondentes a sequências simbólicas constrúıdas com o produto-∗
e portanto relacionadas com a renormalização, introduzida em [FSS13] para sistemas não
autónomos periódicos. Provamos que a taxa de convergência, à semelhança do que se
passa no caso autónomo, não depende do ponto inicial. Nas secções iniciais do caṕıtulo
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munimo-nos de toda a artilharia para obter as taxas de convergência referidas, desde
a dinâmica simbólica, ao conceito de esqueleto no contexto não autónomo, produto-∗ e
renormalização.
1.3 Trabalho futuro
Um dos aspectos que pretendemos desenvolver no futuro tem a ver com as aplicações dos
Caṕıtulos 2 e 3 a sistemas dinâmicos não autónomos gerados pela iteração de funções,
generalizando o que foi apresentado no exemplo da Secção 2.4.2, em que a partição de
Markov é comum às três funções. Interessa-nos modelar o comportamento de um sistema
em que as partições de Markov são distintas, digamos, satisfazendo apenas uma proprie-
dade de Markov do tipo da definida em [KMS99], onde, dado um sistema não autónomo
(fi, Ii)i∈{1,...}, a propriedade de Markov é satisfeita se existe uma sucessão de conjuntos
finitos Ci ⊂ Ii, i = 1, . . . nas seguintes condições:
• Os extremos de Ii pertencem a Ci, i = 1, . . .
• Para qualquer componente J de Ii\Ci a função fi é monótona em J ;
• fi(Ci) ⊂ Ci+1, para i ≥ 1.
Em [AS15] é proposta uma ligação entre sistemas não autónomos periódicos gerados por
funções de Lorenz com itinerários cŕıticos finitos e grafos não autónomos, em que as ares-
tas são definidas através da admissibilidade das sequências simbólicas. Assim podemos
construir partições de Markov, baseadas nas sequências simbólicas, que não são neces-
sariamente comuns às funções do sistema periódico. Parece-nos que uma generalização
do nosso trabalho a este contexto seria pertinente. Nesse caso podemos construir matri-
zes (Bi)i∈{0,...,p−1} ergódicas com diferentes dimensões e a teoria das cadeias de Markov
não homogéneas não fornece respostas tão claras. Ainda assim é expectável que no caso
periódico se consiga manter a definição de vector equiĺıbrio Π com vectores de diferentes
dimensões e obter resultados análogos quanto à convergência.
Como trabalho de fundo, gostaŕıamos de explorar a teoria das cadeias de Markov não
homogéneas e aplicá-la aos sistemas não autónomos.
Em relação ao Caṕıtulo 4 parece-nos expectável a obtenção de resultados análogos
noutros sistemas não autónomos, em famı́las de tendas cortadas com dois declives dife-
rentes. Esta alteração levanta desde logo questões na definição de Φ, por isso não é uma
generalização trivial. Sistemas definidos com famı́lias de funções quadráticas, seguindo




2.1 Resultados preliminares sobre grafos autónomos
A teoria de grafos surgiu inicialmente com o objectivo de modelar relações binárias entre
objectos de um sistema. Mais tarde, de modo a incluir diferentes relações entre os objectos,
muniu-se cada aresta com um valor, peso, que quantifica a relação entre os dois vértices e
que pode ser interpretado como probabilidade, custo, comprimento, etc, construindo assim
um grafo pesado. Para dar resposta a problemas de diferentes áreas, das ciências sociais
à biologia, cedo se reconheceu a necessidade de introduzir modelos onde as relações entre
os objectos poderiam sofrer alterações ao longo do tempo ( ver [Sil08] e as referências áı
apresentadas). Segundo [NL08], um grafo é dinâmico quando algumas entidades (vértices,
arestas, pesos) variam no tempo. Neste caṕıtulo focamo-nos em grafos que apresentam
evolução dos pesos ao longo do tempo, definindo uma versão pesada de grafo não autónomo
introduzido por [AS12]. A um grafo pesado está associada uma matriz de adjacência a
partir da qual constrúımos uma matriz estocástica que define uma cadeia de Markov
discreta. Uma cadeia de Markov representada por uma matriz ergódica (a definir mais à
frente) converge para uma distribuição de equiĺıbrio e em certas condições é posśıvel obter
estimativas para a distância ao equiĺıbrio em função do número de iteradas, ou passos da
cadeia, à custa de valores próprios ( [Beh00]).
Nas próximas secções estabelecemos um enquadramento análogo para grafos não autónomos
periódicos representados por p matrizes, que nos remete imediatamente para algumas
questões:
1. Como definir uma versão da distribuição de equiĺıbrio num sistema não autónomo?
2. Definido o vector de equiĺıbrio Π, em que condições:
• Existe convergência para o equiĺıbrio?
• É posśıvel obter resultados análogos para a taxa de convergência usando valores
espectrais de cada uma das matrizes?
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O nosso objectivo é discutir e responder a estas questões, definindo equiĺıbrio em grafos
não autónomos periódicos como um vector de equiĺıbrios e obter uma estimativa para o
erro sob certas condições sobre as matrizes de adjacência. Enquanto no caso autónomo
obtemos estimativas usando valores próprios da matriz estocástica constrúıda a partir da
matriz de adjacência A, no caso não autónomo periódico esse papel é desempenhado pelo
produto das p matrizes estocásticas Bi = Pi · · ·P(i+p−1) mod p, i = 1, . . . , p.
Definição 2.1.1. Um grafo dirigido pesado D é um par ordenado D = (V,E) onde V é
um conjunto não vazio de N vértices e E ⊂ V × V é o conjunto das arestas orientadas.
Cada dois vértices vi e vj podem estar ligados por arestas orientadas (vi, vj) ∈ E, às quais
associamos pesos eij ∈ R+. Se (vi, vj) /∈ E tomamos eij = 0.
O peso eij pode ser interpretado como a probabilidade ou o custo de passar do estado i
para o estado j. A um grafo D associamos uma matriz A, dita matriz de adjacência ou de
transição, com entradas não negativas, tais que A(i, j) = eij se (vi, vj) ∈ E e A(i, j) = 0
se (vi, vj) /∈ E (ver [Sil08]).
Definimos a matriz P tal que





P é uma matriz estocástica uma vez que satisfaz as propriedades:
1. P (i, j) ≥ 0, para i, j = 1, . . . , N
2.
∑N
j=1 P (i, j) = 1 para cada i = 1, . . . , N.
Os seguintes resultados sobre matrizes estocásticas podem ser encontrados por exemplo
em [Beh00].
Dada uma matriz estocástica P , 1 é um valor próprio, ao qual está associado o vector
próprio direito (1, . . . , 1) ∈ RN e um vector próprio esquerdo v, i.e.,
∃ v ∈ RN : vP = v.
Qualquer valor próprio λi de uma matriz estocástica satisfaz |λi| ≤ 1.
Definição 2.1.2. Uma matriz P não negativa diz-se irredut́ıvel se existe k ∈ N tal que as
entradas da matriz P + P 2 + . . .+ P k são estritamente positivas.
Definição 2.1.3. Uma matriz P diz-se aperiódica se, para cada (i, j), ou P k(i, j) =
0, ∀k ∈ N, ou existe N tal que para k > N se tem P k(i, j) > 0.
Definição 2.1.4. Se existir k ∈ N tal que todas as entradas da matriz P k são estritamente
positivas então a matriz P diz-se ergódica.
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Das definições anteriores resulta que uma matriz ergódica é irredut́ıvel e aperiódica.
Dizemos que uma cadeia de Markov é irredut́ıvel, aperiódica ou ergódica se a matriz que
a representa é irredut́ıvel, aperiódica ou ergódica, respectivamente.
Uma matriz de adjacência irredut́ıvel corresponde a um grafo conexo, se além disso
a matriz é aperiódica (logo ergódica) então o grafo não pode ser bipartido [AF14]. O
resultado seguinte é central na teoria das cadeias de Markov. Apresentamos uma versão
para matrizes estocásticas cuja prova pode ser encontrada por exemplo em [Sen06]:
Teorema 2.1.5 (Perron-Frobenius). Uma matriz estocástica ergódica P satisfaz as se-
guintes condições:
1. λ = 1 é o único valor próprio de módulo 1, ou seja 1 = λ1 > |λ2| ≥ . . . ≥ |λN |;
2. A multiplicidade algébrica de λ = 1 é 1.
Nota. Se a multiplicidade algébrica de um valor próprio λ é 1, — ou seja, λ é uma ráız
simples do polinómio caracteŕıstico det(A − λId), — então a multiplicidade geométrica
é também 1, — ou seja, o subespaço próprio gerado pelos vectores próprios associados a
λ = 1 tem dimensão 1.
Assim, o subespaço próprio esquerdo associado a λ = 1 tem um único vector π nor-
malizado em `1, com todas as componentes positivas, isto é:
1. πP = π;
2.
∑N
i=1 πi = 1.
Veremos que este vector desempenha um papel fundamental no comportamento da cadeia.
Nota. Recordemos que a norma de um vector v = (v1, . . . , vN ) em `
1 é dada por ‖v‖ =∑N
i=1 |vi|.
Definição 2.1.6. Dada uma matriz ergódica P , chamamos distribuição de equiĺıbrio ou
distribuição estacionária ao único vector próprio esquerdo de P normalizado em `1 e
representamo-lo por π.
Nota. Por conveniência de notação representamos os vectores linha por v e os vectores
coluna por vT .
Definição 2.1.7. Dizemos que uma matriz P e um vector π satisfazem as equações de
detailed balance1 se
πiP (i, j) = πjP (j, i), ∀ i, j. (2.1)
Se P e π satisfazem (2.1) a matriz P diz-se reverśıvel.
1Não encontrámos nenhuma tradução que nos pareça captar a ideia do termo inglês.
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É fácil verificar que, se um vector v satisfaz esta igualdade então v é o vector de
equiĺıbrio, ou seja, v = π, dáı a escolha de notação para o vector na definição anterior.
A partir de uma matriz estocástica reverśıvel P podemos construir um grafo pesado
não dirigido com pesos wj = πip(i, j), (ver [AF14]).
Teorema 2.1.8. Dada uma matriz estocástica ergódica P , as potências P k convergem
componente a componente para uma matriz estocástica W cujas linhas são iguais à dis-
tribuição de equiĺıbrio π. Isto é,
lim
k→∞















π1 . . . πN
. . . . . . . . .
π1 . . . πN

 = W.
A prova pode ser encontrada por exemplo em [Beh00]. Num espaço de estados finito
a convergência componente a componente é equivalente à convergência em norma.
Garantida a convergência das potências Pn(i, j), é natural, e relevante do ponto de vista
das aplicações (algoritmos computacionais, etc), procurar estimativas para a velocidade
da convergência, nomeadamente obter majorações para a distância entre Pn e W em
função de n. A distância entre Pn e W é equivalente à distância entre o estado da
cadeia vPn ao fim de n passos com determinada distribuição de probabilidade inicial v,
a π, pretendendo-se majorar nesse caso o erro na aproximação ao estado de equiĺıbrio a
partir de uma distribuição inicial. A rapidez com que a cadeia se aproxima do estado
de equiĺıbrio pode ser quantificada através do número de iteradas necessário para atingir
determinada distância ao equiĺıbrio, conhecido na literatura como tempo de mixing 2. O
nosso objectivo neste caṕıtulo é a obtenção de uma estimativa para o erro maximal, no
caso não autónomo, à custa dos valores próprios de P . Em particular apresentaremos um
resultado que generaliza o Teorema 2.1.11, para o qual precisamos das seguintes definições:
Definição 2.1.9. Dada uma matriz estocástica e ergódica P representamos por λ∗ o maior
dos módulos dos valores próprios de P diferentes de 1, ou seja
λ∗ = max{|λ| : λ é um valor próprio de P ∧ λ 6= 1}.
Sabemos que λ∗ < 1 pelo Teorema 2.1.5.
Definição 2.1.10. Definimos o erro maximal relativo das componentes de P k em relação
às componentes de π, por
δ(k) = max
i,j




2ou tempo de decaimento das correlações.
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onde P k(i, j) é a entrada (i, j) de P k.
O teorema seguinte fornece uma estimativa para δ(k) usando λ∗:
Teorema 2.1.11. Se P é uma matriz estocástica ergódica e reverśıvel então
1. δ(k) ≤ (λ∗)kmini πi , para qualquer k;
2. δ(k) ≥ (λ∗)k, para k par.
Se todos os valores próprios são maiores ou iguais a zero então a desigualdade é
válida para todos os k.
Uma matriz reverśıvel é semelhante a uma matriz simétrica, logo todos os valores
próprios são reais. A demonstração deste teorema pode ser encontrada por exemplo em
[Beh00].
2.2 Equiĺıbrio em grafos não autónomos periódicos
De seguida introduzimos uma generalização dos resultados anteriores para o caso não
autónomo periódico, provados em [SSF14a]. Começamos por apresentar algumas de-
finições:
Definição 2.2.1. Um grafo dirigido não autónomo é um par G = (V, (Ei)∞i=0) onde V =
{1, . . . , N} e Ei ⊂ V × V , para todo o i inteiro. Os elementos de V dizem-se vértices e
os elementos (vj , vl) de Ei chamam-se i-arestas. A cada par (vj , vl) ∈ Ei associamos um
peso ei(j, l) > 0 se (vj , vl) ∈ Ei e definimos ei(j, l) = 0 se (vj , vl) /∈ Ei.
Os grafos não autónomos são interpretados de forma simples como grafos cujos pesos
(probabilidades, ou outros) mudam ao longo do tempo.
Definição 2.2.2. Dizemos que um grafo G é p-periódico, com p natural, se Ei+p =
Ei, para qualquer i ∈ N.
Para cada i ∈ N0, seja Ai a matriz de adjacência associada a Di = (V,Ei), ou seja, a
matriz com entradas Ai(j, l) ∈ R+0 tais que Ai(j, l) = ei(j, l).
A sucessão de matrizes (Ai)
∞
i=0 é periódica de peŕıodo p se G é p-periódico. Fazemos





Nota 2.2.2.1. A sucessão de matrizes (Pi)
∞
i=0 associada ao grafo G pode ser interpretada
como uma cadeia de Markov não homogénea.
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Um caminho num grafo não autónomo é uma sucessão infinita de vértices (vi)i∈N tais
que Ai(vi, vi+1) > 0 para todo o i ∈ N0.
Dado um grafo não autónomo G, p-periódico, com p ∈ N, matrizes de adjacência
(A0, . . . , Ap−1) e correspondentes matrizes estocásticas (P0, . . . , Pp−1), constrúımos o con-
junto de p-matrizes, (B0, . . . , Bp−1) do seguinte modo
Bi = Pi · · ·Pp−1P0 · · ·Pi−1. (2.2)
Lema 2.2.3. Bi é uma matriz estocástica para qualquer i ∈ {0, . . . p− 1}.






















Teorema 2.2.4. Dado um grafo não autónomo p-periódico G com matrizes (Bj)j=0,...,p−1
definidas em (2.2), se existe i ∈ {0, . . . , p − 1} tal que Bi é ergódica, então para cada
j ∈ {0, . . . , p−1} as potências Bkj , k ∈ N, convergem componente a componente para uma
matriz estocástica Wj onde todas as linhas são iguais.
Se representarmos cada linha de Wj por π(j) = [π1(j) . . . πN (j)] então π(j) é o único
vector tal que π(j)Bj = π(j) e
∑
k πk(j) = 1.
Demonstração. Se Bi é ergódica, as potências B
k
i convergem componente a componente
para Wi como vimos no Teorema 2.1.8. Consideremos agora j 6= i. Por simplicidade e






(Pi+1 · · ·Pi−1Pi)k = lim
k
(
Pi+1 · · ·Pi−1Bk−1i Pi
)
= Pi+1 · · ·Pi−1 lim
k
Bk−1i Pi =
= Pi+1 · · ·Pi−1WiPi.
Uma vez que Pi+1 · · ·Pi−1 é estocástica, a soma das entradas de cada linha é 1, por outro
lado todas as linhas de W são iguais, então
Pi+1 · · ·Pi−1Wi = Wi
donde
Pi+1 · · ·Pi−1WiPi = WiPi.
Fazendo Wi+1 = WiPi, como nenhuma entrada da matriz depende de j a matriz tem todas













πn(i)Pi(n, k), k = 0, . . . , N (2.3)























O facto de que π(i + 1)Bi+1 = π(i + 1) e a sua unicidade são consequência imediata do
caso autónomo.
Corolário 2.2.5. Nas condições do Teorema 2.2.4, qualquer que seja o vector v tal que
vi ≥ 0 e
∑N





∣∣∣(vBki )l − πl(i)
∣∣∣ = 0.
Demonstração. O corolário anterior é consequência directa do caso autónomo, basta ver
que, para qualquer i e j:



































Bki (l, j)− πj(i)
)∣∣∣
Terminamos esta série de resultados apresentando o seguinte teorema sobre o espectro
de produtos ćıclicos de matrizes o qual será usado na obtenção das majorações:
Proposição 2.2.6. Se existe i ∈ {0, . . . , p− 1} tal que λ é um valor próprio de Bi então
λ é valor próprio de Bj para qualquer j ∈ {0, . . . , n − 1}. Em particular, se existe i tal
que Bi é ergódica então λ = 1 é um valor próprio com multiplicidade geométrica 1 para
todas as matrizes Bi.
Demonstração. Se λ é um valor próprio de Bi então existe v tal que vBi = λv, multipli-
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cando ambos os membros por Pi temos
vBiPi = λvPi
⇔ vPiPi+1 · · ·Pi−1Pi = λvPi
⇔ vPiBi+1 = λvPi
⇔ uBi+1 = λu
Então u = vPi é um vector próprio esquerdo de Bi+1 correspondente ao valor próprio λ.
Pelo Teorema 2.2.4 sabemos que o espaço próprio esquerdo associado a λ = 1 é gerado
por π(i), então λ tem multiplicidade geométrica 1. Repetindo o argumento p vezes temos
o resultado para todos os j ∈ {0, . . . n− 1}.
Os resultados anteriores permitem estabelecer a seguinte definição:
Definição 2.2.7. Dado um grafo G não autónomo p-periódico, a distribuição de equiĺıbrio
Π é dada pelo vector
Π = (π(0), . . . , π(p− 1)) ,
onde, para cada i, π(i) é a distribuição de equiĺıbrio associada a Bi.
Proposição 2.2.8. A distribuição de equiĺıbrio Π pode escrever-se na forma
Π = (π(0), π(0)P0, . . . , π(0)P0 · · ·Pp−1)
Demonstração. A igualdade π(i+ 1) = π(i)Pi resulta directamente da igualdade (2.3) na
prova do Teorema 2.2.4.
A partir desta definição, considerando os pesos como probabilidades, cada componente
πi(j) pode ser interpretada como a probabilidade de o sistema estar na posição i depois
de um grande número n de iteradas tal que n mod p = j.
Como o segundo valor próprio em módulo, λ∗, é o mesmo para todas as matrizes Bi,
é natural esperar que os resultados na convergência das potências (Bi)
k sejam uniformes.
Definição 2.2.9. O erro maximal na aproximação das componentes da distribuição de
equiĺıbrio Π por
(











O teorema seguinte é a versão do Teorema 2.1.11 para sistemas não autónomos, for-
necendo uma estimativa superior baseada em λ∗ para o tempo de convergência quando
as matrizes Bi, com i ∈ {0, . . . , p − 1} são ergódicas e pelo menos uma delas é reverśıvel
(ver [SSF14a]).
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Teorema 2.2.10. Consideremos um grafo G, não autónomo p-periódico com matrizes es-
tocásticas, de dimensão N×N , P0, . . . , Pp−1 e respectivas matrizes associadas B0, . . . , Bp−1
tais que Bl é ergódica para todos os l ∈ {0, . . . p − 1}. Se, para certo j ∈ {0, . . . p − 1},





Demonstração. Consideremos as p matrizes Bi ergódicas para i ∈ {0, . . . , p − 1}, cons-
trúıdas a partir do grafo G e supomos que existe j ∈ {0, . . . , p− 1} tal que Bj é reverśıvel.
Tomamos j = 0, por exemplo. Se B0 é reverśıvel satisfaz as equações de detailed balance
com π(0), e existe uma matriz simétrica A tal que
A = DB0D
−1 (2.5)














Podemos escolher uma matriz ortogonal S tal que
C = SAS−1 (2.6)
é diagonal. As linhas e1 . . . eN de S, assim como as colunas, são ortogonais (em relação ao
produto escalar usual).





1 0 . . . 0





0 0 . . . λN


onde 1 > |λ2| ≥ . . . ≥ |λN |. Cada ei, i ∈ {1, . . . , N}, é um vector próprio esquerdo de A




o que significa que e1D é um vector próprio esquerdo de B0 associado a 1. Assim existe c
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tal que π(0) = ce1D, donde π(0)D
−1 = ce1.
Como ambos os vectores π(0)D−1 e e1 são normalizados (em relação ao produto escalar
usual) temos π(0) = ±e1D. Assumindo π(0) = e1D, vem
e1 =
(√






















Bk+11 = P1 . . . Pp−1 (P0 . . . Pp−1)









com P ∗1 = P1 . . . Pp−1.




−1eT1 e1DP0 = P
∗
1D





onde cada linha de Wi coincide com π(i), i = 0, 1, . . . , p− 1, logo W0P0 = W1.
Estamos finalmente em condições de escrever explicitamente a entrada (i, j) da matriz
Bk+11 :





























P ∗1 (i, n)S(l, n).
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Usando o facto de P ∗1 ser estocástica, |S(l, n)| ≤ 1 and π(1) = π(0)P0, temos

























































































Usando os mesmos argumentos provamos a desigualdade para qualquer Bi, com i ∈
{0, . . . , p− 1}.
A estimativa obtida no teorema anterior depende explicitamente da dimensão N da
matriz. No caso autónomo a dependência não é expĺıcita mas naturalmente existe. Por
exemplo, se π é a distribuição de probabilidade uniforme temos π =
(
1





Nota. A ergodicidade de cada uma das matrizes Bi é essencial na obtenção da estimativa
para o erro relativo, garantindo que todas as componentes da distribuição de equiĺıbrio Π
são não nulas, esta não poderia ser substitúıda pela ergodicidade das matrizes Pi, como


















P0 e P1 são ambas ergódicas sem que os produtos B0 e B1 o sejam. Este exemplo é
paradigmático dos problemas em definir condições suficientes de convergência em grafos
não autónomos.
Corolário 2.2.11. Consideremos um vector v = (v1, . . . , vN ), com todas as componentes
positivas, normalizado em `1, e o conjunto de p matrizes Bl, com l ∈ {0, . . . , p − 1}, nas
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∣∣∣(v1 + . . .+ vn)Bkl (1, j) + v2(Bkl (2, j)−Bkl (1, j)) +
+ . . .+ vN (B
k
l (N, j)−Bkl (1, j))− πj(l)
∣∣∣
=











Pelo teorema anterior, para l, j fixos, temos
max
i,m




























2.3 Convergência em cadeias de Markov não homogéneas
Em grande parte das referências bibliográficas na área das Cadeias de Markov, apesar de
referências à existência de cadeias não homogéneas, rapidamente o estudo é restringido
a cadeias homogéneas. Muitas das questões respondidas para Cadeias de Markov ho-
mogéneas permanecem em aberto no caso não homogéneo, mesmo em exemplos simples.
Cadeias de Markov não homogéneas serão bons candidatos por exemplo para modelos
da emigração entre páıses ao longo do tempo. A heterogeneidade temporal pode resultar
também de factores sazonais que darão origem a cadeias periódicas. Estamos interessados
na questão da convergência para o equiĺıbrio, sobretudo em quantificar a velocidade dessa
convergência. Uma revisão da literatura diz-nos que nos anos 50, o demógrafo J. Hajnal em
dois artigos (1956 e 1958), deu uma forte contribuição no estudo de propriedades ergódicas
em cadeias de Markov não homogéneas, em especial no desenvolvimento de ferramentas
para a análise da ergodicidade fraca ( [Sen14]). Para além disso, uma das primeiras
referências sobre o comportamento assimptótico de cadeias de Markov não homogéneas
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deve-se a E. Borel em [Bor72]. No artigo [SCZ11] encontramos uma colecção dos resultados
conhecidos, e respectivas referências, para cadeias não homogéneas, do ponto de vista
da ergodicidade e do comportamento assimptótico, — propriedades essenciais para os
objectivos deste trabalho.
Para cadeias de Markov homogéneas (Pt = P,∀t) sabemos que P é ergódica se e só
se a cadeia converge componente a componente para uma matriz W com linhas idênticas,
perdendo a memória, isto é, ao fim de um número grande de iteradas não conseguimos
restituir o percurso da cadeia e conhecer o estado inicial. Assim, a perda de memória é uma
propriedade inerente à ergodicidade. Porém, no caso não homogéneo podemos estabelecer
duas propriedades distintas.
Nota. No contexto das CMDF homogéneas a convergência em norma (em `1, `2, do
máximo, ...) ou a convergência componente a componente são equivalentes. No caso
das CMDF não homogéneas surgem algumas diferenças (a norma em `1 e a norma do sup
relativo não são equivalentes, sendo a segunda mais forte, ver [SCZ09] para discussão e
exemplos sobre esse assunto),





Temos as seguintes definições (ver [IM76] ou [Bré99]):
Definição 2.3.1. Uma cadeia de Markov não homogénea (Pn)n∈N diz-se fracamente ergódica





‖vPm · · ·Pk − wPm · · ·Pk‖ = 0 (2.8)
onde v, w são quaisquer vectores que representam densidades de probabilidade, ou seja,
todas as componentes são não negativas com soma 1.
Intuitivamente, uma cadeia fracamente ergódica apresenta perda de memória mas
não se tem necessariamente vPm · · ·Pk próximo de vPm · · ·Pk+1, e portanto não há con-
vergência para um estado de equiĺıbrio, esse será o caso de uma cadeia fortemente ergódica:
Definição 2.3.2. Uma cadeia de Markov não homogénea (Pn)n∈N diz-se fortemente ergódica
se existe um vector v com
∑





‖wPm · · ·Pk − v‖ = 0 (2.9)
onde w representa uma densidade de probabilidade, ou seja, tem componentes não negati-
vas com soma 1.
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Numa cadeia homogénea estes dois tipos de ergodicidade coincidem ( [IM76]), isto
é, não existem cadeias de Markov homogéneas que exibam perda de memória sem con-
vergência para um estado de equiĺıbrio. Numa cadeia homogénea em dimensão finita os
dois tipos de ergodicidade, fraca e forte, coincidem com a ergodicidade definida em 2.1.4.
As definições apresentadas acima são, em geral, dif́ıceis de testar directamente. Exis-
tem então vários critérios para provar a ergodicidade fraca e também alguns para a ergodi-
cidade forte (ver por exemplo [IM76], [Bré99], [NS98]). Alguns desses critérios envolvem o
chamado coeficiente ergódico, introduzido por Dobrushin [Dob56], que fornece uma medida
da distância entre uma dada matriz e uma matriz constante. No nosso caso, conseguimos
aplicar as definições directamente para provar a ergodicidade fraca, portanto usaremos o
coeficiente ergódico enquanto estimador da taxa de convergência.
Definição 2.3.3. Dada uma matriz estocástica P de dimensão N × N , o coeficiente








|P (i, k)− P (j, k)|
Na Secção 2.3.3 voltaremos ao coeficiente ergódico. Apresentamos agora a noção de
tempo de mixing, uma medida do tempo que a cadeia demora a atingir uma certa distância
ao equiĺıbrio.
2.3.1 Tempo de mixing
A distância de variação total entre dois vectores de distribuição de probabilidade µ e ν
num espaço de probabilidade Ω é dada por
‖µ− ν‖TV = max
A⊂Ω
|µ(A)− ν(A)|.
Num espaço de dimensão finita N , dados dois vectores de distribuição de probabilidade u







Dada uma cadeia de Markov P , de dimensão finita N , ergódica, uma distribuição de
probabilidade inicial v e a distribuição de equiĺıbrio π, definimos a distância, d(t), entre o
estado da cadeia ao fim de t passos e o equiĺıbrio π por





|(vP t)i − πi|
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Dada uma CMDF homogénea, com matriz de transição P , o tempo de convergência





{t : d(t) < ε},
onde v percorre todos os vectores de distribuição de probabilidade inicial (ver [LPW09]).
O tempo de mixing aparece como medida do número de iteradas necessário para atingir







A segunda definição é pouco natural mas a escolha de ε = 14 , sendo aleatória, (por exemplo
em [FR07b] a escolha é 1e ), tem uma justificação parcial: de modo que a desigualdade
(provada em [LPW09])
d (ltmix(ε)) ≤ (2ε)l
não seja trivial, a escolha de ε terá de ser ε < 12 . Em particular para ε =
1
4 obtemos
d (ltmix) ≤ 2−l






Assim, o conhecimento de tmix fornece imediatamente uma medida da velocidade de con-
vergência para o equiĺıbrio. Naturalmente o tempo de mixing e a distância ao equiĺıbrio
em função do número de iteradas estão estreitamente relacionados, no caso dos grafos
autónomos/CMDF homogéneas. Sendo nosso objectivo definir uma versão de tempo de
mixing para grafos não autónomos iremos primeiro definir a distância a usar. Na litera-
tura encontrámos ferramentas que desempenham, essencialmente, o papel que queremos
dar ao tempo de mixing, nomeadamente em [SCZ07] define-se tempo de merging, no qual
nos vamos inspirar.
Definição 2.3.4. Dada uma sucessão de matrizes de transição estocásticas de dimensão





‖uP1 · · ·Pn − vP1 · · ·Pn‖TV < ε} (2.10)
onde a norma, da variação total, é dada por ‖u− v‖TV = 12
∑N
i=1 |vi − ui|.
O tempo de merging para ε fornece o menor número de passos da cadeia que garante
uma distância inferior a ε entre os estados alcançados pela cadeia com vectores iniciais u
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e v, quaisquer que sejam u e v.
2.3.2 Interpretação da convergência em cadeias de Markov não homogéneas
Dado um grafo não autónomo G = (V, (Ei)∞i=0), p-periódico, consideremos a sucessão de
matrizes estocásticas associadas (Pi)
∞
i=0. Esta sucessão de matrizes define uma cadeia de
Markov discreta, em espaço finito, não homogénea. Os resultados obtidos podem assim
ser aplicados à teoria das cadeias de Markov não homogéneas.
De seguida justificamos que o resultado obtido no Teorema 2.2.4 garante que a cadeia
não homogénea, definida através de uma sucessão de matrizes de adjacência ergódicas asso-
ciadas a um grafo não autónomo p-periódico, é fracamente ergódica mas não é fortemente
ergódica, segundo as definições apresentadas na Secção 2.3.
Teorema 2.3.5. Consideremos um grafo não autónomo G = (V, (Ei)∞i=0), p-periódico tal
que cada uma das matrizes Pi, da sucessão de matrizes estocásticas (Pi)
∞
i=0, é ergódica. A
cadeia de Markov não homogénea definida por (Pi)
∞
i=0 é fracamente ergódica.
Demonstração. Consideremos dois vectores v, w, ambos com componentes não negativas,
de norma 1. Fixado m, temos





onde bk−mp c é o quociente da divisão inteira de k−m por p. Ou seja, temos o membro es-
querdo escrito à custa de produtos das matrizesBi. Donde, fazendo v1 = vPm mod p · · ·Pk mod p










































(k+1) mod p − π((k + 1) mod p)
∥∥∥∥
então, tomando a norma do máximo e usando o Corolário 2.2.5, o limite anterior existe e
é 0.
A condição de ergodicidade forte é muito restritiva e em geral não é verificada para
cadeias de Markov não homogéneas periódicas ainda que cada matriz de adjacência seja
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ergódica, uma vez que não se tem necessariamente π(j) = π(i) para i 6= j.
2.3.3 Uma estimativa sem valores próprios
No ińıcio desta secção introduzimos (segundo [IM76]) o coeficiente ergódico de uma matriz,
o qual será usado na obtenção de uma estimativa superior para a distância ao equiĺıbrio, em
função do número de iteradas. Vamos usar a distância entre dois vectores de distribuição







Temos o seguinte resultado para cadeias de Markov homogéneas:
Teorema 2.3.6. Dada uma matriz P estocástica e dois vectores de distribuição de pro-
babilidade u e v, então, para qualquer k ∈ N
‖uP k − vP k‖TV ≤ ‖u− v‖TV δ(P )k. (2.11)
A prova utiliza a propriedade δ(PQ) ≤ δ(P )δ(Q) e pode ser encontrada em [Bré99].
A propriedade que torna o resultado relevante é que o coeficiente ergódico para qualquer
matriz estocástica satisfaz 0 ≤ δ(P ) ≤ 1.
Pretendemos encontrar uma versão deste resultado no contexto das cadeias de Mar-
kov não homogéneas correspondentes a grafos não autónomos periódicos, no esṕırito do
trabalho apresentado na Secção 2.2. Nesse sentido apresentamos o seguinte teorema:
Teorema 2.3.7. Dado um grafo não autónomo G, p-periódico, com matrizes estocásticas
P0, . . . , Pp−1 ergódicas e correspondentes matrizes produto B0, . . . , Bp−1 definidas pela
igualdade (2.2), com vector equiĺıbrio Π = (π(0), . . . , π(p − 1)), temos, para qualquer
vector de distribuição inicial u
‖uBni − π(i)‖ ≤ ‖u− π(i)‖δ(Bi)n. (2.12)
O teorema anterior oferece uma estimativa da distância ao equiĺıbrio para qualquer
matriz Bi. Tomando o máximo em i ficamos a conhecer uma majoração da distância a
que a cadeia se encontra do seu vector equiĺıbrio Π, em função dos coeficientes ergódicos
de cada uma das matrizes Bi.
Demonstração. Na desigualdade (2.11) tomamos v = π(i). Uma vez que π(i) é vector
próprio esquerdo de Bi temos π(i) = π(i)Bi e logo π(i) = π(i)B
n
i . Donde
‖uBni − π(i)‖ ≤ ‖uBni − π(i)‖δ(Bi)n.
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Corolário 2.3.8. Dado um grafo não autónomo G, p-periódico, e um vector u ambos nas
condições do Teorema 2.3.7, temos, para qualquer j, n ∈ N e i = n mod p





onde v = uPj mod p · · ·Pi−1.
Demonstração. Basta escrever Pj · · ·Pj+n−1 à custa do produto Bi adequado, ou seja





Para finalizar esta secção propomos uma definição de tempo de mixing para um grafo
não autónomo periódico e discutimos a sua aplicação:
Definição 2.3.9. Dado um grafo G não autónomo, p-periódico, com p matrizes ergódicas








‖uBnl − π(l)‖ < ε},
onde u percorre todos os vectores de distribuição de probabilidade e a norma é a da variação
total.
Independentemente da distribuição inicial, a partir de tmix(ε) iteradas/passos sabemos
que a distribuição no grafo se encontra a uma distância de todos os π(i), inferior a ε.
Claramente o tempo de mixing é finito quando a CMDF não homogénea formada pelas
matrizes de transição é fracamente ergódica.
2.4 Aplicação aos sistemas dinâmicos
2.4.1 O Operador de Perron-Frobenius
Consideremos uma função τ : [a, b] ⊂ R −→ R. No estudo dos sistemas dinâmicos através
da teoria da medida, em vez de seguirmos o comportamento da órbita de um ponto x ∈
[a, b] pela função τ ao longo do tempo,
x, τ(x), τ2(x), . . .
consideramos uma certa densidade de probabilidade inicial f e estudamos a evolução das
densidades de probabilidade pela iteração de τ . Assim, a cada função τ associamos um
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operador, Pτ , — operador de Perron-Frobenius, — definido no espaço das densidades de
probabilidade e estudamos as suas iteradas,
f, Pτf, P
2
τ f . . .
(ver [BG97] e [LM94]). Uma medida, µ, invariante para τ , (isto é, tal que µ(τ−1(A)) =
µ(A),∀A ⊂ [a, b]), corresponde assim a um ponto fixo do operador Pτ . Estas relações
permitem usar as ferramentas da análise funcional e teoria da medida para estudar o com-
portamento do sistema ao fim de um número grande de iteradas. De particular interesse
é o caso em que a função τ satisfaz a propriedade de Markov e é linear por troços numa
partição P do intervalo [a, b]. Nesse caso o operador de Perron-Frobenius Pτ tem dimensão
finita e pode ser representado por uma matriz quadrada P de dimensão N igual ao número
de intervalos da partição, que actua no espaço S das densidades de probabilidade constan-
tes por troços na partição P. Obviamente as funções em S podem ser representadas por
vectores de dimensão N e a aplicação sucessiva do operador P corresponde à multiplicação
sucessiva da matriz P por si própria pelo que recuperamos as ferramentas desenvolvidas
neste caṕıtulo. A restrição P do operador de Perron-Frobenius ao espaço das densidades de
probabilidade constantes por troços, permite explorar propriedades do operador: todos os
valores próprios da matriz pertencem ao espectro do operador e o maior deles em módulo
é também o maior valor próprio em módulo do operador ( [DFS00]), o que justifica a sua
relação com a taxa de convergência para o equiĺıbrio. Em [FR07a] o espectro do operdor
de Perron-Frobenius é estudado em famı́lias de funções unimodais e bimodais obtendo-se,
para essas famı́lias, uma relação com a taxa de mixing.
2.4.2 Exemplo
Um caso particular que motivou este trabalho é o dos subshifts de tipo finito obtidos a
partir de sistemas dinâmicos gerados pela iteração de uma função xn+1 = F (xn) onde
F : I ⊂ R −→ I satisfaz a propriedade de Markov (ver [LM95]), ou seja, se existe uma
partição finita I1, . . . , IN de um intervalo I tal que a imagem F (Ii) de cada intervalo Ii é
uma união de intervalos ∪jIj . Consideremos um grafo tal que cada vértice vi corresponde
a um intervalo Ii e o peso eij de cada aresta (i, j) é definido por eij = µ(F
−1(Ij) ∩ Ii),
onde µ é a medida de Lebesgue em R. O peso eij é a medida do conjunto de pontos que
estão em Ii e cujas imagens por F estão em Ij .
De acordo com [KS96], dado um espaço métrico compacto X e uma sucessão de funções
(Fi)
∞
i=1 com Fi : X −→ X, i ∈ N, temos um sistema dinâmico não autónomo (X, (Fi)∞i=1)
definido por Fni = Fi+n−1 ◦ . . . Fi+1 ◦Fi. O sistema não autónomo é periódico com peŕıodo
p se Fi = Fi+p, ∀i.
Consideremos o sistema não autónomo de peŕıodo 3 dado por (I, (Fi)
∞
i=1), onde Fi =
Fi+3,∀i e F0, F1, F2 são as funções apresentadas na Figura 2.1. Estas funções, do in-
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tervalo I = [0, 10] satisfazem a propriedade de Markov e partilham a mesma partição
I1 = [0, 3], I2 = [3, 5], I3 = [5, 10].

















(a dependência em cada variável é linear)I1 1 I2 2 I3
(a dependência em cada variável é linear)I1
(a dependência em cada variável é linear)I1







Consider tree functions F0
0,F1Equações e respectivas representações geométricas no plano (rectas e cónicas) e no espaço1 Semana 17 a 21 de S tembroEquações e respectivas representações geométricas no plano (rectas e cónicas) e no espaçoEquações r spectivas representações geométricas o plano (rectas e cón as) e no espaçoEquações e respectivas representações geométricas no plano (rectas e cónicas) e no espaço
1,F2
Figura 2.1: Gráficos de F0, F1, F2 a azul e os intervalos da partição de Markov I1, I2, I3.
O grafo não autónomo de peŕıodo 3 está representado na Figura 2.2.
Os pesos, ejl(i) = µ(F
−1
i (Il) ∩ Ij), i = 0, 1, 2, j, l = 1, 2, 3, são dados pelas seguintes
matrizes
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I2
2 I3
(a dependência em cada variável é linear)e12(i)




(a dependência em cada variável é linear)e32(i)
) se pode escrever na forma reduzida
i) e23(i)
i) e33(i)
(a dependência em cada variável é linear)e31(i)
) se pode escrever na forma reduzida i) e13(i)
(a dependência em cada variável é linear)I1
Figura 2.2: Grafo não autónomo de peŕıodo 3 associado ao sistema.



































































































Da definição apresentada para a reversibilidade de uma matriz, conclúımos facilmente que
Bi é reverśıvel se DBiD
−1é uma matriz simétrica, onde D representa a matriz diagonal
com entradas D(j, j) =
√
































e λ∗ = 129+
√
19041




≈ 188.377(0.3814)k. A Figura 2.3 mostra os gráficos de δ(k) e ε(k).
Podemos confirmar que ε(k) fornece uma estimativa superior de δ(k).
A distribuição de equiĺıbrio é
Π ≈ ((0.6384, 0.3060, 0.0557), (0.3227, 0.6495, 0.0278), (0.194852, 0.388207, 0.416941)) .
Tomemos por exemplo um sistema dado pela iteração sucessiva das três funções começando
com f0, isto é, f0, f1 ◦ f0, f2 ◦ f1 ◦ f0, . . ., representado por Pk0 = P0P1P2 . . . P kk mod 3, e
que se encontra inicialmente com probabilidade 1 no intervalo I1. Ao fim de 41 iteradas,
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Figura 2.3: A linha a cheio representa ε(k) e o gráfico ponteado representa δ(k).
esperamos que se distribua nos intervalos da partição com densidade de aproximadamente[
0.194852 0.388278 0.416941
]























































que constitui uma majoração do erro relativo da densidade de probabilidade ao fim de 41
iterações em relação ao equiĺıbrio.
Nota. Os resultados desta secção foram obtidos usando o programa Mathematica 8.
Caṕıtulo 3
Matrizes de adjacência não
reverśıveis
3.1 Motivação
Neste caṕıtulo vamos estender os resultados apresentados no Caṕıtulo 2 para grafos
autónomos e não autónomos periódicos retirando a hipótese de reversibilidade. Se no
caso autónomo a reversibilidade é uma condição restritiva, no caso não autónomo torna-
se ainda mais pertinente encontrar estimativas para a velocidade de convergência para o
equiĺıbrio que não exijam reversibilidade das matrizes envolvidas. É nesse campo que este
caṕıtulo pretende dar um contributo.
Existem na literatura estimativas para a distância ao equiĺıbrio em função do número
de iterações de cadeias de Markov não reverśıveis, (ver [Fil91] e [SCZ09]) que no entanto
usam o segundo valor próprio de uma matriz reverśıvel relacionada com a matriz P , que
pode não garantir boas estimativas, como veremos mais à frente.
Por outro lado, as estimativas para a taxa de aproximação ao equiĺıbrio em grafos
autónomos e não autónomos que usam o segundo maior valor próprio em módulo da matriz
de adjacência estocástica, limitam-se a matrizes ergódicas reverśıveis, isto é, matrizes P ,
com distribuição de equiĺıbrio π, que satisfazem
πip(i, j) = πjp(j, i).
Neste caṕıtulo apresentamos estimativas para o erro na aproximação ao equiĺıbrio,
no esṕırito dos resultados apresentados no Caṕıtulo 2, para grafos autónomos em que a
matriz de adjacência é ergódica. Além disso, estendemos os resultados de [SSF14a], onde
introduzimos a noção de distribuição de equiĺıbrio em grafos não autónomos periódicos
e demos uma estimativa para a velocidade de aproximação ao equiĺıbrio, retirando agora
a hipótese de reversibilidade. Concretamente, dado um grafo não autónomo p-periódico
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G = (V, (Ei)∞i=0) com matrizes de adjacência (Pi)∞i=0 consideramos o produto ćıclico Bi =
Pi · · ·P(i+p−1) mod p, com i = 1, . . . , p e p ∈ N. Vimos que, se uma das matrizes Bi é
reverśıvel, então existe uma estimativa para o erro maximal na aproximação ao equiĺıbrio
usando o segundo maior valor próprio em módulo, λ∗. Apresentaremos uma versão desse
resultado exigindo apenas a ergodicidade de cada uma das matrizes Bi, com i = 0, . . . , p−1.
Em ambos os contextos, autónomo e não autónomo, a restrição da reversibilidade
levanta alguns problemas: nas aplicações em que estamos interessados aparecem matrizes
de adjacência não necessariamente reverśıveis, por exemplo as matrizes que resultam da
restrição do operador de Perron-Frobenius a um espaço de dimensão finita (ver Secção
2.4 e [BG97]); Por outro lado, no caso não autónomo, como escolher matrizes estocásticas
Pi, i = 0, . . . , p− 1 tais que um dos produtos ćıclicos Bi, i = 0, . . . , p− 1 seja reverśıvel?
Os resultados deste caṕıtulo aplicam-se tanto a grafos autónomos como não autónomos
e configuram estimativas superiores para a velocidade de convergência para o equiĺıbrio,
grosso modo, dependendo do segundo maior valor próprio em módulo e da dimensão dos
blocos de Jordan a ele associados.
Na segunda secção apresentamos algumas estimativas conhecidas, na terceira secção
demonstramos os resultados de [SSF14a] para o caso autónomo, distinguindo matrizes
diagonalizáveis e não diagonalizáveis. Na secção seguinte discutimos o caso não autónomo
e na última secção apresentamos alguns exemplos.
Nota. Existem diferentes hipóteses de associar uma cadeia de Markov a um grafo. Por
exemplo, na teoria ergódica, se a matriz de adjacência A é irredut́ıvel existe uma forma
canónica de associar probabilidades às arestas, construindo a chamada matriz de Parry
associada à medida de máxima entropia (ver [Wal82] e [LM95]). À semelhança do caṕıtulo
anterior, definimos a matriz P atribúındo a cada entrada (i, j) o valor p(i, j) = A(i,j)∑N
k=1 A(i,k)
,
mas sublinhamos que os resultados apresentados são válidos para quaisquer matrizes es-
tocásticas, logo, para a todas as cadeias de Markov associadas a um grafo.
3.2 Estimativas conhecidas
3.2.1 Caso autónomo
No caso não reverśıvel, é posśıvel obter estimativas para a distância ao equiĺıbrio usando
os valores próprios de uma matriz reverśıvel constrúıda a partir de P ( [Fil91], [Bré99]).
Com efeito, consideremos uma matriz P ergódica, não reverśıvel. Definimos a matriz P̃
por
P̃ (i, j) =
πjP (j, i)
πi
onde π é o vector equiĺıbrio. Matricialmente temos
P̃ = D−1P TD
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A matriz M = PP̃ diz-se matriz de reversibilização multiplicativa de P .
Lema 3.2.1. A matriz M tem vector de equiĺıbrio π e é reverśıvel.
Demonstração. π é distribuição de equiĺıbrio de PP̃ uma vez que
πPP̃ = πD−1P TD =
[




1 . . . 1
]
D = π
dado que π é a distribuição de equiĺıbrio de P e P T é estocástica por colunas.
Quanto à reversibilidade, vejamos que




















πi = πjM(j, i)
Definimos ainda a seguinte distância à distribuição de equiĺıbrio π:






Temos a seguinte estimativa, devida a Fill [Fil91]:
Teorema 3.2.2. Dada uma matriz P ergódica, com distribuição de equiĺıbrio π, seja
λ(M) o segundo maior valor próprio em módulo da matriz M . Então, dado um vector de
distribuição de probabilidade v,
4‖vP k − π‖2TV ≤ λ(M)k‖v − π‖2,π (3.1)
A demonstração baseia-se num resultado obtido por M. Mihail em 1989 que usa argu-
mentos da linguagem combinatória e probabiĺıstica que não nos parece pertinente incluir
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neste trabalho. Em [SCZ11], uma desigualdade equivalente a 3.1 também é referida como
ponto de partida para uma generalização ao caso não homogéneo.
Nota. O Teorema 3.2.2 apresenta uma estimativa à custa dos valores singulares de P ,
o que, por um lado constitui uma estimativa alternativa à proposta em [SSF14b], mas
que pode tornar-se desinteressante uma vez que, ao contrário de P , o segundo maior valor
próprio de M pode ser 1, (essencialmente porque M pode não ser irredut́ıvel), o que confere
maior relevância aos resultados obtidos na Secção 3.3. Outra diferença importante é que
as nossas estimativas não supõem a existência da estrutura de espaço de Hilbert.
Apresentamos em seguida alguns comentários pertinentes:
• O segundo maior valor próprio em módulo da matriz M é precisamente o segundo
maior valor próprio, por se tratar de uma matriz simétrica semidefinida positiva.
• Pode considerar-se a chamada matriz de reversibilização aditiva, A = P+P̃2 , e obter-
se a partir do teorema anterior, sob hipóteses mais fortes, uma estimativa em função
do segundo maior valor próprio de A. Em [Fil91] é discutida a utilização do segundo
valor próprio da matriz A.
De uma outra perspectiva, interpretemos a matriz P como um operador no espaço
de Hilbert RN , com o produto interno definido por (u, v)π =
∑N
i=1 uiviπi. Assim, M é
uma matriz autoadjunta e as ráızes quadradas dos seus valores próprios são os valores
singulares de P . (Se P é autoadjunta, M = P 2, e os valores singulares de M coincidem
com os valores próprios de P .)
Repare-se que os valores singulares de uma matriz P , ao contrário dos valores próprios,
dependem do espaço de Hilbert considerado, que neste caso está associado ao vector de
equiĺıbrio π. Considerando operadores em espaços de Hilbert associados aos equiĺıbrios
das diferentes matrizes da cadeia não homogénea, em [SCZ09] obtém-se uma estimativa do
tipo apresentado no Teorema 3.2.2, usando os valores singulares das matrizes Pi da cadeia
de Markov. Com esta interpretação podemos usar as ferramentas robustas dos espaços de
Hilbert, como veremos de seguida.
3.2.2 Caso não autónomo
Nesta secção fazemos a demonstração do resultado de [SCZ09] no caso das CMDF não
homogéneas, associadas a grafos não autónomos. Começamos por enunciar um resultado
da Teoria dos operadores que, grosso modo, generaliza a decomposição de uma matriz no
espaço dos seus vectores próprios quando estes formam uma base do espaço e pode ser
encontrado em [Rin71].
Teorema 3.2.3 (Decomposição em valores singulares). Consideremos dois espaços de
Hilbert reais, H1 e H2 de dimensão N . Seja P : H1 −→ H2 um operador compacto.
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Então existem bases ortonormadas, φi de H1 e ψi de H2, e valores reais não negativos σi
tais que Pφi = σiψi e P
∗ψi = σiφi.
Os valores σi são os valores singulares de P e coincidem com as ráızes quadradas dos
valores próprios de PP ∗ e P ∗P 1. No nosso contexto o operador P é representado por uma
matriz N ×N e a matriz P ∗ é a matriz adjunta de P . Consideramos a seguinte ordenação
dos valores singulares:
1 = σ1 ≥ σ2 ≥ . . . ≥ σN .
O próximo lema é a base da demonstração do teorema seguinte.
Lema 3.2.4. Dada uma matriz P , de dimensão N × N , estocástica, consideremos o
operador P : `2(π(0)) −→ `2(π(1)) onde `2(π(k)) é o espaço de Hilbert RN , munido do
produto interno definido entre dois vectores v, w ∈ RN por (v, w)π =
∑N
i=1 viwiπi(k),
sendo π(k), k = 0, 1 vectores de distribuição de probabilidade. Temos






onde (ψi)i∈{1...,N} é a base ortonormada correspondente aos valores singulares (σi)i∈{1...,N}
de P .
Demonstração. Consideremos uma matriz P estocástica. Interessa-nos escrever a distância
d2 à custa do produto interno (·, ·)π de modo a usar as propriedades do espaço de Hilbert,
assim
d2 (P (l, ·), π(1))2 =
N∑
j=1

























, . . . , P (l,N)πn(1)
)
e (1, . . . , 1) = 1. Usando o facto
de π(1) ser uma distribuição de probabilidade e P ser estocástica (soma das entradas de
cada linha igual a 1) obtemos











1Seguindo a terminologia introduzida por [Fil91], a matriz PP ∗ é a reversibilização multiplicativa de
P , (ver secção anterior).
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definindo o vector δ(j) tal que todas as suas coordenadas valem zero excepto a coordenada
j, que vale 1, δ(j) = (0, . . . 0, 1︸︷︷︸
j
, 0, . . . , 0), temos P (l,·)π(1) = P
δ(l)
π(1) . Então, fazendo v =
δ(l)
π(1)





































Aplicando (3.9) na igualdade (3.5), temos

























Ora, se (ϕi)i=1,...,N é uma base ortonormada de `
2(π), as únicas parcelas não nulas são















Por outro lado, σ1 = 1, e ψ1 = (1, . . . , 1), logo σ1(ψ1)
2
l = 1, donde se conclui,






3.2. Estimativas conhecidas 39
Onde (ψi)i∈{1,...N} é uma base ortonormada de `2(π(0)).
Nota. Uma vez que os valores singulares e as bases fornecidas pelo Teorema 3.2.3 dependem
fortemente da escolha do produto interno, Bi e Bj (definição no Caṕıtulo 2) terão, em
geral, valores singulares diferentes se i 6= j e portanto não é expectável que se obtenha uma
estimativa uniforme para todos os i, na linha do que obtivemos usando valores próprios,
que coincidem para todas as matrizes (Bi)i∈{0,...,p−1} (Teorema 3.4.1).
Temos então o seguinte teorema ( [SCZ09]):
Teorema 3.2.5. Consideremos um grafo não autónomo G p-periódico, com matrizes de
transição estocásticas (Pi)i∈N. Dado um vector de distribuição de probabilidade u, defini-
mos u(i) = uP1 · · ·Pi, (u(0) = u). Então
N∑
l=1





σi(Pj , u(j − 1))2
Além disso, para cada linha l da matriz produto P1 · · ·Pn,







σ2(Pi, u(i− 1))2 (3.11)
Demonstração. Neste caso, cada matriz Pi está definida num espaço de Hilbert `
2(u(i−1)),
e portanto, para uma identificação clara dos valores singulares teremos de incluir mais
informação na notação, escrevemos σi(Pn, u(n − 1)) para representar um valor singular
da matriz Pn : `
2(u(n − 1)) −→ `2(u(n)) e σi(P1 . . . Pn, u(0)) para representar um valor
singular de P1 · · ·Pn : `2(u(0)) −→ `2(u(n)). Apliquemos agora a igualdade (3.10), fazendo
P = P1 . . . Pn, π(1) = u(n) e π(0) = u(0):
d2 ((P1 · · ·Pn)(l, ·), u(n))2 =
N∑
i=2
σi(P1 · · ·Pn, u(0))2(ψi)2l (3.12)
Consideremos (ψi)i=1,...,N a base dada pelo Teorema 3.2.3 para `
2(u(0)) e P1 · · ·Pn.
A desigualdade seguinte relaciona os valores singulares de uma matriz que resulta do
produto de matrizes, com o produto dos valores singulares dos factores, e obtém-se a partir
de [HJ91]:
∀k = 2, . . . , N,
k∑
i=2





σi(Pj , u(j − 1))2 (3.13)
Usando a igualdade (3.12) e seguidamente a desigualdade (3.13) com k = N temos
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N∑
l=1
























σi(Pj , u(j − 1))2
Para a segunda desigualdade do teorema, escrevemos, para cada l ∈ {1, . . . , N}, o





























































Usamos a relação σ2(P1 · · ·Pn, u(0)) ≥ σi(P1 · · ·Pn, u(0)) para qualquer 1 ≤ i ≤ N , a
desigualdade (3.13) com k = 2 e a igualdade (3.14) temos
d2 ((P1 · · ·Pn)(l, ·), u(n))2 =
N∑
i=2























Obtendo-se a segunda desigualdade, (3.11), do teorema.
Nota. A utilização da distância d2 permite tirar conclusões também para a distância de
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variação total, uma vez que
‖(P1 · · ·Pn)(l, ·)− (P1 · · ·Pn)(m, ·)‖TV ≤ max
l
{d2((P1 · · ·Pn)(l, ·, u(n))}
O teorema anterior é o resultado mais geral que conhecemos no contexto não autónomo
e é essa a razão fundamental para o incluirmos, aliado ao facto de o lema que serve a
demonstração fornecer o esqueleto da prova de um resultado análogo para o caso autónomo.
No entanto, o teorema revela-se de dif́ıcil aplicação, uma vez que se torna necessário
calcular uma sucessão de valores singulares associados a uma sucessão de vectores u(n),
dif́ıcil de controlar. Além disso, não podemos garantir σ2 < 1 sem juntar outras hipóteses.
Para uma discussão neste sentido remetemos para o artigo [SCZ09].
3.3 Estimativas na aproximação ao equiĺıbrio em grafos autónomos
3.3.1 Forma normal de Jordan de uma matriz
Alguns dos teoremas obtidos nesta secção usam a decomposição de Jordan de uma matriz,
o que justifica uma breve revisão desse resultado e das ferramentas da álgebra linear
envolvidas, (para detalhes e prova ver por exemplo [Str88]). Uma matriz quadrada A
é diagonalizável se é semelhante a uma matriz diagonal D, ou seja, se A admite uma
factorização do tipo A = M−1DM . Uma matriz A genérica admite uma factorização do
mesmo tipo, em que a matriz D é substitúıda por uma matriz J diagonal por blocos,
chamada forma canónica de Jordan de A. Cada bloco é uma matriz B triangular superior,
cuja diagonal acima da principal está preenchida com o valor 1. A matriz J apresenta uma
estrutura simples e próxima de uma matriz diagonal e nesse sentido generaliza o papel
desempenhado pela matriz D no caso diagonalizável.
Definição 3.3.1. Dada uma matriz quadrada A , dizemos que v é um vector próprio
generalizado associado ao valor próprio λ se existe n ∈ N tal que
(A− λId)nv = 0.
Se n = 1 recuperamos a definição usual de vector próprio. O teorema seguinte formaliza
os comentários anteriores.
Teorema 3.3.2. Dada uma matriz A com R vectores próprios, existem matrizes J e M










42 3. Matrizes de adjacência não reverśıveis
é uma matriz diagonal por blocos, cada bloco Ji de J tem um valor próprio λi, um vector




λi 1 0 0
0
. . .
. . . 0
...
. . .
. . . 1




Apresentamos de seguida os resultados originais, obtidos em [SSF14b], para grafos autónomos
a cujas matrizes de adjacência ergódicas não se exige nenhuma hipótese de reversibi-
lidade. Recordamos algumas definições apresentadas no Caṕıtulo 2, λ∗ = max{|λ| :
λ é um valor próprio de P ∧ λ 6= 1}, π é o vector próprio esquerdo, normalizado em






Teorema 3.3.3. Dada uma matriz P estocástica e ergódica, existe uma constante M tal











para k a partir de certa ordem, onde m∗ é a maior das dimensões dos blocos de Jordan
associados aos valores próprios λj tais que |λj | = λ∗.





para todos os k > 0.
Demonstração. A desigualdade (3.16) obtém-se tomando m∗ = 1 e observando que a desi-
gualdade (3.23) é verificada para k > k0 = 2(m
∗−1). Na primeira parte da demonstração
do teorema fornecemos uma prova independente para a desigualdade (3.16).





As matrizes reverśıveis são semelhantes a matrizes simétricas, que são um caso particular
de matrizes diagonalizáveis. Assim, se P é reverśıvel, então P = SAS−1, com A simétrica,
logo P = SQDQ−1S−1, onde D é diagonal e Q pode ser escolhida de modo a ser ortogonal.
Usando a desigualdade de Cauchy-Schwarz obtemos M ≤ 1, (ver [Beh00]).
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Demonstração. (Teorema 3.3.3) Seja P uma matriz de dimensão N × N , estocástica e
ergódica. Ordenamos os valores próprios de P de modo que 1 > |λ2| ≥ . . . ≥ |λR|. A
cada λL corresponde um vector próprio, então existem tantas repetições do valor próprio
λL quanto o valor da sua multiplicidade geométrica. R é o número de diferentes blocos
de Jordan ou vectores próprios independentes. Para uma leitura mais clara distinguimos
três casos, começando pelas matrizes diagonalizáveis.
Suponhamos de momento que P é diagonalizável, então existem N valores próprios,
(R = N), 1 > |λ2| ≥ . . . ≥ |λN |, e N vectores próprios correspondentes, v1, . . . , vN .
Repare-se que a diagonalização tem lugar em C, logo os valores e vectores próprios podem
ser complexos. Temos
P = SDS−1
onde D é uma matriz diagonal cujas entradas são os valores próprios de P , as colunas ui
de S são os vectores próprios direitos de P e as linhas vi de S
−1 são os vectores próprios
esquerdos de P associados a λi.
Uma vez que π é um vector próprio esquerdo associado a 1 podemos escolher a primeira
linha de S−1 tal que v1 = π. Resulta que a primeira coluna de S é u1 = (1, . . . , 1), i. e.,
o vector próprio u1 associado a 1 satisfazendo u1 · v1 = 1, de modo a garantir S−1S = Id.









1 u2(1) . . . uN (1)










1 0 . . . 0
0 (λ2)




. . . 0






π1 π2 . . . πN





vN (1) vN (2) . . . vN (N)


o que nos permite escrever as entradas de P k da seguinte forma:
P k(i, j) = πj +
N∑
L=2
λkLuL(i)vL(j), for 1 ≤ i, j ≤ N.
Donde
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|uL(i)| |vL(j)| não dependem de k, obtemos:


















Para matrizes diagonalizáveis provámos o resultado, suponhamos agora que P não é di-
agonalizável e representemos por m∗ a dimensão do maior bloco de Jordan associado a
λj : |λj | = λ∗.
Repare-se que, é posśıvel que existam mais do que um valor próprio λc com |λc| = λ∗,
de momento consideramos um caso particular: A matriz P tal que λ2 é o único valor
próprio com módulo λ∗ e para todos os valores próprios excepto λ2 as multiplicidades
geométrica e algébrica coincidem. Isto significa que os blocos de Jordan associados a
todos os valores próprios excepto λ2 têm dimensão um, logo R = N −m∗+ 1. Além disso,
é posśıvel que existam blocos de Jordan associados a λ2 com dimensão n ≤ m∗, assumimos
por agora que a dimensão de cada um desses eventuais outros blocos é um. A ideia de
considerar este caso particular intermédio é evidenciar a questão principal da existência
de um bloco de Jordan que controla a convergência dos outros blocos, simplificando toda
a restante estrutura da matriz.
Nas condições definidas acima, a decomposição de Jordan de P é dada por
P = SDS−1
onde as colunas de S são vectores próprios, ou vectores próprios generalizados, direitos de














. . . 0
0 . . . . . . 0 λN−m∗+1


é a forma normal de Jordan de P contendo um bloco de Jordan J2, associado a λ2 com
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λ2 1 . . . 0
0 λ2
. . . 0
...
. . .
. . . 1













1 u2(1) . . . uN (1)










1 0 . . . 0
0 (J2)




. . . 0





π1 π2 . . . πN




























































Então podemos escrever a entrada (i, j) de P k através da seguinte expressão:

















que nos permite obter para k > 2(m∗ − 1):

















































Vejamos agora o caso geral, ou seja, uma matriz tal que todos os valores próprios podem
ter blocos de Jordan de dimensão mL ≥ 1. Recordemos que os valores próprios estão















. . . 0







λL 1 . . . 0
0 λL
. . . 0
...
. . .
. . . 1





l=1 ml e tendo em conta a construção da igualdade (3.17), obtemos
facilmente














Tomando m = maxL∈{0,...,P}mL, temos para k > 2(m− 1)
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Então














De modo a obter uma estimativa superior de δ(k) que envolva apenas λ∗, observamos o
seguinte:
Se m∗ ≥ mL, para qualquer L ∈ {0, . . . , R}, isto é, m∗ = m, então temos, para








































para todo o k > k0, onde k0 satisfaz k0 = 2(m
∗ − 1) se m∗ = m, ou, se m∗ < m, k0 é



























para k a partir de certa ordem.
O teorema anterior mostra essencialmente que, no caso geral, o erro relativo na apro-
ximação à distribuição de equiĺıbrio em função do número de iteradas é limitado por uma
potência de λ∗ mas não (λ∗)k como no caso diagonalizável. A convergência é atrasada
pela presença de blocos de Jordan de dimensão m∗ > 1 associados a λj tais que |λj | = λ∗.
Assim, a dimensão máxima dos subespaços próprios associados aos valores próprios com
módulo λ∗ assume um papel fundamental na determinação da velocidade de convergência
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para o equiĺıbrio. Este teorema fornece uma estimativa útil e de fácil aplicação quando
se trata de matrizes com blocos de Jordan de dimensão razoável, no entanto, se a desi-
gualdade (3.24) da demonstração é necessária, então o resultado torna-se mais dif́ıcil de
aplicar.
Nota 3.3.4.2. Da demonstração do Teorema 3.3.3, nomeadamente da condição (3.22),
tiramos facilmente a seguinte conclusão: Nas condições do Teorema 3.3.3, existe uma










para k > 2(m − 1), onde m é a maior das dimensões dos blocos de Jordan presentes na
forma normal de P . A desigualdade (3.25) é mais fraca do que a desigualdade (3.15) mas
é verificada para k > k0 = 2(m − 1) enquanto no Teorema 3.3.3 a ordem k0 não está
definida.
3.4 Estimativas na aproximação ao equiĺıbrio em grafos não
autónomos periódicos
Nesta secção regressamos ao contexto dos grafos não autónomos definidos na Secção 2.2
do Caṕıtulo 2 e introduzidos em [AS12]. No seguimento do que apresentámos para o caso
autónomo, fornecemos agora uma estimativa para a aproximação ao equiĺıbrio em função
do número de iteradas para grafos não autónomos periódicos, sem nenhuma hipótese
de reversibilidade sobre as matrizes de adjacência, generalizando assim as estimativas
obtidas no caṕıtulo anterior. Mantemos a hipótese de ergodicidade para todas as matrizes
(Bi)i=0,...,p−1. Os teoremas seguintes, demonstrados em [SSF14b], utilizam definições e
resultados apresentados no caṕıtulo anterior, a partir de [AS12] e [SSF14a], nomeadamente
a definição de grafo não autónomo G = (V, (Ei)∞i=0) e distribuição de equiĺıbrio Π.
Recordamos que, pela Proposição 2.2.6, λ∗ é comum a todas as matrizes produto Bj ,
j ∈ {0, . . . , p − 1} e o erro relativo maximal na aproximação das componentes de Π por(




é dado por (Definição 2.2.9):
δ(k) = max
l,i,j




Estamos então em condições de apresentar uma versão do Teorema 2.2.4 para grafos
não autónomos à custa do segundo maior valor próprio em módulo λ∗, supondo cada uma
das matrizes Bi ergódica.
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Teorema 3.4.1. Consideremos um grafo não autónomo G, p-periódico, com matrizes
estocásticas P0, . . . , Pp−1, e matrizes associadas B0, . . . , Bp−1 tais que cada Bl é ergódica.










para k a partir de certa ordem, onde m∗ é a maior das dimensões dos blocos de Jordan
associados aos λj tais que |λj | = λ∗.
Nota 3.4.1.1. 1. Uma vez que a multiplicidade geométrica dos valores próprios coincide
em todas as matrizes produto Bi, então também coincide a dimensão dos blocos de
Jordan correspondentes.
2. O Teorema 3.4.1 generaliza o Teorema 2.2.10 onde pelo menos uma das matrizes Bi é
reverśıvel.
3. Tal como no caso autónomo, obtemos uma estimativa mais simples se alguma das





, para qualquer k.
Demonstração. (Teorema 3.4.1) Sabemos da secção anterior que para cada Bl existe uma
estimativa superior de δ(k) que depende de λ∗. Vamos provar que essa mesma estimativa
funciona para todos os Bl. Aplicando a igualdade (3.20) a B0(i, j) temos















Bk+11 = P1 . . . Pp−1 (P0 . . . Pp−1)
k P0 = P1 . . . Pp−1Bk0P0.
Definindo P ∗1 = P1 . . . Pp−1 e usando π(0)P0 = π(1), estamos em condições de escrever a
entrada (i, j) da matriz Bk+11 :





P ∗1 (i, s)B
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E finalmente, usando a mesma notação da prova do Teorema 2.2.4, obtemos















































para k a partir de certa ordem. Usando os mesmos argumentos provamos a desigualdade
para todos os Bl, com l ∈ {0, . . . , p− 1}.
3.5 Exemplos
Nesta secção apresentamos exemplos do comportamento de matrizes ergódicas, ou seja
cadeias de Markov ergódicas (homogéneas e não homogéneas), quanto à convergência














































para qualquer k > 0.
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Então λ∗ = 16 tem multiplicidade algébrica 3 e geométrica 1, pelo que o bloco de Jordan
associado a 16 tem dimensão m = 3. Temos também M = 675/334, então, de acordo













≈ 4.167 · k(k − 1)
6k−2
, para todo o k > 4.
Neste caso a convergência para a distribuição de equiĺıbrio é mais lenta quando comparada
com a convergência de uma matriz diagonalizável. Com efeito, para k > 4, temos δ(k) >
M(λ∗)k
minl πl
, logo, a estimativa esperada para matrizes diagonalizáveis não seria verificada neste
exemplo.
Exemplo 3.5.3. Consideremos agora um grafo não autónomo de peŕıodo 2, cujas matrizes























































































são ambas diagonalizáveis com λ∗ = 18 , M0 =
5
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Caṕıtulo 4
Taxas de convergência universais
numa famı́lia de sistemas não
autónomos
4.1 Famı́lia de funções tenda cortada
Seja I = [−1, 1] e f : I → I uma função cont́ınua com m pontos cŕıticos, −1 < c1 <
. . . < cm < 1, monótona nos m + 1 intervalos Ij entre os pontos de viragem. Nestas
condições f diz-se uma função m-modal. Os exemplos mais simples de funções m-modais
são as chamadas funções dentes de serra. As funções da famı́lia dentes de serra cortada
constituem bons modelos na teoria de amassamento uma vez que são suficientemente ricos
para conter todas as sequências de amassamento, ou seja, todas as sequências simbólicas
admisśıveis são realizadas como itinerário critico para alguma função desta famı́lia. Neste
caṕıtulo consideramos uma famı́lia de funções dentes de serra cortada, unimodal — a
famı́lia das tendas cortadas — e estudaremos o sistema dinâmico discreto não autónomo de
peŕıodo 2 que se obtém pela composição sucessiva alternada de dois elementos, f0, f1, dessa






1− 2x, x > 1−v2
v, v−12 ≤ x ≤ 1−v2
1 + 2x, x < v−12
(4.1)
com v ∈ [−1, 1]. O gráfico de f 12 está representado na Figura 4.1. O parâmetro v desta
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Figura 4.1: Gráfico de f
1
2 .
famı́lia de funções corresponde à altura onde a função tenda, definida de seguida, é cortada:
T (x) =
{
T−(x) = 1− 2x, x ≥ 0
T+(x) = 1 + 2x, x < 0
(4.2)
A função fv obtém-se a partir de T tomando esta constante com valor v no intervalo
[−v−12 , v−12 ]. Ao intervalo [−v−12 , v−12 ] chamamos patamar, assim v coincide com a altura
do patamar.
4.2 Produto cruzado
Neste caṕıtulo optamos por usar a definição de sistema dinâmico não autónomo usando a
ideia de produto cruzado, introduzida por Elaydi e Sacker em [ES05a] e [ES05b] para lidar
com sistemas não autónomos periódicos. Apesar de a estrutura do sistema dinâmico ser
bastante intuitiva — a iteração sequencial de uma sucessão fn de funções, — esta escolha
surge naturalmente para superar dificuldades de notação e definir com rigor os conceitos
envolvidos, nomeadamente a renormalização. Começamos por fazer a analogia com os
sistemas dinâmicos autónomos.
Dado um intervalo I ∈ R, chamamos sistema dinâmico discreto autónomo a uma
função F : I × Z+0 → I, cont́ınua, que satisfaz
1. F (x, 0) = x0, ∀x ∈ I;
2. F (F (x0, n),m) = F (x0, n+m), ∀x0 ∈ I, n,m ∈ Z.
ou seja, F satisfaz as propriedades de semigrupo, (ou grupo, se f é invert́ıvel).
Claramente a igualdade F (x, n) = fn(x), com x ∈ I, onde f é cont́ınua, satisfaz as
condições acima e define um sistema dinâmico discreto autónomo. Consideremos uma
sucessão de funções fn : I → I, n ∈ Z+0 e o sistema não autónomo gerado por F :
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I × Z+0 × Z+0 → I × Z+0 tal que F ((x, i), 0) = (x, i) e para n ≥ 0,
F ((x, i), n) = (fi+n−1 ◦ . . . ◦ fi(x), n+ i). (4.3)
O sistema assim definido satisfaz
F (F ((x, i), n),m) = F ((fi+n−1 ◦ . . . ◦ fi(x), n+ i),m)
= (fm+n+i−1 ◦ . . . ◦ fn+i (fi+n−1 ◦ . . . ◦ fi(x)) ,m+ n+ i)
= (fm+n+i−1 ◦ . . . fn+i ◦ fi+n−1 ◦ . . . ◦ fi(x),m+ n+ i)
= F ((x, i),m+ n)
para n,m ∈ Z+0 . O formalismo do produto cruzado surge assim para assegurar a gene-
ralização das propriedades dos sistemas autónomos. Por outro lado, essas propriedades
permitem interpretar o sistema não autónomo como um sistema autónomo num espaço de
dimensão 2. Grosso modo a primeira coordenada de F indica o resultado da iteração e a
segunda coordenada de F guarda a posição onde a iteração começa.
Usaremos a notação simplificada F ((x, i), n) = Fn(x, i). Se a sucessão de funções
fn é periódica de peŕıodo k, isto é, fn+k(x) = fn(x),∀x ∈ I, k ∈ N, então basta tomar
i ∈ {0, . . . , k − 1} e a igualdade (4.3) escreve-se
Fn(x, i) = (f(i+n−1) mod k ◦ . . . ◦ fi(x), (n+ i) mod k). (4.4)
Nas próximas secções estudaremos o sistema não autónomo F , definido através do produto
cruzado, gerado pela iteração alternada de duas funções fv e fw, ambas da famı́lia das
tendas cortadas, onde (v, w) ∈ [−1, 1]2, fazendo f0 = fv e f1 = fw.
No que se segue os valores i+n deverão ser entendidos mod k. Chamamos órbita de
(x, i) através de F à sucessão dos pares
(x, i), (fi(x), i+ 1) , (fi+1(fi(x)), i+ 2) , . . .
Chamamos órbita de x através de F (·, i) à sucessão das iteradas
x, fi(x), fi+1 (fi(x)) , fi+2 (fi+1 (fi(x))) , . . .
4.3 Dinâmica simbólica
Definição 4.3.1. O itinerário iT (x) de um ponto x sob iteração da função tenda T é uma
sucessão de śımbolos em {L, 0, R},
iT (x) = X1X2 . . . Xn
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L se x < 0
0 se x = 0
R se x > 0
. (4.5)
O itinerário será uma sequência simbólica finita terminada em 0 se x for uma pré-
imagem de 0, caso contrário será uma sequência infinita nos śımbolos L e R.
Nota 4.3.1.1. As sequências finitas — correspondentes a pré-imagens de 0 — podem ser
codificadas como sequências infinitas apenas com os śımbolos L e R, mais, cada sequência
finita X = X1 . . . Xn−10 tem dois representantes no espaço simbólico das sequências infi-
nitas em L e R, a saber, X = X1 . . . Xn−1LRL∞ e X = X1 . . . Xn−1RRL∞. Não se trata
de sequências distintas mas apenas de três posśıveis representações da mesma sequência
que identificaremos sempre por X = X1 . . . Xn−10. É esta identificação, (do mesmo tipo
que se faz com 0.(9) e 1), que permite definir uma conjugação entre a função tenda em
[−1, 1] e a função deslocamento em Σ (ver [Dev89]).
Consideremos o conjunto Σ contendo todas as sequências simbólicas nos śımbolos
{L, 0, R} definidas anteriormente, isto é, contendo as sequências X = X1 . . . Xn tais que
Xi 6= 0 para i < n e n = +∞ ou Xn = 0.
O número de śımbolos de uma sequência X diz-se comprimento da sequência e é
representado por |X|. Assim |X1 . . . Xn| = n, com n ∈ N ou n =∞.
Definimos em Σ a aplicação deslocamento:
σ : Σ\{0} −→ Σ
σ(X1X2X3 . . .) = X2X3 . . .






1 se Xi = L
0 se Xi = 0
−1 se Xi = R
O sinal de cada śımbolo Xi está relacionado com a monotonia do troço da função no
intervalo correspondente a Xi e, assim, o produto dos sinais εi(X) =
∏i
j=1 ε(Xj) indica a
monotonia da função T i numa vizinhança de x.











Definimos L < 0 < R e −R < 0 < −L seguindo a ordem induzida naturalmente pelo
intervalo I, de modo a munir o conjunto das sequências Σ com uma relação de ordem:
Dadas duas sequênciasX e Y em Σ, dizemos queX < Y se existe 0 ≤ r ≤ min{|X|, |Y |}
tal que Xi = Yi, se i < r ∧ εr−1(X)Xr < εr−1(Y )Yr.







Esta métrica vai de encontro à ideia de que duas sequências com um grande bloco inicial
de śımbolos coincidentes estão próximas.
Temos os seguintes resultados:
Proposição 4.3.2. Dadas duas sequências X e Y em Σ:
1. Se X < Y então Φ(X) < Φ(Y );
2. Φ(Σ) ⊂ [−1, 1].
Demonstração. 1. SeX < Y existe n ≤ max{|X|, |Y |} tal queX1 . . . Xn−1 = Y1 . . . Yn−1
e Xn 6= Yn então, se i ≤ n−1, εi(X) = εi(Y ). Suponhamos que εn(Y )−εn(X) = −2.
Temos εk+n(Y )− εk+n(X) ≤ 2 qualquer que seja k ≥ 0, então












































































e a igualdade só é realizada se σn+1(X) = σn+1(Y ) = RL∞. Juntando as hipóteses
εn(Y ) − εn(X) = −2, X1 . . . Xn−1 = Y1 . . . Yn−1, estaŕıamos na presença de duas
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sequências que são representantes da mesma sequência finita, mais precisamente
X1 . . . Xn−10, o que contraria a hipótese inicial.
Suponhamos agora que εn(Y )− εn(X) = −1, uma das sequências é necessariamente
finita e assim temos




























Também neste caso a igualdade só seria atingida se σn+1(X) = RL∞ (supondo X
infinita e Y finita) o que faria de X um representante da sequência finita Y .
2. Tomemos X a menor e Y a maior sequência em Σ, respectivamente X = L∞ e









vez que no ponto anterior se provou a monotonia de Φ, o resultado segue.
Proposição 4.3.3. A função Φ é uma conjugação entre a aplicação deslocamento σ em








Demonstração. Continuidade de Φ em Σ: Seja X uma sequência em Σ, dado δ > 0 tome-





















< 2−n < δ
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Seja X = X1X2 . . ., suponhamos que X1 = L, então Φ(X) ≤ 0.
Φ(σ(X)) = Φ(X2 . . . Xn . . .) = −
|σ(X)|∑
i=1




















































Se X1 = R a prova é análoga.
Notação. Dada a sequência X ∈ Σ, identificamos X[1,p] com o bloco simbólico X1 . . . Xp.
De forma análoga ao que foi feito para a função tenda, vamos definir o itinerário
iF (x, i). Neste caso usaremos o mesmo conjunto de śımbolos {L,R, 0} para a primeira
componente do itinerário, enquanto a segunda componente guarda a informação sobre a
primeira função a aplicar:
iF (x, i) = (ad (fi(x)) , ad (fi+1 ◦ fi(x)) , . . . , ad (fi+n ◦ . . . ◦ fi(x)) , i+ 1)
usando ad definido em (4.5) e n = min{n ≥ 1 : fn+i ◦ . . . ◦ fi(x) = 0}.
O itinerário de (x, i) por F é um par cuja primeira componente é uma sequência finita
de śımbolos L e R e último śımbolo 0 se e só se (x, i) é uma pré-imagem de (0, k), para
algum k, caso contrário é uma sequência infinita de śımbolos L e R.
Nota. O itinerário assim definido traduz simbolicamente a órbita de (fi(x), i+ 1) e não de
(x, i).
Definição 4.3.4. Chamamos projecção à função π que faz corresponder a um par (y, z)
a sua primeira componente y. Aplicaremos π em ambos os casos (x, i) ou (X, i), ou seja,
π(x, i) = x e π(X, i) = X.
No nosso contexto as sequências finitas são identificadas com sequências infinitas de
forma distinta consoante o comprimento da sequência seja par ou ı́mpar, como veremos
mais à frente.
Definição 4.3.5. Dadas duas sequências X,Y em Σ e i ∈ N dizemos que (X, i) < (Y, i)
se X < Y .
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Ou seja, a relação de ordem na fibra é induzida pela projecção.
As definições anteriores permitem estabelecer as seguintes relações:
Proposição 4.3.6. Consideremos o sistema dinâmico não autónomo F e os pontos x, y ∈
I,
1. se fi(x) < fi(y) então iF (x, i) ≤ iF (y, i).
2. se iF (x, i) < iF (y, i) então fi(x) < fi(y).
Demonstração. 1. Consideremos x, y tais que fi(x) < fi(y) e iF (x, i) 6= iF (y, i), existe








num mesmo intervalo da partição de I, pelo que π(Fn(·, i)) é monótona no intervalo
[fi(x), fi(y)], e π (F
n(x, i)) e π (Fn(y, i)) pertencem a intervalos distintos da partição. Se
εn−1(X) = 1 então π(Fn(·, i)) é crescente, donde π (Fn(x, i)) < 0 < π (Fn(y, i)) logo
iF (x, i) < iF (y, i). Se εn−1(X) = −1 então π(Fn(·, i)) é decrescente, donde π (Fn(x, i)) >
0 > π (Fn(y, i)), logo iF (x, i) < iF (y, i). Invertendo o argumento prova-se a segunda
desigualdade.
4.3.1 Sistema não autónomo de peŕıodo 2
Doravante consideramos um sistema F , definido como anteriormente, de peŕıodo 2, tal
que (f0, f1) = (f
v, fw).
Evidentemente uma sequência arbitrária não é necessariamente admisśıvel como (pri-
meira componente do) itinerário de um ponto (x, i). Pretendendo saber quais as sequências
simbólicas realizadas por F , começamos por apresentar algumas definições:
Definição 4.3.7. Dada uma sequência X ∈ Σ, dizemos que X é maximal se σ2k(X) ≤
σ(X), ∀k ∈ N.
Analogamente dizemos que X é minimal se σ2k(X) ≥ σ(X), ∀k ∈ N.
Se |X| <∞ então as desigualdades anteriores são estritas.





= 0, ou seja se |π(iF (x, i))| é par, e (x, i) é uma pré-imagem ı́mpar




= 0, ou seja se |π(iF (x, i))| é ı́mpar, para k ≥ 1 inteiro .
Definição 4.3.8. Designamos Kp = (K
0,K1) = (π(iF (0, 0)), π(iF (0, 1))) como par de
amassamento associado ao sistema F , sendo F o sistema gerado pelo par de aplicações
(f0, f1) = (f
v, fw) com p = (v, w). (K0,K1) diz-se invariante de amassamento.
Definição 4.3.9. Dizemos que (X0, X1) ∈ Σ×Σ é admisśıvel se existe um par p = (v, w)
tal que Kp = (X
0, X1).
Representamos por Σ+2 o conjunto dos pares de amassamento admisśıveis.
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Teorema 4.3.10. Um par (X0, X1) ∈ Σ× Σ é admisśıvel se e só se
σn(Xi) ≤ X(i+n) mod 2, para i = 0, 1, n ∈ N. (4.6)
Nota. As condições de admissibilidade implicam em particular que cada uma das sequências
X0 e X1 seja maximal.






consideremos v = Φ(X0), w = Φ(X1) e o sistema F (·, i) definido usualmente, com
(f0, f1) = (f
v, fw). Usando as proposições 4.3.2 e 4.3.3 temos para qualquer k
σ2k(X0) ≤ X0 ⇒ Φ(σ2k(X0)) ≤ Φ(X0)⇒ T 2k(Φ(X0)) ≤ Φ(X0)⇔
⇔ T 2k(v) ≤ v.
Do mesmo modo temos T 2k−1(v) ≤ w e assim a órbita de x = 0 através de F (·, 0)
não entra em nenhum patamar a não ser eventualmente num dos extremos. Usando os
mesmos argumentos provamos que a órbita de x = 0 através de F (·, 1) não entra em
nenhum patamar a não ser eventualmente nos extremos, pelo que o itinerário de (0, i),
com i = 0, 1, através de F (·, i) é realizado por Xi. A rećıproca é imediata.
Nota. A prova do teorema anterior fornece um método expĺıcito para obter parâmetros
que realizam cada par de sequências admisśıveis.
O Teorema 4.3.10 permite identificar as sequências K0 que tornam o par (K0,K1)
admisśıvel, fixada uma sequência K1 e vice-versa, como estabelece o seguinte corolário:
Corolário 4.3.11. Dada uma sequência X em Σ, maximal, o par (X,Y ) é um par de
amassamento admisśıvel se e só se Y é maximal, σ2k−1(Y ) ≤ X e σ2k−1(X) ≤ Y , para
k ∈ N. (Analogamente o par (Y,X) é admisśıvel se e só se Y é maximal, σ2k−1(Y ) ≤ X
e σ2k−1(X) ≤ Y , para k ∈ N.)
Exemplo 4.3.1. Apresentamos as sequências maximais de comprimento par menor ou
igual a 6:
• L0, R0;
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• LRL0, RRL0, RLR0, RLL0;
• LRLLL0, RRLLL0, RRLRL0, RRRRL0, RLRRR0, RLRRL0, RLLRL0, RLLRR0,
RLLLR0, RLLLL0.
Os pares (R0, RLR0) e (RLRRL0, RLL0) são admisśıveis enquanto o par (R0, LRL0)
não é admisśıvel.
Repare-se que no contexto autónomo da dinâmica simbólica gerada pela iteração de
uma tenda cortada, a sequência X = RLRRL0 não seria admisśıvel como invariante
de amassamento uma vez que σ3(X) = RL0 > X, no nosso caso esta desigualdade é
irrelevante para as condições de admissibilidade.
Definição 4.3.12. Dado p = (v, w) consideremos o sistema dinâmico não autónomo F ,
de peŕıodo 2, com (f0, f1) = (f
v, fw), com invariante de amassamento Kp = (K
0,K1).
Dizemos que o par (X, i) é p-admisśıvel se existe x ∈ [−1, 1] tal que X = π (iF (x, i)). O
conjunto das sequências p-admisśıveis é representado por Σ+p .
O resultado seguinte mostra que, tal como no caso autónomo, o invariante de amas-
samento Kp = (K
0,K1) = (π (iF (0, 0)) , π (iF (0, 1))) determina o conjunto de todas as
sequências p-admisśıveis:
Teorema 4.3.13. Um par (X, i) ∈ Σ × {0, 1} é p-admisśıvel, com Kp = (K0,K1), se e
só se verifica a seguinte condição
σn(π(X, i)) ≤ K(n+i) mod 2, n ∈ N (4.7)
Demonstração. Suponhamos que a condição (4.7) é verificada para p = (v, w) ∈ [−1, 1]2 e
consideremos o par de amassamento Kp = (K
0,K1). O par p′ = (v′, w′) = (Φ(K0),Φ(K1))
realiza o par de sequências de amassamento correspondente a p mas a órbita de 0 através
de F (·, i), com i = 0, 1, não entra nos patamares a não ser eventualmente nos extremos.
Assim podemos supor (v, w) = (v′, w′).
Tomemos uma sequência X que verifica a desigualdade (4.7), vamos mostrar que existe
x, tal que f0(x) = v e v = Φ(X), que realiza π(X, 0) através de F com (f0, f1) = (f
v, fw),
(para π(X, 1) é análogo). Pela Proposição 4.3.3, X = iT (x). Podemos escolher x num dos
extremos do patamar, para fixar ideias escolhemos o extremo esquerdo. Se a órbita de x
não entra em nenhum patamar temos imediatamente X = iT (x) = π(iF (x, 0)). Suponha-




entra num patamar, e suponhamos que
não é no extremo, então σk(X) = itT (T
k(x)) > π(itF (F
k(0), 0)) = K0, o que contraria a




só poderá igualar um extremo do patamar. Se k é ı́mpar
teremos a mesma conclusão por σk(X) = itT (T
k(x)) > π(itF (F
k(0), 0)) = K1. Em ambos
os casos temos X = iT (x) = π (iF (x, 0)). A rećıproca é imediata.
4.3. Dinâmica simbólica 63
Exemplo 4.3.2. Consideremos o par de amassamento (K0,K1) = (RLL0, R0). Temos
Φ(K0) = 0.875 e Φ(K1) = 0.5. No gráfico seguinte (Figura 4.2) está representado o par
de funções (fv, fw) com (v, w) = (0.875, 0.5). Podemos verificar que as projecções dos
itinerários de 0 por F (·, 0) e por F (·, 1) coincidem com as sequências (RLL0, R0).
Se mantivermos v = 0.875 fixo e subirmos o patamar w, o itinerário de 0 por F (., 0)
mantém-se. Então, no espaço de parâmetros [−1, 1]2 vamos encontrar um segmento de
recta (v = 0.875, 0.5 ≤ w ≤ 1) correspondente à sequência RLL0, veremos na próxima
secção que o segmento referido é efectivamente parte do osso correspondente à sequência
RLL0.






Corolário 1 Dada uma sequência X em Σ, maximal, o par (X, Y ) é um
par de amassamento admisśıvel se e só se Y é maximal e σ2k−1(Y ) ≤ X
para k ∈ N. (Analogamente o par (Y, X) é admisśıvel se e só se Y é maximal
e σ2k−1(Y ) ≤ X para k ∈ N.)
Definição 4 Dado p = (v, w) consideremos o sistema dinâmico gerado pela
iteração alternada de (f0, f1) = (fv, fw), dizemos que um par de sequências
(X0, X1) é p-admisśıvel se existe x ∈ [−1, 1] tal que (X0, X1) = (iF 0(x), iF 1(x)).
O conjunto dos pares admisśıveis é representado por Σp.





(iF 0(0), iF 1(0)) determina o conjunto de todas sequências admisśıveis:
Teorema 2 Um par de sequênci s (X0, X1) ∈ Σ2 diz-se p-admisśıvel se
verifica a seguinte condição
σn(Xi) ≤ K(i+n) mod 2p , i = 1, 2 n ∈ N (1.2)
Demonstração Suponhamos que a condição ?? é verificada. Dado p =
(v, w) ∈ [−1, 1]2 consideremos o par de amassamento Kp = (K0p , K1p). O par
p￿ = (v￿, w￿) = (Φ(K0p),Φ(K
1
p)) realiza o par de sequências de amassamento
correspondente a p mas a órbita de 0 não entra nos patamares a não ser
eventualmente nos extremos. O conjunto de itinerários realizados pelos dois
sistemas é exactamente o mesmo, assim podemos supor p = (v, w) = (v￿, w￿).
Tomemos um par de sequências (X0, X1) que verifica ??, vamos mostrar
que x = Φ(X0) realiza o itinerário X0 através de (f0, f1). Pela proposição
?? X0 = iT (x), se a órbita de x não entra em nenhum patamar temos
imediatamente X0 = iT (x) = iF 0(x). Suponhamos agora que existe k par tal
que (F 0)k(x) entra num patamar, então (F 0)k(Φ(X0)) = σk(Φ(X0) ≤ K0p
assim (F 0)k(x) só poderá igualar um extremo do patamar. Se k ı́mpar
teremos a mesma conclusão por (F 1)k(Φ(X0)) = σk(Φ(X0) ≤ K1p . Em
ambos os casos temos X0 = iT (x) = iF 0 e de forma análoga se prova X
1 =
iT (x) = iF 1(x). A rećıproca é imediata (mas vale a pena escrever). ￿
Exemplo 1 Consideremos o par de amassamento (K0, K1) = (RLL0, R0).
Temos Φ(K0) = 0.875 e Φ(K1) = 0.5. No gráfico seguinte está representado
o par de funções (fv, fw) com (v, w) = (0.875, 0.5). Podemos verificar que os
itinerário de 0 por F 0 e por F 1 coincidem com as sequências (RLL0, R0).
Se
Figura 4.2: Gráficos de f0 = f
v e f1 = f
w, para (v, w) = (0.875, 0.5).
É usual em dinâmica simbólica identificar uma sequência finitaX[1,n]0 com as sequências
infinitas periódicas X[1,n](LK)
∞ ou X[1,n](RK)∞, onde K é o invariante de amassamento.
No entanto, no contexto não autónomo, dado o par (X, i) temos de observar qual a pari-
dade de |X|, de |K0| e de |K1|. Com efeito, a interpretação do par (X, i) = (X[1,n]0, i),
num sistema com invariante de amassamento (K0,K1), depende da paridade da posição
do śımbolo 0, ou seja, se |X| é par, trata-se do itinerário de uma pré-imagem de (0, 0),
se |X| é ı́mpar, é o itinerário de uma pré-imagem de (0, 1). Para (X[1,n]0, 0) temos os
seguintes cenários:
• Se |X| é par e |K0| é par, a sequência X[1,n]0 pode ser identificada com uma das
sequências X[1,n](LK
0)∞ ou X[1,n](RK0)∞
• Se |X| é par, |K0| é ı́mpar e |K1| é par, a sequência X[1,n]0 pode ser identificada
com uma das sequências X[1,n]K
0(LK1)∞ ou X[1,n]K0(RK1)∞
• Se |X| é par, |K0| é ı́mpar e |K1| é ı́mpar, a sequência X[1,n]0 pode ser identificada
com uma das sequências X[1,n](LK
0LK1)∞ ou X[1,n](RK0RK1)∞
• Se |X| é ı́mpar e |K1| é par, a sequência X[1,n]0 pode ser identificada com uma das
sequências X[1,n](LK
1)∞ ou X[1,n](RK1)∞
64 4. Taxas de convergência universais numa famı́lia de sistemas não autónomos
• Se |X| é ı́mpar, |K0| é ı́mpar e |K1| é ı́mpar, a sequência X[1,n]0 pode ser identificada
com uma das sequências X[1,n](LK
1LK0)∞ ou X[1,n](RK1RK0)∞
• Se |X| é ı́mpar, |K0| é par e |K1| é ı́mpar, a sequência X[1,n]0 pode ser identificada
com uma das sequências X[1,n]LK
1(LK0)∞ ou X[1,n]RK1(RK0)∞
De forma análoga podemos estabelecer cenários correspondentes para o par (X[1,n]0, 1).
4.4 Esqueleto no espaço de parâmetros
A ideia de representar curvas no espaço de parâmetros relacionadas com invariantes de
amassamento e estudar a sua estrutura foi introduzida por MacKay e Tresser em [MT88a]
para funções bimodais. Vários autores como A. Radulescu, ( [Rad04]), e L. Silva e Sousa
Ramos, ( [SR01]), descreveram estruturas deste tipo para outras famı́lias de funções a dois
parâmetros. Nesta secção vamos descrever brevemente o esqueleto associado à famı́lia de
sistemas não autónomos F de peŕıodo 2, que resultam da iteração alternada das tendas
cortadas (fv, fw), famı́lia a dois parâmetros p = (v, w) ∈ [−1, 1]2. Dada uma sequência
maximal X com |X| <∞, quais os pares (v, w) no espaço de parâmetros [−1, 1]2 para os
quais o invariante de amassamento Kp tem uma das coordenadas X? A descrição de osso
em [Rad04] é dada apenas para ossos de comprimento par e baseia-se em permutações
dos termos das órbitas cŕıticas. Havendo diferenças em relação aos ossos definidos pelos
itinerários cŕıticos, — por exemplo um osso correspondente a determinada permutação
corresponde a dois itinerários cŕıticos, — a estrutura é essencialmente a mesma.
Definição 4.4.1. Dada uma sequência X maximal de comprimento finito, chamamos
osso esquerdo associado a X ao conjunto de pontos p = (v, w) em [−1, 1]2 tais que X
coincide com a primeira coordenada do invariante de amassamento Kp e chamamos osso
direito associado a X ao conjunto de pontos (v, w) em [−1, 1]2 tais que Kp tem como
segunda coordenada X. Escrevemos B0(X) e B1(X) para osso esquerdo e osso direito
respectivamente, isto é, B0(X) = {p = (v, w) : K0p = X} e B1(X) = {p = (v, w) : K1p =
X}. Ao conjunto de todos os ossos chamamos esqueleto.
Da definição de osso esquerdo e da descrição apresentada no fim da secção anterior
resulta que um osso de comprimento par corresponde a um conjunto de pontos onde
o itinerário simbólico de (0, 0) é constante, pelo que podemos tirar conclusões sobre a
existência de bifurcações nas vizinhanças dos ossos, embora esse não seja o objectivo deste
trabalho. Se o comprimento do osso é ı́mpar, o itinerário de (0, 0) sofre alterações ao
longo do osso, designadamente quando é intersectado por ossos direitos. Assim, do ponto
de vista da dinâmica, os ossos de comprimento ı́mpar fornecem informação que tem de
ser complementada com informação sobre os ossos direitos que os cruzam. Na Figura 4.4
estão representados os ossos de comprimento par menor ou igual a 6.
4.4. Esqueleto no espaço de parâmetros 65
Definição 4.4.2. Chamamos órbita cŕıtica a uma órbita que contenha o ponto (0, 0) ou
o ponto (0, 1). Uma órbita diz-se bicŕıtica se contém (0, 0) e (0, 1).
No resultado seguinte propomos uma descrição construtiva do esqueleto simbólico, da
qual resultam as Figuras 4.3 e 4.4:
Teorema 4.4.3. Dada uma sequência X maximal, com |X| = 2n, existem w1, v1 ∈ [−1, 1]
e um intervalo Iv1 tais que B
0(X) = {Φ(X)} × [w1, 1] ∪ Iv1 × {w1}.





























































































































































Figura 2.3: Esqueleto esquerdo de ordem par menor ou igual a 6.
No que se segue propomos uma descrição construtiva do esqueleto simbólico, da qual
resulta a figura 2.3:
Teorema 2.4.3. Dada uma sequência X maximal, com |X| = 2n, existem w1, v1 ∈ [−1, 1] e
um intervalo Iv1 tais que B
0(X) = {Φ(X)} × [w1, 1] ∪ Iv1 × {w1}.
Temos w1 = Φ(maxk(σ
2k−1(X))) para k ∈ N e 2k − 1 < |X|. v1 é tal que, v1 =
Φ(X1 . . . Xn−10) onde n é tal que σn(X) = maxk(σ2kX). A sequência X1 . . . Xn−10 atinge o
ponto 0 numa iteração ı́mpar pelo que, sob iteração do par (fv1 , fw1), 0 realiza uma órbita
bicŕıtica. Evidentemente Φ(X1 . . . Xn−10) não pertence ao osso B0(X). Se X < X1 . . . Xn−10
então
Φ(X) < Φ(X1 . . . Xn−10) = v1
nesse caso Iv1 =]Φ(X), v1[, caso contrário Iv1 =]v1,Φ(X)[.





























































































































































Figura 2.3: Esqueleto esquerdo de ordem par menor ou igual a 6.
No que se segue propomos uma descrição construtiva do esqueleto simbólico, da qual
resulta a figura 2.3:
Teorema 2.4.3. Dada uma sequência X maximal, com |X| = 2n, existem w1, v1 ∈ [−1, 1] e
um intervalo Iv1 tais que B
0(X) = {Φ(X)} × [w1, 1] ∪ Iv1 × {w1}.
Temos w1 = Φ(maxk(σ
2k−1(X))) para k ∈ N e 2k − 1 < |X|. v1 é tal que, v1 =
Φ(X1 . . . Xn−10) onde n é tal que σn(X) = maxk(σ2kX). A sequência X1 . . . Xn−10 atinge o
ponto 0 numa iteração ı́mpar pelo que, sob iteração do par (fv1 , fw1), 0 realiza uma órbita
bicŕıtica. Evidentemente Φ(X1 . . . Xn−10) não pertence ao osso B0(X). Se X < X1 . . . Xn−10
então
Φ(X) < Φ(X1 . . . Xn−10) = v1
nesse caso Iv1 =]Φ(X), v1[, caso contrário Iv1 =]v1,Φ(X)[.
(a) Φ(X) < v1





























































































































































Figura 2.3: Esqueleto esquerdo de ordem par menor ou igual a 6.
N que se segu propomos uma descrição construtiva do esqueleto simbólico, da qual
resulta a figura 2.3:
Teorema 2.4.3. Dada uma sequência X maximal, com |X| = 2n, existem w1, v1 ∈ [−1, 1] e
um intervalo Iv1 tais que B
0(X) = {Φ(X)} × [w1, 1] ∪ Iv1 × {w1}.
Temos w1 = Φ(maxk(σ
2k−1(X))) para k ∈ N e 2k − 1 < |X|. v1 é tal que, v1 =
Φ(X1 . . . Xn−10) onde n é tal que σn(X) = maxk(σ2kX). A sequência X1 . . . Xn−10 atinge o
ponto 0 numa iteração ı́mpar pelo que, sob iteração do par (fv1 , fw1), 0 realiza uma órbita
bicŕıtica. Evidentemente Φ(X1 . . . Xn−10) não pertence ao osso B0(X). Se X < X1 . . . Xn−10
então
Φ(X) < Φ(X1 . . . Xn−10) = v1
nesse caso Iv1 =]Φ(X), v1[, caso contrário Iv1 =]v1,Φ(X)[.





























































































































































Figura 2.3: Esquel to esquerdo de ordem par menor ou igual a 6.
No que se segu p op m s uma descrição construtiva do esqueleto simbólico, da qual
resulta a figura 2.3:
Teore a 2.4.3. Dada uma sequência X maximal, com |X| = 2n, exist m w1, v1 ∈ [−1, 1] e
um intervalo Iv1 tais que B
0(X) = {Φ(X)} × [w1, 1] ∪ Iv1 × {w1}.
Temos w1 = Φ(maxk(σ
2k−1(X))) para k ∈ N e 2k − 1 < |X|. v1 é tal que, v1 =
Φ(X1 . . . Xn−10) onde n é tal que σn(X) = maxk(σ2kX). A sequência X1 . . . Xn−10 atinge o
ponto 0 numa iteração ı́mpar pelo que, sob iteração do par (fv1 , fw1), 0 realiza uma órbita
bicŕıtica. Evidentemente Φ(X1 . . . Xn−10) não pertence ao osso B0( ). Se X < X1 . . . Xn−10
então
Φ(X < Φ(X1 . . . Xn−10) = v1
nesse caso Iv1 =]Φ(X), v [, caso contrário Iv1 =]v1,Φ(X)[.
(b) Φ(X) > v1
Figura 4.3: Representação dos dois formatos de ossos esquerdos.
Demonstração. Fazendo w1 = Φ(maxk(σ
2k−1(X))) para k ∈ N e 2k − 1 < |X|, resulta
que o sistema F correspondente ao par (Φ(X), w1) tem itinerário cŕıtico de (0, 0) dado
por X, evidentemente deslizando o patamar de f1 no intervalo [w1, 1] o itinerário de (0, 0)
não é alterado, o que justifica o segmento vertical do osso. Por outro lado, tomemos v1
tal que v1 = Φ(X1 . . . Xn−10) onde n é tal que σn(X) = maxk(σ2k−1X) e k <
|X|+1
2 . A
sequência X1 . . . Xn−10 atinge o ponto 0 numa iteração ı́mpar pelo que, sob iteração do
par (fv1 , fw1), 0 realiza uma órbita bicŕıtica, claramente Φ(X1 . . . Xn−10) não pertence ao
osso B0(X). Se X < X1 . . . Xn−10 então
Φ(X) < Φ(X1 . . . Xn−10) = v1.
Nesse caso, ao longo do segmento {w1} × Iv1 =]Φ(X), v1[ a órbita de (0, 0) percorre, na
n-ésima iteração ı́mpar, o patamar de f1 entre um dos seus extremos e o ponto x = 0,
prosseguindo em seguida com o itinerário de f1(0), Xn+1 . . . X|X|−10, o que justifica a parte
horizontal do osso. Se X > X1 . . . Xn−10 então Iv1 =]v1,Φ(X)[ e o resultado segue.

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figura 4.4: Esqueleto esquerdo de ordem par menor ou igual a 6.
Assim, cada osso esquerdo de comprimento par é a união de dois segmentos, um vertical
com um extremo na recta w = 1 e outro horizontal. Ao longo do segmento vertical a
órbita de (0, 0) não atinge patamares a não ser eventualmente nos extremos. Ao longo
do segmento horizontal a órbita de (0, 0) percorre o patamar de f1 entre um dos seus
extremos e o ponto x = 0; nesse ponto o itinerário deixa de realizar a mesma sequência
pelo que cada osso tem um extremo aberto que é fronteira com outro osso, Figura 4.4.
Cada um destes pontos corresponde a uma órbita bicŕıtica e portanto a um osso ı́mpar.

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































1.2. DINÂMICA SIMBÓLICA 9
De onstração Suponhamos que a condição 1.1 é verific da. Dado p =
(v, w) ∈ [−1, 1]2 consideremos o par e amassamento Kp = (K0p , K1p ). O par
p￿ = (v￿, w￿) = (Φ(K0p ),Φ(K
1
p )) realiza o par de s quências de amassamento
correspondente a p mas a órbita de 0 não entra nos patamare não ser
eventual ente nos extremos. O conjunto de tinerários realizados pelos dois
sist mas é exactame te o mesmo, assim pode os supor p = (v, w) = (v￿, w￿).
Tom mos um par de sequências (X0, X1) que verifica 1.1, vamos mostrar
que x Φ(X0) ealiza o itinerário X0 a ravés de (f0, f1). Pela proposição
2 X0 = iT (x), se a órbita de x não entra em nenhum patamar temos imedi-
t en e X0 = iT (x) = iF 0(x). Suponhamos agora qu existe k par t l que
(F 0)k(x) entra num patamar, então (F 0)k(Φ(X0)) = σk(Φ(X0) ≤ K0p assim
(F 0)k(x) só poderá igualar um extremo do patamar. Se k ı́mpar teremos a
mesma conclusão por (F 1)k(Φ(X0)) = σk(Φ(X0) ≤ K1p . Em ambos os casos
temos X0 = iT (x) = iF 0 e de forma análoga e prova X1 = iT (x) = iF 1(x).
A rećıproca é imediata (mas vale a ena escrever). ￿
Ex mplo 1 Consideremos o par de amassamento (K0, K1) = (RLL0, R0).
Temos Φ(K0) = 0.875 e Φ(K1) = 0.5. No gráfico seguinte est´ representado
p r d funções (fv, fw) com (v, w) = (0.875, 0.5). Podemos v rificar que os
itinerário de 0 por F 0 e por F 1 coincidem com as sequênci s (RLL0, R0).
Se mantivermos v = 0.875 fixo e o patamar w, o itinerário de 0 por
F 0 mantém-se, então, no espaço de parˆmetros [1, 1]2 vamos encontrar um
segmento d recta (v = 0.875, 0.5 ≤ w ≤ 1) correspondente à seq ência
RLL , veremos na próxima secção que o seg ento ref ri o é fectiva ente
parte do osso correspondente à sequência RLL0.






Corolário 1 Dada uma sequência X em Σ, maximal, o par (X, Y ) é um
par de amassamento admisśıvel se e só se Y é maximal e σ2k−1(Y ) ≤ X
para k ∈ N. (Analogamente o par (Y, X) é admisśıvel se e só se Y é maximal
e σ2k−1(Y ) ≤ X para k ∈ N.)
Definição 4 Dado p = (v, w) consideremos o sistema dinâmico gerado pela
iteração alternada de (f0, f1) = (fv, fw), dizemos que um par de sequências
(X0, X1) é p-admisśıvel se xiste x ∈ [−1, 1] tal que (X0, X1) = (iF 0(x), iF 1(x)).
O conjunto dos pares admisśıveis é representado por Σp.
O resultado seguinte mostra que o par de amassamento Kp = (K0p , K
1
p ) =
(iF 0(0), iF 1(0)) determina o conjunto de todas sequências admisśıveis:
Teorema 2 Um par de sequências (X0, X1) ∈ Σ2 diz-se p-admisśıvel se
verifica a seguinte condição
σn(X i) ≤ K(i+n) mod 2p , i = 1, 2 n ∈ N (1.2)
Demonstração Suponhamos que a condição ?? é verificada. Dado p =
(v, w) ∈ [−1, 1]2 consideremos o par de amassa ento Kp = (K0p , K1p ). O par
p￿ = (v￿, w￿) = (Φ(K0p ),Φ(K
1
p )) realiza o par de sequências de amassamento
correspondente a p mas a órbita de 0 não entra nos patamares a não ser
eventualmente nos extremos. O conjunto de itinerários realizados pelos dois
siste as é exactamente o mesmo, assim podemos supor p = (v, w) = (v￿, w￿).
Tomemos u par de sequências (X0, X1) que verifica ??, vamos mostrar
que x = Φ(X0) realiza o itinerário X0 através de (f0, f1). Pela proposição
?? X0 = iT (x), se a órbita de x não entra em nenhum patamar temos
imediatamente X0 = iT (x) = iF 0(x). Suponhamos agora que existe k par tal
que (F 0)k(x) entra num patamar, então (F 0)k(Φ(X0)) = σk(Φ(X0) ≤ K0p
assim (F 0)k(x) só poderá igualar um extremo do patamar. Se k ı́mpar
teremos a mesma conclusão por (F 1)k(Φ(X0)) = σk(Φ(X0) ≤ K1p . Em
ambos os casos temos X0 = iT (x) = iF 0 e de forma análoga se prova X1 =
iT (x) = iF 1(x). A rećıproca é imediata (mas vale a pena escrever). ￿
Exemplo 1 Consideremos o par de amassamento (K0, K1) = (RLL0, R0).
Temos Φ(K0) = 0.875 e Φ(K1) = 0.5. No gráfico seguinte está representado
o par de funções (fv, fw) com (v, w) = (0.875, 0.5). Podemos verificar que os
itinerário de 0 por F 0 e por F 1 coincidem com as sequências (RLL0, R0).
Se
Figura 1.1: (v, w) = (0.875, 0.5)
1.2. DINÂMICA SIMBÓLICA 9
Demonstração Suponhamos que a condição 1.1 é verificada. Dado p =
(v, w) ∈ [−1, 1]2 consideremos o par de amassamento Kp = (K0p , K1p ). O par
p￿ = (v￿, w￿) = (Φ(K0p ),Φ(K
1
p )) realiza o par de sequências de amassamento
correspondente a p mas a órbita de 0 não entra nos patamares a não ser
eventualmente nos extremos. O conjunto de itinerários realizados pelos dois
sistemas é exactamente o mesmo, assim podemos supor p = (v, w) = (v￿, w￿).
Tomemos um par de sequências (X0, X1) que verifica 1.1, vamos mostrar
que x = Φ(X0) realiza o itinerário X0 através de (f0, f1). Pela proposição
2 X0 = iT (x), se a órbita de x não entra em nenhum patamar temos imedi-
atamente X0 = iT (x) = iF 0(x). Suponhamos agora que existe k par tal que
(F 0)k(x) ent a num patamar, ent˜o (F 0)k(Φ(X0)) = σk(Φ(X0) ≤ K0p assim
(F 0)k(x) só poderá igualar um extremo do patamar. Se k ı́mpar teremos a
mes a c nclus˜o por (F 1)k(Φ(X0)) = σk(Φ(X0) ≤ K1p . Em ambos os casos
temos X0 = iT (x) = iF 0 e de forma análoga se prova X1 = iT (x) = iF 1(x).
A rećıproc é i ediata (mas vale a pena escrever). ￿
Exempl 1 Consideremos o par de massamento (K0, K1) = (RLL0, R0).
Temos Φ(K0) = 0.875 e Φ(K1) = 0.5. No gráfico seguinte está representado
o par de funções (fv, fw) com (v, w) = (0.875, 0.5). Podemos verificar que os
iti erário de 0 por F 0 e por F 1 c incidem com as s quências (RLL0, R0).
Se mantivermos v = 0.875 fixo e o patamar w, o itinerário de 0 por
F 0 mantém-se, então, n espaço de parˆmetros [1, 1]2 vamos encontrar um
se mento de recta (v = 0.875, 0.5 ≤ w ≤ 1) correspondente à sequência
RLL0, veremos na próxima secção que o segmento referido é efectivamente
parte do osso correspondente à sequência RLL0.






Corolário 1 Dada uma sequência X em Σ, maximal, o par (X, Y ) é um
par de amassamento admisśıv l se e só se Y é maximal e σ2k−1(Y ) ≤ X
para k ∈ N. (Analogamente o par (Y, X) é admisśıvel se e só se Y é maximal
e σ2k−1(Y ) ≤ X para k ∈ N.)
Definição 4 Dado p = (v, w) consideremos o sistema dinâmico gerado pela
iteração alternada de (f0, f1) = (fv, fw), dizemos que um par de sequências
(X0, X1) é p-admi śıvel se existe x ∈ [−1, 1] tal que (X0, X1) = (iF 0(x), iF 1(x)).
O conjunto dos pares admisśıveis é representado por Σp.
O resultado seguinte mostra que o par de amassamento Kp = (K0p , K
1
p ) =
(iF 0(0), iF 1(0)) determina o conjunto de todas sequências admisśıveis:
Teorema 2 Um par de sequências (X0, X1) ∈ Σ2 diz-se p-admisśıvel se
verifi a a seguinte condição
σn(X i) ≤ K(i+n) mod 2p , i = 1, 2 n ∈ N (1.2)
Demonstração Suponhamos que a condição ?? é verificada. Dado p =
(v, w) ∈ [−1, 1]2 consideremos o par de amassamento Kp = (K0p , K1p ). O par
p￿ = (v￿, w￿) = (Φ(K0p ),Φ(K
1
p )) realiza o par de sequências de amassamento
corresp ndente a p mas a órbita de 0 não entra nos patamares a não ser
eventualmente nos extremos. O conjunto de itinerários realizados pelos dois
sistemas é exactamente o mesmo, assim podemos supor p = (v, w) = (v￿, w￿).
Tomemos um par de sequências (X0, X1) que verifica ??, vamos mostrar
que x = Φ(X0) realiza o itinerário X0 através de (f0, f1). Pela proposição
?? X0 = iT (x), se a órbita de x não entra em nenhum patamar temos
imediatamente X0 = iT (x) = iF 0(x). Suponhamos agora que existe k par tal
que (F 0)k(x) entra num patamar, então (F 0)k(Φ(X0)) = σk(Φ(X0) ≤ K0p
assim (F 0)k(x) só poderá igualar um extremo do patamar. Se k ı́mpar
teremos a mesma conclusão por (F 1)k(Φ(X0)) = σk(Φ(X0) ≤ K1p . Em
ambos os casos temos X0 = iT (x) = iF 0 e de forma análoga se prova X1 =
iT (x) = iF 1(x). A rećıproca é imediata (mas vale a pena escrever). ￿
Exemplo 1 Consideremos o par de amassamento (K0, K1) = (RLL0, R0).
Temos Φ(K0) = 0.875 e Φ(K1) = 0.5. No gráfico seguinte está representado
o par de funções (fv, fw) co (v, w) = (0.875, 0.5). Podemos verificar que os
itinerário de 0 por F 0 e por F 1 coincidem com as sequências (RLL0, R0).
Se



































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figura 1.3: Esquel to
é conjugada de uma função da famı́lia ST . A função Rni (F ) diz- e um i-renormaliz ção de
F . Dizemos que F é renormalizável se ´ i-renormalizável para i = 0, 1. LRL0 RRL0 RLL0









fw ◦ fv para o par (v, w) = (58 , 12) Observa-se que o i tervalo de renormalização I0 = [−a, a]









Uma vez que F é renormalizável para i = 0 e i = 1, existe um outr intervalo nd F é
invariante, neste caso à direita de I0. Tem-se fv(I0) ⊂ I1 e fw(I0) ⊂ I1.
Exemplo 3 Consideremos o par (v, w) = (58 ,
3
4) e o sistema dinâmico não autónomo F , de
peŕıodo 2, gerado pela iteração de (f0, f1) = (fv, fw). Neste caso só há i-renormal zação em


































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































é c nj gada de uma função da fa ı́lia ST . A f nçã Rni (F ) diz-s uma i-renormalização de
F . Dizemos qu F é renor alizável se ´ i-renormalizável pa a = 0, 1. LRLLL0 RRLLL0
RRLRL0 RRRRL0









fw ◦ fv para o par (v, w) = (58 , 12). Obs rva-se que o intervalo de renormalização I0 = [−a, a]









Uma vez que F é re ormalizável para i = 0 e i = 1, existe um outro intervalo onde F é
invariante, neste caso à direita de I0. Te -se fv(I0) ⊂ I1 e fw(I0) ⊂ I1.
Exemplo 3 Considere os o par (v, w) = (58 ,
3
4) e o sistema di âmico não autónomo F , de
peŕıodo 2, gerado pela iteração de (f0, f1) = (fv, fw). Neste caso só há i-renormalização em


























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































´ onjug da de u função da f mı́lia ST . A função Rni (F ) diz-s u a i-renorm lização de
F . Dizemos que F é renormalizável se é i-renor aliz´vel para i 0, 1. LRLLL0 RRLLL0
RRLRL0 RRRRL0









fw ◦ fv para ar (v, w) = 58 , 12) Observa-se qu o intervalo de renormalizaç˜o I0 [−a, a]









Uma vez que F é renormalizável para i = 0 e i = 1, existe outro intervalo nde F é
invariante, neste caso à direita de I0. Tem-se fv(I0) ⊂ I1 e fw(I0) ⊂ I1.
Exemplo 3 Consideremos o par (v, w) = (58 ,
3
4) e o sistema dinâmico não autónomo F , de
peŕıodo 2, gerado pela iteração de (f0, f1) = (fv, fw). Neste caso só há i-renormalização em














































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Fig ra 1.3 Esqueleto
é c njugada de uma funç˜o da famı́lia ST . A função Rni (F ) diz-se uma i-renormalização d
F . Dizemos que F é renormalizável se é i-r normalizável para i = 0, 1. LRL0 RRL0 RLL0









fw ◦ fv para o par (v, w) = (58 , 12). Observa-se que o intervalo d or alização I0 = [−a, a]









Uma vez que F é renormalizável para i = 0 e i = 1, existe um outro intervalo onde F é
invariante, neste caso à direita de I0. Tem-se fv(I0) ⊂ I1 e fw(I0) ⊂ I1.
Exemplo 3 Consideremos o p r (v, w) = (58 ,
3
4) e o sistema dinâmic não autónomo F , de
peŕıodo 2, gerado pela iteração de (f0, f1) = (fv, w). Neste caso só há i-renormalização em





















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































é onjugada de uma função da famı́lia ST . A função Rni (F ) diz-se uma i-renormalização de
F . Dizemos que F é ren rmalizável se é i-ren rmalizável para i = 0, 1. LRLLL0 RRLLL0
RRLRL0 RRRRL0









fw ◦ fv para o p r (v, w) = (58 , 12). Observa-se que o intervalo de renormalização I0 = [−a, a]









Uma vez que F é renormalizáv l par i = 0 e i = 1, existe um outr intervalo onde F é
invariante, n ste caso à direita de I0. Tem-se fv(I0) ⊂ I1 e fw(I0) ⊂ I1.
Ex mplo 3 Consideremos o par (v, w) = (58 ,
3
4) e o sistema dinâmico não autónomo F , de
peŕıodo 2, gerado pela iteração de (f0, f1) = (fv, fw). Neste caso só há i-renormalização em































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































é conjugada de u a função da famı́lia ST . A função Rni (F ) diz-se uma i-renormalização de
F . Dizemos que F é renormalizável se é i-renormalizável para i = 0, 1. LRLLL0 RRLLL0
RLRL0 RRRRL0









fw ◦ fv para o par (v, w) = (58 , 12). Observa-se que o intervalo de renormalização I0 = [−a, a]









Um vez que F é renormalizável para i = 0 e i = 1, existe um outro intervalo onde F é
invariant , neste caso à direita de I0. Tem-se fv(I0) ⊂ I1 e fw(I0) ⊂ I1.
Exemplo 3 Consideremos o par (v, w) = (58 ,
3
4) e o sistema dinâmico não autónomo F , de
peŕıodo 2, gerado pela iteração de (f0, f1) = (fv, fw). Neste caso só há i-renormalização em
i = 0 como mostra a figura 1.5.
12
1.2. DINÂMICA SIMBÓLICA 9
D onstração Sup nhamos que a condição 1.1 é v rificada. D do p =
(v, w) ∈ [−1, 1]2 consid remos o par de amass mento Kp = (K0p , K1p ). O par
p￿ = (v￿, w￿) = (Φ(K0p ),Φ(K
1
p ) realiza o par de sequênci s d amass ento
correspondente a p mas a órbi a de 0 não entra nos pat mares a não ser
eventualmente nos extremos. O co junto de itinerarios ealizados pelos dois
istemas é ex cta ente o mesmo, assim podemos sup r p = (v, w) = (v￿, w￿).
T emo um par de equências (X0, X1) que verifica 1.1, vamos m trar
que x = Φ X0) realiza o iti erári X0 atrav´s de f0, f1). Pela pr posi¸ão
2 X0 = iT (x), se a órbita de x não ntra em enhum p tam r temos imedi-
atament X0 = iT (x) = iF 0(x). Suponha os ag ra que xiste k par tal que
F 0 k(x) entra nu patamar, ntã (F )k(Φ( 0)) σk(Φ(X0) ≤ K0p assim
(F 0)k(x) só poderá igualar um extremo do patamar. S k ı́ pa terem s a
esma c nclusão por (F 1)k(Φ(X0)) = σk(Φ(X0) ≤ K1p . Em b s s cas s
temos X0 = iT (x = iF 0 e de forma análoga s prova X1 = iT (x) = iF 1(x .
A r ćıproca ´ imediata (mas vale a pena escrever). ￿
Exe lo 1 Consideremos o p r de amassamento (K0, K1) = (RLL0, R0).
Temos Φ(K0) = 0.875 e Φ(K1) = 0.5. No gráfico seguinte está representado
o par de funções (fv, fw) com (v, w) = (0.875, 0.5). Podemos verificar que os
itinerári de 0 por F 0 e p r F 1 c incidem com as sequências (RLL0, R0).
Se mantiv rmos v = 0.875 fixo e o patamar w, o itinerário de 0 por F 0
mantém-se, então, no esp ço de parâmetros [1, 1]2 vamos encontrar um seg-
mento d recta (v = 0. 75, 0.5 ≤ w ≤ 1) correspondente à sequência RLL0
RLR , veremos na próxima secção que o segmento referido é efectivamente
parte do osso correspondente à sequência RLL0.






Corolário 1 Dada um sequência X em Σ, maxi al, o par (X, Y ) é um
par de amassamento admisśıvel se e só se Y é ma imal e σ2k−1(Y ) ≤ X
para k ∈ N. (Analogamente o par (Y, X) é admisśıvel s e só se Y é maximal
e σ2k−1(Y ) ≤ X para k ∈ N.)
Definição 4 Dado p = (v, w) consideremos o sistema dinâmico gerado pela
iteração lternada de (f0, f1) = (fv, fw), dizemos que um par de s quê cias
(X0, X1) é p-admisśıvel se existe x ∈ [−1, 1] tal que (X0, X1) = (iF 0(x), iF 1(x)).
O conjunto dos pares admisśıveis é representado por Σp.
O resultado seguinte mostra que o par de amassamento Kp = (K0p , K
1
p ) =
(iF 0(0), iF 1(0)) determina o conjunto de t das sequências admisśıveis:
Teorema 2 Um par de sequências (X0, X1) ∈ Σ2 diz-se p-admisśıvel se
verifica a seguinte condição
σn(X i) ≤ K(i+n) mod 2p , i = 1, 2 n ∈ N (1.2)
Demonstração Suponhamos que a condição ?? é verificada. Dado p =
(v, w) ∈ [−1, 1]2 consideremos o par de amassamento Kp = (K0p , K1p ). O par
p￿ = (v￿, w￿) = (Φ(K0p ),Φ(K
1
p )) realiza o par de sequências de amassamento
correspondente a p mas a órbita de 0 não entra nos patamares a não ser
eventualmente nos extremos. O conjunto de itinerários realizados pelos dois
sistem s é exactamente o mesmo, assim podemos supor p = (v, w) = (v￿, w￿).
Tomemos um par de sequências (X0, X1) que verifica ??, vamos mostrar
que x = Φ(X0) realiza o itinerário X0 através de (f0, f1). Pela proposição
?? X0 = iT (x), se a órbita de x não entra em nenhum patamar temos
imediatamente X0 = T (x) = iF 0(x). Suponhamos agora que existe k par tal
que (F 0)k(x) entra num patamar, então (F 0)k(Φ(X0)) = σk(Φ(X0) ≤ K0p
assim (F 0)k(x) só poderá igualar um extremo do patamar. Se k ı́mpar
teremos a mesma conclusão por (F 1)k(Φ(X0)) = σk(Φ(X0) ≤ K1p . Em
ambos os casos temos X0 = iT (x) = iF 0 e de forma análoga se prova X1 =
iT (x) = iF 1(x). A rećıpr ca é imediata (mas vale pena screver). ￿
Ex mplo 1 Consideremos o par de amass mento (K0, K1) = (RLL0, R0).
Temos Φ(K0) = 0.875 e Φ(K1) = 0.5. No gráfico seguinte está representado
o par de funções (fv, fw) com (v, w) = (0.875, 0.5). Podemos verificar que os
itinerário de 0 p r F 0 e p r F 1 coincidem com as sequências (RLL0, R0).
Se































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figura 1.3: Esqu le o
´ co jugada de u a função da famı́lia ST . A funç˜o Rni (F ) diz-se uma i-renormalização de
F . Dizemos que F é renormalizável s é i-renormalizável para i = 0, 1. RLRRR0 RLLRR0









fw ◦ fv para o par (v, w) = (58 , 12). Obse va-se que o intervalo de renor alização I0 = [−a, a]









U a vez que F é renor aliz´vel para i = 0 e i = 1, xiste u outro intervalo onde F é
inv iante, neste caso à direita de I0. Tem-se fv I0) ⊂ I1 e fw(I0) ⊂ I1.
Ex plo 3 Consideremos o ar (v, w) = (58 ,
3
4) e o sistema dinâmico não autónomo F , de
peŕıodo 2, gerado pela iteração de (f0, f ) = (fv, fw). Neste caso só há i-r normalizaçã em
i = 0 como mostra a fig ra 1.5.
12
14 CAPÍTULO 1.
de ni a por 1.1. Dizemos que X é admisśıvel-(−, +) se é itinerário de um
p nto x ∈ [−1, 1] pela iteração de um tenda cortada invertid , ou seja uma
funç˜o d tipo 1.4. Repres ntamos por Σ(+,−) o co junto das sequências ad-
isśıveis-(+,−) e por Σ(−,+) o conjunto das sequências dmisśıveis-(−, +).
Recorde-se a definição de produt -∗ LRLLL0 RRLLL0 RRLRL0 RRRRL0
RLRRL0 RLLRL0
Definição 9 O produto-∗ entre u a sequênc a X = X1 . . . Xn0 ∈ Σ+2 com
|X| mod 2 = 0 εi(X) = α e uma sequˆncia Y = Y1 . . . Yk0 ∈ Σ+(α,β) é
definido por
X ∗ Y = X[1,n]Y1X[1,n] . . . YkX[1,n] . . .
D finição 10 O produto-∗j entre ma sequência Xj ∈ Σ+2 com |Xj | mod 2 =
0, e uma sequência Y = Y1 . . . Yn0 ∈ Σ+(α,β) é definido por
X i ∗j Y = X i se i ￿= j, e X i ∗j Y = X i ∗ Y se i = j
Te rema 4
1.5 Taxas de convergˆnc a
Consid ramos x com itinerário X = X1 . . . Xn0, de comprimento |X|, dado
por
FX(x) = fX|X|−1 ◦ . . . ◦ fX0(x)
onde fR = f+ e fL = f−.
Recordemos que o sinal εi(X) é dado por εi(X) =
￿i
j=1 ε(Xj), onde
ε(Xj) é o sinal associado ao śımbolo Xj , tendo em conta a monotonia das
funções STv nos intervalos da partição,
ε(Xj) =
￿
1, Xi = L
−1, Xi = R
Temos






definida por 1.1. Dizemos que X é admisśıv l-(−, +) se é o itin rario de m
ponto x ∈ [−1, 1] ela iteração de um tend c rtada invertida, ou s ja uma
função d tipo 1.4. Repr sentamos por Σ(+,−) o conjunto d sequências ad-
m sśıveis-(+,−) e por Σ(−,+) o conjunto das sequências admisśıveis-(−, +).
Recorde-se a definição de produto-∗ LRLLL0 RRLLL0 RRLRL0 RRRRL0
RLR 0 RLLRL0
Definiç˜o 9 O produto-∗ entre uma sequê cia X = X1 . . . n0 ∈ Σ+2 com
|X| mod 2 = 0 εi(X) = α e uma s quê cia Y = Y1 . . . Yk0 ∈ Σ+(α,β) é
definido por
X ∗ Y = X[1,n]Y1 [1,n] . . . YkX[1,n] . . .
Definiçã 10 O pr duto-∗j entre uma sequência Xj ∈ Σ+ com |Xj | mod 2 =
0, a sequência Y Y1 . . . Yn0 ∈ Σ+(α,β) é definido por
X i ∗j Y = X i se i ￿= j, e X i ∗j Y = X i ∗ Y se i = j
Teorema 4
1.5 Taxas d convergência
Consideramos x com itinerário X = X1 . . . Xn0, de comprimento |X|, dado
por
FX(x) = fX|X|−1 ◦ . . . ◦ fX0(x)
onde fR = f+ e fL = f−.
Recordemos que o sinal εi(X) é dado por εi(X) =
￿i
j=1 ε(Xj), onde
ε(Xj) é o sinal associado ao śımbolo Xj , tendo em conta a monotonia das
funções STv nos intervalos da partição,
ε(Xj) =
￿
1, Xi = L
−1, X = R
Temos
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































i ura 1.3: E queleto
´ conjugada de uma função da famı́lia ST . A função Rni ( ) diz-se uma i-ren rmalização de
F . Dizemos que F é renormalizável se é i-renor alizável para i = 0, 1. RLRRR0 RLLRR0









fw ◦ fv para o par (v, w) = (58 , 12). Observa-se q e intervalo de r normalização I0 = [−a, a]









Um vez que F é renormalizáv l para i = 0 i = 1, ex te um utro i t rvalo onde F ´
invariante, neste caso à direita de I0. Te -se fv(I0) ⊂ I1 e fw(I0 ⊂ I1.
Exemplo 3 Consideremos o par (v, w) = (58 ,
3
4) e o sistema dinâ co não autóno o F , de
peŕıodo 2, gerado pela iteração de (f0, f1) = (fv, fw). Neste caso só há i-renormalização em




















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































é conjug d de uma função da famı́lia ST . A fu ção Rni (F ) diz-se u i-renorm lização de
F . Diz mos que é renormalizá el se é i-renormalizável para i = 0, 1. LRL0 R 0 RL 0









f ◦ fv para o par (v, w) = (58 , 12). Ob erva-se que o intervalo de re rmalização I0 = [−a, a]









U a vez que F é renormalizável para = 0 e i = 1, existe um outro interval onde F ´
invariante, neste caso à direita de I0. Tem se fv(I0) ⊂ I1 e fw( 0) ⊂ I1.
Ex mpl 3 Consideremos o par (v, w) = (58 ,
3
4) o sistema di ˆ ico não autó om F , de
peŕıodo 2, g rado pel ite ação de f , f1) = (fv, fw). N ste caso só h´ i-r normaliz çã e
i = 0 co o mostr a figura 1.5.
12
14 CAPÍTULO 1.
definida r 1.1. Dizem s qu X é admi śıvel-(−, +) se é o tinerário de um
ponto x ∈ [−1, 1] pela it ra¸ã de u tenda cortada invertid , ou seja uma
função do tipo 1.4. Representamos p Σ(+,−) o conju das equências a -
misśıveis-(+,−) e por Σ(−,+) o conju t d s s quênci s admisśıveis-(−, +).
Recorde-se a defi ição de pr duto-∗ RLLRL0 RLLRR0 RLLLR0 RLLLL0
Definição 9 O produto-∗ entre u s quênci X = X1 . . . Xn0 ∈ Σ+2 com
|X| od 2 = 0 εi(X) = α e uma sequência Y = Y1 . . . Yk0 ∈ Σ+(α,β) é
d finido por
X ∗ Y = X[1,n]Y1X[1,n] . . . YkX[1,n] . . .
Definição 10 O produto-∗j ntr u a sequênci Xj ∈ Σ+2 com |Xj | mod 2 =
0, e uma sequên ia Y = Y1 . . . Yn0 ∈ Σ+(α,β) ´ definido p r
X i ∗j Y = X i se i ￿= j, e X i ∗j Y = X i ∗ Y se i = j
Teorem 4
1.5 Taxas de convergênci
Considera os x com itinerário X = X1 . . . Xn0, de co primento |X|, dado
or
FX(x) = fX|X|−1 ◦ . . . ◦ fX0(x)
onde fR = f+ e fL = f−.
Recordemos que o sinal εi(X) é dado por εi(X) =
￿i
j=1 ε(Xj), onde
ε(Xj) é o sinal associado ao śımbolo Xj , tendo em conta a monotonia das
funções STv nos intervalos da partição,
ε(Xj) =
￿
1, Xi = L
−1, Xi = R
Temos






defini a or 1.1. Dizemos que X ´ admisśıvel-(−, +) se é o itinerá io d u
ponto x ∈ [−1, 1] pela iteração de um tend cortada inverti a, ou seja u a
funç˜o do tipo 1.4. Representamos por Σ(+,−) conj nto das sequênci ad-
misśıve s-(+,−) e por Σ(−,+) o conjunt das sequênc as a isśıveis-(−, +).
Recorde-se definição de produto-∗ RLLRL0 RLLRR0 RLLLR0 RLLLL0
Definiç˜o 9 O produto-∗ entre um sequˆncia X = X1 . . . Xn0 ∈ Σ+2 com
|X| mod 2 = 0 εi(X) = α e uma sequência Y = Y1 . . . Yk0 ∈ Σ+(α,β) é
definid por
X ∗ Y = X[1,n]Y1X[1,n] . . . YkX[1,n] . . .
Definição 10 O produt -∗j entre ma sequência Xj ∈ Σ+2 com |Xj | mod 2 =
, e uma sequência Y = Y1 . . . Yn0 ∈ Σ+(α,β) e definido por
X i ∗j Y = i se i ￿ j, e X i ∗j Y = i ∗ Y se i = j
T orema 4
1.5 Taxas d convergênci
Consideramos x c m itinerário X = X1 . . . Xn0, de compri ento |X|, dado
por
FX(x) = fX|X|−1 ◦ . . . ◦ fX0(x)
nde fR = f+ fL = f−.
Recordemos que o sinal εi(X) é dado por εi(X) =
￿i
j=1 ε(Xj), onde
ε(Xj) é o sinal associado ao śımbolo Xj , tendo em conta a monoto ia das
funções STv nos intervalos da partição,
ε(Xj) =
￿
1, Xi = L
−1, Xi = R
Temos





Figura 4.5: Esqueletos esq erdo e direi o de ordem par menor ou igual a 6.
Os ossosB1(X) de comprimento par têm uma construção análoga no espa de parâm tro ,
como se pode ver na Figura 4.5.
As intersecções entre ossos esquerdos e direitos correspondem aos pares de sequências
finitas admisśıveis. Cada osso esquerdo intersecta outro osso, necessariamente direito,
no máximo num ponto, além disso, todas as intersecções entre ossos acontecem no seg-
mento vertical do osso esquerdo e no segmento horizontal do osso direito, (ver [Rad04]).
Como consequência, o itinerário iF (0, i), para i = 0, 1, correspondente aos pontos v, w)
coincidentes com intersecção de ossos pares, só intersecta os patamares nos seus extremos.
Os ossos não coincidem com linhas de bifurcação mas estão profundamente relaciona-
dos, (ver [SSR15]). No exemplo seguinte apresentamos diagramas de bifurcação unidimen-
sionais ao longo de algumas rectas no espaço de parâmetros do tipo w = a, para F (·, 0) e
F (·, 1). Para w = 13 descrevemos a criação de alguns ciclos periódicos até à ordem 4.
Exemplo 4.4.1. Consideremos o diagrama de bifurcação unidimensional ao longo da
68 4. Taxas de convergência universais numa famı́lia de sistemas não autónomos
recta w = 13 para F (·, 0), representado na Figura 4.6(a). Para valores do parâmetro v tais
que −1 < v < −13 , existe um ciclo atractivo de peŕıodo 2, {v, f
1
3 (v)}, que corresponde a
um ponto fixo de f
1
3 ◦ fv. Para −13 ≤ v ≤ 13 a órbita de 0 entra no patamar de f
1
3 e
o ciclo atractivo de peŕıodo 2 é {v, 13}. Naturalmente, para v = 13 o ciclo de peŕıodo 2
colapsa num único ponto fixo. Para 13 < v < 0.6 mantém-se o ciclo atractivo de peŕıodo
2, {v, f 13 (v)}. Em v = 0.6, o ciclo de peŕıodo 2 torna-se repulsivo, surgindo um ciclo
atractivo de peŕıodo 4 para v > 0.6, {v, f 13 (v), fv(f 13 (v)), f 13 (fv(f 13 (v)))}. A criação do
peŕıodo 4 pode ser interpretada a partir dos gráficos de F 4(·, 0) para valores de v próximos
de 0.6, representados na Figura 4.7.






(a) F (·, 0)








(b) F (·, 1)
Figura 4.6: Diagramas de bifurcação ao longo da recta w = 13 .





(a) v = 0.58





(b) v = 0.6





(c) v = 0.62
Figura 4.7: Comportamento de F 2(·, 0), a azul, e F 4(·, 0), a roxo, para diferentes valores
de v próximos de v = 0.6.
F (·, 1) tem uma dinâmica mais simples (Figura 4.6(b)). Para valores do parâmetro v
próximos de −1 existe igualmente um ciclo de peŕıodo 2 atractivo, {v, f 13 (v)}. Este ciclo
mantém-se até v = 13 , a partir desse valor o sistema tem um único ponto fixo atractivo
4.4. Esqueleto no espaço de parâmetros 69





Podemos concluir que o comportamento dinâmico do sistema depende em grande me-
dida do comportamento dinâmico dos patamares. A descrição apresentada neste exemplo
baseia-se no trabalho desenvolvido em [SSR15].
Na Figura 4.8 apresentamos diagramas de bifurcação unidimensionais segundo algumas
rectas horizontais do espaço de parâmetros.






(a) F (·, 0), w = 0.5









(b) F (·, 1), w = 0.5






(c) F (·, 0), w = 2
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(d) F (·, 1), w = 2
3






(e) F (·, 0)w = 1






(f) F (·, 1)w = 1
Figura 4.8: Diagramas de bifurcação segundo algumas rectas do tipo w = a.
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4.5 Renormalização e produto-∗
Em 1978, Derrida, Gervois e Pomeau [DGP78] introduziram o produto-∗ aplicado aos
invariantes de amassamento de famı́lias unimodais. Esta ferramenta algébrica permite
gerar sequências admisśıveis novas a partir de sequências conhecidas, está directamente
relacionada com a renormalização das aplicações e, consequentemente, com a existência
de auto-semelhanças no diagrama de bifurcação. Em [FSS13] introduziu-se o conceito de
renormalização e definiu-se produto-∗ no contexto dos sistemas não autónomos periódicos,
em particular no caso das funções monótonas por troços. Provou-se que, à semelhança
do que é conhecido para sistemas autónomos, (ver [SR02]), há uma correspondência entre
a criação de zonas de renormalização no espaço de parâmetros e a decomposição das
sequências simbólicas em factores-∗. Seguindo de perto [FSS13] estabelecemos as seguintes
definições:
Definição 4.5.1. Consideremos o sistema dinâmico não autónomo de peŕıodo 2, F , ge-
rado pela iteração de (f0, f1) = (f
v, fw). Dizemos que F é i-renormalizável, i ∈ {0, 1}, se
existe n par e a > 0, tais que, a função Rni (F ) : [−a, a]→ [−a, a] definida por
Rni (F )(x) = π (F
n(x, i))
é conjugada de uma função da famı́lia das funções tenda cortada. A função Rni (F ) diz-se
uma i-renormalização de F . Dizemos que F é renormalizável se é i-renormalizável para
ambos i = 0, 1.
Exemplo 4.5.1. Consideremos o par (v, w) = (58 ,
3
4) e o sistema dinâmico não autónomo
F , de peŕıodo 2, gerado pela iteração de (f0, f1) = (f
v, fw). Neste caso só há i-renormalização


























= fv ◦ fw ◦ fv ◦ fw para o par (v, w) = ( 23128 , 113128). Observa-se
que o intervalo de renormalização I0 = [−a, a] é invariante por F 4(·, 0) e I1 = [−b, b] é








⊂ I1. Uma vez que F
é i-renormalizável para i = 0 e i = 1, e ambas as renormalizações são de ordem n = 4,
existem outros intervalos onde F 4(·, 0) e F 4(·, 1) são invariantes, neste caso existem quatro
intervalos, com interiores separados, em cada uma das fibras. Note-se que no exemplo
anterior isto não acontecia.
Para a construção do produto-∗ e resultados seguintes precisamos de definir a noção
de admissibilidade no contexto autónomo. Em [FSS13] a noção de admissibilidade é desde
logo definida num contexto mais abrangente, que aqui seria desadequado. Assim optámos
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1.4. TAXAS DE CONVERGÊNCIA 7
Definição 5 Consideremos o sistema não autónomo gerado pela iteração de (f0, f1) = (fv, fw).
Dizemos que:
1. (f0, f1) é renormalizável em Ii, i = 0, 1, se existe n par e [a, b], com a < 0 < b, tais que
(F i)n : [a, b] → [a, b]
é conjugada de uma função da famı́lia ST .
2. (f0, f1) é renormalizável em (I0, I1), se existe n par e [a, b], com a < 0 < b, tais que
(F i)n : [a, b] → [a, b], i = 0, 1
são ambas conjugadas de uma função da famı́lia ST .
Exemplo 2 Na figura 1.1 estão representados os gráficos de (F 0)2 = fw◦fv e (F 1)2 = fw◦fv
para o par (v, w). Observa-se que os intervalos de renormalização I0 = [a0, b0] e I1 = [a1, b1]
são invariantes, isto é, (F 0)2(I0) ⊂ I0 e (F 1)2(I1) ⊂ I1.
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1. (f0, f1) é renormalizável em Ii, i = 0, 1, se existe n tal que n mod 2 = i e [a, b], com
a < 0 < b, tais que
Fn : [a, b] → [a, b]
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i = 0, 1 tais que
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1.4 Taxas de convergência
Consideramos x com itinerário finito X = X1 . . . 0, de comprimento |X|, dado por
FX(x) = fX|X|−1 ◦ . . . ◦ fX0(x)
onde fR = f+ e fL = f−.
Recordemos que o sinal εi(X) é dado por εi(X) =
￿i
j=1 ε(Xj), onde ε(Xj) é o sinal asso-
ciado ao śımbolo Xj , tendo e conta a monotonia das funções STv nos intervalos da partição,
ε(Xj) =
￿
1, Xi = L
−1, Xi = R
Temos










|X|−iεi · · · ε|X|−1
2|X|ε0 · · · ε|X|−1
Dadas as sequência finitas X ∈ Σn.a. e K = K0 . . . 0 ∈ Σa tais que X ∗ K é admisśıvel,
constrúımos a sucessão X(n) do seguinte modo:
X(0) = X ∧X(n+1) =
￿
X(n) ∗ K se K é admisśıvel no contexto induzido por X(n)
X(n) ∗ (−K) se K não é admisśıvel no contexto induzido por X(n)
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ciado ao śımbolo Xj , tendo e conta a monotonia das funções STv nos intervalos da partição,
ε(Xj) =
￿
1, i = L
−1, Xi = R
(a) (F0)
2 = fw ◦ fv





1.4. TAXAS DE CONVERGÊNCIA 7
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￿i
j=1 ε(Xj), onde ε(Xj) é o sinal asso-
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X(n) ∗ (−K) se K não é admisśıvel no contexto induzido por X(n)
F gura 1.1: Intervalo de renormalização para F 2 = fw ◦ fv, co (v, w) = (58 , 12)
1.4 Taxas de convergência
Consideramos x com itinerário finito X = X1 . . . 0, de comprimento |X|, dado por
FX(x) = f |X|−1 ◦ . . . ◦ fX0(x)
onde fR = f+ e fL = f−.
Rec rde s que o sinal ) é ad p r εi(X) =
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|X|ε0...|X|−1x, (1.3)
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X(n) ∗ K se K é admisśıvel no contexto induzido por X(n)
X(n) ∗ (−K) se K não é admisśıvel no contexto induzido por X(n)
1.4. TAXAS DE CONVERGÊNCIA 7
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Uma vez F é renormalizável em (I0, I1), existe mais dois intervalos de renormalização
I2 e I3, neste caso à direita de I0 e I1 respectivame t . Tem-se fv(I0) ⊂ I2 e fw(I1) ⊂ I3.
1.4 Taxas de convergência
Consideram s x com it n r´rio finito = 1 . . . 0, de c mprimento |X|, dado por
FX(x) = fX|X|−1 ◦ . . . ◦ fX0(x)
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Escrevemos B0(X) e B1(X) para osso esquerdo e osso direito respectivamente, isto é,
B0(X) = {p = (u, v) : K0p = X} e B1(X) = {p = (u, v) : K1p = X}. Ao conjunto de todos os
ossos chamamos esqueleto.
Definição 7 Chamamos órbita cŕıtica a uma órbita que contenha o ponto 0 como pré-imagem
de f0 ou f1. Uma órbita diz-se bicŕıtica se contém 0 como pré-imagem de f0 e também como
pré-imagem de f1.
No que se segue propomos uma descrição construtiva do esqueleto simbólico:
Teorema 3 Dada uma sequência X maximal, com |X| = 2n, existem w1 e v1 tais que
B0(X) = {Φ(X)} × [w1, 1] ∪ Iv1 × {w1}.
Temos w1 = Φ(maxk(σ
2k−1(X))) para k ∈ N e 2k−1 < |X|. v1 é tal que, v1 = Φ(X1 . . . Xn−10)
onde n é tal que σn(X) = maxk(σ
2kX). A sequência X1 . . . Xn−10 atinge o ponto 0 numa
iteração impar pelo que, sob iteração do par (fv1 , fw1), 0 realiza uma órbita bicŕıtica. Evi-
dentemente X1 . . . Xn−10 não pertence ao osso B0(X). Se X < X1 . . . Xn−10 então
Φ(X) < Φ(X1 . . . Xn−10) = v1
nesse caso Iv1 =]Φ(X), v1[, caso contrário Iv1 =]v1,Φ(X)[.
1.5 Renormalização e produto-∗
Em 1978, Derrida, Gervois e Pomeau [ref] introduziram o produto-∗ aplicado aos invariantes
de amassamento de famı́lias unimodais. Esta ferramenta algébrica permite gerar sequências
admisśıveis novas a partir de sequências conhecidas, está directamente relacionada com a
renormalização das aplicações e consequentemente com a existência de auto-semelhanças no
diagrama de bifurcação. Em [Simoes] introduziu-se o conceito de renormalização e definiu-
se produto-∗ no contexto dos sistemas não autónomos periódicos, em particular no caso
das funções monótonas por troços. Provou-se que, à semelhança do que é conhecido para
sistemas autónomos, há uma correspondência entre a criação de zonas de renormalização no
espaço de parâmetros e a decomposição das sequências simbólicas em factores-∗. Seguindo de
perto [Simoes] e [quem definiu renormalização usando conjugação] estabelecemos as seguintes
definições:
Definição 8 Consideremos o sistema dinâmico não autónomo de peŕıodo 2, F , gerado pela
iteração de (f0, f1) = (f
v, fw). Dizemos que F é i-renormalizável, i = 0, 1, se existe n par e
a > 0, tais que, a função Rni (F ) : [−a, a] → [−a, a] definida por
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por apresent r inicial ente s definições no contexto não autónomo e nesta secção estabe-
lecemos as definições no contexto autónomo, para a iteração de uma função tenda cortada





−1 + 2x, x > 1−v2
−v, v−12 ≤ x ≤ 1−v2
−1− 2x, x < v−12
(4.8)
om v ∈ [−1, 1].
Definiçã 4.5.2. Dizemos que um sequência X ∈ Σ é admisśıvel-(+,−) se é o itinerário
cŕıtico, if (0), pela iteraçã de uma çã end c t da defi ida or 4.1. Dizemos que
X ´ ad isśıvel-(−,+) se ´ itin rário cŕıt co, if (0), p la iteração de uma tenda cortada
invertida, ou seja, uma função do tipo 4.8. Representamos por Σ(α,−α) o conjunto das
sequências admisśıveis-(α, α), com α ∈ {−,+}.
As funções tipo tend cort da e ten a cortada invertida também são chamadas funções
de tipo (+,−) e (−, ) respectivamente.
Definição 4.5.3. Dada uma sequência Y em Σ(α,−α), com α ∈ {−,+}, dizemos que X
é Y -admisśıvel se para uma função f de tipo (α,−α) com invariante de amassamento
Y , existe algum ponto x ∈ [−1, 1] tal que itf (x) = X e representamos o conjunto das
sequências Y -admisśıveis por Σ(α,−α)(Y ).
Nota. Identificamos naturalmente os sinais {−,+} com os valores {−1, 1} sempre que seja
conveniente, nomeadamente quando α resulta de produtos de sinais associados a śımbolos,
ε(Xi), nas sequências simbólicas.
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Definição 5 Consideremos o sistema não autónomo gerado pela iteração de (f0, f1) = (fv, fw).
Dizemos que:
1. (f0, f1) é renormalizável em Ii, i = 0, 1, se existe n par e [a, b], com a < 0 < b, tais que
(F i)n : [a, b] → [a, b]
é conjugada de uma função da famı́lia ST .
2. (f0, f1) é renormalizável em (I0, I1), se existe n par e [a, b], com a < 0 < b, tais que
(F i)n : [a, b] → [a, b], i = 0, 1
são ambas conjugadas de uma função da famı́lia ST .
Exemplo 2 Na figura 1.1 estão representados os gráficos de (F 0)2 = fw◦fv e (F 1)2 = fw◦fv
para o par (v, w). Observa-se que os intervalos de renormalização I0 = [a0, b0] e I1 = [a1, b1]
são invariantes, isto é, (F 0)2(I0) ⊂ I0 e (F 1)2(I1) ⊂ I1.
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Dadas as sequência finitas X ∈ Σn.a. e K = K0 . . . 0 ∈ Σa tais que X ∗ K é admisśıvel,
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é conjugada de um função da famı́lia ST .
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Consideramos x com itinerário finito X = X1 . . . 0, de comprimento |X|, dado por
FX(x) = fX|X|−1 ◦ . . . ◦ fX0(x)
ond fR = f+ e fL = f−.
R cord m s que o sinal εi(X) é dado por εi(X) =
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ciado ao śımbolo Xj , tendo e conta a monotonia das funções STv nos intervalos da partição,
ε(Xj) =
￿
1, Xi = L
−1, Xi = R
Temos










|X|−iεi · · · ε|X|−1
2|X|ε0 · · · ε|X|−1
Dadas as sequência finitas X ∈ Σn.a. e K = K0 . . . 0 ∈ Σa tais que X ∗ K é admisśıvel,
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2. (f0, f1) é renormalizável em (I0, I1), se existe n e [a0, b0] e [a1, b1], com ai < 0 < bi,
i = 0, 1 tais que
Fn : [ai, bi] → [ai, bi], i = 0, 1
são ambas conjugadas de uma função da famı́lia ST .
graficozinho
1.4 Taxas de convergência
Consideramos x com itinerário finito X = X1 . . . 0, de comprimento |X|, dado por
FX(x) = fX|X|−1 ◦ . . . ◦ fX0(x)
onde fR = f+ e fL = f−.
Recordemos que o sinal εi(X) é dado por εi(X) =
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é conjugada de uma funç˜o da famı́lia ST .
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￿i
j=1 ε(Xj), onde ε(Xj) é o sinal asso-
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−1, Xi = R
Temos
FX(x) = 1 +
|X|−1￿
i=1
2|X|−iεi...| | 1 + 2
|X|ε0...|X|−1x, (1.3)





|X|−iεi · · · ε|X|−1
2|X|ε0 · · · ε|X|−1
Dadas as sequência finitas X ∈ Σn.a. e K = K0 . . . 0 ∈ Σa tais que X ∗ K é admisśıvel,
constrúımos a sucessão X(n) do seguinte modo:
X(0) = X ∧X(n+1) =
￿
X(n) ∗ K se K é admisśıvel no contexto induzido por X(n)
X(n) ∗ (−K) se K não é admisśıvel no contexto induzido por X(n)
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D finição 5 Consideremos o sistema nã autónomo g rad p la iteração de (f0, f1) = (fv, fw).
Dize os que:
1. (f0, f1) é renormalizável em Ii, i = 0, 1, se existe n tal que n mod 2 = i e [a, b], com
a 0 < b, tais que
Fn : [a, b] → [a, b]
é conjugada de uma função da famı́lia ST .
2. (f0, f1) é renormalizável em (I0, I1), se existe n e [a0, b0] e [a1, b1], com ai < 0 < bi,
i = 0, 1 tais que
Fn : [ai, bi] → [ai, bi], i = 0, 1
são ambas conjugadas de uma função da famı́lia ST .
graficozinho
1.4 Taxas de convergência
Consideramos x c m itinerário finito X = 1 . . . 0, de comprimento |X|, dado por
FX(x) = fX|X|−1 ◦ . . . ◦ fX0(x)
onde fR = f+ e fL = f−.
Recordemos que o sinal εi(X é dado por εi(X) =
￿i
j=1 ε(Xj), onde ε(Xj) é o sinal asso-
ciado ao śımbolo Xj , tendo e conta a monotonia das funções STv nos intervalos da partição,
ε(Xj) =
￿
1, Xi = L
−1, Xi = R
Temos










|X|−iεi · · · ε|X|−1
2|X|ε0 · · · ε|X|−1
Dadas as sequência finitas X ∈ Σn.a. e K = K0 . . . 0 ∈ Σa tais que X ∗ K é admisśıvel,
co strúımos a sucessão X(n) do seguinte modo:
X(0) = X ∧X(n+1) =
￿
X(n) ∗ K se K é admisśıvel no contexto induzido por X(n)
X(n) ∗ (−K) se K não é admisśıvel no contexto induzido por X(n)
Figura 1.1: Interv lo de renormalização para F 2 = fw ◦ fv, co (v, w) = (58 , 12)
1.4 Taxas de convergên ia
Consideramos x com i inerário finito X = X1 . . . 0, de comprimento |X|, dado por
FX(x) fX|X|−1 ◦ . . . ◦ fX0(x)
onde fR = f+ e fL = f−.
Recordemos que o sinal εi ) é dado por εi(X) =
￿i
j=1 ε(Xj), onde ε(Xj) é o sinal asso-
ciado ao śımbolo j , tendo e conta a monotonia das funções STv nos intervalos da partição,
ε(Xj) =
￿
1, Xi = L
−1, Xi = R
(b) (F1)
2 = fv ◦ fw
Fig ra 1.1: Intervalos de renor alização para (v, w) = (58 ,
1
2)
Uma vez F é renormalizável em (I0, I1), existe mais dois intervalos de renormalização
I2 e I3, neste caso à direita de I0 e I1 respectivame t . Tem-se fv(I0) ⊂ I2 e fw(I1) ⊂ I3.
1.4 Taxas de c nvergência
Consideram s x com it n r´rio finito = 1 . . . 0, de c mprimento |X|, dado por
FX(x) = fX|X|−1 ◦ . . . ◦ fX0(x)
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Escrevemos B0(X) e B1(X) para osso esquerdo e osso direito respectivamente, isto é,
B0(X) = {p = (u, v) : K0p = X} e B1(X) = {p = (u, v) : K1p = X}. Ao conjunto de todos os
ossos chamamos esqueleto.
Definição 7 Chamamos órbita cŕıtica a uma órbita que contenha o ponto 0 como pré-imagem
de f0 ou f1. Uma órbita diz-se bicŕıtica se contém 0 como pré-imagem de f0 e também como
pré-imagem de f1.
No que se segue propomos uma descrição construtiva do esqueleto simbólico:
Teorema 3 Dada uma sequência X maximal, com |X| = 2n, existem w1 e v1 tais que
B0(X) = {Φ(X)} × [w1, 1] ∪ Iv1 × {w1}.
Temos w1 = Φ(maxk(σ
2k−1(X))) para k ∈ N e 2k−1 < |X|. v1 é tal que, v1 = Φ(X1 . . . Xn−10)
onde n é tal que σn(X) = maxk(σ
2kX). A sequência X1 . . . Xn−10 atinge o ponto 0 numa
iteração impar pelo que, sob iteração do par (fv1 , fw1), 0 realiza uma órbita bicŕıtica. Evi-
dentemente X1 . . . Xn−10 não pertence ao osso B0(X). Se X < X1 . . . Xn−10 então
Φ(X) < Φ(X1 . . . Xn−10) = v1
nesse caso Iv1 =]Φ(X), v1[, caso contrário Iv1 =]v1,Φ(X)[.
1.5 Renormalização e produto-∗
Em 1978, Derrida, Gervois e Pomeau [ref] introduziram o produto-∗ aplicado aos invariantes
de amassamento de famı́lias unimodais. Esta ferramenta algébrica permite gerar sequências
admisśıveis novas a partir de sequências conhecidas, está directamente relacionada com a
renormalização das aplicações e consequentemente com a existência de auto-semelhanças no
diagrama de bifurcação. Em [Simoes] introduziu-se o conceito de renormalização e definiu-
se produto-∗ no contexto dos sistemas não autónomos periódicos, em particular no caso
das funções monótonas por troços. Provou-se que, à semelhança do que é conhecido para
sistemas autónomos, há uma correspondência entre a criação de zo as de renormalização no
espaço de parâmetros e a decomposição das sequências simbólicas em factores-∗. Seguindo de
perto [Simoes] e [quem definiu renormalização usando conjugação] estabelecemos as seguintes
definições:
Definição 8 Consideremos o sistema dinâmico não autónomo de peŕıodo 2, F , gerado pela
iteração de (f0, f1) = (f
v, fw). Dizemos que F é i-renormalizável, i = 0, 1, se existe n par e
a > 0, tais que, a função Rni (F ) : [−a, a] → [−a, a] definida por
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de perto [FSS13] estabelecemos as seguintes definições:
Definição 1.5.1. Consideremos o sistema dinâmico não autónomo de peŕıodo 2, F , gerado
pela iteração de (f0, f1) = (f
v, fw). Dizemos que F é i-renormalizável, i = 0, 1, se existe n
par e a > 0, tais que, a função Rni (F ) : [−a, a] → [−a, a] definida por
Rni (F )(x) = π (F
n(x, i))
é conjugada de uma função da famı́lia ST . A função Rni (F ) diz-se uma i-renormalização de
F . Dizemos que F é renormalizável se é i-renormalizável para ambos i = 0, 1.









= fv ◦ fw ◦ fv ◦ fw para o par (v, w) = ( 23128 , 113128). Observa-se que o intervalo de















1.4. TAXAS DE CONVERGÊNCIA 7
Definição 5 Considere os o sistema não autónomo gerado pela iteração de (f0, f1) = (fv, fw).
Dizemos que:
1. (f0, f1) é renormalizável em Ii, i = 0, 1, se existe n par e [a, b], com a < 0 < b, tais que
(F i)n : [ , b] → [a, b]
é conjugada de uma função da famı́lia ST .
2. (f0, f1) ´ renormalizável em (I0, I1), s ex ste n par [a, b], com a < 0 < b, tais que
(F i)n : [a, b] → [a, b], i = 0, 1
são ambas conjugadas de uma função da famı́lia ST .
Exemplo 2 N figura 1.1 estão representados os gráficos de (F 0)2 = fw◦fv e (F 1)2 = fw◦fv
para o par (v, w). Observa-se que os intervalos de renormalização I0 = [a0, b0] e I1 = [a1, b1]
são invariantes, isto é, (F 0)2(I0) ⊂ I0 e (F 1)2(I1) ⊂ I1.
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Definição 5 Consid remos o sistema não autónomo gerado pela iteração de (f0, f1) = (fv, fw).
Dizemos que:
1. (f0, f1) é renormalizável em Ii, i = 0, 1, se existe n tal que n mod 2 = i e [a, b], com
a < 0 < b, tais que
Fn : [a, b] → [a, b]
é conjugada de uma função da famı́lia ST .
2. (f0, f1) é renormalizável em (I0, I1), se existe n e [a0, b0] e [a1, b1], com ai < 0 < bi,
i = 0, 1 tais que
Fn : [ai, bi] → [ai, bi], i = 0, 1
são ambas conjugadas de um funçã da famı́lia ST .
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Definição 5 Consideremos o sistema não autónomo gerado pela iteração de (f0, f1) = (fv, fw).
Dizemos que:
1. (f0, f1) é renorm lizável em Ii, i = 0, 1, se existe n tal que n mod 2 = i e [a, b], com
a < 0 < b, tais qu
Fn : [a, b] → [a, b]
é conjugada de uma função da famı́lia ST .
2. (f0, f1) é renormalizável em (I0, I1), se existe n e [a0, b0] e [a1, b1], com ai < 0 < bi,
i = 0, 1 tais que
Fn : [ai, bi] → [ai, bi], i = 0, 1
são ambas conjugadas de uma função da famı́lia ST .
graficozinho
1.4 Taxas de convergência
Consi eramos x com itinerário finito X = X1 . . . 0, de comprimento |X|, dado por
FX(x) = fX|X|−1 ◦ . . . ◦ fX0(x)
onde fR = f+ e fL = f−.
Recordemos que o sinal εi(X) é dado por εi(X) =
￿i
j=1 ε(Xj), onde ε(Xj) é o sinal asso-
ciado ao śımbolo Xj , tendo e conta a monotonia das funções STv nos intervalos da partição,
ε(Xj) =
￿
1, Xi = L
−1, Xi = R
Temos










|X|−iεi · · · ε|X|−1
2|X|ε0 · · · ε|X|−1
Dadas as sequência finitas X ∈ Σn.a. e K = K0 . . . 0 ∈ Σa tais que X ∗ K é admisśıvel,
constrúımos a sucessão X(n) do seguinte modo:
X(0) = X ∧X(n+1) =
￿
X(n) ∗ K se K é admisśıvel no contexto induzido por X(n)
X(n) ∗ (−K) se K não é admisśıvel no contexto induzido por X(n)
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é conjugada de uma função da famı́lia ST .
2. (f0, f1) é renormalizável em (I0, I1), se existe n e [a0, b0] e [a1, b1], com ai < 0 < bi,
i = 0, 1 tais que
Fn : [ai, bi] → [ai, bi], i = 0, 1
são ambas conjugadas de uma função da famı́lia ST .
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1.4 Taxas de convergência
Consideramos x com itinerário finito X = X1 . . . 0, de comprimento |X|, dado por
FX(x) = fX|X|−1 ◦ . . . ◦ fX0(x)
onde fR = f+ e fL = f−.
Recordemos que o sinal εi(X) é dado por εi(X) =
￿i
j=1 ε(Xj), onde ε(Xj) é o sinal asso-
cia ao śı bolo Xj , tendo e conta a monotonia das funções STv nos intervalos da partição,
ε(Xj) =
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|X|−iεi · · · ε|X|−1
2|X|ε0 · · · ε| |−1
Dadas a sequência finitas X ∈ Σn.a. e K = K0 . . . 0 ∈ Σa tais que X ∗ K é admisśıvel,
constrúımos a sucessão X(n) do seguinte modo:
X(0) = X ∧X(n+1) =
￿
X(n) ∗ K se K é admisśıvel no contexto induzido por X(n)
X(n) ∗ (−K) se K não é admisśıvel no contexto induzido por X(n)
Figura 1.1: Intervalo de renormalização para F 2 = fw ◦ fv, co (v, w) = (58 , 12)
1.4 Taxas de convergência
Consideramos x com itinerário finito X = X1 . . . 0, de comprimento |X|, dado por
FX(x) = fX|X|−1 ◦ . . . ◦ fX0(x)
onde fR = f+ e fL = f−.
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1.4 Taxas de convergência
Consideramos x com itinerário finito X = X1 . . . 0, de comprimento |X|, dado por
FX(x) = f |X|−1 ◦ . . . ◦ fX0(x)
nde fR = f+ e fL = f−.
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Dadas as sequência finitas X ∈ Σn.a. e K = K0 . . . 0 ∈ Σa tais que X ∗ K é admisśıvel,
constrúımos a sucessão X(n do seguinte modo:
X(0) = X ∧X(n+1) =
￿
X(n) ∗ K se K é admisśıvel no contexto induzido por X(n)
X(n) ∗ (−K) se K não é admisśıvel no contexto induzido por X(n)
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i = 0, 1 tais que
Fn : [ai, bi] → [ai, bi], i = 0, 1
são ambas conjugadas de uma função a famı́lia ST .
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1.4 Tax s de convergê cia
Consideramos x com itinerário finito X = X1 . . . 0, de comprimento |X|, dado por
FX(x) = fX|X|−1 ◦ . . . ◦ fX0(x)
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D das as sequência finitas X ∈ Σn.a. e K = K0 . . . 0 ∈ Σa tais que X ∗ K é admisśıvel,
constrúımos a sucessão X(n) do seguinte modo:
X(0) = X ∧X(n+1) =
￿
X(n) ∗ K se K é admisśıvel no contexto induzido por X(n)
X n) ∗ (−K) se K não é admisśıvel no contexto induzido por X(n)
Figura 1.1: Intervalo de renormalização para F 2 = fw ◦ fv, co (v, w) = (58 , 12)
1.4 Taxas de convergência
Consideramos x com itinerário finito X = X1 . . . 0, de comprimento |X|, dado por
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(a) (F0)
2 = fw ◦ fv
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é conjugada de uma função da famı́lia ST .
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ciado ao śımbolo Xj , tendo e conta a monotonia das funções STv nos intervalos da partição,
ε(Xj) =
￿
1, Xi = L
−1, Xi = R
Temos










|X|−iεi · · · ε|X|−1
2|X|ε0 · · · ε|X|−1
Dadas as sequência finitas X ∈ Σn.a. e K = K0 . . . 0 ∈ Σa tais que X ∗ K é admisśıvel,
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Fig ra 1.1: Intervalos de renor alização para (v, w) = (58 ,
1
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Uma vez F é renormalizável em (I0, I1), existe ma s dois intervalos de renormalização
I2 e I3, neste caso à direit de I0 e I1 respectivame t . Tem-se fv(I0) ⊂ I2 e fw(I1) ⊂ I3.
1.4 Taxas de c nvergência
Consideram s x com it n r´rio finito = 1 . . . 0, de c mprimento |X|, dado por
FX(x) = fX|X|−1 ◦ . . . ◦ fX0(x)
1.5. RENORMALIZAÇÃO E PRODUTO-∗ 11
Escrevemos B0(X) e B1(X) para osso esquerdo e osso direito respectivamente, isto é,
B0(X) = {p = (u, v) : K0p = X} e B1(X) = {p = (u, v) : K1p = X}. Ao conjunto de todos os
ossos chamamos esqueleto.
Definição 7 Chamamos órbita cŕıtica a uma órbita que contenha o ponto 0 como pré-imagem
de f0 ou f1. Uma órbita diz-se bicŕıtica se contém 0 como pré-imagem de f0 e também como
pré-imagem de f1.
No que s segue propomos uma descrição construtiva do esquel to simbólico:
Teorema 3 Dada uma sequê cia X maximal, com |X| = 2n, existem w1 e v1 tais que
B0(X) = {Φ(X)} × [w1, 1] ∪ Iv1 × {w1}.
Temos w1 = Φ(maxk(σ
2k−1(X))) para k ∈ N e 2k−1 < |X| v1 é tal que, v1 = Φ(X1 . . . Xn−10)
onde n é tal que σn(X) = maxk(σ
2kX). A sequência X1 . . . Xn−10 atinge o ponto 0 numa
iteração impar pelo que, sob iteração do par (fv1 , fw1), 0 realiza uma órbita bicŕıtica. Evi-
dentemente X1 . . . Xn−10 não pertence ao osso B0(X). Se X < X1 . . . Xn−10 então
Φ(X) < Φ(X1 . . . Xn−10) = v1
nesse caso Iv1 =]Φ(X), v1[, caso contrário Iv1 =]v1,Φ(X)[.
1.5 Renormalização e produto-∗
Em 1978, Derrida, Gervois e Pomeau [ref] introduziram o produto-∗ aplicado aos invariantes
de amassamento de famı́lias unimodais. Esta ferramenta algébrica permite gerar sequências
admisśıveis novas a partir de sequências conhecidas, está directamente relacionada com a
renormalização das aplicações e consequentemente com a existência de auto-semelhanças no
diagrama de bifurcação. Em [Simoes] introduziu-se o conceito de renormalização e definiu-
se produto-∗ no contexto dos sistemas não autónomos periódicos, em particular no caso
das funções monótonas por troços. Provou-se que, à semelhança do que é conhecido para
sistem s autónomo , há uma corre pondência entre a criação de zo as de renormalização no
espaço de parâmetros e a decomposição das sequências simbólicas em factores-∗. Seguindo de
perto [Simoes] e [quem definiu renormalização usando conjugação] estabelecemos as seguintes
definições:
Definição 8 Consideremos o sistema dinâmico não autónomo de peŕıodo 2, F , gerado pela
teraçã de (f0, f1) = (f
v, fw). Dizemos que F ´ i-renormalizável, i = 0, 1, se existe n par e
a > 0, tais que, a função Rni (F ) : [−a, a] → [−a, a] definida por
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diagrama de bifurcação. Em [Simoes] introduziu-se o conceito de renormalização e definiu-
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das funções monótonas por troços. Provou-se que, à semelhança do que é conhecido para
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Definição 8 Consideremos o sistema dinâmico não autónomo de peŕıodo 2, F , gerado pela
iteração de (f0, f1) = (f
v, fw). Dizemos que F é i-renormalizável, i = 0, 1, se existe n par e
a > 0, tais que, a função Rni (F ) : [−a, a] → [−a, a] definida por
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1.4. TAXAS DE CONVERGÊNCIA 7
Definição 5 Consideremos o sistema não autónomo gerado pela iteração de (f0, f1) = (fv, fw).
Dizemos que:
1. (f0, f1) é renormalizável em Ii, i = 0, 1, se existe n par e [a, b], com a < 0 < b, tais que
(F i)n : [a, b] → [a, b]
é conjugada de uma função da famı́lia ST .
2. (f0, f1) é renormalizável em (I0, I1), se existe n par e [a, b], com a < 0 < b, tais que
(F i)n : [a, b] → [a, b], i = 0, 1
são ambas conjugadas de uma função da famı́lia ST .
Exemplo 2 Na figura 1.1 estão representados os gráficos de (F 0)2 = fw◦fv e (F 1)2 = fw◦fv
para o par (v, w). Observa-se que os intervalos de renormalização I0 = [a0, b0] e I1 = [a1, b1]
são invariantes, isto é, (F 0)2(I0) ⊂ I0 e (F 1)2(I1) ⊂ I1.
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Defi ição 5 Consid em s o sis ma não autónomo gerado pela iteração de (f0, f1) = (fv, fw).
Dizemos que:
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ciado ao śımbolo Xj , tendo e conta a monotonia das funções STv nos intervalos da partição,
ε(Xj) =
￿
1, Xi = L
−1, Xi = R
Temos










|X|−iεi · · · ε|X|−1
2|X|ε0 · · · ε|X|−1
Dadas as sequência finitas X ∈ Σn.a. e K = K0 . . . 0 ∈ Σa tais que X ∗ K é admisśıvel,
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é conjugada de um função da famı́lia ST .
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2. (f0, f1) é renormalizável em (I0, I1), se existe n e [a0, b0] e [a1, b1], com ai < 0 < bi,
i = 0, 1 tais que
Fn : [ai, bi] → [ai, bi], i = 0, 1
são mbas conjug das de uma função da famı́lia ST .
graficozinho
1.4 Tax s de convergênci
Consideramos x com itinerário finito X = X1 . . . 0, de comprimento |X|, dado por
FX(x) = fX|X|−1 ◦ . . . ◦ fX0(x)
nde fR = f+ e fL = f−.
Recordemos que o sinal εi(X) é dado por εi(X) =
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Definição 5 Consideremos o sistema não autónomo gerado pela iteração de (f0, f1) = (fv, fw).
Dizemos que:
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￿i
j=1 ε(Xj), onde ε(Xj) é o sinal asso-
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￿i
j=1 ε(Xj), onde ε(Xj) é o sinal asso-
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Fig ra 1.1: Intervalos de renor alização para (v, w) = (58 ,
1
2)
Uma vez F é renormalizável em (I0, I1), existe mais dois intervalos de renormalização
I2 I3, este caso à direita e I0 e I1 respectivame te. Tem-se fv(I0) ⊂ I2 e fw(I1) ⊂ I3.
1.4 Taxas de convergência
Consideram s x c m itin r´rio finito = 1 . . . 0, de c mprimento |X|, dado por
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Uma vez que F é renormalizável p r i = 0 e i = 1, existe m o tro intervalo onde F é
invariante, neste caso à direit de I0. Tem- v(I0) ⊂ I1 e w(I0 ⊂ I1.
Exe plo .5.2. Consid remos o p r (v, w) = (58 ,
3
4) e o sistema dinˆ co não autónomo F ,
de peŕıodo 2, ge do pela iteração d ( 0, f1) = (f
v, fw). Neste caso só h´ -renormalização em

















Para a con t ução pro uto-∗ resultado seguintes p cisamo de definir a noção
de admissibilid e n c n ext autóno o. Em [FSS 3] a noção d ad issibilidade é desde
1.5. Renorm lização e produto-∗ 15
de perto [FSS13] estabelecemos as seguintes definições:
Definição 1.5.1. Consideremos o sistema dinâmico não autónomo de peŕıodo 2, F , gerado
pela iteração de (f0, f1) = (f
v, fw). Dizemos que F é i-renormalizável, i = 0, 1, se existe n
par e a > 0, tais que, a função Rni (F ) : [−a, a] → [−a, a] definida por
Rni (F )(x) = π (F
n(x, i))
é conjugada de uma função da famı́lia ST . A função Rni (F ) diz-se uma i-renormalização de
F . Dizemos que F é renormalizável se é i-renormalizável para ambos i = 0, 1.









= v w v ◦ fw para o par (v, w) = ( 23128 , 113128). Observa-se que o intervalo de















1.4. TAXAS DE CONVERGÊNCIA 7
Definição 5 Consideremos o sistema não autónomo gerado pela iteração de (f0, f1) = (fv, fw).
Dizemos que:
1. (f0, f1) é renormalizável em Ii, i = 0, 1, se existe n par e [a, b], com a < 0 < b, tais que
(F i)n : [a, b] → [a, b]
é conjugada de uma função da famı́lia ST .
2. (f0, f1) é renormalizável em (I0, I1), se existe n par e [a, b], com a < 0 < b, tai
(F i)n : [a, b] → [a, b], i = 0, 1
são ambas conjugadas de uma função da famı́lia ST .
Exemplo 2 Na figura 1.1 stão rep esentados os gráficos de (F 0)2 = fw◦fv e (F 1)2 = fw◦fv
p a o par (v, w). Observa-se que os intervalos de renormalização I0 = [a0, b0] e I1 = [a , b1]
sã invariantes, ist é, (F 0)2(I0) ⊂ I0 e (F 1)2(I1) ⊂ I1.
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2. (f0, f1) é renormalizável em (I0, I1), se existe n e [a0, b0] e [a1, b1], com ai < 0 < bi,
i = 0, 1 tais que
Fn : [ai, bi] → [ai, bi], i = 0, 1
são ambas conjugadas de uma função da famı́lia ST .
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Dadas as sequência finitas X ∈ Σn.a. e K = K0 . . . 0 ∈ Σa tais que X ∗ K é admisśıvel,
constrúımos a sucessão X(n) do seguinte modo:
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￿
X(n) ∗ K se K é admisśıvel no contexto induzido por X(n)
X(n) ∗ (−K) se K não é admisśıvel no contexto induzido por X(n)
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ciado ao śımbolo Xj , tendo e conta a monotonia das funções STv nos intervalos da partição,
ε(Xj) =
￿
1, Xi = L
−1, Xi = R
Temos










|X|−iεi · · · ε|X|−1
2|X|ε0 · · · ε|X|−1
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Dadas as sequência finitas X ∈ Σn.a. e K = K0 . . . 0 ∈ Σa tais que X ∗ K é admisśıvel,
constrúımos a sucessão X(n) do seguinte modo:
(0) = X ∧X(n+1) =
￿
X(n) ∗ K se K é admisśıvel no contexto induzido por X(n)
X(n) ∗ (−K) se K não é admisśıvel no contexto induzido por X(n)
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Definição 5 Consideremos o sistema nã autónomo g rad p la it ração de (f0, f1) = (fv, fw).
Dizemos que:
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1.4 Taxas de conv rgê cia
Conside m s x co itinerári finit X = 1 . . . 0, de com rimento |X|, dado p r
FX(x) = fX|X|−1 ◦ . . . ◦ fX0(x)
ond fR = f+ e fL = f .
R cord m s que o sinal εi(X) é dado por εi(X) =
￿i
j=1 ε(Xj), onde ε(Xj) é o sinal asso-
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ε(Xj) =
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Temos
FX(x) = 1 +
|X|−1￿
i=1
2| |−iεi...|X|−1 + 2
|X|ε0...|X|−1x, (1.3)
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Dadas as seq ê cia finitas X ∈ Σn.a. e K = K0 . . . 0 ∈ Σa tais que X ∗ K é admisśıvel,
constrúımos a sucessão X(n) do seguinte modo:
X(0) = X ∧X(n+1) =
￿
X(n) ∗ K se K é admisśıvel no contexto induzido por X(n)
X(n) ∗ (−K) se K não é admisśıvel no contexto induzido por X(n)
Figura 1.1: Intervalo de renormalização para F 2 = fw ◦ fv, co (v, w) = (58 , 12)
1.4 Taxas de conv rgência
Consideramos x com itinerário finito X = X1 . . . 0, de comprimento |X|, dado por
FX(x) = fX|X|−1 ◦ . . . ◦ fX0(x)
onde fR = f+ e fL = f−.
Recordemos que sinal εi(X) é dado por εi( ) =
￿i
j=1 ε(Xj), onde ε(Xj) é o sinal sso-
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ε(Xj) =
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1, i = L
−1, Xi = R
(a) (F0)
2 = fw ◦ fv
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Consideramos x com itinerário finito X = X1 . . . 0, de comprimento |X|, dado por
FX(x) = fX|X|−1 ◦ . . . ◦ fX0(x)
onde fR = f+ e fL f−.
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￿i
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ε(Xj) =
￿
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−1, i = R
Temos
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Dadas as sequência finitas X ∈ Σn.a. e K = K . . . 0 ∈ Σa tais que X ∗ K é admisśıvel,
constrúımos a sucessão (n) do seguinte modo:
X(0) = X ∧X(n+1) =
￿
X(n) ∗ K se K é admisśıvel no contexto induzido por X(n)
X(n) ∗ (−K) se não é admisśıvel no contexto induzido por X(n)
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1. (f0, f1) é renormalizável em Ii i = 0, 1, s exist n tal que n mod 2 = i e [a, b], com
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é conjugada de uma função da famı́lia ST .
2. (f0, f1) é renormalizável em (I0, I1), se existe n e [a0, b0] e [a1, b1], com ai < 0 < bi,
= 0, 1 tais que
Fn : [ai, bi] → [ai, bi], i = 0, 1
são ambas conjugadas de uma função da famı́lia ST .
graficozinho
1.4 Taxas de convergência
Consideramos x com itinerário finito = X1 . . . 0, de comprimento |X|, dado por
FX(x) = fX|X|−1 ◦ . . . ◦ fX0(x)
onde fR = f+ e fL = f−.
Recordemo que o sinal εi(X) é d do por εi(X) =
￿i
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￿
1, Xi = L
−1, Xi = R
Temos










|X|−iεi · · · ε|X|−1
2|X|ε0 · · · ε|X|−1
Dadas s sequê cia finitas X ∈ Σn.a. K = K0 . . . 0 ∈ Σa tais que X ∗ K é admisśıvel,
constrúımos a sucessão X(n) do seguinte modo:
X(0) = X ∧X(n+1) =
￿
X(n) ∗ K se K é admissıvel o c ntext induzido por X(n)
X(n) ∗ (−K) se K não é admissıvel no context induzido por X(n)
F gura 1.1: Intervalo de r norm lização para F 2 = fw ◦ fv, co (v, w) = (58 , 12)
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2. (f0, f1) é ren rm lizável em (I0, I1), se existe n e [a0, b0] e [a1, b1], com ai < 0 < bi,
i = 0, 1 tais que
Fn : [ai, bi] → [ai, bi], i = 0, 1
são mbas conjugadas de uma função da famı́lia ST .





1.4. TAXAS DE CONVERGÊNCIA 7
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C nsid ram s x com itinerário fi ito X X1 . . . 0, de c mprimento | |, d do p r
FX(x) = fX|X|−1 ◦ . . . ◦ fX0(x)
onde fR = f+ e fL = f−.
Record mos que o sinal εi( ) é dado por εi(X) =
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Dadas as sequência finitas X ∈ Σn.a. e K = K0 . . . 0 ∈ Σa tais que X ∗ K é admisśıvel,
constrúımos a sucessão X(n) do seguinte modo:
X(0) = X ∧X(n+1) =
￿
(n) ∗ K se K é admisśıvel no contexto induzido por X(n)
X(n) ∗ (−K) se K não é admisśıvel no contexto induzido por X(n)
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1.4 Taxas de convergência
Consideramos x c m itinerário finito X = 1 . . . 0, de compriment |X|, dado por
FX(x) = fX|X|−1 ◦ . . . ◦ fX0(x)
onde fR = f+ e fL = f−.
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￿i
j=1 ε(Xj), onde ε(Xj) é o sinal asso-
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Dadas as sequência finitas X ∈ Σ .a. e = 0 . . . 0 ∈ Σa tais que X ∗ K é admisśıvel,
co strúımos a sucessão X(n) do seguinte modo:
X(0) = X ∧X(n+1) =
￿
X(n) ∗ K se K é admisśıvel no contexto induzido por X(n)
X(n) ∗ (−K) se K não é admisśıvel no contexto induzido por X(n)
Figura 1.1: Interv lo de renormalização para F 2 = fw ◦ fv, co (v, w) = (58 , 12)
1.4 Taxas e convergên ia
Consideramos x com i inerário finito X = X1 . . . 0, de comprimento |X|, dado por
FX(x) fX|X|−1 ◦ . . . ◦ fX0(x)
onde fR = f+ e fL = f−.
Recordemos que o sinal εi ) é dado por ε (X) =
￿i
j=1 ε(Xj), onde ε(Xj) é o sinal asso-
ciado ao śımbolo j , tendo e conta a monotonia das funções STv nos intervalos da partição,
ε(Xj) =
￿
1, i = L
−1, Xi = R
(b) (F )2 = fv ◦ fw
Fig ra 1.1: Intervalos de renor alização para (v, w) = (58 ,
1
2)
Um vez F é normal zável e (I0, I1), existe mais dois interv l s de renorm lização
I2 e I3, este cas à dir ita de I0 e I1 res ectivame t . Tem-se fv(I0) ⊂ I2 e fw(I1) ⊂ I3.
1.4 Taxa d c v rgê c a
Consideramos x com it n r´rio finito = 1 . . . 0, de c mprim nt | |, d do p r
FX(x) = f |X|−1 ◦ . . . ◦ fX0(x)
1.5. RENORMALIZAÇÃO E PRODUTO-∗ 11
Escrevemos B0(X) e B1(X) para osso esquerdo e osso direito respectivamente, isto é,
B0(X) = {p = (u, v) : K0p = X} e B1(X) = {p = (u, v) : K1p = X}. Ao conjunto de todos os
ossos chamamos esqueleto.
Definição 7 Chamamos órbita cŕıtica a uma órbita que contenha o ponto 0 como pré-imagem
de f0 ou f1. U a órbita diz-se bicŕıtica se contém 0 como pré-imagem de f0 e ta bém como
pré-imagem de f1.
No que se segue propomos uma descrição construtiva do esqueleto imbólico:
Teorema 3 Dada uma sequência X maximal, com |X| = 2n, existem w1 e v1 tais que
B0(X) = {Φ(X)} × [w1, 1] ∪ Iv1 × {w1}.
Temos w1 = Φ(maxk(σ
2k−1(X))) para k ∈ N e 2k−1 < |X| v1 é tal que, v1 = Φ(X1 . . . Xn−10)
onde n é tal que σn(X) = maxk(σ
2kX). A sequência X1 . . . Xn−10 atinge o ponto 0 numa
iteração impar pelo que, sob it raç˜o do p r (fv1 , fw1), 0 realiza uma órbita bicŕıtica. Evi-
dentemente X1 . . . Xn−10 não pertence ao osso B0(X). Se X < X1 . . . Xn−10 então
Φ(X) < Φ(X1 . . . Xn−10) = v1
nesse caso Iv1 =]Φ(X), v1[, caso contrário Iv1 =]v1,Φ(X)[.
1.5 Renormalização e produto-∗
Em 1978, Derrida, Gervois e Pomeau [ref] introduziram o produto-∗ aplicado aos invariantes
de assam nto de famı́l as unimodais. Est ferramenta algébrica p rmite gerar sequências
admisśıveis novas a partir de sequências onhecidas, está directamente rel cionada com a
renormalização das aplicações e consequentemente com a existênci de auto-semelha ças no
diagrama de bifurcação. E [Simoes] introduziu-se o conceito de renormalização e definiu-
se produto-∗ no contexto dos sistemas não autónomos periódicos, em particular no caso
das funções monótonas por troços. Provou-se que, à semelhança do que é conhecido para
sistemas autónomos, há uma correspondência entre a criação de zo as de renormalização no
espaço de parâmetros e a decomposição das sequências simbólicas em factores-∗. Seguindo de
perto [Simoes] e [quem definiu renormalização usando conjugação] estabelecemos as seguintes
definições:
Definição 8 Consideremos o sistema dinâmico não autónomo de peŕıodo 2, F , gerado pela
iteração de (f0, f1) = (f
v, fw). Dizemos que F é i-renormalizável, i = 0, 1, se existe n par e
a > 0, tais que, a função Rni (F ) : [−a, a] → [−a, a] definida por
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renormalização das plicações e consequentemente com a existência de auto-semelh nças no
diagr a de bifurcação. E [Simoes] introduziu-se o conceito renormalização e definiu-
se produto-∗ no contexto dos sistemas não autónomos periódicos, em particular no caso
das funções monótonas por troços. Provou-se que, à semelhança do que é conhecido para
sistemas autónomos, há uma correspondência entre a criação de zonas de renormalização no
espaço de parâmetros e a decomposição d s sequências simbólicas em factores-∗. Seguindo de
perto [Simoes] e [quem definiu renormalização usando conjugação] estabelecemos as seguintes
definições:
Definição 8 Consideremos o sistema dinâmico não autónomo de peŕıodo 2, F , gerado pela
iteração de (f0, f1) = (f
v, fw). Dizemos que F é i-renormalizável, i = 0, 1, se existe n par e
a > 0, tais que, a função Rni (F ) : [−a, a] → [−a, a] definida por
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1.4. TAXAS DE CONV RGÊNCIA 7
Definição 5 Consideremos o sistema nã autónomo gerado pela iteração de (f0, f1) = (fv, fw).
Dizemos que:
1. (f0, f1) é renormalizável em Ii, i = 0, 1, se existe n par e [a, b], com a < 0 < b, tais que
(F i)n : [a, b] → [a, b]
é conjugada de uma função da famı́lia ST .
2. (f0, f1) é renormalizável em (I0, I1), se existe n par e [a, b], com a < 0 < b, tais que
(F i)n : [a, b] → [a, b], i = 0, 1
são ambas conjugadas de uma função da famı́lia ST .
Exemplo 2 Na figura 1.1 estão representados os gráficos de (F 0)2 = fw◦fv e (F 1)2 = fw◦fv
p ra o par (v, w). Observa-se que os intervalos de renormalização I0 = [a0, b0] e I1 = [a1, b1]
são invariantes, isto é, (F 0)2(I0) ⊂ I0 e (F 1)2(I1) ⊂ I1.
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1. (f0, f1) é renormalizável em Ii, i = 0, 1, se existe n tal que n mod 2 = i e [a, b], com
a < 0 < b, tais que
Fn : [a, b] → [a, b]
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Dadas as sequência finitas X ∈ Σn.a. e K = K0 . . . 0 ∈ Σa tais que X ∗ K é admisśıvel,
constrúımos a sucessão X(n) do seguinte modo:
X(0) = X ∧X(n+1) =
￿
X(n) ∗ K se K é admisśıvel no contexto induzido por X(n)
X(n) ∗ (−K) se K não é admisśıvel no contexto induzido por X(n)
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1. (f0, f1) é renormalizável em Ii, i = 0, 1, se existe n tal que n mod 2 = i e [a, b], com
a < 0 < b, tais que
Fn : [a, b] → [a, b]
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1. (f0, f1) é renormaliz´vel em Ii, i = 0, 1, se existe n tal que n mod 2 = i e [a, b], com
< 0 < b, tais que
Fn : [a, b] → [a, b]
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￿i
j=1 ε(Xj), onde ε(Xj) é o sinal asso-
ciado ao śımbolo Xj , tendo e conta a monotonia das funções STv nos intervalos da partição,
ε(Xj) =
￿
1, Xi = L
−1, Xi = R
Temos










|X|−iεi · · · ε|X|−1
2|X|ε0 · · · ε|X|−1
Dadas as sequência finitas X ∈ Σn.a. e K = K0 . . . 0 ∈ Σa tais que X ∗ K é admisśıvel,
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Definição 5 Consideremos o sistema não autónomo gerado pela iteração de (f0, f1) = (fv, fw).
Dizemos que:
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Uma vez F é ren rmalizável em (I0, I1), existe mais dois intervalos de renormalização
I2 I3, este caso ` ireita e I0 I1 respectivame te. T m-se fv(I0) ⊂ I2 e fw(I1) ⊂ I3.
1.4 Tax s de c vergˆ cia
Consideram s x com itin r´rio finito = 1 . . . 0, de c mprimento | |, dado por
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Uma vez que F é renormalizável para i = 0 e i = 1, existe m o tro intervalo onde F é
invariante, n st c so à direit d I0. Tem- v(I0) ⊂ I1 e w(I0 ⊂ I1.
Exemplo 1.5.2. Consider os o p r (v, w) (58 ,
3
4) e o sistem dinˆm co não utón mo F ,
de peŕı d 2, ge do pel iter ção de ( 0, f1) = (f ,
w). Nest c ´ h´ i-renormalização em

















P ra a ruç˜ d ro ut -∗ r sulta o seguintes p cisam d efinir a oçã












Recordamos a definiç˜o de produto-∗, o co texto it r ç˜o fu çõ s d tipo tenda
cortada, entre uma sequência finit X = X1 . . . Xn−10 e u q ência Y = Y1 . . . Yk . . .
em Σ:
X ∗ Y = X[ ,n− ]Y X[1,n−1]Y2 . . X 1,n−1 YkX 1 −1] . .
Seguind [FSS13] temos a seguint g ner liz ção d pr d t -∗ no c text ˜o utóno o:
Defin ção 4 5.4. O pr duto-∗j e tr u pa s que cia t s ( 0, X ), m |Xj | mod
2 = 0, e uma sequência Y Y1 . . . Yk . . é o p r
( 0, 1) ∗j Y ( 0 ∗j Y, ∗j Y
onde Xi ∗j Y = Xi se i 6= j, e i ∗j Y i ∗ Y se i = j.
Naturalmente coloc -se a quest˜o e s b r quais as s q ˆnci s is ı́veis r sulta tes
do produto-∗. O re ultado seguinte responde cabal ente a esta questão:
Teorema 4.5.5. Dados um par (X0, X1) ∈ Σ+2 e uma sequência Y ∈ Σ, temos (X0, X1)∗j
Y ∈ Σ+2 , com j tal que |Xj | mod 2 = 0, se e só se Y = Y1 . . . Yn0 ∈ Σ+(α,−α) onde
α = ε|Xj |−1(X
j).
Os argumentos da prova são totalmente análogos aos apresentados em [FSS13].
Definição 4.5.6. O produto-∗ entre um par de sequências finitas (X0, X1), com |Xj | mod
2 = 0, para j ∈ {0, 1}, e um par de sequências (Y 0, Y 1) ∈ Σ é o par
(X0, X1) ∗ (Y 0, Y 1) = (X0 ∗ Y 0, X1 ∗ Y 1).
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Corolário 4.5.7 (Teorema 4.5.5 ). Dados os pares de sequências (X0, X1) ∈ Σ, com
|Xj | mod 2 = 0 e (Y 0, Y 1) ∈ Σ, o produto (X0, X1) ∗ (Y 0, Y 1) = (X0 ∗ Y 0, X1 ∗ Y 1)
é admisśıvel se e só se (X0, X1) ∈ Σ+2 e (Y 0, Y 1) ∈ Σ(α(0),−α(0)) × Σ(α(1),−α(1)) onde
α(i) = ε|Xi|−1(X
i).
Demonstração. Resulta imediatamente de (X0, X1) ∗ (Y 0, Y 1) =
(
(X0, X1) ∗0 Y 0
)
∗1 Y 1.
O resultado seguinte relaciona a existência de intervalos de renormalização num sistema
dinâmico não autónomo F , de peŕıodo 2, com invariante de amassamento (X0, X1), com a
redutibilidade de cada uma das sequências em factores-∗. Os argumentos da demonstração
sobre o resultado análogo no contexto não autónomo, para funções estritamente monótonas
por troços, (ver [FSS13]), podem ser reproduzidos no nosso contexto.
Teorema 4.5.8. Consideremos o sistema dinâmico não autónomo F , de peŕıodo 2, ge-
rado pela iteração de (f0, f1) = (f
v, fw), com invariante de amassamento (K0,K1).
F é i-renormalizável no intervalo [−a, a] com renormalização Rni (F ) se e só se exis-
tem (X0, X1) ∈ Σ+2 com |Xi| = n, par, e Y ∈ Σ(α,−α) onde α = ε|Xj |−1(Xj) tal que
(K0,K1) = (X0, X1) ∗i Y . Mais, Y é o invariante de amassamento de Rni (F ).
O resultado anterior permite obter uma decomposição do espaço de fases em relação
à combinatória da dinâmica.
Corolário 4.5.9. Consideremos um sistema dinâmico não autónomo F , de peŕıodo 2,
renormalizável em [−a, a] com invariante de amassamento K[F ] = (K0,K1) = (X0, X1)∗j
Y . Então π
(
F |X
j |([−a, a], j)
)




F i([−a, a], (i+ j) mod 2)
é uma união de intervalos nas fibras, invariantes por F . Mais, se x ∈ [−a, a] então
existe Z ∈ Σ+(α,−α))(Y ), com α = ε(Y ) tal que iF (x, j) = (X0, X1) ∗j Z. Se (x, i) ∈
[−1, 1]× {0, 1}\R e F k (x, i) /∈ R para nenhum k então iF (x, i) ∈ Σ+(X0, X1).
Exemplo 4.5.3. Consideremos o sistema não autónomo F com invariante de amassa-









. Temos RLR0 = R0∗L0, logo (RLR0, R0) = (R0, R0)∗0L0. Pelo Teorema
4.5.8, F é 0-renormalizável com renormalização R20[F ] cujo invariante de amassamento
é L0. Na Figura 4.11(a) temos o gráfico de π(F 2(·, 0)) onde se identifica o intervalo de
renormalização [−13 , 13 ]. Na Figura 4.11(b) temos também o gráfico de R20[F ] no intervalo
[−13 , 13 ]. Da análise gráfica verifica-se que o itinerário cŕıtico por R20[F ] é L0.
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(a) π(F 2(·, 0))









Exemplo 4.5.4. Consideremos novamente o sistema do exemplo 4.5.2. O invariante
de amassamento correspondente é (X0, X1) = (RRLRRRL0, RLLLRLL0). De acordo
com o Teorema 4.5.8 ambas as sequências são decompońıveis em factores-∗, com efeito
(X0, X1) = (RRL0, RLLLRLL0) ∗0 L0 e (X0, X1) = (RRLRRRL0, RRL0) ∗1 R0. Pela
leitura do gráfico a renormalização na fibra I0, R
4
0(F ), admite itinerário cŕıtico L0 e
a renormalização na fibra 1, R41(F ), admite itinerário cŕıtico R0, além disso, em cada
uma das fibras, os intervalos invariantes representados têm uma relação compat́ıvel com
a sequência simbólica do factor esquerdo do produto-∗.
Exemplo 4.5.5. De regresso ao exemplo 4.5.1, à luz do Teorema 4.5.8, observamos que o







, (X0, X1) = (RLR0, RL0), se
factoriza no produto-∗: (RLR0, RL0) = (R0, RL0) ∗0 L0. O teorema garante a existência
do intervalo de renormalização [−a, a] na fibra i = 0, mas não de um segundo intervalo
invariante como mostra este exemplo. (A existência de um intervalo de renormalização
numa fibra implica que existam intervalos invariantes na outra fibra.)
4.6 Taxas de convergência
Nesta secção apresentamos o resultado central do caṕıtulo, sobre a convergência de su-
cessões constrúıdas a partir do produto-∗ de sequências simbólicas, que estão directamente
relacionadas com a estrutura de bifurcação do sistema não autónomo estudado nas secções
anteriores. Provamos a convergência e calculamos explicitamente o limite de sucessões de
parâmetros correspondentes a pontos de bifurcação, mostrando que não depende do ponto
inicial onde se inicia a iteração. Em [Sil07], L. Silva calculou o limite para sucessões do
mesmo tipo num sistema autónomo de famı́lias de funções de Lorenz a dois parâmetros,
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nesta secção seguimos de perto a abordagem desse artigo. Os resultados apresentados são
originais e podem ser encontrados em [SSF14a].
Como referimos no Caṕıtulo 1, Feigenbaum conjecturou e deu fortes evidências experi-
mentais de que, para uma vasta classe de famı́lias unimodais, a sucessão λn de parâmetros
correspondentes a bifurcações de duplicação de peŕıodo tem uma taxa de convergência




= 4.669 . . .







0 se p > l
+∞ se p < l
(4.9)
para l = 1.
Em [BS82a], Beyer e Stein estudaram a convergência numa famı́lia de tendas cortadas






e se x < e
1 se e ≤ x ≤ 2− e
2− xe se x > 2− e
com e ∈ [0, 0.99[. Usando estimativas obtidas por computador, provaram que, se λn(e) é












Em [BS82b], os mesmos autores provaram que a sucessão λn(e) satisfaz a condição (4.9)
para l = 2, ou seja, apresenta taxa de convergência de tipo quadrático.
Por outro lado, sabemos que uma bifurcação de duplicação de peŕıodo corresponde à
criação de um intervalo de renormalização, ou seja, à existência de um intervalo J ⊂ I,
contendo o ponto cŕıtico, onde F 2 é unimodal. Nesse sentido, e estabelecida a relação entre
renormalização e produto-∗ no contexto não autónomo, vamos construir uma sucessão de
pontos (un, vn)n∈N no espaço de parâmetros correspondente a uma sucessão de pares de
potências (de produto-∗) de sequências simbólicas, dando origem a uma sucessão de pares
de funções tendas cortadas, renormalizáveis em cada uma das fibras.
Podemos considerar valores de x cujas órbitas não intersectam os patamares, a não
ser eventualmente nos extremos, uma vez que os pares de parâmetros a considerar cor-
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respondem a intersecções de ossos pares, que acontecem nos segmentos verticais dos ossos
esquerdos e segmentos horizontais dos ossos direitos.
Consideremos u ∈ [−1, 1], j ∈ {0, 1}, e o itinerário (X, j) de (x, j), com T (x) = u,
onde X = X1 . . . Xn−10 de comprimento |X| = n. Temos
TX(u) = TX|X|−1 ◦ . . . ◦ TX1 (u)
onde TR = T+ e TL = T−, definidas em 4.2.
Recordemos que o sinal εi(X) é dado por εi(X) =
∏i
j=1 ε(Xj), onde ε(Xj) é o sinal
associado ao śımbolo Xj , tendo em conta a monotonia das funções da famı́lia das tendas
cortadas nos intervalos da partição, ou seja
ε(Xj) =
{
1, Xi = L




TX(u) = 1 +
|X|−1∑
i=2
2|X|−iεi(X) + 2|X|−1ε|X|−1(X)u, (4.10)
Se TX(u) = 0, temos






Definição 4.6.1. Dada uma sequência X = X1X2 . . . Xn, com n ∈ N ou n = +∞, a







Dado um par de sequências finitas (X0, X1) ∈ Σ+2 , uma sequência Y ∈ Σ(α,−α), onde
α = ε|Xj |−1(X
j) e j ∈ {0, 1} constrúımos uma sucessão de pares (X0(n), X1(n))j do
seguinte modo:
(X0(0), X1(0))j = (X
0, X1), (4.12)
(X0(n+ 1), X1(n+ 1))j =
{
(X0(n), X1(n))j ∗j Y se Y ∈ Σ(αn,−αn)
(X0(n), X1(n))j ∗j (−Y ) se Y ∈ Σ(−αn,αn)
(4.13)





4.6. Taxas de convergência 77
Da definição de produto-∗j resulta que para i 6= j temos Xi(n) = Xi, para todos os
n ∈ N.
Lema 4.6.2. A sucessão Xj(n) definida acima é estritamente crescente.





seja, o número de śımbolos R em Xj(n) é par), então, se Y1 = R temos X
j(n + 1) =
Xj(n) ∗ Y , caso contrário temos Xj(n + 1) = Xj(n) ∗ (−Y ), em qualquer dos casos
Xj(n + 1) = Xj(n)1 . . . X
j(n)|Xj(n)|−1R . . . > X
j(n)1 . . . X
j(n)|Xj(n)|−10 = X(n). Se o
número de śımbolos R é ı́mpar o argumento é análogo.
Lema 4.6.3. Sejam (X0, X1) ∈ Σ+2 , Y ∈ Σ(α,−α), onde α = ε|Xj |−1(Xj) e j ∈ {0, 1},
então a sucessão Xj(n) definida acima satisfaz
|Xj(n+ 1)|
|Xj(n)| = |Y |.
Demonstração. Basta ver que
|Xj(n+ 1)| = |Xj(n)[1,|Xj(n)|−1]Y1Xj(n)[1,|Xj(n)|−1]Y2 . . . Y|Y |−1Xj(n)| = |Y ||Xj(n)|.
Exemplo 4.6.1. Consideremos o par de amassamento (R0, X1) e a sequência Y = L0.
Definindo a sucessão de sequências simbólicas com sucessivos produtos-∗ através da igual-
dade (4.12), consideremos as primeiras coordenadas dos primeiros quatro termos da su-
cessão (X0(n), X1(n))0 e os respectivos parâmetros apresentados na Tabela 4.6.1:
X0(n) xn = Φ(X
0(n))
R0 0.5
R0 ∗ L0 = RLR0 0.625
RLR0 ∗R0 = RLRRRLR0 0.648438
RLRRRLR0 ∗ L0 = RLRRRLRLRLRRRLR0 0.649811
Tabela 4.1:
A sucessão de sequências simbólicas (X0(n), X1(n))0 corresponde a uma sucessão de
pontos (xn, w) localizados na recta horizontal do espaço de parâmetros, w = Φ(X
1).
Consideremos w = 1. Na Figura 4.8(e) está representado o diagrama de bifurcação
de F (·, 0) ao longo da recta w = 1. No entanto, para melhor identificarmos os pontos de
duplicação de peŕıodo correspondentes às sequências simbólicas da Tabela 4.2 apresentamos
algumas ampliações do diagrama na Figura 4.12.
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Tabela 4.2: Alguns pontos de duplicação de peŕıodo e respectivas sequências simbólicas.
Em v = 0.6 é criado um ciclo atractivo de peŕıodo 4, em v = 0.6470588 é criado um
ciclo atractivo de peŕıodo 8, em 0.64980544708 é criado um ciclo atractivo de peŕıodo 16,
como se pode ver ampliando a respectiva faixa do espaço de parâmetros, Figura 4.12.
























Figura 4.12: Detalhe do diagrama de bifurcação de F (·, 0), w = 1.
Na primeira imagem vemos uma zona com um ciclo de peŕıodo 2 atractivo entre 0.5 e
0.6. Na segunda representação, intervalo [0.6, 0.66], vemos claramente a formação de um
ciclo de peŕıodo 4. Na terceira representação, intervalo [0.645, 0.65], vemos a criação de
um ciclo de peŕıodo 8 e na última imagem, intervalo [0.649804, 064982], vemos a formação
de um ciclo de peŕıodo 16, embora só esteja representada a parte inferior do diagrama.
Os pontos xn e os pontos vn estão relacionados mas não coincidem. Entre cada dois
pontos consecutivos xn e xn+1 da sucessão de parâmetros correspondentes a dois valores da
sucessão de simbólica, X0(n) e X0(n+ 1), existe um valor, vn, de bifurcação. No teorema
seguinte veremos que a sucessão xn converge com uma determinada taxa de convergência,
poderemos assim concluir que os pontos de bifurcação convergem com a mesma taxa de
convergência. Na Figura 4.13 conseguimos detectar esta relação para os primeiros valores.
A criação da duplicação do peŕıodo pode ser entendida através dos gráficos das com-
posições de F (·, 0). Uma vez que w = 1 está fixo, escrevemos Fv para designar F (·, 0)
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Figura 4.13: Representação, no intervalo de parâmetros [0.5, 0.649], dos rimeiros termos
da sequência X0(n).
correspondente aos parâmetros (v, w) = (v, 1). Quando a intersecção d função F 2v com
a diagonal acontece no patamar existe um ciclo de peŕıodo 2 atractivo. Em particular,
se a intersecção acontece no centro do patamar central, ou seja, em x = 0, o parâmetro
v corresponde à sequência simbólica de comprimento 2, R0. Fazendo variar a altura do
patamar, existe um valor a partir do qual a diagonal deixa de intersectar a função F 2v no
patamar, e a intersecção passa a dar-se num ponto onde |(F 2)′(x)| > 1 tornando o ciclo
de peŕıodo 2 repulsivo. Isso acontece no valor v em que a altura do pata ar de F 4v deixa
de coincidir com a altura do patamar de F 2v e a diagonal mantém a intersecção com F
4
v
no seu patamar, criando assim um ciclo atractivo de peŕıodo 4, ver Figura 4.15.
O mesmo fenómeno pode ser interpretado nos gráficos de F 4v e F
8
v , desta vez para a
criação de um ciclo atractivo de peŕıodo 8.
Para finalizar, apresentamos o resultado obtido em [SSF15] sobre as taxas de con-
vergência:
Teorema 4.6.4. Dados (X0, X1) ∈ Σ+2 , Y ∈ Σ(α,−α) e j ∈ {0, 1} definimos como ante-
riormente a sucessão Xj(n). A sucessão ujn de pontos no espaço de parâmetros tais que
TX


















) = |Y |.
Nota. 1. Segundo [BEQ90], a sucessão un satisfaz a condição (4.9) para l = |Y |, donde
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Figura 4.14: Diagramas de bifurcação de F (·, 0), com w = 0.5, para v no intervalo [−1, 1],
à esquerda e no intervalo [0.6, 0.7] à direita.
a taxa de convergência é de ordem |Y |.
2. O sistema não autónomo F (n), correspondente a um par de parâmetros (un, v),
é 0-renormalizável, com renormalização R
n|Y |
j (F ). De facto, F (n) é n vezes 0-
renormalizável, com renormalizações R
i|Y |
0 (F ), i = 1 . . . n.
Demonstração. Pelos lemas anteriores podemos concluir que a sucessão (ujn)n∈N é monótona
e limitada logo convergente, calculemos o seu limite.
















Xj(n+ 1) = Xj(n) ∗ Y = Xj(n)[1,|Xj(n)|−1]Y1Xj(n)[1,|Xj(n)|−1]Y2 . . . Xj(n)
ou
Xj(n+ 1) = Xj(n) ∗ (−Y ) = Xj(n)[1,|Xj(n)|−1](−Y1)Xj(n)[1,|Xj(n)|−1](−Y2) . . . Xj(n),
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(a) v = 0.5





(b) v = 0.6





(c) v = 0.61
Figura 4.15: Duplicação de peŕıodo vista através dos gráficos F 2v , representado a azul, e
F 4v , representado a roxo.


















j(n+ 1)) + 1


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(a) v = 0.64705884375







(b) v = 0.6470588375





(c) v = 0.6472






(d) v = 0.6472
Figura 4.16: Duplicação de peŕıodo vista através dos gráficos F 4v , representado a azul, e
F 8v , representado a roxo, no intervalo [−1, 1] à esquerda e num intervalo em torno do ponto





j(n+ 1)) + ε|Xj(n)|(X
j(n+ 1))

















j(n+ 1)) + 1
2|Xj(n+1)|−1ε|Xj(n+1)|−1(Xj(n+ 1))
,












Xj(n+ 1) = Xj(n)[1,|Xj(n)|−1]Y1X
j(n)[1,|Xj(n)|−1]Y2 . . . ,
(o caso Xj(n + 1) = Xj(n) ∗ (−Y ) = Xj(n)[1,|Xj(n)|−1](−Y1)Xj(n)[1,|Xj(n)|−1](−Y2) . . . é
totalmente análogo).
Definimos a sequência Zj(n) = (Xj(n) ∗ σ(Y ) = Xj(n)Y2Xj(n) . . ., e a sequência
W j(n) = Y1Z
j(n). Temos |W j(n)| = |Xj(n+1)|−|Xj(n)|+1. Seja zn tal que TW j(n)(zn) =











j(n+ 1)) + 1
2|Xj(n+1)|−|Xj(n)|ε|Xj(n)|−1(Xj(n))ε|Xj(n+1)|−1(Xj(n+ 1))
(4.16)
onde usámos a relação entre os sinais de W j(n) e Xj(n + 1), isto é, tendo W j(n)i =
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= lim
n→∞




































Temos T (zjn) = Φ(σ(Y1Z
j(n))) = Φ(Zj(n)). Assim, uma vez que Xj(n) é finito, existe k
tal que Xj(n) < RLk, logo Xj(n) ∗K < RLk. Donde,
T (zjn) < Φ(RL
k) < Φ(Rl∞) = 1, ∀n, (4.18)




















|Xj(n+ 1)| − |Xj(n)|





Consideremos agora a sucessão de pares de sequências definida por
(X0(0), X1(0)) = (X0, X1),
Xj(n+ 1) =
{
Xj(n) ∗ Y j se Y j ∈ Σ(α(j)n,−α(j)n)
Xj(n) ∗ (−Y j) se Y j ∈ Σ(−α(j)n,α(j)n)




. Pelo Lema 4.6.2, a sucessão Xj(n) é crescente para
i ∈ {0, 1}. Consideramos a sucessão dos pontos do plano [−1, 1]2, (un, vn)n∈N, tais que
TX
0(n)(un) = 0 e T
X1(n)(vn) = 0. Usando a distância usual em R2,
d ((u, v) , (w, z)) =
√
(u− w)2 + (v − z)2,
definimos a sucessão
dn = d ((un+1, vn+1) , (un, vn)) =
√
(un+1 − un)2 + (vn+1 − vn)2,
com (un, vn), onde T
X0(n)(un) = 0 e T
X1(n)(vn) = 0.







Y 0, Y 1
)
∈ Σ(α(0),−α(0)) × Σ(α(1),−α(1)) e j ∈




. A sucessão dn definida anteri-
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|X0(n+ 1)| − |X0(n)|
)





































Suponhamos que |Y 0| < |Y 1|, então, a partir de certa ordem, temos |X0(n)| < |X1(n)|,
uma vez que
|Xi(n)| = |Xi(n)||Y i|n, i ∈ {0, 1},
logo, lim 2|X














|X0(n+ 1)| − |X0(n)|
)
(|X0(n)| − |X0(n− 1)|) = |Y
0|
O resultado anterior permite concluir que a taxa de convergência é independente do
ponto inicial, depende apenas do menor comprimento entre |Y 0| e |Y 1|. Assim, a ordem
de convergência é l = min{|Y 0|, |Y 1|}.
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