Abstract. We prove the uniqueness of the quadrature formula with minimal error in the space W'q\a, b], 1 < q < oo, of (b -a)-periodic differentiate functions among all quadratures with n free nodes (xk)", a -x, < • ■ • < xn < b, of fixed multiplicities {vk)", respectively. As a corollary, we get that the equidistant nodes are optimal in W¡, [a, b] for 1 < q < oo if y¡ = ■ ■ ■ = f".
1. Introduction. Let zf be a given class of sufficiently smooth functions defined on the interval [a, ft] . Suppose that the linear functional L(f) is defined on S. We shall consider in this paper rules of the type We shall refer to (1.1) as being a best rule if its coefficients {a*A} are best for the nodes x. Definition 2. We call the nodes {xk}" optimal of type (p" . . ., vn) in the class ^ if x, < • • • < x" and (1.3) Rixx, ...,xn) = inf{Riyx, . . . ,y"): a < yx < ■ ■ ■ <yn<b}.
The rule (1.1) with nodes x defined by (1.3) and coefficients a(x) is optimal of type As an immediate consequence of our uniqueness theorem we get that the equidistant nodes are optimal of type (p,, . . ., vn) in Wq[a, ft] for 1 < q < oo if the multiplicities [vk}nx are equal. Considerable effort was expended, in the last years, on the proof of this intuitively obvious fact. It should be pointed out that particular cases of the consequence mentioned have been given by many authors, see [14] , [18] , [19] , [10] , [12] . Recently, Zensykbaev [20] showed the optimality of the equidistant nodes in the simple node case, i.e., when vx = ■ ■ • = vn = 1 for 1 < q < oo.
Using the well-known one-to-one correspondence between quadrature formulae and monosplines, one can restate our main result as a uniqueness theorem for the extremal problem \\M\\ -»inf, 1 <p < oo, over all (ft -a)-periodic monosplines of degree r with free knots {x^}, of fixed multiplicities {vk}"x, respectively.
In Section 2 we present some results which characterize the best rule and may be used to calculate the best coefficients a(x). Section 3 contains our main uniqueness theorem. In order to facilitate the presentation of the results, we have deferred the proofs of all auxiliary lemmas to an appendix.
2. Preliminaries. Throughout we will assume that the multiplicities {vk}"x are natural numbers satisfying the inequalities 1 < vk < r, k = 1, . . . , n, n > 1. We shall write <"> *-('::::';) to indicate that x is a system of points {xk}x of multiplicities {pk}", respectively, and such that a = x, < • • • < xn < ft. Given the points {yk}", a = yx <y2 < • • • <yn < ft, and (2. where a is a parameter from [0, 1] and {/},.}, {a*x}, are real numbers. In the following discussion we shall assume that Ma satisfies the boundary conditions (2. 3) M^(a + ) = A/W(ft -), j = 0,...,r-vx-\.
Remark 1. It is best to think of Ma as being defined on a circle obtained by joining the endpoints a and ft of the interval [a, ft]. Then Ma may be considered to be a periodic monospline of degree r with simple knots y2, . . . , yn and multiple knots {xk}" with corresponding multiplicities {vk}".
If/ G Wrx[a, ft], then integration by parts produces the identity
where {akX, k = 2, . . ., n, X = 0, . . . , vk -1) are the same as in (2.2) and
The relation (2.4) suggests a method of approximation of the functional
by a linear expression using the values [f^\xk)}. Moreover, the error of this method at every / is given by (2.6) RAf)= (bMa(t)fr\')dt.
It is clear that Ra(f) = 0 for every/ G W[[a, ft] with/(r)(/) = 0, i.e., for/ = const. Conversely, every linear method of the form Laif) « 5(a, x; /) which is exact for each / = const has an error expression (2.6) with Afa(r) satisfying (2.3). This is a one-to-one correspondence between monosplines (2.2) and rules (1.1) which we shall use in the sequel.
In the following we discuss the construction of the best rule for fixed x in the case 9 = Wrq\a, ft], L = La. Since LJJ) -5(a, x; f) -/• Ma(i)/(r)(0 dt, application of Holder's inequality shows that the extremal problem (1.2) is equivalent to the following one (2.7) IIKII,-» minimum, l/p + l/q = 1, over all Ma satisfying (2.3). But (2.7) is a classical approximation problem in normed linear space (see [1, p. 17] ). It has a unique solution for 1 <p < oo. Let us denote it by Ma(x; t). The parameter/? is fixed and so is not mentioned explicitly in the notation.
The next theorem presents a characterization of the extremal element Ma(x; t). Theorem 1. Let 1 <p < oo and a G [0, 1] . Suppose that r and x are given. The function Mait) is a solution of the extremal problem (2.7) // and only if there exists a system of numbers {a,}o_1 such that and {X,} are Lagrange multipliers. Performing the differentiation we get -pj' |A/"(x; t)\"-2Ma(x; t)(* ~ *+^ dt
for fc « 2,..., n, X ™ 0,..., vk -1, and pf' \Ma(x; t)r2Ma(x; O^Z'^y dt + (-ir'-'*?-,-! So, we proved that the function (2.11) satisfies the required conditions. Now let us prove the sufficiency of the conditions (2.8). Suppose that the numbers {a/%-1 and the function M*(t) with coefficients {/?*}> ia*\} satisfy the conditions (2.8). Let g(t) be an arbitrary (ft -a)-periodic spline function of degree r -1 with knots x = (*> '. \ \ %•), i.e., g(t) has a representation of the form (2.12) git)= 2 y,*: > -2 2 c,/;_°:
where {y,} and {ckX} are real coefficients satisfying the conditions (2.13) gV\a + ) = gV\b -), j = 0,...,r-vx-\.
First we shall show that (2.14)
Indeed, using (2.9) and (2.10), we get
according to (2.13). The relation (2.14) is proved. Now suppose that A/a(i) is an arbitrary function of the form (2.2) with coefficients /?,, akX, satisfying the boundary conditions (2.3). Then f V«*(')l' dt = f |A/a*(/)r X*(')s,gn M;it) dt /* wtity? dt<([" |m*(/)|<"-'>« dt)x/q\\Ma\\p-Therefore, IIA/*!^ < HA/JL,, which was to be shown. The theorem is proved. We conclude from Theorem 1 that the best coefficients [akX, k = 2, . . ., n, X = 0, . . . , vk -1} are the unique solution of the system (2.8). The rest of them axx, X = 0,.. ., vx -1, can be found by (2.5). Denote by 9l2r_,(w; x) the set of all such splines. As an immediate consequence of (2.6) and (2.14) we get Corollary 1. Let 1 <p < oo, L = La and a G [0, 1] . Suppose that the coefficients {akX} are best for the nodes x. Then the rule (1.1) is exact for every S G %,_,(«; x) with wit) = |A/a(x; i)|""2-Thus, if we want Laif) for some particular /, an alternative procedure is to operate with La on the natural spline Sf with weight |A/a(x; t)\p~2 that interpolates/ at x. In the next theorem we show that such an interpolating spline exists. 
Since S0 satisfies the homogeneous system we conclude that a = 0. This implies SffXt) = 0 and, consequently, S0 is a polynomial of degree r -I. Then, the periodicity of SQ yields S0(/) = const. Finally, 50(i) vanishes at least at one point (vx + • • ■ + v > I), hence S0(t) = 0. The theorem is proved.
As we have already mentioned, Theorem 2 is equivalent to the following Proposition 1. The determinant A(w; x) is nonzero for every weight function w and nodes x. Now denote by J(x) the Jacobian of the system (2.8) with respect to the coefficients {a,}, { /?,}, {akX} at the solution of (2.8). Our next task is to prove that J(x) is nonsingular. Indeed, careful computation of the elements of /(x) shows that the elements from the first r + vx + • • • +vn rows of 7(x) are equal to the corresponding ones of A(|A/a(x; t)\p~2; x) multiplied byp -1; the elements of the last r -vx rows of J and A coincide. Therefore,
It can be shown (see Appendix, Corollary 3) that the function \MJx; t)\p~2 is integrable on [a, ft] if 1 <p < oo. Thus, we have proved
The Jacobian /(x) is nonsingular for every system of nodes x of the form (2.1).
Finally, we recall an existence theorem [5, Theorem 2] which will be needed in the sequel. 3. Main Result. We prove in this section our central theorem. The proof is based on the concept of topological degree. We picked up the thought of using topological degree in approximation theory from Barrow [3] .
First we recall, for the sake of completeness, some facts from degree theory (see Schwartz [17] or Ortega and Rheinboldt [15] ). Define the mapping $(a; x): ß -»R"-1 by 4>(a; x) := (ft2(a; x), . . . , bn(a; x)), x Gß, where we have denoted by bkia; x) the coefficient ak,t_x of the monospline A/a(x; o, x = GX:;;X)-
The basic steps of our reasoning in the proof of the uniqueness of the optimal nodes go through the following lemmas. Lemma 1. Let 1 <p < oo, a = 0 and r > 1. Suppose that the parameters {a¡}, {ßj), {akX} of the function Fa(x; t) satisfy the system (2.8) for some x. Then the equalities akr _, = Ofor k = 2, . . . , n imply M0(x; t) = 0, i.e., the system <*k,,"-\ix2,--,xn) = 0, k = 2,...,n, has a unique solution xk = yk, k = 2, . . ., n. Lemma 4. Let 1 <p < oo, r > 1. Suppose that {vk}" are even multiplicities satisfying the conditions 1 < vk < r, k = 1, . . . , n, and w is an arbitrary (ft -ayperiodic weight. Let x = (x2, . . ., x") G ß. Then, for fixed k S {2,_, »}, the determinants det AJk(b); x), j = 1, . . . , n, are nonzero and have a constant sign, independent of j and w.
Now we are prepared to prove our central theorem. with fixed node x, = a.
Proof. It is clear from Theorem A that the assertion will be proved if we show that the equation (3.2) 4>(l;x) = 0 has a unique solution for every system {vk}1 of even multiplicities. For r = 1, the optimal nodes can be found even explicitly; see [11] . So, we assume in the sequel that r > 1.
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Let the number q be fixed in (1, oo). According to Lemma 2, there exists an e > 0 such that each solution x of the equation 0(a; x) = Ö is situated in ße for any a G [0, 1] . It is easily seen that O(o¡; x) is a continuous function of a and x in [0, 1] X fie. Then, using (iii), we conclude from Lemma 3 that
Next, observe that $(1; •) G C'(ße). Indeed, the coefficients bk(l; x) are solutions of the system (2.8) for a = 1. Further, the Jacobian J of the system (2. 
J-i
Since ykJ has a constant sign, we deduce from (3.7) that (3.9) ykj> 0, k = 2, . . . , n,/ -1,..., n.
Therefore, akv _2 -(yk2 + ■ • ■ +ykn) > 0. This inequality shows that the determinant
has a dominant main diagonal, i.e., the corresponding matrix is strictly diagonally dominant. Moreover (see [4] ), sign det(^^) = sign ^fl (y** -^-2) = (" 0""'-
The relation (3.5) is proved. This completes the proof of our theorem. The next proposition is a simple consequence of the previous theorem. The optimal nodes are unique in the case 1 < q < oo.
Proof. Suppose that 1 < q < oo and vx = ■ • • = v" = p. It follows from the uniqueness of the optimal nodes that they must be equidistant. This, coupled with (3.10), gives akX = 0, k -1,. . . , n, for odd X.
The value of ak0 is calculated using the fact that the optimal quadrature formula is exact for/(/) = 1.
The optimality of the equidistant nodes for q = I, oo follows as a limiting case. The theorem is proved.
Note that a particular case of Theorem 4 (for p = r -2) was studied in [12] . Using the correspondence between monosplines and quadrature formulae, we can restate our main result in the following form. An analogous proposition to Theorem 5 was proved in [6] for monosplines with free ends, i.e., without boundary conditions. The first uniqueness results for monosplines of least L^ deviation are due to Johnson [9] (for/» = oo, vx = • • • = vn = 1, free ends), Jetter and Lange [8] (for/? = 2, vx = ■ • • = vn = 1, free ends) and Zensykbaev [21] (for 1 < p < oo, »», = •• • = vn = 1, under the boundary conditions M°\a) = M°\b) = 0, / = 0, . . ., r -1). Recently Barrar and Loeb [2] considered the case/» = oo with arbitrary fixed {vk}",l < vk < r, k = 1, . . . , n, and free ends.
Remark 2. We must note that the proofs of Lemma 5 and Lemma 7 of [6] are not complete. However, one can apply with obvious modifications the reasoning used in Lemma 1 and Lemma 2 of the present paper in order to complete the proofs of the lemmas mentioned.
Appendix
First we shall recall some known facts about spline functions and derive some new properties of the function A/a(x; i) which we require in our study.
For the sake of convenience we extend the definition of Ma( The lemma was proved in [13] for a = 1. A similar proof can be given for this setting.
Lemma 6b. Let the multiplicities {vk}" be odd. Given [a, ft], there exists a constant C > 0 such that, whenever Ma(t) is a function of the form (2.2) satisfying (2.3) with 0 < a < 1 and Ma has 2"_i (**, + 1) distinct zeros in [a, ft), then Ma has coefficients bounded by C.
Proof. If some v¡ is equal to r, we apply Lemma 6a to Ma(t) considered on the interval [x,, x, + ft -a]. Suppose that maxj. vk = v¡ < r. Then M^r~''\t) has 2"_! (v¡ + 1) distinct zeros in [x" x, + 6 -a) and, according to Lemma 6a, M¡f~"'Xt) has bounded coefficients. It is easy to see that /?0,. . . , j8,_r_i are also bounded. For example &_",_,+ f ' M%-*\t) dt = 0 J a for some t G [a, ft). Therefore, | A-,,-,! < (ft -a)||A/a(r~'')||00. The latter norm is bounded since the coefficients of M^~"'\t) are bounded. The lemma is proved.
Denote by Z(s; d) the number of zeros of the spline s in the set â where the multiplicities are counted as in Schumaker [16] . The following is a result of Schumaker [16] . Proof. The assertion is evident for p > 2. Assume that 1 <p < 2. Then it is sufficient to show that Ma(x; /) has only simple zeros in [a, ft). To this end, recall that the function Faix; t) (see (2. is continuous at least at one of the points tx, t2 because /,, t2 G {x,, . . . , x",y2, . . . ,yn} and the multiplicities of all these knots, without x,, are less than r, according to the assumption: 1 < vk < r, k = I, . . ., n, akVk_x = 0 for k = 2, . . ., n and r > 1. Therefore M¿(x; t) must have at least r + Nim sign changes in (i,, t^. Then the function must have, for small a, at least r + Nim zeros in (tx, t^, which contradicts Lemma 8a. Therefore F0(x; t) has only isolated zeros.
Next we prove that the assumption ak>. _] = 0 for k = 2, ..., n, implies aXr^_x We showed in the proof of Lemma 1 that the equalities ak _, = 0 for k = 2, . . ., n imply (6) in the case a = 0. By the same argument, one can verify that this holds for 0 < a < 1 too. But, for 0 < a < 1, F"(x; t) does not vanish identically on any subinterval, and Fa(x; t) has only vx + ■ ■ • +p" zeros: {xk}"x of multiplicities {vk}"x, respectively. Therefore, F¡¿"'\xx) ¥= 0. Hence, the relations ak.pk-i = OfoTk = 2, . . ., n imply ax^_x = 0for 0 < a < 1 and 1 <p < oo. and M^ÍXq-, t) = 0 would imply a0 = 0, yk G [£2, . . ., i¡} for k = 2, . . ., n which is obviously impossible because j < n. Now assume that F^íx,,; t) vanishes identically on some subinterval [t,, /,] of [a, ft). Let t2 be the next point after tx which is a zero of Fa (x^; t) of multiplicity at least r (note that t, may play the role of t2 since we are thinking of [a, ft) as a circle). The function F^x,,; t) has at least 2r + Nx zeros in [/,, t2] where #, is the sum of those [pk}{ for which ík G (/" t^. According to the choice of t2, pk < r for these 4-By Rolle's theorem, A/^Xq; /) has at least r + Nx sign changes in (/,, t2). Moreover, Ma (x,,; /,) = 0 since M^Xq-, t) = 0 on (t" /,) and M^x^; t) is continuous. Therefore A/^Xq; /) has at least r + 1 + A/, zeros in [/,, t2). This contradicts Lemma 8a in the case 0 < a0 < 1. If a0 = 0 we apply again Rolle's theorem and conclude that Mq(Xq; t) has r + Nx sign changes in (i,, t2). Then the function would have r + Nx zeros in (/" t2) for small a. We obtain a contradiction with Lemma 8a. Thus, Fa (x"; /) does not vanish identically on any subinterval of [a, ft).
In the same way one can prove that Fa (x^; t) does not have a zero of multiplicity > r + 1, i.e., that x0 does not have a coordinate £, of multiplicity p, > r + 1. (Note that the assumption p¡ > r + I yields that F^Xq; /) has a zero at £, of multiplicity at least r + 1 because F^x,,; /) is a continuous function.) Therefore, we can assume that p, < r for i = 1, . . . ,j. Then Fao(x0; t) has a zero at £, of multiplicity at least p,. On the other hand, M^Xq-, t) has a knot at £, of multiplicity at most p, -If, where /, is the number of those coordinates of xm which tend to £, as m -> oo. Hence Fa (xq; /), and, consequently, Ma (xgj t) has at least p, + Vf+^>(jc; a + ) = <pY+J\x; ft -), / -0,..., r -vx -1.
According to Corollary 1, the rule based on the coefficients {akX} of the spline A/0(x; t) is exact for <p,(jc; t). Therefore (8) 6,(0; x) = L0(<p,(x; •)) = 2 %&>*).
We know from Proposition 1 that the determinant of the system (7) is nonsingular at every x G ße. Hence, by the implicit function theorem, the coefficients of the spline <p,(x; /) are continuous functions of x in ße. Then We shall show that (15) sign AJk(l;x) = sign AJ+Xk(l;x), j = 1,. . . , n -1, for every fixed k G (2, . . . , «}. Then (15) will imply the assertion of the lemma. Let k be fixed. Let M(k; t) stand for a monospline of degree r with knots (x,, vx), . . ., (xk, vk -I), . . . , (x", p"). Denote by A() the matrix corresponding to the system of the form (2.8) with interpolating nodes those indicated in the parentheses and with a F defined by M(k; t). For instance, A^(l; x) can be rewritten as 
