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a b s t r a c t
An undirected graph is a treelike comparability graph if it admits a transitive orientation
such that its transitive reduction is a tree. We show that treelike comparability graphs are
distance hereditary. Utilizing this property, we give a linear time recognition algorithm.
We then characterize permutation graphs that are treelike. Finally, we consider the
Partitioning into Bounded Cliques problem on special subgraphs of treelike permutation
graphs.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
An undirected graph is a treelike comparability graph if it admits a transitive orientation such that its transitive reduction
is a tree. It is an arborescence if its transitive reduction is a directed rooted tree. Arborescenceswere studied by Golumbic [16]
and Wolk [24] and characterized as trivially perfect graphs or as graphs that do not contain an induced path of length four
nor an induced cycle of length four, respectively. Treelike posets and their linear extensions were studied by Atkinson [1].
A graph is completely separable [19] (or distance hereditary) if it can be recursively decomposed into so-called split
components, such that the remaining components are cliques and stars. The structure of the decomposition is represented
in the so-called split decomposition, consisting of a graph with some marked edges.
In this paper, we first characterize treelike comparability graphs and treelike permutation graphs and give recognition
algorithms. We show that a graph is a treelike comparability graph if and only if it is distance hereditary with a special
treelike orientation of its split decomposition. We show how to utilize the split decomposition to recognize treelike
comparability graphs in linear time and show that a treelike orientation is unique. Treelike permutation graphs are
characterized as paths of arborescence-like graphs and it is shown that theminimum length of such a path can be determined
in linear time.
Motivated by train shunting problems [8,14], we consider the problem Partitioning into Bounded Cliques in a second
part of this paper, i.e. the problem given m ∈ N and a graph G = (V , E), is there a partition of G into cliques of size m?
For general graphs, the Partitioning into Bounded Cliques problem isNP -complete form ≥ 3 [21] and polynomial time
solvable for m = 2. It remains NP -complete for comparability graphs and m ≥ 3 [22], and for permutation graphs and
m ≥ 6 [20]. The complexity of the problem is open for permutation graphs and m = 3, 4 or 5. It was shown by Lonc [22]
that for fixed m the problem can be solved in linear time on interval graphs. However, it remains NP -complete even for
interval graphs ifm is part of the input [2]. Bodlaender and Jansen [2] showed that the problem can be solved inO(n2(m−1)+1)
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Fig. 1. Transitive reductions with respect to two significantly different transitive orientations of a permutation graph. (a) With respect to a treelike
orientation. (b) With respect to an orientation that is not treelike. These two orientations correspond to the two permutations (a) [4, 3, 5, 2, 1] and
(b) [5, 3, 2, 4, 1].
time on a graph with n vertices that does not contain an induced path of length four. On the same graph class the problem
can be solved in O(n3) if m = 3 [18]. The problem was considered for many other graph classes. A nice overview can be
found, e.g., in [20]. In this paper, we show that the Partitioning into Bounded Cliques problem is solvable in linear time
for arborescences, even ifm is part of the input.
The paper is organized as follows. In Section 2, we provide some basic definitions. In Section 3, we characterize
treelike comparability graphs as special distance hereditary graphs. We utilize this characterization to construct a treelike
orientation in linear time. Section 4 characterizes treelike permutation graphs. Finally, we consider the Partitioning into
Bounded Cliques problem on arborescences in Section 5. A preliminary version of the results in this paper was previously
presented at the 30th international conference on graph-theoretic concepts in computer science (WG 2004) and has been
published as an extended abstract in the corresponding conference proceedings [9]. During the revision of this paper, and
thanks to an anonymous referee, we were aware of the results presented in [15], where the authors state necessary and
sufficient conditions that a prime comparability graphmust verify for being a treelike comparability graph. They also provide
the characterization of treelike comparability graphs based on the modular decomposition.
2. Preliminaries
Let G = (V , E) be an undirected graph. Let v be a vertex of G. The degree of v is the number of edges to which v is
incident. The neighbors of v in G, denoted NG(v), is the set of vertices in G that are adjacent to v. For a subset W ⊆ V let
NG(W ) =⋃w∈W NG(w) \W .
An orientation of E maps each element {v,w} of E on exactly one of the ordered pairs (v,w) or (w, v). We refer to the
image EE of E under a given orientation also as orientation. Given an edge (v,w) ∈ EE, v is the tail and w is the head of the
edge. Two orientations EE1, EE2 are isomorphic if there exists a map ϕ : V → V such that (v,w) ∈ EE1 ⇔ (ϕ(v), ϕ(w)) ∈ EE2.
Let v,w ∈ V . A (v − w)-path is a sequence v = v0, v1, . . . , v`−1, v` = w with v0, v1, . . . , v` ∈ V distinct vertices and
{v, v1}, {v1, v2}, . . . , {v`−1, w} ∈ E. Given an orientation of E, a directed (v − w)-path is a path v, v1, . . . , v`−1, w with
(v, v1), (v1, v2), . . . , (v`−1, w) ∈ EE. In both cases, ` ≥ 0 is the length of the (directed) path. An (undirected) cycle of length `
is a sequence v1, . . . , v` of ` > 2 distinct vertices such that {v1, v2}, . . . , {v`−1, v`}, {v`, v1} ∈ E. A transitive orientation is
an orientationwith the property that there is a directed (v−w)-path between two vertices v andw if and only if (v,w) ∈ EE.
An edge (v,w) ∈ EE is transitive if there is a directed (v − w)-path of length greater than one.
Given a graph G = (V , E) and E ′ ⊆ E, the graph G′ = (V , E \ E ′) is a spanning subgraph of G. We also denote G′ by
G − E ′. The graph G is a comparability graph if there exists a transitive orientation of its edges. The transitive reduction of a
comparability graph G with respect to a fixed transitive orientation EE is the spanning subgraph of G that contains exactly
the non-transitive edges of EE.
Suppose now that G is a connected comparability graph. A transitive orientation EE is called treelike if the transitive
reduction with respect to EE does not contain any undirected cycle. A connected comparability graph is called treelike, if
there exists a transitive orientation that is treelike. See Fig. 1 for an example of a comparability graph with two different
orientations.
Let pi be a permutation, that is a bijection from N = {1, . . . , n} to itself. Let pi(i) denote the image of i, then we express
permutations by listing images in order as [pi(1), . . . , pi(n)]. Note that pi−1(i) denotes the position of i in the list and
pi−1(i) < pi−1(j) has the simple interpretation that in pi the number i appears before the number j.
The permutation graph corresponding to pi is the graph G = (V , E) with V = {1, . . . , n} and {i, j} ∈ E if and only if
(i− j)(pi−1(i)− pi−1(j)) < 0. The set E has a transitive orientation {(i, j); {i, j} ∈ E and i < j}. A permutation diagram for pi
is a plot of the n points {(i, pi(i))} in the lattice N × N . Fig. 2 shows the permutation diagrams of permutations [4, 3, 5, 2, 1]
and [5, 3, 2, 4, 1].
By definition, given two points (i, pi(i)) and (j, pi(j)) in a permutation diagram there is an edge {pi(i), pi(j)} in the
corresponding permutation graph if and only if the slope of the segment between the points is negative (compare Figs. 1
and 2). A graph is a treelike permutation graph if it is treelike and a permutation graph.
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Fig. 2. The permutation diagrams corresponding to permutations (a) [4, 3, 5, 2, 1] and (b) [5, 3, 2, 4, 1].
Fig. 3. The minimal split decomposition of the graph in Fig. 1. The decomposition is achieved with two splits. Marked edges are dashed. Marked vertices
are white. Splits are indicated by a solid curve. The split components are indicated by a dashed curve.
3. Recognizing treelike comparability graphs
In this section, we show how to construct a treelike orientation of an undirected graph in linear time — if it exists.
The algorithm is based on the split decomposition [10,11] introduced by Cunningham. In this paper we use the version
of Bouchet [3]. A split of a connected graph G = (V , E) is a partition of V into two subsets V1, V2 both having at least two
vertices each such that the set of edges of G between V1 and V2 corresponds to {{w1, w2}; w1 ∈ NG(V2) andw2 ∈ NG(V1)}.
Let us consider the graph H obtained as follows. Let V1, V2 be a split of a graph G. LetW1 = NG(V2) and letW2 = NG(V1).
Take the disjoint union of the subgraphs of G induced by V1 and V2. Add two new marked vertices v1 and v2 joined by a
marked edge e = {v1, v2}. Join vi, i = 1, 2, to all vertices inWi. The pair (H, {e}) is called a simple decomposition of G. If we
delete the marked edge from H , we obtain two components with vertex sets V1 ∪ {v1} and V2 ∪ {v2}, respectively. When no
ambiguity occurs, we write (H, e) to denote a simple decomposition (H, {e}).
In any componentwe can recursively search for a split andmake a simple decompositionwith respect to that component.
A split decomposition of a graph G is defined recursively. The pair (G,∅) is a split decomposition. (H ′,M ′) is a split
decomposition if and only if it can be obtained from a split decomposition (H,M) of G as follows. H ′ is derived from H by
replacing a component C ofH−M with a simple decomposition of C . Let e be themarked edge of this simple decomposition.
ThenM ′ = M ∪ {e}. Here the split components of a split decomposition (H ′,M ′) are the connected subgraphs of H ′−M ′. An
example of a split decomposition with three split components is given in Fig. 3.
Two split components G1 and G2 are called adjacent if there exists a marked edge {v1, v2} such that v1 belongs to G1 and
v2 belongs to G2. An orientation of a split decomposition (H,M) is an orientation of H .
Note that the marked edges of a split decomposition (H,M) form a matching in H . Let e ∈ M , then graph H − {e} has
two connected components H1 and H2. Let Vi ⊂ V , i = 1, 2 be the set of vertices of G contained in Hi and let γ (e) = {V1, V2}
be the partition of V into these two subsets. Note that γ (e) is a split of G. Let γ (M) = {γ (e); e ∈ M}. We say that a split
decomposition (F ,MF ) is a refinement of a split decomposition (H,MH) if γ (MH) ⊆ γ (MF ).
A minimal split decomposition of G is a split decomposition of G into three types of components – cliques, stars, and
graphs that do not contain a split – such that the number of components is minimized. The minimal split decomposition of
a connected graph is unique [10,11]. Graph G is completely separable [19] (or distance hereditary) if and only if G has a full
decomposition, i.e., a split decomposition such that all split components are cliques or stars of size three. E.g., the graph in
Fig. 3 is completely separable.
Let {v1, v2} be a marked edge of a split decomposition (H,M) of G. Let G1,G2 be the two split components containing v1
and v2, respectively. The recomposition of G1 and G2 is the graph G obtained from H by deleting v1 and v2 and by adding the
edges {w1, w2} for all adjacent vertices w1 6= v2 of v1 and w2 6= v1 of v2. Note that a simple decomposition of a clique or
a star results into two split components that are both cliques or both stars, respectively. The recomposition of two cliques
always results into a clique, whereas the recomposition of two stars is a star if exactly one vertex of the marked edge is
the center of one of the stars. Therefore, the graphs in Fig. 5 are forbidden subgraphs of a minimal split decomposition of a
completely separable graph.
When an orientation of H is given, such that (v2, v1) is the marked edge and v2 (v1, resp.) is the tail (head, resp.) of all
its incident edges, the recomposition of G1 and G2 is the graph G obtained from H by deleting v1 and v2 and, by adding the
edges (w1, w2) for all adjacent vertices w1 6= v2 of v1 and w2 6= v1 of v2. Note that if the orientation of H is transitive then
the obtained orientation on G is also transitive. Fig. 4(a) shows the recomposition of a simple decomposition which admits a
treelike orientation. In general, the resulting orientation is not treelike, but it is easy to see that if one of the marked vertices
has degree two in the transitive reduction, then the resulting graph admits a treelike orientation (see Fig. 4(b)).
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Fig. 4. (a) A simple decomposition which admits a treelike orientation and its recomposition. The marked vertices are white, the marked edge is dashed
and only non-transitive edges are represented. The graph after the recomposition is also shown: the added edges are dashed, and, again, transitive edges
are not represented. (b) A recomposition which admits a treelike orientation.
Fig. 5. Forbidden subgraphs for a minimal decomposition of a completely separable graph. Marked vertices are white. Marked edges are dashed.
A formalization of the above observation, along with the properties mentioned in the following Remark 1 and Lemmas 2
and 3 will be used to characterize treelike comparability graphs.
Remark 1. Let (H,M) be a split decomposition of a connected graph and assume that H is a treelike comparability graph.
The transitive reduction T with respect to a treelike orientation of H has the following properties.
(1) All edges inM are in T .
(2) A marked vertex is either only the head or only the tail of its incident edges.
(3) If two marked vertices are adjacent in T , but incident to different marked edges, then at least one of them has a degree
higher than two in T .
Proof. Since edges in M are not contained in any cycle, on one hand they are edges in T and on the other hand a marked
vertex is either only the head or only the tail of its incident edges. Suppose that v and w are marked vertices of degree
two that are adjacent in T , but incident to different marked edges. Then {v,w} is the set of vertices of a split component —
contradicting the fact that all split components are connected and contain at least three vertices. 
To prove our characterization of treelike comparability graphs in Theorem 4, we will need that any full decomposition of
a completely separable graph is a refinement of its minimal split decomposition. To prove this fact, we start with a technical
lemma.
Lemma 2. Let G be a completely separable graph and let u and v be two vertices such that either NG(u) \ {v} = NG(v) \ {u} or
NG(u) = {v}. Then there exists a component C of the minimal decomposition of G such that u and v are in C.
Proof. Let (D,MD) be the minimal split decomposition of G. Let us consider the graphs shown in Fig. 5a and b. Call them A
and B, respectively. They are forbidden in (D,MD). In fact, if A is an induced subgraph of D, such that the dashed edge is a
marked edge in D, then there are two adjacent components in (D,MD) that are both cliques: hence (D,MD) is not minimal.
On the other hand, if B is an induced subgraph of D, such that the dashed edge is a marked edge in D, then there are two
adjacent components in (D,MD) that are stars and whose recomposition is a star: again (D,MD) is not minimal.
We will show that if u and v are not in the same component, then A or B are induced subgraphs of (D,MD).
Ifu andv are not in the same component of (D,MD), there exists amarked edge {m1,m2} inDwithγ ({m1,m2}) = {V1, V2}
such that u ∈ V1 and v ∈ V2. Let Ci, i = 1, 2 be the component containingmi.
Letmu (mv) be the vertex of C1 (C2) such that there is a path from u (v) tomu (mv) in D sharing onlymu (mv) with C1 (C2).
I.e.,mu = u if u is in C1. Otherwisemu is a marked vertex of C1.
We first show that we may assume that some vertices in C1 or C2 can be considered to be vertices of G. Note that two
vertices x, y of G are adjacent if and only if there is an alternating path in D between x and y, i.e., a path in which marked and
not-marked edges alternate [13,23]. Letm′i 6= mi, i = 1, 2 be a marked vertex of Ci and let xi ∈ Vi \ Ci that is connected with
m′i by an alternating path. Let x be any vertex in C1 or C2. Then there is an alternating path from xi to x if and only if there is
an alternating path fromm′i to x. Hence, we can identify any marked vertexm
′
i 6= mi in Ci, i = 1, 2 by a non-marked vertex
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in Vi \ Ci that is connected tom′i by an alternating path. Especially, we may assume that u = mu (v = mv) if u (v) is adjacent
to a vertex in V2 (V1).
Let us now consider the case NG(u) \ {v} = NG(v) \ {u}. Assume first that u and v are adjacent in G. Since |V1| ≥ 2, there
exists at least one vertex u′ in C1 that is adjacent to u or to m1. If u′ is adjacent to m1 then u′ ∈ NG(v) and then it is also
adjacent to u. If u′ is adjacent to u then it must be adjacent tom1 as u′ ∈ NG(v). Then u′ is adjacent to both u andm1. Hence,
u′,m1 and u form a triangle. Similarly, there has to be a triangle containingm2 and v in C2. Hence, A is an induced subgraph
of D.
Assume now that u and v are not adjacent in G. All the vertices in NG(u) = NG(v)must be either in V1 or in V2. In fact, if
u′, v′ ∈ NG(u) are such that u′ ∈ V1 and v′ ∈ V2, the edges {u, v′} and {u′, v} are between V1 and V2. Then, by definition of
split, there exist {u′, v′} and {u, v}, a contradiction.
Without loss of generality, let us supposeNG(u) ⊂ V2. Then theremust exist at least one vertex u′ inV1 that is not adjacent
to u, but adjacent to each vertex in NG(u). Let v′ be a vertex in NG(u). Let v′′ be the second vertex on the alternating path
from v′ to v. Then D has the graph J = {{u, u′, v′′, v′,m1,m2}, {{u,m1}, {u′,m1}, {m1,m2}, {m2, v′}, {v′′, v′}}} as induced
subgraph. J is isomorphic to B.
If NG(u) = {v}, then there exists a vertex u′ in V1 such that v ∈ NG(u′) and a vertex v′ in V2 adjacent to v. The subgraph
of D induced by {u, u′, v, v′,m1,m2} is isomorphic to B. 
Beforeweprove the following lemma, let us define the following operation. Let C be a component of a split decomposition
(H,M) with at most two marked vertices. By removing C from (H,M), we mean that we delete the vertices of C and their
incident edges from H and M . If C contains two marked vertices v1, v2, let {v1, w1}, {v2, w2} ∈ M . We add {w1, w2} to H
andM .
Lemma 3. Any full decomposition of a completely separable graph is a refinement of its minimal split decomposition.
Proof. Let G′ = (V ′, E ′) be a completely separable graph, then we proceed by induction on the number of vertices of G′.
If |V ′| ≤ 3 there is no split in G′.
If |V ′| > 3, let (F ′,MF ′) be a full decomposition of G′. Then there must exist a component F ′1 in (F ′,MF ′) with two non-
marked vertices u, v ∈ V ′. Without loss of generality, let us assume that v is adjacent to the marked vertex in F ′1. Let G be
the graph that is obtained from G′ by deleting u.
Let (F ,MF ) be the decomposition obtained from (F ′,MF ′) by recomposing F ′1with its adjacent component and by deleting
u. Then, (F ,MF ) is a full decomposition ofG and, by the inductive hypothesis, it is a refinement of theminimal decomposition
(D,MD) of G. Then γ (MD) ⊆ γ (MF ).
Consider the decomposition (D′′,MD′′) obtained from (F ′,MF ′) by recomposing all the simple decompositions
corresponding to splits in γ (MF ) \ γ (MD).
The component F ′1 is present in (D′′,MD′′). Let F
′
2 be the component adjacent to F
′
1 in (D
′′,MD′′). Consider the recomposition
of F ′1 and F
′
2. If it yields a star or a clique then the decomposition (D
′,MD′) obtained from (D′′,MD′′) by recomposing F ′1 and F
′
2
is theminimal decomposition of G′. In fact it has the same number of components as (D,MD) and all components are cliques
or stars. Assume that G′ has a decomposition (D∗,MD∗) with less components than (D′,MD′). Consider the component C of
D∗ containing u. If C contains more than three vertices, deleting u from C yields a decomposition of G. Else removing C from
D∗ results in a decomposition of G. In either case, we would obtain a decomposition of G with fewer components than its
minimal decomposition, a contradiction. Hence, γ (MD′) ⊆ γ (MF ′).
If the recomposition of F ′1 and F
′
2 does not yield a clique or a star, we claim that (D
′′,MD′′) is the minimal decomposition
of G′. By contradiction, as above, let us assume there exists aminimal decomposition (D∗,MD∗) of G′ with fewer components
than (D′′,MD′′).
If NF ′1(u) = {v} then NG′(u) = {v} and if NF ′1(u) = {m} or NF ′1(u) = {v,m} then NG′(u) \ {v} = NG′(v) \ {u}. In both cases
we can apply Lemma 2 and deduce that u and v are in the same component C of (D∗,MD∗).
If C hasmore than three vertices, let us consider the decomposition obtained from (D∗,MD∗) by removing u. This results in
a decomposition of Gwith at most as many components as (D,MD) and hence, by uniqueness of theminimal decomposition
in (D,MD) itself and, in particular, to the decomposition obtained from (D′′,MD′′) by removing F ′1. It follows that C contains
the same vertices of G′ as F ′1 and F
′
2 and hence C is isomorphic to the recomposition of F
′
1 and F
′
2, contradicting that this is
neither a clique nor a star.
Hence, C has three vertices. Then removing C from (D∗,MD∗) results in a decomposition of G with fewer components
than its minimal decomposition (D,MD), a contradiction. 
Before we characterize treelike comparability graphs as a subclass of completely separable graphs in Theorem 4, we
briefly compare them to the class of so called chordal graphs. A chord of a cycle v1, . . . , v` is an edge {vi, vj} such that
1 < i + 1 < j ≤ ` and j − i 6= ` − 1, i.e. an edge between two non-adjacent vertices in the cycle. A graph is chordal
if each cycle of length at least 4 has at least one chord. Now, note that the cycle graph with four vertices is not a treelike
comparability graph, whereas the same graph plus a chord is a treelike comparability graph. Then a natural question is
whether all treelike comparability graphs are chordal. The answer is negative: the cycle graph of length 4 plus one vertex
adjacent to all the other vertices – the so calledW4 wheel graph [4] – is a treelike comparability graph (see Fig. 6).
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Fig. 6. TheW4 wheel graph with a treelike orientation and its transitive reduction.
Fig. 7. A simple decomposition of a treelike graph according to a transitive reduction tree. (Wi := NG(Vi)) (a) An edge in the transitive reduction tree that
is not incident to a leave induces a split. (b) Splitting a star. In either case, the transitive reduction with respect to a treelike transitive orientation of the
resulting split decomposition is indicated.
Theorem 4. Let G be a connected graph and let (H,M) be theminimal split decomposition of G. Then G is a treelike comparability
graph if and only if G is completely separable and H has a treelike orientation with transitive reduction T that fulfills the following
property.
(Z) At least one vertex of each edge in M has degree two in T .
Proof. We will show the following properties.
(1) Every treelike comparability graph has a full decomposition such that it admits a treelike orientation with Property (Z).
(2) The existence of a treelike orientation of a split decomposition that fulfills Property (Z) is maintained under
recomposition of two split components.
Now, by Property (1), a treelike comparability graph G has a full decomposition. By Lemma 3, the split components of a
minimal split decomposition can be obtained from the full decomposition by recursively recomposing adjacent cliques
or adjacent stars where exactly one of the involved marked vertices is the center of one of the stars, respectively.
Hence, applying recursively Property (2) to each recomposition we obtain a minimal decomposition with a treelike
orientation fulfilling Property (Z). On the other hand, since we obtain the original graph G by recomposing its minimal
split decomposition, Property (2) implies that G is a treelike comparability graph if its minimal split decomposition has a
treelike orientation. It remains to show the two properties.
(1) Let G = (V , E) be a treelike comparability graph. Let T ′ be the transitive reduction of G with respect to a treelike
orientation EE. We show Property (1) by induction on the number n of vertices of G. There is nothing to show if n ≤ 3,
and T = T ′. So let n > 3.
If there is an edge of T ′ that is not incident to a leaf of T ′, let e = (v0, v1) be such an edge. Let v0 ∈ V0, v1 ∈ V1 be
the sets of vertices in the two connected components of T ′ − {e}. Note that NG(vi), i = 1, 2 is the set of vertices v in G
such that there exists a directed path in T ′ from v to vi or from vi to v. Also note that NG(Vi) = NG(v1−i) \ Vi, i = 1, 2.
See Fig. 7a for an illustration.
If each edge of T ′ is incident to a leaf of T ′, i.e. if T ′ is a star, let r be the central vertex of T ′. Since T ′ has at least 4
vertices, there are two vertices v,w ∈ V such that either (v, r), (w, r) are both edges of T ′ or (r, v), (r, w) are both edges
of T ′. Assume (v, r), (w, r). Let V0 = {v,w}. Then V1 = V \{v,w},NG(V1) = V0 andNG(V0) = {r}∪{x ∈ V ; (r, x) in T ′}.
See Fig. 7b for an illustration.
In either case V0, V1 is a split. Let Gi, i = 0, 1, be the split components that result from the relative simple
decomposition and let wi, i = 0, 1, be the marked vertices. Orienting the new edges (w,w0), w ∈ NG(V1) and
(w1, w),w ∈ NG(V0), respectively results in a treelike orientation of Gi with the following new edges in the transitive
reduction: (v0, w0) and (w1, v1) if (v0, v1)was chosen as an edge of T ′ non-incident to a leaf and (v,w0), (w,w0), and
(w1, r), else. Finally, we orient the marked edge (w1, w0).
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Fig. 8. Transitive reduction of a treelike orientation of a graph obtained by applying the algorithm in Theorem 5. The first two pictures show the original
graph and its minimal split decomposition. The third one shows the orientation of the edges in the star split component (Step 6(d).ii) after an arbitrary
orientation of themarked edge (Step 4). The next picture shows the split decomposition after Step 6(e).iii, and the last one the resulting transitive reduction
after the recomposition step (Step 7).
Thus, a treelike orientation EE ′ of the simple decomposition of G with the required Property (Z) is obtained. The two
split components G0 and G1 are treelike and they have less than n vertices. Then, if both G0 and G1 have size three, we
are done. Otherwise, to find the required full decomposition, recursively decompose Gi, i = 0, 1, following the same
procedure, being T ′i the transitive reduction of the treelike orientation induced by EE ′ on Gi.
(2) Let (w1, w2) be the orientation of a marked edge in a split decomposition with treelike orientation fulfilling Property
(Z). Suppose that w1 is adjacent to exactly two vertices in the relative transitive reduction. Let v 6= w2 be the adjacent
vertex of w1 in its component. Recompose the split components containing w1 and w2, respectively. For each adjacent
vertexw 6= w1 ofw2 orient the new edges (w, v) (see Fig. 4b for an example). This provides a treelike orientation of the
resulting split decomposition. The only vertex whose degree might increase in the new transitive reduction is v. But v
was incident to a marked vertex with degree two. So, even if v is a marked vertex then, by Property (3) in Remark 1, it
already had a degree higher than two. Hence, Property (Z) is maintained. 
Theorem 5. It can be tested in linear time whether a graph is a treelike comparability graph. Moreover, let G be a connected
treelike comparability graph.
(1) The treelike orientation of G is unique up to isomorphism and reversing the whole orientation.
(2) The treelike orientation of G as well as its transitive reduction can be found in linear time.
Proof. Let G be a connected graph. The following algorithm applied to G outputs the transitive reduction T with respect to
a treelike orientation of G, if G is treelike. See Fig. 8 for an application of the algorithm to a graph with five vertices.
(1) Let Q be a queue.
(2) Compute the minimal split decomposition (H,M).
(3) If G is not completely separable, G is not treelike. Break.
(4) Choose an edge {w1, w2} ∈ M and orient it arbitrarily.
(5) Appendw1 andw2 to Q .
(6) While Q is not empty
(a) Remove the first elementw from Q . Let s = {w,w′} ∈ M .
(b) Let D be the split component containingw.
(c) Ifw is the tail (head) of s, orient each edge e of D that is incident tow such thatw is the tail (head) of e.
(d) If D is a star.
(i) If bothw andw′ are the center of a star, H is not treelike. Break.
(ii) Orient remaining edges such that the center of D is only the head or only the tail of all its incident edges.
(e) If D is a clique.
(i) If D contains more than two marked vertices, H is not treelike. Break.
(ii) Choose an arbitrary ordering v1, . . . , v` of the vertices of D such that v2, . . . , v`−1 are not marked, andw = v1,
ifw is the tail of s,w = v` otherwise.
(iii) Orient edges (vi, vi+1) and eliminate the remaining edges of D.
(f) For all marked vertices u1 6= w of D, let e = {u1, u2} ∈ M .
(i) If u1 is the tail of an edge in D orient (u1, u2), else (u2, u1).
(ii) Append u2 to Q .
(7) Find the transitive reduction T as follows: for each (w1, w2) ∈ M , recompose the components whichw1 andw2 belong
to and eliminate transitive edges.
If the algorithm breaks then G is not completely separable (Step 3), or there cannot be a treelike orientation of H that fulfills
Property (Z) in Theorem 4 (Step 6(d)i) or Property (2) in Remark 1 (Step 6(e)i). In either case, G is not treelike.
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In Steps 4–6, the algorithm constructs a treelike orientation of H in a breadth first search. By Properties (2) and (3) of
Remark 1, there are only two steps in which there is a free choice for the orientation of an edge (Step 4 and Step 6(e)ii). The
latter corresponds to choosing the orientation among edges between isomorphic vertices. Hence, a treelike orientation of
the minimal split decomposition of a completely separable graph is unique up to isomorphism and reversing the whole
orientation. Thus, if the split decomposition has a treelike orientation that fulfills Property (Z) of Theorem 4, then the
algorithm finds it. This implies the correctness of the algorithm.
Regarding the uniqueness of the treelike orientation of G, assume there exist two distinct treelike orientations with
transitive reductions T1 and T2, respectively. Find the respective full decompositions (F1,M1) and (F2,M2) following the
procedure in Theorem 4, also illustrated in Fig. 7. Orient (F1,M1) and (F2,M2) arbitrarily. Since (H,M) is the minimal split
decomposition of G then, by Lemma 3, γ (M) ⊆ γ (M1) and γ (M) ⊆ γ (M2). Recompose F1 and F2 with respect to themarked
edges representing splits in γ (M1) \ γ (M) and γ (M2) \ γ (M), respectively. We obtain two orientations of the minimal split
decomposition, but, as observed above, the orientation is unique up to isomorphism and reversing the whole orientation.
Now, by further recomposing the two decompositionswith respect to the edges inM we obtain the two treelike orientations
of G. Then, since the isomorphism among different transitive orientations of a simple decomposition is maintained under
recomposition, the two treelike orientations of Gmust be isomorphic or one the reverse of the other.
Regarding the running time, note that the split decomposition can be constructed in linear time [12] and represented
with adjacency lists (see e.g. [5]), where vertices and edges have an associated flag to state whether they are marked or not.
As each marked vertex v belongs to a unique marked edge, we can also assume that this edge is recorded at the beginning
of the adjacency list associated with v. The space to represent G = (V , E) using adjacency lists is linear in the size of G, that
is G can be represented in O(|V | + |E|) space. Also (H,M) can be represented in O(|V | + |E|) space because, if H = (V ′, E ′),
|V ′| ≤ 3|V | and |E ′| ≤ 3|E|. (An easy induction reveals that the number of splits is at most |V | − 3. Each split adds at most
two vertices and two edges to the split graph.)
Step 3 can be performed in linear time, as it consists in testing whether each component is a clique or a star.
Cycle 6 performs a breadth first search (see [5]) ofH . Each cycle step of 6 visits the component whichw, the first element
of Q , belongs to. All the operations executed in a cycle step can be performed in linear time with respect to the size of the
component. As each component is visited only once, the overall computational cost of cycle 6 is linear in the size of H .
The recomposition in Step 7 can obviously be done in linear time and then the computational cost of thewhole algorithm
is linear.
Finally, we show how to obtain the transitive orientation of G from its transitive reduction T in linear time. We construct
the adjacency list out(v) of outgoing and in(v) of incoming edges of each vertex v as follows. First, we set all these lists to
the empty list. We choose an arbitrary root r of T .
Then, we consider the vertices in G by visiting T in postorder, that is we consider a vertex v only after considering the
vertices in the subtree of T rooted at v. When processing a vertex v of G, we consider the incident edges {v,w} of v in T such
thatw is not on the path between v and r in T . For each edge (v,w), we addw and out(w) to out(v). For each edge (w, v),
we add w and in(w) to in(v). This adds all edges (v, x) or (x, v), respectively, such that x is in the subtree of T rooted at v
and for which there is a directed path between v and x in T .
Finally, we visit the vertices of T in preorder, that is we consider a vertex v before considering the vertices in the subtree
of T rooted at v. Let v be a vertex of G and let u be the parent vertex of v in the tree T rooted at r . If (v, u) is in T then add
u and out(u) to out(v). If (u, v) is in T then add u and in(u) to in(v). This adds all edges (v, x) or (x, v), respectively, such
that x is not in the subtree of T rooted at v but for which there is a directed path between v and x in T . 
4. Treelike permutation graphs and arborescences
In this section, we will characterize treelike permutation graphs as paths of double-arborescences. An orientation EE of a
graph G = (V , E) is called an arborescence-orientation if the transitive reduction is a rooted tree, i.e., if EE is treelike and there
is a vertex r ∈ V such that
V = {r} ∪ {v ∈ V ; (v, r) ∈ EE} or V = {r} ∪ {v ∈ V ; (r, v) ∈ EE}.
EE is a double-arborescence-orientation if EE is treelike and there is a vertex r ∈ V such that
V = {r} ∪ NG(r).
The treelike orientation in Fig. 1a is in fact an arborescence-orientation. We refer to the marked vertex r as the root
of an arborescence- or a double-arborescence-orientation, respectively. A connected comparability graph is called an
arborescence, or a double-arborescence, if it has an arborescence- or a double-arborescence-orientation, respectively.
Examples can be found in Fig. 9a,b.
A dominating path of a graphG is a path P ofG such that each vertex ofG is on P or adjacent to at least a vertex of P . A graph
G is a path of ` double-arborescences if it has a treelike transitive orientation and a (not necessarily directed) dominating path
P : v1, . . . , v` of length `. I.e., G consists of ` double-arborescences and a path connecting their roots. We refer to P as the
root path of G. An example of a path of five double-arborescences can be found in Fig. 9c.
To characterize treelike permutation graphs, we apply some results about AT-free graphs. A graph is AT-free if it does
not contain an asteroidal triple, i.e. three independent vertices with the property that for every pair of them there is a path
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Fig. 9. (a) Two arborescences. (b) A double-arborescence. Roots are white. (c) A path of five double-arborescences. A dominating pair is indicated by white
vertices. All graphs are given by the transitive reduction with respect to their treelike orientation. In (c), a root path of length four whose removal results
in five double-arborescences is indicated by dashed edges.
connecting the two vertices that does not contain a neighbor of the remaining vertex. Two vertices u and v are a dominating
pair of a graph G if each (u− v)-path is a dominating path of G.
Theorem 6. Let G be a treelike comparability graph. Then the following are equivalent:
(1) G is a permutation graph.
(2) G is AT-free.
(3) G has a dominating pair.
(4) G is a path of double-arborescences.
Proof. 1⇒ 2: The complement of a permutation graph is a comparability graph. Hence, a permutation graph is AT-free [17].
2⇒ 3: Every AT-free graph has a dominating pair [6].
3⇒ 4: Let T be the transitive reduction of Gwith respect to a treelike transitive orientation EE of G. Let v,w be a domina-
ting pair of G. Then the unique (v − w)-path P in T is a dominating path of G.
4⇒ 1: Let EE be a treelike orientation of G and let T be the transitive reduction of G. Let P = v1, . . . , v` be a root path of
T . Let AV = {v ∈ V ; (v, v1) ∈ EE}, BV = {v ∈ V ; (v1, v) ∈ EE}, and CV = V \ (AV ∪ BV ∪ {v1}). We show by induction on `
that G is a permutation graph of a permutation pi and that the relative permutation diagram has the following shape:
AV CV
v1
BV
This means that all points of AV are above and to the left of v1, all points of BV are below and to the right of v1, and all
points of CV are above and to the right of v1.
` = 1: In this case, the length of P is 0 and it consists of a single vertex. G is a double-arborescence, CV = ∅, and
the subgraphs of G induced by AV and BV , respectively, are unions of arborescences and hence permutation graphs [4]. A
permutation diagram for G can be composed from a diagram of these two subgraphs and v1 as follows
AV
v1
BV
` > 1: Let Vi 3 vi, i = 1, . . . , `, be the vertex sets of the connected components of the graph that results from T by
deleting the edges of P . By the inductive hypothesis, the two subgraphs of G induced by V1 and V ′ = V2 ∪ · · · ∪ V` are both
permutation graphs with the above permutation diagrams. If (v1, v2) ∈ EE, then each vertex in AV1 ∪ {v1} is adjacent to each
vertex in {v2}∪ BV ′ and there is no other adjacency between a vertex in V1 and V ′. If (v2, v1) ∈ EE, each vertex in {v1}∪ BV1 is
adjacent to each vertex in AV ′ ∪ {v2} and there is no other adjacency between a vertex in V1 and V ′. Hence, the permutation
diagram of G as a permutation graph is one of the following.
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AV ′ CV ′
AV1
v1
v2
BV ′
BV1
or
AV ′ CV ′
v2
BV ′
AV1
v1
BV1

The previous theorem implies especially that a graph is a treelike permutation graph if and only if it is a path of double-
arborescences. In the next theorem, we discuss how to find such a path of minimum length. We will use that a dominating
pair of an AT-free graph can be found in linear time [7].
Theorem 7. Let G be a treelike permutation graph. The minimum ` for which G is a path of ` double-arborescences can be
determined in linear time.
Proof. Let G = (V , E) be a treelike permutation graph. Let T be the transitive reduction of the unique treelike orientation
of G. If the minimum ` is one, then G is a double-arborescence. To test in linear time if G is a double-arborescence it suffices
to test if one of the vertices has degree |V | − 1.
Assume now that G is not a double-arborescence. Let v,w be a dominating pair of G and let P be the unique (v−w)-path
in T . Let Q be a root path of minimum length. By induction on the length of Q , we show that Q is a subpath of P .
If Q has length one, then G is a path of two double-arborescences. If P does not contain the unique edge of Q , we can
assume, without loss of generality, that all its vertices are in the first double-arborescence. But then, either there exist
vertices in the second double-arborescence not adjacent (in G) to vertices in P , contradicting that v,w is a dominating pair,
or the root of the first double-arborescence is in P and is adjacent (inG) to all the vertices in the second double-arborescence,
contradicting that Q is a root path of minimum length.
Let now Q = q1, q2, . . . , qt , t > 2. Among the two connected components of the graph that results from T by deleting
the edge {qt−1, qt} let T ′ be the one that contains q1, . . . , qt−1. Let P ′ be the subgraph of P with vertices in T ′. Let G′ be the
subgraph of G induced by the vertices of T ′. It can be easily seen that P ′ is a dominating path of G′. Hence, by the inductive
hypothesis, it includes the root vertices q1, q2, . . . , qt−1. Now, P ′ cannot be a dominating path of G, otherwise Q is not of
minimum length. Then P must contain at least a vertex in the last double-arborescence and then it contains qt . Hence Q is
a subpath of P .
To find a root path of minimum length in linear time, and then the value of `, recursively remove the first vertex v1 from
P if v1 is the head of the first edge e of P and the tail of all other edges of T that are incident to v1 or vice versa. Under the
same condition, remove recursively the last vertex of P . Let ` − 1 be the length of the remaining path. Then ` is minimum
such that G is a path of ` double-arborescences. 
5. Partitioning into bounded cliques
Let G = (V , E) be a graph. An m-clique is a subset C ⊆ V of m vertices, such that {v,w} ∈ E for each pair of vertices
v,w ∈ C . A sequence C1, . . . , Ck of k cliques is a partition of V into k cliques if V = C1∪· · ·∪Ck and Ci∩Cj = ∅, 1 ≤ i < j ≤ k.
A triangle is a 3-clique. We consider the following problem.
Partitioning intom-Cliques: Given a graph G = (V , E), is there a partition of G intom-cliques?
We say that a graph G′ = (V ′, E ′) results from a graph G = (V , E) by adding a k-clique if there are distinct vertices
v1, . . . , vk 6∈ V such that
V ′ = V ∪ {v1, . . . , vk} and
E ′ = E ∪ {{v, vi}; v ∈ V , i = 1, . . . , k} ∪ {{vi, vj}; 1 ≤ i < j ≤ k}.
Note that for graph classes that are closed under adding cliques the Partitioning into m-Cliques problem is equivalent
to the following problem: Given a graph G = (V , E) and a number k ∈ N, is there a partition of G into k cliques of
maximum size m? Examples for such graph classes are comparability graphs, permutation graphs, arborescences, and
double-arborescences.
Since arborescences are permutation graphs and do not contain an induced cycle of length four, they are especially
interval graphs. Recall that the Partitioning into m-Cliques problem for fixed m can be solved in linear time on interval
graphs [22], but that the problem remains NP -complete for interval graphs if m is part of the input [2]. In the following
theorem, we give an algorithm that solves the problem partitioning arborescences into bounded cliques in linear time —
even ifm is part of the input.
Theorem 8. The problem Partitioning into m-Cliques can be solved in linear time on arborescences even if m is part of the
input.
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Proof. Let G = (V , E) be an arborescence. Let T be the transitive reduction with respect to an arborescence-orientation.
By Theorem 5, T can be constructed in linear time. Let v be a vertex of T . Let G(v) be the subgraph of G that is induced by
the vertices of the subtree of T rooted at v. Then we set miss(v) = k if and only if k is the smallest non-negative integer
such that adding a k-clique to G(v) results in a graph that has a partition intom-cliques. Let r be the root of T . Then, G has a
partition intom-cliques if and only if miss(r) = 0.
Proceeding from the leaves to the root of Tmiss can be constructed in linear time as follows. If v is a leaf or the only vertex
of G then G(v) contains one vertex. Hence, we set miss(v) = m− 1.
Else let v1, . . . , vk be the children of v. First note that no vertex in G(vi) is adjacent to a vertex in G(vj) for any
i, j = 1, . . . , k; i 6= j. If all G(vi), i = 1, . . . , k have a partition into m-cliques, i.e., if∑ki=1 miss(vi) = 0, then we have
to add m − 1 vertices to complete also v to an m-clique. Hence, we set miss(v) = m − 1. Else note that v can join an
arbitrary clique in any of the G(vi), i = 1, . . . , k, decreasing the number of additional vertices by one. Hence, we have
miss(v) = −1+∑ki=1 miss(vi). 
Note that double-arborescences are P4-free (also called cographs), i.e. they do not contain an induced path of length four.
The Partitioning into Triangles problem (that is the Partitioning into 3-Cliques) can be solved in O(n3) on a P4-free
graph with n vertices [18].
6. Conclusion
Wecharacterized treelike comparability graphs as a subclass of completely separable graphs.We showed that the treelike
orientation of a treelike comparability graph is unique and that it can be constructed in linear time. We characterized
treelike permutation graphs as paths of double-arborescences. We showed that the minimum ` such that a given treelike
permutation graph is a path of ` double-arborescences can be determined in linear time. We then considered the
Partitioning into m-Cliques problem. We showed that the problem can be solved in linear time on arborescences even
ifm is part of the input.
In the following, we list some interesting problems that remained open.
• What is the complexity of Partitioning intom-Cliques of treelike comparability graphs in general?
• Can the Partitioning intom-Cliques problem form > 3 be solved efficiently on double-arborescences?
• What is the complexity of the Partitioning into m-Cliques problem if restricted to treelike permutation graphs, i.e. to
paths of double-arborescences?
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