Fog computing is an extension of cloud computing right to the edge of the network, and seeks to minimize service latency and average response time in applications, thereby enhancing the end-user experience. However, there still is the need to define where the service should run for attaining maximum efficiency. By way of the work proposed in this paper, we seek to develop a resource-aware placement of data analytics platform in fog computing architecture, that would adaptively deploy the analytic platform to run either on the cloud, or the fog, thus reducing the network costs and response time for the user.
Background and motivation
Cloud computing has been a pivotal revolution in the field of computer science and research, revolutionizing the way software and applications work, and exponentially increasing the capability of The Internet in this related paradigm of hardware and resources. This approach has seen a significant growth over the past decade, generating a shift from distributed towards a more centralized approach in networks. With data centers at the helm, in effect, they are the definitive core to the functionality of cloud service providers.
Cloud computing technology has reformed the way we use devices, and allowed increased control over the way things work. Since we now have increased computation and storage, we have the leverage to collect data from a large collection of end nodes. A collection of sensors / devices with internet connectivity, capable of transmitting data to the nodes higher in the structural hierarchy of the network architecture can be defined as IoT (Internet of Things) devices.
The deployed IoT devices are used merely to sense and send data to the sink, which is then subsequently subjected to cloud based analysis. These devices, though, now cater to a wide application base, and with the successive upgradation in the technology, the response and computation time has become increasingly critical in some use case scenarios. To address this issue of latency in communication with the cloud, and the inability of the edge nodes to perform time critical computation, the concept of fog computing has been introduced 1 . The networking paradigm of fog computing is nothing but an extension of the cloud to the edge of the network in the form of devices referred to as the fog devices, which are classified as the ones capable of computation, storage and network connectivity between the network edges and cloud computing data centers. These fog devices, closer to the edge by principle, allow distributed computing closer to the source, thus reducing the service and computation latency and decreasing the response time by virtue of automated response or limited computation.
The importance and applications of fog computing have been previously assessed by Yannuzzi et al. 2 and Preden et al. 3 at a preliminary level.
Fog computing architecture
A generic fog architecture can be thought as a three tier network structure 4 , as shown in Fig. 1 and 2.
The fog architecture for IoT applications can be classified on a 3-tier basis, as depicted in Fig 1. The first tier (Tier 1) corresponds to the end points of the network, comprising of the raw data generated by the sensors which act as data sources. This tier thus can be described as the one containing the terminal nodes consisting of IoT devices. The next tier (Tier 2) is the fog computing layer, also referred to as the fog/edge intelligence. This comprises of devices such as routers, gateways, switches, etc. -the ones that are capable enough to process, compute and temporarily store the received information. These fog devices are connected to the cloud framework, and send data to the cloud periodically. The third and final tier (Tier 3) is the cloud computing layer, which corresponds to cloud intelligence and is capable of storing and processing enormous amount of data, depending on the capability of the data centers.
Tier 3
Cloud Intelligence : Cloud Layer In fog computing architecture, not every data packet is redirected to the cloud; instead, all real time analysis and latency sensitive applications have a dependency to run from the fog layer itself. The fog devices are basically those which can instantiate a VM (virtual machine), and thus have some computing capacity. 
Resource aware placement of analytics platform
The Internet itself consists of many en route networking devices from the sensors/IoT devices to the cloud application, as shown in Fig. 3 . However, the devices of prime consideration to us here in the fog computing architecture are the fog gateways that connect the IoT devices to The Internet. In parallel explorations, Madsen et al. 5 have considered various computing paradigms inclusive of cloud computing, and investigated the feasibility of building up a reliable and fault-tolerant fog computing platform. Do et al. 6 and Aazam and Huh 7, 8 have inspected the different minutiae of resource allocation in a fog computing framework. Based on a cloud computing network architecture, virtual machine replication and a complementary merging mechanisms were proposed and analyzed by Eleni Kavvadia et al. 9 , capable of exploiting the locally available information to reduce the communication and support cost in the network.
A resource aware algorithm for placement of data analytics platform in fog computing, as proposed, would adaptively deploy the analytic platform to run either on the cloud, or the fog. This platform is assumed to be a service/facility running on a virtual machine, and the proposed algorithm would deduce where the service (function) should be called-on the fog or the cloud. Various parameters would be used therein to determine the optimal placement, such as time to receive data (can be triggered from the deployment location), cost of processing, cost of memory, priority, etc. This, in its future proposed scenario would also compute when the service in consideration should be migrated or replicated to one of the other available virtual machines in the fog architecture.
All of the above computation depends on the overall cost function, which can be thought of as a primary factor with dependency on both the maintenance cost (usually fixed) and the network cost. By using the tradeoff between the fog and the cloud, we want to minimize the network costs, which in turn depends on the network topology and the user traffic demand. By way of this algorithm, we can henceforth reduce the cost function significantly, thus getting a notch higher in attaining a higher degree of efficiency as far as the network communication is concerned.
Conclusion
With the advent of cloud computing in computer science, the processing became easier and the management of resources even better. Then, with the new era of computing applications with the centralized approach of cloud computing, a need emerged to further cut down the response time in latency sensitive applications. Thus, fog computing applications came into play. Now, with this new technology, there are still some challenges to further fine tune the system such that the network costs are minimized and the efficiency increased further. In the work proposed, we seek to develop a resource aware placement of data analytics platform in fog computing architecture, that would adaptively deploy the analytic platform to run either on the cloud, or the fog, thus reducing the network costs and response time for the user.
