Let GL, (&') be the multiplicative group of Cmxm valued rational functions of one complex variable .z with determinant not vanishing identically. We analyze general inner automorphisms of GL,(S) that preserve the set of matrix functions
DANIEL ALPAY ET AL.
whose values are unitary (with respect to an indefinite scalar product) for real, or unimodular, values of z. The analysis is based on state space representations. In particular, homogeneous interpolation problems are studied for the rational matrix functions associated with such a general inner automorphism. We also develop results on minimal factorizations within the group associated with a l-unitary preserving generalized inner automorphism.
INTRODUCTION
Let 9 be the field of rational functions of one complex variable z with complex coefficients. In this paper we continue our study of the classes of automorphisms of GL,(s), the multiplicative group of Cm', valued rational functions of one complex variable z with determinant not vanishing identically.
[Here and elsewhere in the paper we denote by CmXn the set of all m X n complex matrices; GL,(.%) will be often abbreviated to GL,.] This study was initated in [l, 21; in the former paper we focused on degree preserving general inner automorphismsms, while in the latter paper the focus was on general inner automorphisms which are not necessarily degree preserving. In the present paper we analyze general inner automorphisms that preserve the set of rational Cm' m valued functions whose values are unitary with respect to an indefinite scalar product for real (or unimodular) values of Z. The theory which we present here provides a general framework into which the formulas from [9] for matrix valued Stieltjes function fit; this was one of our main motivations for taking on this project.
Let us introduce the concepts mentioned above. In [2] we defined a generalized inner automorphism of GL, to be an automorphism of the form -qW)(z> = Mww(4(~))M(~)-1~ 
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The case where M(z) is constant was analyzed in [I] ; in this case the automorphism & is degree preserving, i.e., S(W) = 6(&W 1) for all W in GL,.
Here and elsewhere in this paper 6(W) denotes the McMillan degree of W (this notion, as well as other concepts related to matrix valued rational functions, will be reviewed in the sequel).
In contrast, the automorphisms of the form (0.1)~(0.4) are not degree preserving. In [2] we associated with a generalized inner automorphism & a natural subgroup GA of GL, (see Definition 1.3 below) on which & is degree preserving, and we studied the factorization problem within GA.
Problems analogous to those studied in [2] arise when one restricts & to certain subgroups of GL,.
In this paper we focus on certain subgroups of unitary matrix valued functions. More precisely, let J be an m X m signature matrix, i.e. an element of Cmxm subject to J = J* = J-', and let GL(J, R> denote the subgroup of GL, consisting of those functions W which are ]-unitary on the real axis R, i.e. such that at every point z on R which is not a pole of W(z). Our main objective is to characterize and study the generalized inner automorphisms which map the subgroup GL(J, R> into itself. It turns out that this is the case if and only if the matrix function M(z) is J-unitary up to a scalar multiple r( z> E 9:
We also study the generalized automorphisms that preserve GL(J, T), the subgroup of CL, that consists of functions which are J-unitary on the unit circle T. As in [l, 23, realization theory of rational matrix functions will be used extensively.
The paper contains five sections. In Section 1 we recall some concepts and results from [2] as well as the realization theory for J-unitary rational matrix functions. In Section 2 we characterize the generalized inner automorphisms that preserve the group of J-unitary functions, and describe several properties of these automorphisms.
In Section 3, which contains the main results of the paper, this theory is elaborated on in detail in the context of many important examples. In particular, one of these examples will be used in a sequel paper [3] to parametrize all solutions of various interpolation problems for Stieltjes class matrix functions. Homogeneous interpolation problems, i.e. the existence and construction of a rational matrix function with given poles and/or zeros, possibly including prespecified one-sided directional information, for certain classes of functions discussed in the 534 DANIEL ALPAY ET AL.
previous sections are solved in Section 4. The last section is dedicated to the minimal factorization problems within the group associated with the J-unitary preserving generalized inner automorphisms.
There we characterize such factorizations in terms of invariant subspaces for two examples of generalized inner automorphisms.
PRELIMINARIES
We start by reviewing minimal realizations and McMillan degree. A full exposition of this and related material is found, for example, in [lo] . Given a @ In' n valued rational function W(z) which is analytic at infinity, a realiza- It is well known that every Cm x " valued rational function W(z) which is analytic at infinity admits a realization, and any two minimal realization of W(z) are similar, i.e., if (1.1) and
are minimal realizations, then there exists a unique invertible matrix S such that c = C'S,
A = SPIA'S, B = S-'B'
Given an m X m signature matrix J, an m X m matrix A is called J-unitary if A*JA = J, or, equivalently, AJA* = J. Minimal realizations of rational matrix valued functions which are j-unitary on the imaginary axis were studied in [5] , from which the following result is easily adapted. (l-5) In this case, the matrix H is necessarily Hermitian and is uniquely defined by the realization (1.2).
As in Theorem 1.1, we call H the associated matrix. Next, we review a number of notions and results from our previous papers be the subset of @ U {M} defined by
The group G,, of the automorphisms associated with ~8 consists of the elements W in GL, analytic and invertible at infinity and such that both J&W) and MP&'(W)M are analytic and invertible on R(M).
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The set G& is clearly a subgroup, and the equality S(W) = S&'(W))
holds for every W E G&.
The elements of G, which are ]-unitary on A, where A denotes either the real line R or the unit circle % and J is a signature matrix, form a subgroup of G,; we will denote this subgroup by G,(J; A) and call it the associated J-unita y group.
One of the main results of [2] is that every generalized inner automorphism is realizable. To define a realizable automorphism, let us first introduce the set S, n of 4-tuples of matrices (A, B, C, D) where A is in @ZnX", B is in c"xm, C is in Cm',, and D is in CmX"'. Often, we will write an element of 
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be in the domain of definition of on, and let S be an invertible n X n matrix. Then is also in the domain of (Y, and there exists an invertible matrix S, such that
Observe that (1.6) is necessarily a minimal realization because 6(W 1.
In the sequel we will use the shorthand 6b4w)) = (the index n being understood from the context). The collection {cxJ= i will be called the associated map.
J-UNITARY PRESERVING AUTOMORPHISMS
In this section we study the pairs (M, p> for which the associated generalized inner automorphism sends a group GL(J, rW> into itself.
We begin with a characterization of such generalized inner automorphisms. To show that E,, is scalar, take V, to be of the form P -P (the blanks stand for zeros), and use (2.5). Similarly, E,, till be shown to be scalar: E,(z) =f,(z)Z . To show that e,(z) = -f,(z) (i.e. that E is a scalar multiple of J,,) we ta i: e V of the form
where -1 < p < 1, p Z 0.
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We have proved that D(Z) = t-i(z)] for some pi ~9.
As det M(z) 
is J-unitary on R.
Proof. The proof of the first claim amounts to taking the determinant of both sides of (2.1). To prove the second claim, multiply both sides of (2.1) by M(Z) on the left and by M(z)* on the right. We obtain
E R.
Iterating m times, we obtain M(z)"JM(z)*" = r( z>"J. Therefore, an element W in G, (J, R) . IS characterized by two Hermitian matrices H and Hti (which depend on the given minimal realization of W ).
At this level of generality, it seems difficult to say much more. More hypotheses are required to study factorization problems. These hypotheses will be presented after Section 3.
The results of this section have complete analogous for the group GUJ, T) of rational matrix functions that are J-unitary on the unit circle. We state the analogue of Theorem 2.1. The proof of Theorem 2.4 is completely analogues to that of Theorem 2.1 and therefore is omitted.
We associate the groupG,(J, T) := G& n GL(J, U) with a given general-
G,(J, U), and let (2.6) be a minimal realization of W(Z). Then, using Theorem 1.2, we see that there is a unique invertible matrix H,, which is Hermitian, such that
EXAMPLES
In this section we present a number of examples of generalized inner automorphisms which leave invariant GL(J, A), where A = R or A = T for various choices of J. These examples may be divided into two different classes: the ones for which an explicit formula for H& is available in terms of a minimal realization of W and the associated Hermitian matrix H, and those for which such a formula seems rather elusive. This section parallels Section 3 of [2] and is divided into subsections, each devoted to a special case.
3.1.
The Degree Preserving Case
In this case, the function M is constant. Such automorphisms were, as already mentioned, the main object of study of our paper [l] .
As a corollary of Theorem 2.1 we have the following result.
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Proof.
All that remains to be proved is the explicit formula for the map H + H,. This is a straightforward computation using the formula (2.6) from [l] for the realization of the function W 0 4 in terms of a realization for W.
3.2.
The Stieltjes Case This example will be used in a sequel paper In the next two theorems we present the associated map on Hermitian matrices and the realization of elements in the associated J-unitary group. We now turn to the proof of (3.7). There are two equalities to check, namely and I&B, = -A*C,*D,, + C:C,B, (3.8)
The first equality can be rewritten as
while the second is equivalent to where X is an invertible p X p matrix.
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The second part of this theorem is proved analogously. 
The Stieltjes Case Iterated
In this example, we study 9 = ti2, where & is the automorphism studied [7] ) that a J-unitary (on R) rational matrix function W is J-inner if and only if the associated matrix H is a positive definite (we assume here that W is analytic at infinity). The example in Section 3.2 shows that a generalized inner automorphism that preserves the set GL(J, R) does not necessarily map the set of J-inner functions into itself. In contrast, in this section we give an example of a generalized inner automorphism which is not degree preserving, but nevertheless maps the set of J-inner functions in the associated J-unitary group into itself. Let $(.z> = z and To show that Hd defined by (3.22) is the associated Hermitian matrix relative to the realization (3.24) we need to check that which allows us to conclude that (3.29), and hence (3.27), holds.
A*H, -H,A = i{(C,* -itA*C;)C, + C$(C, + itC,A)}

Next, we verify (3.28). Rewrite this equality in the form
(H + tCzC,)(B, -itAB,) = -i{C,X + (C$ -itA*C,*)D,,),
and substitute here
HB, = -i(C,*D,, + C:D,,), HAB, = -iA*C,*Dll -i(C,*C, + CFC,) B,
[these last equalities follow from (1.3) and (1.4)]. The result is
tCzC,( B, -itAB,) -i(C,*D,, + CFD,,) -tA*CzDll -t(C;C, + C:C,) B, = -i{C,*D,, + itC2(C,B, -C,B,) + t2C,*C2AB1} -i(C," -itA*Cz) D,,.
Using (3.22), this equality simplifies to
C,*C,( B, -itAB,) -C,*C,B, = Cz(C,B, -C,B,) -itC,*C,AB,,
which is obviously valid. n Assume the hypotheses and notation of Theorem 3.5. 
Then every element in the associated J-unitary group admits a minimal realization of the form
(zZ, -A)-'H-'[C,* C:] "_d" iy6L'],(3.
A Blaschke Factor Example
In this example, we take 4(z) = z and 
, -iC,(zZ, -A)-kl(C;D,, -C,*D,,), a2 = b,(z){D,, -iC,(zZ, -A)Hp1(C:D12 -C,*D,,)}, a3 = b,l(z){D,, -iC,(zZ, -A)-'ZT1(C~D,, -C,*D,,)},
a4 = D,, -iC,( zZ, -A)-'H-'(C;D, -C;D,,).
Therefore, d(W) is analytic and invertible at w and W if and only if each ai is analytic at both points. This condition is equivalent to (3.36), (3.371, as is easily seen from the above formula for d (W) . a
By an application of Theorem 1.1, there exists a uniquely defined invertible Hermitian matrix Hd such that
A*H -HA = -i([C,b,( A)]*C,b,( A) -C;C,} and H,[b,( A)-'H-'(C,*D,, -C;D,,) H-'(C;D,, -C;D,,)]
A formula for Hd escapes us.
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Analogues for Rational Matrix Functions with J-Unitary Values on U
The examples in Theorems 3.1-3.5 have their counterparts for rational matrix functions which are ]-unitary on the unit circle detail just one such example. Let Proof. By [5] (see also Section 7.2 in [7] ) a function W E GL(J, T) is J-inner if and only if the associated Hermitian matrix H is positive definite. It remains to observe that, in view of (3.42), if HM is positive definite, then so is H.
INTERPOLATION PROBLEMS
In this section we study, in two examples, a homogeneous interpolation problem for rational matrix functions belonging to the associated ]-unitary group, for a given automorphism @ of one of the forms (O.l)-(0.4). See [6, 71 for a detailed account of many interpolation problems for rational matrix functions and their applications, with emphasis in [6] on ]-unitary functions.
The problem concerns m X m matrix functions with given poles, pole multiplicities, and right pole functions (we refer the reader to [7] for the definition and basic properties of right pole functions). Such given data are conveniently described by a null kernel pair (C, A), where C and A are matrices of sizes m X N and N X N respectively. The null kernel property means that n ,",,ker(CAj) = (O}. Th e interpolation problem is now formulated as follows: Given a null kernel pair (C, A), find all functions W E GL, with the following properties:
1s a minimal realization of W for some choice of D and B. Here U is an arbitrary p X p unitary matrix, and M is an arbitrary p X p Hermitian matrix.
Proof. By Theorem 3.6, if W E GL (J, [w) , then the matrices B and D satisfy all the required properties.
The converse statement follows by a straightforward verification (using Theorem 3.6 again). n
Analogous interpolation results can be obtained for rational matrix functions J-unitary on the unit circle, using Theorem 3.8. On the other hand, by comparing (5.81 and (5.9) (or, alternatively, by using Theorem 6.14 of [6] ) we see that W, and W, differ by a constant ]-_unitary factor on the right. Thus, adjusting D, if necessary, we have w, = w,. Finally, the formula (5.7) follows from Theorem 3.3. The proof is similar to that of Theorem 5.2, and is based on Theorem 3.6.
