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ABSTRACT " 
'!his paper is the presentation of an alternative method for experi-
DI, 
mental caustic analyses. Initially, the inportance of the field of 
fracture mechanics is presented. '!he experimental stress analysis 
method of caustics is next discussed, as well as its application to 
experimental fracture mechanics. 
'Ihe second section discusses the most frequently used methcrl in 
experimental caustic analyses. 'Ihis procedure, the method of. Principal 
Diameters, is described, and its advantages and disadvantages are 
presented. 
The next section presents an improved method for caustic analyses 
that avoids the problems inherent in the previous methcx:l. 'Ihis method 
is a numerical procedure that uses ·a least squares error reducing 
procedure to evaluate the constants inherent in the fundamental 
equations describing the caustic curve. 
After this numerical method is detailed, several analytical 
comparisons are made to prove the power and accuracy of this procedure. 
On this prCX)f, this method is combinecl with an image analysis system to 
• 
form a "turnkey system" for experimental caustic analyses. This system 
will integrate the caustic method into·one package that will take this 
I 
procedure automatically fmn viewing a caustic through calculation of 
the stress intensity factors. 
- > 
1 
An "Iristniction M'an11al" for this package is presented, arrl several 
exairples of its use are documented arrl COicpared to the previous methcxi. 
Finally, :ti'-'"""""' 
f 
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2 
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CHAPTER ONE - THESIS OVERVIEW 
I.1 INTRODUCTION 
• 
13eginning with the studies of cracks in glass by Griffith in 1919 
[1,2], nruch work has been done to study the generation and existence of 
cracks in solid materials under many types of loadirg. It was not 
until the work of Irwin [ 3 J and On,wan [ 4 J , hOVJever, that these studies 
were carried over to the quasibrittle fracture of metals, there.by 
making them applicable to stnictural analyses in nature. 'Ihis work, 
which has developed. into the science called Fracture Mechanics, has led 
to much more efficient use of materials in structures, and is used 
considerably in fields such as the aeronautics and semicorrluctor 
industries, where material optimization is of ubnost concern. 
'Ihe most important bre.akthrough in the study of fracture mech..anics 
-
was the concept· of the Stress Intensity Factor (SIF). This concept, 
first presented by Irwin in 1957 [5], can be readily derived fran 
classical elasticity theory, as demonstrated by Muskhelishvili [6], 
Lekhnitskii [7], arrl Paris [8]. These factors are quite important in 
that they relat,e the stress field at the crack tip to the far-field 
loadirg and the geometry of the cracked specimen. 
I 
'!he stress field at a crack tip can be generated by_ any of three 
basic modes of loading, or combinations thereof, as shown.in Figure 1.1 
3 
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Mode I 
Tension 
BASIC MODES OF LOADING 
Mode II 
In-Plane Shear 
FIGURE 1.1 
Mode III 
·Anti-Plane Shear 
0-
-
and as described belCM: 
- Merle I: "Tension" ~ Specimen is loaded in the plane of the 
specimen, nonnal to the crack. 
- Mode II: "In-Plane Shear" - Specimen is loaded in the plane of 
the specimen, parallel to the cr:ack. 
- Mode III: "Anti-Plane Shear'' - Specimen is loaded nonnal to the 
plane of the specimen, nonnal to the crack. 
Associated with these three mcx:les of loading are three Stress 
Intensity Factors, designated as K1 , KII' and KIII' respectively. 
Obviously, the study of these three mcxles indeperxlent from one another 
is not very applicable to actual uses in nature. Therefore, many of the 
studies in fracture mechanics in recent years have been devoted to 
mixed-mcxle (specifically in-plane) fracture. 
Many analytical theories and experimental methods have been 
developed or perfected since the time of Irwin's work. one part.icular 
experimental method, called the caustic Method, was introduced by 
ManCXJ9 in 1964 [9] and later extended by 'Iheocaris [10, 11], Rosakis 
[12,13], and Kalthoff [14,15]. 
This methcxl is based. on the generation of shadOVl optical ima.ges 
which appear in simple geometric shapes under any loading 
configuration. The examination of these "caustics" allCJw'S for the 
.. , determination of the stress intensity factors inherent in the loaded 
specimen and, therefore, the stress field at the point of interest. 
--. 
5 
,. 
In general, the application of the caustic method is relatively 
easy and ac.curate in predominantly Mode I loading. Several measurement 
and graph interpolation p nec-essary for discerning K1 and 
K11, hCMever, are quite susceptible to error, specifically in 
predominantly Merle II loading conditions. '!his thesis is a report of 
the caustic method and the problems inherent in implementing this 
method, and the proposal of a turnkey system consisting of reconnnended 
hardware and software developed by the author. '!his software optimizes 
the caustic methcxl by streamlining its procedure and eliminating the 
aforementioned problems. 
·' 
I.2 THESIS STRUCTURE 
This thesis is structured into two basic sections: 
PARI' A - CUrrent Methcrls in caustics 
- Cllapter One c}ives a brief SUll1lllalY of the science of fracture 
mechanics and the advent of the methcx:l of caustics. '!he intent of 
this thesis is explained and its strncture is presented. 
- Cllapter 'Iwo explains in detail the analytical basis for the 
Method of causticso 'Ihe limitations and inaccuracies of the 
current application of this method are also explained in detail. 
PARI' B - Proposed system for the Optimization of caustics 
- Cllapter 'Ihree is the explanation and derivation of th~ 
analytical work done in thi.s thesis. First, the 'intent of this 
analysis is described, and similar work done previously is 
6 
• 
• 
• 
referenced and analyzed. ·Next,· the derivation of this numerical ~ 
method is presented, and the proof of its accuracy is discussed. 
- Chapter Four is the proposal of a turnkey computer program 
which completely analyzes a caustic image, from measuring the · 
caustic image through calculation of Stress Intensity Factors, 
J 
" 
utilizing an IRIS image analyis system and the numerical analysis 
presented in Chapter 'Ihree. Finally, several exarrples are 
• 
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~CHAPTER TWO - THE CAUSTIC METHOD 
II.1 INTRODUCTION 
As :mentioned in Chapter I, the shad0v1 optical method of caustics is 
a relatively new experimental technique in the fields of stress 
analysis and fracture mechanics. A caustic is a br~ght CU1.Ve of light, 
in the form of a relatively simple geometric pattern, that is centered 
around a shadow. "As shovm in Figure 2.1, these patterns can be 
generated by shining- a 1Jeam of light through a transparent specimen 
under load. The beam of light is diverged and concentrated into the 
t 
bright CU1.Ve, and the void of light within the curve forms the shadow, 
because of several different factors. 
First, the stresses in the specimen chanc:Je the thickness of the 
specimen (e.g. reduce the thickness in tension) due to Poisson's 
effect, causing- the material to act as a lens. rihe stresses also change 
the refractive index of the specimen material in accordance with the 
Maxwell-Neumann laws to diverge the light. (Note: Similar ~ffects are 
also evident in reflection; havvever, the discussions in this thesis 
will be limited to transmitted caustics.) 
Exact solutions exist to map the light paths caused by each of 
these two phenomena [16,17]; ha,vever, these solutions are quite 
complicated and approximations are introduced to make them practical. 
8 
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'Ihe mid-plane approxination [9,"18] is a method that accounts for both 
the refractive index change in the specimen and the entrance and exit 
surface.refractions. It approximates both of these phenomena by~ 
discrete refraction at the mid-plane of the specimen. In the remainder 
of this chapter, the mid-plane approxination will :be explained in 
detail. 'Ihe application of this methcxl, and the problems inherent 
therein, will also be described. 
II.2 THE MID-PLANE APPROXIMATION 
, 
As mentioned above, the mid-plane approximation assumes the total 
divergence of light passing through a specimen can be replaced by a 
discrete refraction at the mid-plane of the specimen. rrhis divergence 
can be described graphically by a mapping transfomtion of the light 
passing through this mid-plane onto the caustic curve observed on a 
screen behind the specimen, as shChlTl on Figure 2.2. 
r:rhe light passing through the specimen mid-plane (where the light 
. . r·· 
is incident) can be described by vector v. This vector is then 
diverged to the plane of the screen, over a distance z0 , where it is 
described as the transformed vector V. The two vectors are related 
by the equation, 
V = v - z0 gradAS(r,-&), ( 2. 1) 
where S (r._~) , is the equivalent optical retardati0n of the .. light as it 
passes the specimen. 
10 
., ' ., 
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'As shown in Figure 2.2, equation 2.1 also represents the trans-
fonnation mapping of points described by (r ,'8-) in the specimen mid-
plane into points (X, Y) on the screen plane. As shovm by Born [19], the 
condition for the existence of the caustic curve in the screen plane, a 
mathematical singularity, is setting the Jacobian Detenninant equal ·to 
zero, such as, 
d (X,Y) 
JD= d (r,-9-) = o. (2.2) 
'!he solving of this determinant proves that the points of interest 
1;, 
on the specimen mid-plane, a circle called the inital curve with radius 
r 0 , are mapped into a specific image on the screen plane .. For a 
mixecl-rncrle loading condition, this initial radius is evaluated by the 
I 
expression, 
··c2. 3) 
where, 
c = stress optic coefficient of specimen ma.terial 
h = material thickness 
u = mixi ty parameter = K11/K1 
z = distance frOin specimen to screen 
r .=measured.caustic radius 
As previously mentioned, this solution generates the napping which 
relates the }?Olar coordinates (r,.e-) of the circle on the specimen plane 
to the cart.esian cmrdinates (X,Y) of the image on the screen plane • 
11 
·' 
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'Ihis image appears as a generalized epicycloid, described by the 
parametric equations, 
(2. 4a) 
and ... 
(2. 4b) 
where (2 .5) 
for mixed-mode caustics. 
II.3 DATA REDUCTION USING CAUSTIC DIAMETERS 
Figure 2.3 shCMS one fonn of the epicycloid described by Equations 
2 • 4 • Each discrete point on this curve was generated by varying -& from 
-21r to 21r, while holding the values for r 0 and I constant. Although 
this curve was created with a constant increment of .e-, the i;x:,ints do 
not appear as constant angular increments on this curve. '!his comes 
from the fact that O is not mapped directly fran the specimen-mid-plane 
onto this "screen plane". From this, it can be deduced that, 
-& = arctan (X/Y) • (2. 6) 
'As described by 'lheocaris and Gdoutos [20], the useful part of the 
caustic curve lies in the region of -1r < .-a- < 1r. This is evident by 
studying the variation in the curve as a function of variation in u, as 
J 
sh~ in Figures 2. 4, plotted in this ranc;Je of ~ By examining these 
curves,~ relationsnip between the maximwn diameter (the distance 
13 
·> 
2.0-
1. 8 -
1.6 -
1. 4 -
1.2 -
1. 0 -
0 .8 -
0 .6 -
0 .4 -
0 .2 -
-0.0 
-0.2 -
-0. 4-
-0.6-
-0.8-
-1.0 -
-1.2 -
-1.4 -
-1.6 -
-1.8-
• 
GENERALIZED EPICYCLOID 
FOR -2Tf < -G < 2TT 
flu = 1 AND / = 1. 57 
'\ 
-2. 0 + I I I I I I I I I I . I I I I I I I I I 
-2.0-1.8-1.6-1.4-1.2-1.0-0.8-0.6-0.4-0.2-0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0 
.. 
FIGURE 2.3 
14 
.. 
2.0-
1.5-
1.0-
0.5-
I 
I 
I 
I 
I 
I 
. •" 
VARIATIONS OF THE CAUSTIC CURVE 
AS A FUNCTION OF PHI 
I 
I 
I 
I 
I 
' \ 
I 
I 
I 
I 
/ 
/ 
I 
/ 
/ 
.,,. 
/ 
----- ----- .................... 
- -
.,,. ..... 
..... 
·---·~ 
-----
..... 
' 
' r ', 
' 
PHI=O 
PHI=PI/2 
PHI=PI 
'\. 
·"'· 
\ 
\ 
\ 
"' \ 
. 
\ 
\ 
\ 
-0. 0 +----..--+-+---+--+-1-\ ----*-~--+------+----J--4---~=---+-----J 
-0.5-
-1.0-
-2.0 + 
. 
~"'·· 
I I 
. 'ii. . 
\ 
\ 
. ' 
' 
,.. 
' 
' 
-< ·-------- "-·-·--- -·--·--··-.. 
I 
. FIGURE 2. 4 
15 
Omih ----
---·-·-~( 
I I 
between extreme X-intercepts) , nonnalized to r 0 , 
'Ibis relationship can be expressed as a ratio: 
g = I\nax(µ)/ro, (2.7) 
as shOvJn in Figure 2.5. Furthennore, a relationship between u and r is 
obvious, where r is the difference between °rrax and. °min, 
normalized to °max (independent of r 0 ). '!his relationship is sharm 
graphically in Figure 2.6. ('Ihese diameters are sharm in Figure 2.4.) 
Because of the existence of the-~ two relationships, equation 2. 3 
can be rewritten so as to evaluate the stress intensity factors Kr 
and, used in conjunction with Equation 2.5, K11• 'Ihese equations can 
be expressed as, 
~27f 5'/2 
Kr = 3r/5 z0 ch°max (2. 8a) 
and 
Krr = µKr· (2. 8b) 
I.I.4 DIFFICULTIES IN USING PRINCIPAL DIAMETERS 
Stress analysis using PrinciP?3-l caustic Diameters, fr01n this point, 
is relatively straightforward, as described in the following procedure: 
~ 1. Generate caustic ima.ge. 
2. Measure maximum and minimum caustic diameters. 
3 • Evaluate u frorn these diameters and Figure 2 . 5. 
4 • Evaluate g from this value of· u and from Figure 2 • 4 • 
. ') . 
-
5. Evaluate Kr and Krr from Equations 2 • a.· 
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Although this method is quite sinple, its actual application, under 
certain conditions, canbe quite difficult or inaccurate. As mentioned 
. 
in section II.1, the actual caustic is the curve of convergence of 
,; 
light around the periphery of a shadow. In theory, this curve is a 
distinct curve of maximum light intensity; hOW'ever, except under 
:perfect conditions, fringe pa.tterns fmn the crack itself diffuses the 
light into a barrl around the caustic, as shc,wn in Figure 2.7. 'Ihis is 
typically worse along the negative X axis, exactly 'Where the diameter 
measurements nrust be taken. On this basis, measuring the caustic 
diameters can be very difficult., 
Presuming the caustic diameters can be accurately measured, the 
next step is the detennination of u using Figure 2.5. This curve is of 
relatively constant (and finite) sloJ?e bel~ the vicinity of u = 1. In 
predominantly Merle II loading conditions (i.e. u very large), hOvlever, 
the slope of the curve is very sma.11. On this basis, a sma.11 error in 
measuring the caustic ·diameters can prcx:luce a large error in u. 
SUbsequently, larger errors in evaluating g and, finally, the Stress 
Intensity Factors, are inevitable. 
In the next chapter, a method for circumventing these difficulties 
/1 
is presented. 
• 
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CHAPTER THREE 
AN IMPROVEMENT ON CURRENT CAUSTIC METHODS 
III.1 INTRODUCTION 
As mentioned in the previous chapter, the use of principal dia-
meters in analyzing caustics such as that sha,m in Figure 2.7 is very 
difficult. '!his is due in part to the light.refraction about the c1-ack 
making the actual caustic curve in this area, ergo the extrema. of the 
principal diameters, indistinguishable. 'Ihe curve outside of this area, 
hOvJever, also contains the same val1iable information nec.essary in 
evaluating' the stress state. 
"As shown in Equations 2.4, every finite point on the curve is a 
function of the parameters r 0 arrl t. Furthennore, combining' Equations 
2.5, 2.7, arrl 2.8, the relationships between these invariants arrl the 
desired Stress Intensity Factors :become obvious: namely, 
(3. la) 
arrl, 
(3. lb) 
Intuitively, if the invariants can be extracted from the caustic 
curve coordinate Equations 2.4, the SIF's can be evaluated directly. 
> ·0ne. methcxi of accomplishing this is· by comparing a finite nUlllOOr of . 
' ~ 
,• ,:· ,•, . 
21 , .. -,,, . . 
0 
• 
• 
measured (X, Y) coordinates to their theoretical values as a function of 
estimated invariants. Through an iterative least-squares error reducing 
procedure, these estimated values can be forced to converge to the 
values that.best fit the set of coordinate equations. Once the 
"correct" values of the invariants are found, the SIF's easily can be 
evaluated fmn Equations 3 . 1. 
( 
Several variations of this procedure have been attenpted [21]; 
hOv/ever, to the best of the author's kncMledge, no one to date has 
. 
developed a method that that has been proven accurate in high Mode-II 
applications. '!he remainder of this chapter is the development of such 
a method and the verification of its accuracy. 
III.2 A LEAST SQUARES METHOD FOR DATA REDUCTION 
As mentioned in the introduction, this system is based on 
minimizing the error between estimated values for the coordinates 
describing a given caustic and the actual (theoretical) values for 
these points. Given a caustic image such as that shavm in Figure 2.7, 
the caustic curve can be approximated as a set of "n" X-Y CTX)rdinate 
pairs lying along the periphery of the curve, relative to an origin at 
the cr~ack tip. In most images ( such as Figure 2 . 7) , the axis of the 
crack will be knavn from specimen orientation and appearance of the 
crack outside of the caustic curve; however, the actual location of the 
crack.tip will not be evident within the caustic shadow. 
22 
.. 
-0-
.. 
. ' 
\ 
J, 
. 
Obviously, the correct evaluation of the irwariants __ is dependent on 
a correct coordinate system for the curve. the axis of the 
crack can be found accurately, the error in finding' the location of the 
cr·ack tip alon;J this axis can be considered an irwariant variable of 
th.is image. 
With this in mind, a coordinate system can be applied to the 
caustic image. '!he axis of the crack can be assumed to lie UJ.X>n the 
negative X axis, with the Y axis at the location where the crack tip is 
assumed to be. '!he measured coordinates (XM, YM) then can be evaluated 
relative to th.is origin. 'Ihe true experimental coordinates (XE,YE) 
neces~ for evaluating r 0 and ·1 can be expressed as, 
and 
XE = XM - € X 
YE= YM, 
.... 
where Ex is the error in X, as sha,m in Figure 3.1. 
(3.2a) 
(3. 2b) 
Any pair of experimental coordinates can nc:M :be used to evaluate 
the irwariants using a least squares error reducing procedure. 'Ibis 
system consists of minimizing the error function, E, which is comprised 
of the ~ifference between a pair of measured coordinates on the curve 
and their theoretical counterparts (XT,YT). rrha.t is, 
' E = (XT(r0 ,t) - XE) 2 + (YT(r0 ,t) - YE) 2 • (3.3) 
Combini_nJ Equations 3. 2 and 3 • "3 , 
' .... 
' . 
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E = (xr - XM. + €x) 2 + (YT - YM) 2 I ·(3.4) 
where (XI1,YT) are equivalent to (X,Y) in Equations 2.4. 
'!his error function can now be minimized by taking its derivative 
with respect to each of the invariants and setting these derivatives 
equal to zero. 'Ibis process creates a system of three non-linear 
equations as a function of the three invariants, Xa, ~' and €x, 
namely, 
dE dr ~ 0 
0 
ciE 
c» = 0 
dE 
- -·o O€x -
'•(', 
(3. 5a) 
(3. 5b) 
(3. 5c) 
Although evaluation of this system seems straightfo:rward, two iteins 
..... 
made it somewhat complicated. First, the Equations 2.4 are not only 
functions of the invariants, but angle-9 as well., "As described in 
section II . 3 , -e is not a geometric entity on the screen plane; there-
fore, this angle cannot be measured directly frorn the caustic ima.ge. 
Furt:hennore, these equations cannot be evaluated explicitly for o. 
'!he second item deals with the accuracy of evaluating the invar-
iants based· solely on one set of coordinates. Any minor error in 
measuring could result in errors of the invariants·and, subsegµently, 
in the SIF's; however, - this set of coordinates is just one of many .that 
,;1;• 1' 
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_could be measured arourxi the periphery of the cmve. If many sets of 
cxx:>rdinate pairs are measured, they can :be solved simultaneously _to 
find the invarants that best fit all of the points, rather than just 
one. 
Both of the aforementioned. problems were resolved using a 
Newton-Raphson iterative procedure [22] to simultaneously solve 
EquatioP.s 3.5 for the invariants that best fit all of the coordinate 
pairs. '!his was done by using an error function that sums the errors 
for each of the "n" CCX)rdinate pairs (Xi,Yi), such as, 
(3. 6) 
'Ihe problem of finding O was resolved as a by-prcrluct of this 
numerical method. Ille to the highly non-linear nature of this system of 
simultaneous equations, the Newton-Raphson method was used for the 
solution. 'Ihis method starts with initial ~esses for the invariants, 
·. . . 
then an iterative procedure is used to force these values to converge 
to the correct values. 
For each iteration of this procedure, the invariant values were 
assumed to :be "correct" for the purpose of evaluating -&. This value is 
the same for l:x)th of equations 2.4, for a given coordinate pair. 
Newton• s root-finding algorithm was used to find the value of ..a- for 
each coordinate pair. 
'!his procedure is an iterative approach for converging to the root 
of a function f(x) = o. 'Ihe root of th~-_equation, 
' .,;· ~\ 
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To use this ·algorithm, an initial gue.ss of the root of the function 
is used to generate a new value for that root. 'Ibis routine is repeat.Erl 
until the adjustment in the root is sufficiently snall. For this pro-
ject, the algorithm was applied to either of the equations, 
or 
XE - XI1{-8-) = 0 
YE - YT{.&) = O, 
\ 
\ 
to determine the value of & for any CDOr<linate pair • 
.. 
(3. Sa) 
(3 .-ab) 
Although this routine is basic, its application to these highly 
non-linear Equations 3e8 posed two proble.ntSo By examination of Equation 
3.7, using an equation with a very srrall slope (i.e. derivative) makes 
the adjusbnent to the root very large. 'Ihe second problem could ocnrr 
\•_ 
if several roots exist for a given function. '!his condition mandates 
very good estimations of the initial value to converge to the correct 
root •. 
., 
To better explain these concerns, Equations 2.4 hav~ been plotterl 
•• 
as a function of O for a given· r 0 and several values of ~\_'Ihese 
plots are shovm in Figures 3.2a and 3.2b. By examining these curves, it 
is obvious that the concerns mentioned al:>ove are inherent in Equations 
2. 4, ergo Equations 3 o 8. Both figures show several roots for -e, and 
,,, coincidentally, several points of zero slope. 
'!he latter of these concerns is negaterl by the simultaneity of 
. ,, 
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these equati,ons. 3 • 2 , the two curves, for the 
most part, are out of phase; therefore, for any given -a, at least one 
of the two curves has a slope not close to zero. '!he curve with the 
largest magnitude of slope is then chosen to evaluate 6-. 
'!he prev1ous concern of providing an initial guess for,& close to 
the root in question can be addressed through the physical significance 
of -&. -9- exists as one of the polar coordinates on the specimen mid-
. 
plane. As described in Section II. 3 , -8- = arctan (X/Y) ; however, this 
relationship does provide an initial guess close enough to converge 
consistently to the correct value. 
Finally, after finding -& for each coordinate pair, the Newton-Raph-
son method for solving simultaneous equations can be used to evaluate 
the parameters {V} (i.e. r 0 , ~, and Ex) and, subsequently, the 
SIF's. '!his methcrl, complicaterl with Newton's root-finding methcrl, is 
best described in algorithm fonn, as follows: 
1. Make initial estimates (the jth values) for the invariants 
{V} •. 
2. For each coordinate pair: 
a. Use {V}j to evaluate dXjde and dY/de. Compare magnitudes 
to detennine with which Equation 3. 8 to detennine &. 
b. Determine -e using Newton's root finding methcx:l on this 
') 
equation. 
3. Use jth values of {V} to evaluate ·Equations 3.5, {dE/OV}j, 
• 
using· E frau Equation 3 • 6. 
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4. Take derivatives of F,quations 3.5 with respect to invariants 
{V} to generate matrix [cY E/ (dV1ovm)]. Evaluate this 
matrix usirg jth values of {V}. .. 
5. use IIJ decomposition of this matrix in the follc,;,..rirg system to 
evaluate adjusbnent vector {DV}, as follOVJS: 
... 
{IJV'} ·* [ci2E/(dv1dVm) Jj = -{dE/oV}j (3.7) 
6. Evaluate (jth+l) values of {V}, as follows: 
{V}j+l = {V}j + {DV} 
7. Repeat steps 2 through 6 to make {DV} sufficiently small. 
~ 8. Finally, use values· of r 0 and t fr01n {V} to evaluate SIF's 
from Equations 3.1. 
(3.8) 
Obvi~ly, the next step was to write a computer code based on this 
:, 
algorithm. D..le to the complexity of Equations 2o4, expanding the 
derivatives in Equation 3.7 proved to :be a di.fficult task, as shown in 
the Append.ix.-After all the derivations were complete, they were 
incorporated into the algorithm and this combination was written into 
Fortran 77 code. 
llle initial code was written for the purpose of provirg the 
accuracy of this numeric.al method. The next section describes in detail 
the steps taken to accomplish this. 
<) 
III.3 VALIDATION OF THE LEAST SQUARES METHOD 
As with any nurnerical method, the code described in Section III.2 
30 
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SIF' s. 'Ib prove the accuracy of this methcxi and, ul ti.mate! y, build 
,• 
confidence in its applicability to experimental caustics, several 
comparisons have been ma.de. 
The comparisons made in this section were done on analytically 
generated caustic cw:ves. 'Ihese curves were generated from Equations 
3. 9, using a chosen set of invariants and iterating -e front ~ to 1r in 
50 discrete steps. 
• 
(3.9a) 
and 
(3.9b) 
As can be seen in these equations, the coordinates vary linearly 
with chancJes in r 0 or Ex; hDW"ever, a non-linear relationship exists 
with t. On this basis, the initial comparisons were made with normal-
ized values of r 0 and Ex and with three different values oft. As 
. 
can be inf erred f~n Equation 2 . 5, t can range fr01n O to 1r /2 ; 
therefore, values of o, o. 78, arrl 1.57 were chosen for these 
comparisons. 'Ihese three caustic curves are shavm in Figures 3.3, 3.4, 
and 3.5. 
'Iwo different factors can affect the accuracy of iterative 
numerical methods such as this. 'Ihe first is the sensitivity of the 
algorithm to initial guesses. Many numerical methods are quite accurate 
if the initial guesses are sufficiently close to the correct answer, 
but cannot converge if the guesses are not close. - - k -- -.,- -··. ..... ... -·. ·~ 
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To evaluate the effect of initial guess proximity, the initial guesses 
for each invariant were varied by a certain percentage fmn the actual 
values for a starting point for the oode. 'Ihe oode was then run, and 
the convergence was monitored. 
'!he criteria for sufficient convergence was two-fold. Primarily, 
the proceciure was tenninated if the adjusbnent to each invariant was 
less than 0.1% of that invariant. '!his criteria is obviously 
inpractical, however, if the value of the invariant is zero, as may be 
the case for I and ex. For this condition, the procedure was 
tenninated if the absolute value of that invariant was less.than 0.001. 
Using this criteria, several combinations of initial guesses were 
compared. For each of the three curves, the invariants were altered. by 
approximately 0%, 10%, 50%, and 100% to generate the initial guesses. 
'!he results of these runs are shovm in Table 3.1. This table lists, for 
all three curves; the actual value, ·initial guess, calculated value, 
percentage difference (between actual and calculated values), and 
number of iterations_to convergence for each invariant for each 
I 
comparison. 
From this table, the worst percentage difference is less than 1%; 
I 
furthermore, this difference is independent of the initial guess 
proximity& The only disadvantage of large error in initial guesses is 
an increased number of iterations, which may be critical if computer 
time is at a premium. rrhat withstanding, it can be concluded that this 
nmnerical method is insensitive to large errors (up to at least 100%) 
in initial guesses. 
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PROX. OF 
INIT. GUESS 
O,C 
10,C 
&(),C 
100,C 
o,c 
10,C 
50,C 
100,C 
o,c 
10,C 
&Q,C 
100,C 
( 
.. 
ANALYTICAL COMPARISON OF THE EFFECTS OF 
.. 
INITIAL GUESS PROXIMITY ON THE NUMERICAL METHOD 
Y'o q, E )( 
ITER'S TO ACT. !NIT. CALC .. 
" 
ACT .. INIT. CALC. % ACT. INIT. 
CON\!. VAL.(in.) VAL.(in.) VAL.(IN.) DIFF .. VAL. VAL., VAL. DIFF. VAL.(in.) VAL.(in~) 
~ 
1 1.0 1.0 \ 1.0000 o.o" o.o o.o 0.0000 N.A. 1.0 1.0 
18 1 .o 1.1 1.0000 0.0,C 0.0 0.1 o.ooeo N.A. 1.0 1.1 
28 1 .o 1.!5 1.0000 0.0,C 0.0 0.5 0.0081 N.A. 1.0 1.5 
3& 1.0 2.0 1.0000 o.o,c 0.0 1.0 -0.0080 NA 1.0 2.0 
., 
1 1.0 1.0 1.0000 0.0,C 0.78 0.78 0.7800- 0.0" 1.0 1.0 
1e 1.0 1.1 
. 
1.oooe o.o,c 0.78 o.ae 0.78!51 0.7,C 1.0 1.1 
24 1.0 1.S 0.9994 -:::,.o,c 0.78 1.17 0.7747 ~0.7,C 1.0 1.~ 
40 1.0 2.0 1.oooe o.on 0.78 1.~e 0.7908 o.e,c 1.0 2.0 
9 1.0 1.0 0.9998 0.0,C 1.57 1 .. 57 1.6885 -0.1" 1.0 1.0 
18 1.0 1.1 0.9998 o.o,c 1 .. £57 1.73 1.5881 -0.1,C 1.0 1.1 
20 1.0 1.S 0.9998 o.o,c 1 .57 2.38 1.S884 -0~ 1,C 1.0 1.8 
22 1.0 2.0 0.9998 o.o,c ,.57 3.1-4 1.ssae -0.1,c 1.0 2.0 
• 
Tabl• 3.1 
... 
CALC. % 
VAL.(in.) DIFF. 
1.0000 o.o,c 
1.0002 o.o,c 
1.0002 0.0,C 
1.0002 0.0,C 
1.0000 o.o,c 
0.9998 -o.o,c 
1.0000 0.0,C 
0.9998 -0.0,C 
0.9999 -o.o,c 
Oe9998 -o.o,c 
1.0003 o.o,c 
0.999S -o.o,c 
I'· 
.. 
... 
v, · · "'' ,,, ,,, ,., , .. ,,. , .. ,,,, ;,, l•,I \I~., 
\ 
\ 
'lhe secorrl: factor that might affebt the ac.curacy of a~ rnnnerical 
method-such as this is rarrlom error in the· input. As sh<Jvm in the 
preceding comparisons, this algorithm gives quite accurate results for 
coordinates that exactly lie on the curve that is :being approximated. 
'!he intent of this algorithm, h~ever, is to be applied. to measured 
experimenta] data. Any amount of ,measuring error would eliminate the 
possibility of all of the CCX):rd.inate pairs lying exactly on the caustic 
curve. 
To evaluate this second factor, a random error up to 5% of r 0 was 
applied to each coordinate :pair to approximate measurement error. Exam-
ples of these "experimental" curves are sham in Figures 3.6. Table 3.2 
demonstrates the accuracy of this ccrle under worst case conditions such 
as this. For this comparison, initial guesses were approximately 50% 
for nonnalized r 0 and Ex, and for six different values fort. rrhe 
l~est final error seen in any of these calculations was approximately 
3%, using convergence criteria of 0.005. For comparison, the last item 
was renm with convergence criteria of 0.001. As can be seen, the error 
percentage was ·reduced considerably, but the number of iterations was 
slightly increased. 
. 
From the work described in thi~"\section, the following conclusions 
can 1:::>e made. This algorithm provides a very pc>v1erful, accurate 
ntnnerical method that can calculate the invariants of a caustic curve, 
recJardless of :poor measuring techniques and :poor initial guesses~ 'lhe 
,. 
• 
efficiency of this program, however, is effected by these parameters. 
Finally, the accuracy of this code can be improved by minimizing the 
convergence criteria, but the running time is increased. 
\ 
.. 
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ANALYTiCAL COMPARISON OF THE EFFECTS OF 
RANDOM ERROR ON THE NUMERICAL METHOD 
(with 0.005 Convergence Crtterta) 
ro ct, £ )( 
ACT. INIT. CALC. % ACT. INIT. C.~LC. % ACT. INIT. 
VAL~(in.) VAL.(in.) VAL.(!N.) -DI FF. VAL. 
-
VAL .. VAL .. DIFF. VAL.(in.) VAL.(in$) 
1.0 1.5 1 .. 000 o.o" o.o 0.5 0.007 No~ 1.0 1.5 
1.0 2.5 1.000 0.0,C 0.0 0.75 0 .. 0082 N.A. 1.0 2.5 
1.0 1.5 1.000 0.0,C Oo3 0~45 0.290 3.3,r; 1.0 1.5 
1.0 1.5 0.999 -0. 1" 008 Oo9 0 .. 582 2 .. 9,C 1.0 1.5 
1.0 1.5 1.003 0.3,C 0 .. 9 1o35 0 .. 921 2.3,C 1.0 1.5 
1.0 1.5 1.003 0.3,C 1 .2 1.8 1 .217 1.4" 1.0 1.5 
, .o 1.5 0.998 -0.4" 1.5 1 .. 0 1.482 _, .2,C 1.0 1.5 
1.0 1.5 0.997 ·Oe3,C i .57 1.0 1.558 0.8,C 1.0 1.5 
(wtth o.oo, Converoe"ca Crttena\ 
1.0 1.5 0.999 -o.o,c 1.57 1 .o 1.588 -0.1" 1.0 1.5 
Table 3.2 • 
• 
• 
CALC. % 
VAL.(in.) DlFF. 
1.000 o.o" 
. 
1.000 0.0,C 
1.000 0.0" 
1.000 0.0,C 
1 .000 o.ox 
0.999 -0.0" 
1.002 0.2,C 
1.000 0.0"' 
1.000 0.0,C 
• ' .T -r1_. 
t 
" 
CHAPTER FOOR 
• 
PROPOSAL FOR A TURNKEY SYSTEM 
FOR EXPERIMENTAL CAUSTIC ANALYSES 
• 
IV.1 INTRODUCTION 
•• 
'As seen in the preceding chapter, a pov1erful, accurate computer 
code has been written for use in caustic analyses. Given a set of 
CCX)rdinate pairs that describe the periphery of a caustic curve, the 
stress field at the crack tip can te determine:l .. 'Ihis chapter describes 
a method by which the coordinate pairs can be read autorna.tically from a 
caustic image directly into the analysis code. '!his data can then be 
analyzed as described in Olapter Tnree, and, with the input of several 
loading factors, the Stress Intensity Factors can be calculated. A 
stand-alone "turnkey" corrputer system will be proposed, and experi-
mental proof of this system will be presented. 
IV.2 PROPOSAL FOR A TURNKEY SYSTEM 
One of the few remaining details nccrled to make the :numerical 
method in Olapter lllree operable is a practical way to input the neces-
sary coordinate pairs that describe the caustic cmve. 'Ihe first prob-
lem with describing this curve is knowing exactly where the cmve lies. 
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Although~there is some disagreenent, m:>St students of the caustic 
method contend that the actual ca:ustic curve is the cu:rve of maxi.mum 
light intensity at some locus outside of the caustic shadow [23]. For 
ease of measuring, many caustic analyses are done using the shadow 
diameters. Depending on the quality of the optical system, the 
difference between th~ shadOvl diameter and the true caustic diameter 
can be appreciable, generating error in the SIF calculations. 
To eliminate this discrepancy, every effort possible must be made 
to find the true caustic curve. In this work, an IRIS image analysis 
system [24] was used to accomplish this goal. 'Ibis system can be used 
to view any image with a video camera and digitize the·image based on 
relative light intensity. 'Ihis digitized information can then be used 
' 
as need.ed. 
In this application, an ima.ge analysis system is the perfect tool 
for discerning the true caustic curve, i.e. the cmve of maximum light 
intensity, from the caustic ima.ge. '!he following procedure was used to 
generate the required coordinate pairs for the nmnerical method from a 
givencaustic image: 
• 
1. Orient the caustic image so the crack lies parallel to the 
necJative X axis of the image analysis screen. (In the case of 
the IRIS system, the negative X axis points upward, as is 
obvious in Figure 4 • la. ) 
41 
. ' 
' • 
2. · Estimate as closely as ~ible the crack tip location. '!he 
• 
location in X should be obvious fran the location of the crack 
as seen outside of the caustic shad0v1. '!he end of the c.r·ack 
(along the X-axis) is less discernable; therefore, this :point 
can be estimated by viewing the analytical caustics shown in 
Figures 3.3 through 3.5. '!his point is shown in Figure 4.la. 
3. Pick a point along the negative X axis that is outside the 
,. 
caustic cu:rve, in a rilanner similar to step 2. 'Ihe distance 
between this point and the chosen center is rmax. 
4. Every pixel between these two points is examined by the 
system, and the pixel of maximum light intensity is chosen. 
This point should lie along the ~ustic curve. 
5. After this first scan, a similar scan at each of 54 angles is 
made around the periphery of the inage. To describe these 
angles, the radius rrnax is moved clockwise from·-1r to 1r, in 
s0 increments (for Quadrants II and III) or 10° increments 
(for Quadrants I and IV). ('!his dichotomy in increment value 
was due to the critical nature of the caustic curve in 
" Quadrants II and III [25]. In Quadrant III, only the section 
. 
# 
. .. ... 
fmn rrraxf2 to rmax is scanned at each angle. 'Ibis is done 
to avoid the "tail" encroaching into this area from +7r. 
Reference Figure 4.lb). 
6. Manually eliminate any points that obviously lie off of the 
caustic curve. 'Ihese errant points are no:rmally caused by 
light defraction fmn the crack edges. ~. ' 
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With this 1algorithm to firxi the CX>Ordinate pa.irs, the caustic 
analysis package is now conplete. Based ·on this pa.ckage, a "turnkey" 
system for caustic analyses can :be provided. A turnkey system is a 
combined hardware/ software pa.ckage that takes a user from start to 
finish in completing a specific task. In this case, an image analysis 
system with the software described herein is the basis of this turnkey 
system. 'Ihe following algorithm describes, start to finish, the way 
this system is used: 
1. Generate caustic image. 
2. Start analysis package. '!he package will prompt the user to: 
a. View, record, or play back caustic image onto screen, with 
caustic oriented. with the cr·ack on the negative X axis. 
"' 
b. With image on screen, choose caustic center and point at 
-'Ir. 
c. After caustic coordinate pairs are picked and shown on 
screen, eliminate points obviously not on caustic curve. 
d. Input caustic-generating data, namely: 
i. Load on specimen. 
ii. Specimen thickness. 
iii. Stress optic coefficieht of specimen. 
iv. Distance between screen and specimen. 
v. Light divergence factor. 
vi. Scaling factors for image analysis sere.en • 
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FIGURE 4.1A 
CURSOR AT ESTIMATED CENTER 
OF A TYPICAL CAUSTIC 
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FIGURE 4.18 
POINTS OF MAX. LIGHT INTENSITY 
AROUND PERIPHERY OF A TYPICAL CAUSTIC 
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e •. Input estiirate for the caustic diameter, D. From this .. 
estiirate, the initial guess for r 0 (= D/3) and fx (= 0;·12) 
can be calculated. "As proved in Chapter III, an initia~ guess 
fort= 1 will converge for any caustic. 
3. Final values for all three invariants arrl the Stress Intensity -· 
Factors will be automatically calculated and printed out.• 
• 
IV. 3 EXAMPT FS 
Several actual caustic experiments were run to demonstrate the use 
of the package presented in Section IV.2 .. Each of the three caustic 
iirages were generated from a "Brazilian Disk" specimen, shown in Figure 
4.2. 'Ihis specimen, developed by Banks-Sills et.al., was designed to 
generate a high KrI stress field [26]. 
'!he.caustic irrages were generated by shining a He-Ne laser beam 
through a specimen loaded in a static load frame. Ille irrage was shown 
onto a screen and read into the irrage analysis video camera. A 
scherratic representation of the conplete experimental set-up is shown 
in Figure 4. 3. Using this apparatus, caustic images _for three different 
- Q 
loading conditions were generated. For each of the three cases, the 
follOvJing parameters were in common: 
' ~ 'ft \l. • 
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VIDEO CAMERA 
t.. 
IMAGE ANALYSIS 
SYSTEM 
I 
i 
I 
! 
' \ 
If 
I! 
! 
SCREEN 
SCHEMATIC OF 
EXPERIMENTAL CAUSTICS APPARATUS 
HE-NE LASER 
CELL 
FIGURE 4.3 
SPECIMEN SPECIFICATIONS 
Material: Polymethyl Methacr:ylate (™MA, "Plexiglass") 
'Ihickness (h): 3.0 nun 10.12 in.) Stress Optic Coefficient (c): 1.0 x 10- O m2 jN (7.45 x 10-7 in2 /lb.) 
Specimen to Screen Distance (z0 ): 2083 nun (82 in.) 
To generate the different loading conditions, the specimen was 
loaded to 50 lb. (in tension) at loading angles of o, 10, and 20 
degrees, respectively. 'Ihe three caustic images generated in these 
loading configurations are shown in Figures 4.4. In all cases, the 
criteria of rc/h>0 .. 5 was exceeded to avoid three dimensional stress 
distributions, as described by Rosakis and Ravi -chandar [ 27 J • As seen 
in these photographs, the crack was oriented. vertically with respect to 
the camera for each image. This was accomplished by rotatinc:J the camera 
the saine angle as the specimen for each loading case. (Note: for 
, logistical reasons, the video image for each case was recorded on a 
video cassette recorder and played into the image analysis system a:t a 
later date. ) 
After the images were recorded, each image, in tum, was analyzed 
per the procedure outlined in section IV.2. The results of these 
analyses are shown in Table 4.la. 
rrhe first comparison, to be nade is with the estimates from the 
Methoo of Principal. Diameters. For these estimates, the rraximum and 
minimum diameters were measured directly from the respective images. 
'!he value fort was estimated from Figure 2.6 as a function of the 
.• 
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EXPERIMENTAL RESUL-rs VIA NUMERICAL_ tv~ETHOD 
---------·------=----.. ------·--·--.. -, --------·""-------~----------..._. .... ~ ..... ---
r t nltta! Guesses: r0 -= 0.3 Tn.; cf> r== 1 .O: t x=== 0.025 tn. 
r=LoAoING-INo~-o-F POtNTs K.z: ~K~ 1 
PSI {IN 
I 
oc) 3 
10 ,, 7 
t) 
20 7 
21 
1 1 
26 
0.2180 j 1.3358 0 .. 0124 
I 
0.2437 1.0599 I 0.,0104 
-------________ , ... ___ _ 
Tabte 4.1 a 
PSI JIN 
__,_ .. .._,, -- r-
517.2 21 60.4 
1436. 1 2561.9 
COMPARISOl"-J OF E><PERIMENTAL (~~UMERlC;AL METr-10D) RESULTS ., 4 , 
--· -- ...,._ ... __ ... ~ ~ --- --..,--~ --~- -== ---~-~-----· ----------..... .... .. ~--- ... _ =- --
TO Tr-1E METHOD OF PR!~lClP,L\L CAUSTlC DIAMETERS 
--... ·-=--·----_, .. _________ ...,., .... . _____.,~~--,____..,,_. ... __.~---- _ ...... ~.,...._- -------~---·----------.............. ~· --
a 
0 0.21 eo 1 .33sa I 0~323 0.223 2.3,:; , .23 
I 
0.2437 1 .0599 . I o.2s4 I o.2s5 4.s,:; 1.02 
7.9~ 
3.7~ 
. t 
----~~-~- 0.2553 Q.:_d_61 ~_;.Jsi.17~ C?~~l ___ , 4.6~------~0._6_6 ____ 0._3_" __J 
Table 4.1 b 
,· 
"'· ratio of the difference in diameters to the maximum diameter, r. 'lhe · 
. value for r 0 was then calculated as I\nax/9, where g is estimated as 
a function of r from Figure 2.5. 
"As shOvJn in Table 4. lb, the differences in values of r 0 range 
frarn 2. 3% to 4. 6% for these caustics. rrhe differences in values of t 
range from O. 6% to 7 • 9%. 'Iwo observations can be made front this· data. 
, .. 
For r 0 , toe estimation of caustic diameters was ma.de difficult by the 
defraction of the caustic about ~ = -'I[. '!his creates problems in 
estimating" I (i.e. u) and. g, as well as calculating r 0 • 'Ihe second 
point is the error int increases considerably with an increase in the 
value of~- "As mentioned. previously, this can be attributed to the 
\·-;. 
difficulty in interpolating from Figure 2.6 as I approaches 1r/2 (i.e., 
JJ approaches oo). 
A secorrl estimate can be ma.de to the expected value oft at a 
loading angle of o0 , as pred.icted for the Brazilian Disk geometry by 
Banks-Sills et al [28]. Per that work done in FFA and photoelasticity, 
the estimate for u at this loading angle is at least 50. According" to 
Equation 2.5, this corresponds to a value of~ of at least 1.55, a 
difference of 16% from the calculated value. • 
Using Figure 2.6, the Banks-Sills data [28] predicts a value for r 
of approximate! y 4 . 2 . As showri in Table 4 . lb, this is obviously not 
true for this caustic image .. This discre:pancy can be caUSffi by various 
items, such as minor variations in crack orient.ation or pin position or 
out-of-plane loading. However, inasmuch as the actual caustic image is 
the" true indication of the stress field, the results in Figure 4.5 must 
be considered acceptable. 
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One final obsel:vation was made during.these analyses. 'As previously 
mentioned, the location of the c.enter of the crack was considered. a 
given for these analyses. 'Ihrough this experimentation, locating the 
center of the crack proved to be more difficult thc.m initially 
perc.eived. A final comparison was made for each loading case to 
determine what errors are produc.ed by deviat·ions from the true caustic 
origin in the Y direction. 
1hese comparisons, shown in Table 4. 2, were made by incrementing 
the origin in steps of approximately 0.015 in. to either side of the 
trne crack center. As can be seen in this data, large errors can be 
realized by not choosing the trne crack center. On this basis, the 
algorithm presented in this thesis may be subsequently improved by 
ac.counting for this error in Y, just as the error in X was accounted 
for. 'Ihis improvement, however, would make the rnatheniatics of this 
algorithm considerably more involved. Furthennore, this increase in the 
complexity of the Newton-Raphson procerlure might make it instable. 
Younis and Zachary developed a four-parameter.system such as this with 
a different set of parametric equations [21]; hCMever, as previously 
mentioned and to the best of the author's Jmavvledge, this system has 
not been substantiated in high Mede-II applications. 
,, 
,. i 
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EXPERIMENTAL COMPARISON OF THE EFFECTS OF THE 
DEVIATION OF CHOSEN CAUSTIC ORIGIN FROM CRACK CENTER 
Initial Guesses: Fa = 0.3 in.; ~ = 1.0; Ex= 0.025 in. 
LOADING 
ANGLE 
0 
0 
O· 
0 
0 
0 
0 
10 
10 
10 
10 
10 
10 
10 
20 
20 
20 
20 
20 
20 
20 
" 
DEVIATION FROM ITERATIONS TO 
CRACK CENTER(in.) CONVERGENCE 
-0.045 
-0.030 
-0.015 
0 
0.015 
0.030 
0.045 
-0.045 
-0.030 
-0.015 
0 
0.015 
0.030 
0.045 
-0.045 
-0.030 
-0.015 
0 
0.015 
----~ 
0.030 ( . ..,· 
0.045 
20 
25 
22 
21 
19 
19 
DID 
33 
21 
18 
1 1 
20 
20 
20 
27 
29 
31 
' 26 v 
25 
.. 25 
24 
Table 4.2 
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(in.) 
0.2012 1.0040 
0.2013 0.9234 
0.2107 1.1913 
0.2180 1.3358 
0.2225 1.3850 
0.2268 1.4548 
NOT CONVERGE 
0.2338 0.7664 
0.2338 0.8647 
0.2361 0.9042 
0.2438 1.0599 
0.2456 1.1263 
002512 1.2324 
0.2551 1.2976 
0.2507 0.3885 
0.2512 0.4779 
0.2517 0.5980 
0.2553 0.6618 
0.2570 0.7200 
0.2597 0.7875 
0.2629 0.8365 
.... 
/ 
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CHAPTER FIVE - CONCLUSIONS 
'!his paper was the presentation of a proposal for a "'Iurnkey 
system" f_or experimental caustic analyses. 'Ihis system consists of 
"' . 
/ 
- - --··· -·-4---·· -------·---·-- ·--~· -
inage analysis equipment controlled by a software package developed by 
the author. 'Ihis package uses the inage analysis system to digitize the 
caustic cmve of a given caustic inage. '!his digitized info:rma.tion is 
then evaluated by several numerical methods based on the fundamental 
equations of the caustic cui.ve to detennine the~stress field infor-
mation inherent in this inage. 
'Ihe prirnaJ::y numerical methcxl in this package is a least squares 
error reducing proceclure, evaluated by a Newton-Raphson method for 
solving the non-linear simultaneous equations created. Several 
analytical comparisons were presented to prove the accuracy and pc,w'er 
of this method, including the ·effect of random measuring error • 
A ''User's Manual" for using this package for experimental caustic 
analyses was next presented.. Finally, several experimental examples 
' 
wer~ presented. to sh0v1 how this system is used, and comparisons were 
ma.de to presently used anal.ysis methods. 
One shortcomincJ of this ccx:le is its sensitivity to error in 
locating the crack center. "As mentioned in Olapter 4, this code could 
be rewritten to calculate this error, much as the error in finding the 
crack tip (along the ~ck axis) is calculated; hooever, this change 
54 
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makes the already·oonpl~cated mathematics much rrore involved. ('!hat is, 
' 
a system of four equati0ns, four unknowns is much 100re oonplicated than 
a system of three equations, three unknowns.) With the oonplexity of 
these equations, the ability of the Newton-Raphson methcxl in evaluating 
these equations would have to be proven. 
' 
Finally, this specific package was specifically written for 
- ·~ ---------~ 
· caustics in transmission. Obviously, the use of reflected caustics is 
much more applicable to actual caustic studies for typical structures. 
With minor modifications, however, this ccxle easily could be adapted to 
analyze reflected caustics. Furthennore, the front-face caustic that 
~ 0 
appears inside the shadow of the reflected caustic image exactly 
defines the position of the crack.tip, eliminating the need for 
evaluating the previously discussed mathematical changes . 
... 
In conclusion, with minor modifications, the Turnkey System for 
caustic Analyses presented in this pa:per could very easily replace the 
cautics methcx:ls currently used in industry • 
. , .. 
- ,, 
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APPENDIX 
Given 2.4, X=XT=r0 (cose+2/3cos(3/2e+¢)) 
,. 
Y=YT=r0 (sine+2/3sin(3/2e+¢)) 
However, cos(A+B)=cosAcosB-sinAsinB 
sin(A+B)=sinAcosB+sinBcosA 
, ..... ~ 
Therefore, 
(A. l) 
(A.2) 
(A.3) 
(A.4) 
X=XT=r0(cose+2/3(cos ~ cos¢-sin ~ sin¢)) (A.5) 
Y=YT=r0 (sine+2/3(sin ~ cos¢-sin¢cos }f)). (A.6) 
To find e as described in III.2 (Equations 3.8); 
aF aF 
need aex and a/ , where 
Therefore, 
F = XE-XT = 0 X 
F =YE-YT= 0 y 
aF a: - r0 (sine+sin(e+¢)) 
· aF 
____ y = -r (cose+cos(e+~)) ae · · o '+' 
(A.7) 
(A.8) 
(A.9) 
(A.10) 
Once e is found for a guessed set of initial unknowns {V}, the 
system 
aE = O must be solved, where: av. 
1 
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{V} = 1 :xr 
From (3.4), it is obvious that .}/. and a\Y. must be evaluated. 
1 1 
From A.5 and A.6, 
ax = COSS + 2/3( cos ~ COS<ji - sin 328 sinqi) ar O c. (A.12) 
aY = sine + 2/3(sin 31 cost + cos 31 sinqi) 
.. ar 0 
(A.13) 
• 
(A.14) 
aY 
-
--3¢ 
• ( A. 15) 
• ( A. 16) 
... 
aY 
- - 0. 
dSX 
(A.17) 
Furthermore, from (3.7) it is obvious that a2X and a2Y must av.av. av.av. 
be evaluated. 
a2 X 
-- = 0 ar 2 • 0 
32y 
-- = 0. ar 2 
0 
/ 
a2 X 213 ( 3e . . 3e ) ar acp = -cos 2 s 1 n¢-s 1 n 2 cos¢ 
0 
a2v· 3e 3e ~ = 2/3(-sin sin¢+cos cos¢) ar0 a~ 2 2 
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(A.18) 
( A. l 9) 
(A.20) 
(A.21) 
. . 
·,, 
/ 
a2 X 3e . 3e 
aqiZ = -2/3 r 0(cos 2 cosqi-s1n 2 sin¢) 
a2 Y ( 3e 3e . aqi2 = -2/3 r O cos 2 cosqi+cos 2 s, nqi) 
a2 X 
d¢dEX = Q. 
32y 
dE 2 = Q • 
X 
From ( 3. 6) , eva 1 ua te }vE : 
i 
a E = 2 ( 3 X * ( X- X M+ s ) + a y ( X- XM) ) 
ar0 ar0 x ar0 
~ = 2( 8x *(X-XM+E ) + ~ (Y-YM)) 
3¢ 3¢ X 3¢ 
_·a_E = 2(X-XM+E: ) 
as X 
X 
.... 
a2E As shown in (3.7), av.av need to be evaluated: 
1 m 
• ·J. 
(A.22) 
(A.23) 
(A.24) 
(A.25) 
(A.26) 
( A. 27) 
(A.28) 
(A.29) 
(A.30) 
(A.31) 
(A.32) 
a 2 E - 2 ( a 2 X ( X- X M+ ) + ( a X ) 2 + a 2 y ( y - y M) + ( d y ) 2 ) ( A. 33 ) 
ar 2 - · ar 2 c:x ar ar 2 ar 
0 0 0 0 0 
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I 
( A. 34) 
a2 E 
----2 = 2 (A.38) 
dEX 
l,•· , ' 
; IP -~. 
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