Thread coarsening on GPUs combines the work of several threads into one. We show how thread coarsening can be implemented as a fully automated compile-time optimisation that estimates the optimal coarsening factor based on a low-cost, approximate static analysis of cache line re-use and an occupancy prediction model. We evaluate two coarsening strategies on three different NVidia GPU architectures. For NVidia reduction kernels we achieve a maximum speedup of 5.08x, and for the Rodinia benchmarks we achieve a mean speedup of 1.30x over 8 of 19 kernels that were determined safe to coarsen.
INTRODUCTION
GPU architectures are an indispensable provider of parallel processing power, offering large-scale data parallelism and floating point performance that can far exceed that of conventional architectures. To realise the potential performance offered by GPUs, much research has been undertaken into compiler optimisations specifically tailored to them. One such optimisation is thread coarsening, in which code that is normally executed by several different threads is merged into a single thread; the effect is to execute a smaller number of larger, i.e., more coarse-grained, threads than before.
Thread coarsening affects a reduction in parallelism in the application, which can have both a beneficial and a detrimental effect on runtime requirements. To illustrate this, Figure 1 shows an example kernel before and after applying the transformation with a coarsening factor of two. All instructions that are dependent on the thread ID (idx) are duplicated, whilst all other instructions are shared between the two coarsened instances. One such "shared instruction" is a synchronisation barrier (line 8).
The transformed code in Figure 1 (b) outperforms the original code for two reasons:
(1) As the coarsened version of the code requires only half the number of threads to be launched, the barrier is executed half as many times, when taken across the whole program execution.
23:2 N. Stawinoga and T. Field (2) The increased number of instructions that will be generated from the coarsened code increases the scope for exploiting hardware instruction-level parallelism.
These effects scale to some extent with increasing coarsening factor, although there will come a point where the reduction in the number of threads limits the ability of the application to exploit the available parallelism efficiently. Increasing the coarsening factor also raises a kernel's resource consumption, e.g., of registers, eventually resulting in reduced occupancy. An increased workload per thread can also increase the pressure on the cache in some kernels (see Section 4). Thus, there is a performance tradeoff, and the challenge is both to determine whether coarsening should be applied to a given kernel, and if so, what the optimal coarsening factor is, i.e., the optimal number of threads to merge that maximises the overall performance. Thread coarsening as an optimisation has been extensively explored as a manual, semiautomatic, auto-tuning-based, and machine-learning-based optimisation (cf. Magni et al. (2013 , Unkule et al. (2012) , and Volkov and Demmel (2008) , respectively). It has also been reviewed by Stratton et al. (2012) as one of eight GPU-specific code optimisations, none of which-to the best of our knowledge-is currently implemented in a commercially available general-purpose GPU compiler. The goal of this article is to outline what key obstacles remain that currently prevent thread coarsening from being used as a fully automated compile-time optimisation, and provide solutions to overcome these obstacles. The intention is that this will allow thread coarsening to be integrated in commercially available general-purpose compilers.
In this article, we propose a static compile-time method for estimating the optimal coarsening factor of a kernel based on a simple occupancy metric. The key point is that we avoid the need to execute different coarsened variants, as would be required by runtime methods such as autotuning. Our occupancy-based model combines architectural knowledge of various different NVidia GPU architectures with knowledge of the code.
In addition, we propose a way of filtering out kernels on which thread coarsening may have a potentially detrimental effect due to increased cache pressure. This filtering could in theory be solved by re-use distance analysis (Almási et al. 2002) , but this is expensive in terms of both runtime and memory requirements . We show that by focusing only on cache line reuse, rather than re-use distance, these limitations can be overcome, making the analysis efficient enough to become tractable for an optimising compiler. To the best of our knowledge, this heuristic approach is the first of its kind to be implemented for GPUs.
Our contributions are as follows:
-We contrast two different modes of thread coarsening that increase granularity within a single block of threads (thread-level coarsening) and across multiple blocks (block-level coarsening) (Section 3).
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to the application to decide whether to have more of the one or of the other. Beginning with the Maxwell architecture, the cache hierarchy was changed and the two were separated, with SMs having received a dedicated pool of shared memory (cf. NVIDIA Corporation (2016)). Each SM has a register file of a fixed number of registers, with limits in place for the number of registers that can be used per thread and per block. Registers are assigned statically to blocks in chunks equal to the warp size. Because this assignment is static, register spilling is decided at compile time. By default, register spilling is disabled on NVidia GPUs, which is the configuration we use throughout our experiments. For resource-intensive kernels, the hardware will instead schedule fewer thread blocks per SM for concurrent execution (i.e., reduce the occupancy, see below).
As threads belonging to the same warp are executed in lock-step, the hardware seeks to combine memory accesses to the same cache line. This process is called memory coalescing. If all bytes of a cache line are referred to, the access is fully coalesced.
Thread Block Scheduling
The block scheduler assigns blocks of threads to SMs to be executed. Incoming blocks are taken from a processing queue, from which they may be scheduled in any order (cf. NVidia (2010)). The implication is that no assumptions should be made inside a kernel that would require a specific order in the scheduling of blocks.
The block scheduler seeks to schedule the maximum number of thread blocks for concurrent execution, that is, to maximise the occupancy, although this is not always guaranteed to maximise performance (see Volkov (2010) ).
Occupancy
Occupancy is an alternative measure to hardware utilisation of a specific kernel, concerned only with the utilisation of active threads across the device. As such, occupancy is defined by the number of active threads as a proportion of the maximum number of active threads that could be executed on one SM. For example, if 1,536 active threads are scheduled onto an SM that can handle a maximum of 2,048 active threads, the occupancy is 0.75 or 75%. A distinction exists between theoretical and achieved occupancy. The theoretical occupancy captures the upper bound of occupancy that a compiled kernel can achieve on an SM. This can be statically determined by matching a kernel's resource requirements against hardware specifications, in particular register usage, shared memory usage, and requested thread block size. The achieved occupancy of a kernel depends on additional runtime factors that may cause parts of the hardware to idle, such that the occupancy observed is lower than its theoretical upper bound. This would occur in the presence of unbalanced workloads, e.g., where a block or a warp within a thread block finishes earlier than another (referred to as a tail effect), or toward the end of a computation where some SMs will have no work to do. The achieved occupancy thus depends on the problem size, e.g., for small problem sizes there may be insufficient work to enable the machine to reach 100% occupancy.
Unless otherwise specified, we use the term occupancy to refer exclusively to theoretical occupancy. However, where indicated, we also take the problem size into consideration, in which case we refer to the achievable (rather than achieved) occupancy.
GPU Programming
The programming model specified by the OpenCL API (and the related CUDA language) has become the de facto standard for handling the large-scale parallelism offered by GPUs and other parallel architectures. An OpenCL kernel is a method runnable on a GPU. It describes the processing of one parallelisable work-item belonging to one work-group. Work-items and work-groups are abstract software concepts that, for an NVidia platform, are mapped directly onto the hardware's threads and thread blocks, respectively. Synchronisation may only happen within workgroups, although wider-reaching synchronisation can be achieved by splitting a kernel in several parts, which are separately launched. Work-items belonging to the same local work-group can also jointly use local memory to enable data-sharing between threads; this corresponds to shared memory in NVidia's terminology.
The launch configuration of a kernel, which must be specified when a kernel is placed on the processing queue, specifies the number of global and local work-items. Both are number triplets to represent up to three dimensions. The launch configuration thus specifies an (up to) threedimensional processing grid (global size), within which the kernel will be executed in chunks equal to the specified local size. The OpenCL API specifies a number of work-item related builtin functions (see Figure 2 (a)) that allow each thread to identify the "location" of its associated work-item within the processing grid, as well as to provide information on the dimensions of the grid.
Kernels may be thought of as executing in an implied loop nest, as illustrated in Figure 2 (b). The coarsening optimisation discussed in this article (cf. Section 3) effectively means unrolling one of the loops in the implied loop nest. The choice of loop to be unrolled affects the dimension and mode of coarsening. The present article focuses on NVidia GPU platforms so we will use thread and thread block instead of work-item and work-group, respectively, although it is important to understand that when executing OpenCL kernels on NVidia GPUs they refer to the same concept.
THREAD COARSENING
The evaluation we present in Section 6 compares two coarsening strategies: Thread-level coarsening applies coarsening on the level of individual threads, combining two or more threads from the same block, whilst block-level coarsening combines the work of several thread blocks into one. Thread-level coarsening was the focus of Magni et al. (2013) . The idea of block-level coarsening was mentioned in Unkule et al. (2012) but without details of the required code generation rules or performance evaluation.
Thread-Level Coarsening
In thread-level coarsening, each thread block performs the same amount of work but with fewer threads. The total number of thread blocks therefore remains unchanged, while the number of threads per block and the number of threads in total are reduced. This does not necessarily result in an immediate reduction in occupancy as more, smaller thread blocks can be scheduled simultaneously if sufficient resources are present. However, as each SM has limitations in terms of registers, shared memory, and concurrently runnable thread blocks, a reduction in occupancy is bound to occur eventually. To combine the workload of several threads into one, it is necessary to specify which threads are to be merged. This is controlled via the stride parameter, acting as an offset between the IDs of threads that are to be combined.
To ensure that duplicated thread IDs calculated by using the stride value are within the boundaries of the thread block, the stride S must be constrained by
where d is the dimension in which coarsening is applied, and C is the coarsening factor. When choosing the stride parameter it is important to avoid breaking any existing memory coalescing (Magni et al. 2013 ). On NVidia architectures, S should be at least as large as the warp size, to ensure that any memory coalescing (Section 2.2) exploited by an uncoarsened kernel is retained in its coarsened equivalent. In the kernel body, code duplication is based on calls to get_local_id(), and includes all dependent instructions. Rewrite rules for relevant OpenCL functions are outlined in Table 1 .
Dealing with allocated shared memory resources under thread-level coarsening is straightforward, as shared memory is allocated on a per-block basis in the OpenCL programming model. Although the actual number of threads in a block will change as a result of coarsening, each block still needs to perform the work of all threads specified in the original launch configuration. Consequently, shared memory allocations inside a kernel are left unaltered, as the same amount of shared memory per block is required. However, as discussed, shared memory requirements per SM may increase due to an increase in the number of concurrently executable blocks per SM.
The first two code blocks of Figure 3 show the original version of a reduction kernel (reduce2) from the NVidia OpenCL SDK together with the coarsened version (thread_coarsened), built using the thread-level coarsening rules of Table 1 . The kernel is one-dimensional, as indicated by the zero-argument with which OpenCL built-in functions are invoked. It can be seen that all instructions depending on get_local_id(0) have been duplicated, including code regions whose entry condition depends on a duplicated value, such as the conditional inside the for-loop. The chosen value for the stride is 32. Note that for presentational purposes only, the rewrite of the i variable has been simplified to avoid repeating the expression of the previous line. Since the kernel will be executed by half the number of threads per block, the value of get_local_size(0) has been scaled by a factor of two, to yield the original value. No changes are required to the use of the shared memory resources. Fig. 3 . A reduction kernel from the NVidia OpenCL SDK shown uncoarsened, with thread-level, and blocklevel coarsening, for stride S = 32 (thread-level coarsening only) and coarsening factor C = 2.
Block-Level Coarsening
With block-level coarsening, the number of threads per block remains unchanged so that the number of executed thread blocks is reduced by the coarsening factor. Because each thread block has to handle an increased workload, resource requirements per block, in terms of register and shared memory usage, will typically increase, as with thread-level coarsening.
The stride parameter now determines which blocks will be merged. Unlike thread-level coarsening, the stride has no influence on memory coalescing, as the original memory access patterns of the uncoarsened code within each block are preserved. Choosing a different stride gives a degree of control over the order in which blocks are scheduled. This is in line with NVidia's CUDA and OpenCL programming guidelines, which state that the thread block scheduler does not commit to schedule blocks in any particular order (see NVidia (2010) ). In practice, we have not encountered any significant correlation between stride parameter and performance and therefore choose a static value of 1 for the stride throughout our evaluation.
In the kernel body, code duplication is based on calls to get_group_id(), and includes all dependent instructions (cf. Table 1) .
Shared memory is allocated on a per-block basis. As the work of several thread blocks is combined into one, shared memory regions need to be duplicated along with other instructions of the kernel body. However, a shared memory region needs to be duplicated if and only if it handles a value that is also duplicated in the process of thread coarsening. For dynamically allocated shared memory regions passed as function parameters to the kernel, such duplication is not possible. Throughout our experiments, we have thus chosen to restructure dynamically allocated shared memory into static allocations as a manual step, as can be seen in Figure 3 , where shared memory pointers were originally passed in as function arguments.
The third code block of Figure 3 shows the coarsened version (block_coarsened) of the original code (first code block in the figure), this time built using the block-level coarsening rules of Table 1 . The example shows that after rewriting the call to get_global_id(0) using its definition, all instances of get_group_id(0) and dependent instructions are duplicated. Note that this includes the allocated shared memory region, giving each of the two merged blocks their own memory region. Unlike thread-level coarsening, no code region requires duplication (this chracteristic is more important for longer-running code regions). As such, if the duplicated code regions were expensive to execute, the performance achieved by the two coarsening modes could be expected to differ significantly from each other. The kernel will be executed by half the number of thread blocks, with each block performing twice the number of accesses to global memory as the original.
Preserving Block Semantics
It is important to ensure that coarsening is a sound transformation in that the semantics of each thread block are preserved. By this, we simply mean that the output of a block is the same before and after coarsening to preserve the way a kernel communicates with other kernels or host code.
To illustrate this, consider the reduction kernel shown in Figure 3 , where each block computes one value of a list of partial sums. The transformation is sound if the produced list is unaltered, i.e., if each block produces the same output value to the same list index as before. In the particular case of a reduction operation, this rule could potentially be relaxed if the intention is to perform a full reduction, but this is not generally possible in other cases.
Block semantics are preserved by modifying the launch configuration in a way that corresponds to the applied code transformation rules stated above. Consider again the examples in Figure 3 . Both versions should produce the same unaltered list of partial sums as the uncoarsened code. With thread-level coarsening applied, the same single value as before should be written to its intended index, while under block-level coarsening two "merged" blocks should output two values each to their respective indices. However, this is the case if and only if for thread-level coarsening (coarsening factor 2) the number of threads per block is halved while the total number of blocks is retained, while under block-level coarsening the thread block size is retained while the total number of blocks is halved. This is also reflected in the above code-transformation rules. This means that thread block sizes cannot be chosen freely during coarsening, as Magni et al. (2013) suggest. A notable exception are kernels that do not refer to any block semantics in their implementation, such as many linear algebra kernels, or the examples shown in Figures 4 and 5 below, which allow free manipulation of thread block sizes, in line with Magni et al. (2013) . The underlying issue is that the CUDA and OpenCL programming models allow writing a kernel body both from the perspective of an individual thread (cf. Figure 4 ) and from the perspective of a thread block (cf. Figure 3 ) (or a mixture thereof). The latter, however, is the more general and should be followed in discussions involving code transformations.
CACHE PRESSURE
For some kernels, coarsening can significantly increase pressure on the cache, as illustrated by the example in Figure 4 . The implementation copies a matrix, using one thread to copy an entire row and each thread loops over adjacent elements belonging to the same cache line before moving on to the next. This is non-optimal for a GPU, but it serves to illustrate the effect. The number of cache lines being accessed at any time is the same as the number of simultaneously active threads. If we coarsen the kernel, then, in the worst case, the same total number of threads will be executing simultaneously as in the original kernel, but with each thread doing more work. In this worst case, the number of cache lines being accessed at any time will thus scale with the coarsening factor and this will increase the pressure on the cache. In practice, since higher coarsening factors can yield lower occupancy and result in fewer active threads, the effect is not always linear. However, in the presence of cache line re-use, the cache pressure frequently increases with the coarsening factor and that this typically outweighs the benefits that coarsening might otherwise bring. Interestingly, the issue here is cache line re-use, which is generally seen as a good thing for performance on conventional architectures, but which is a potential problem when thread coarsening for a GPU. Cache pressure is, however, not an issue when data is accessed in a streaming manner, where there is no data re-use or cache line re-use.
The problem is not just restricted to GPU kernels containing loops, but can also happen in simultaneously executing instances of a single program statement. As an example, Figure 5 illustrates a matrix transpose kernel based on the NVidia OpenCL SDK. Here each thread reads a single element from a source array at a given position (x,y) and writes it to a target array at its transposed index (y,x) (cf. Micikevicius (2012)). Cache lines are read in a coalesced fashion by threads of single warps (indicated by colour), but written to differing cache lines in an uncoalesced way. Data that is cached as a result of a read will not be accessed again for the remainder of the program. However, writes to a cache line come from multiple warps, so the line should ideally not be evicted until it has been written to by each of those warps.
How, then, does coarsening affect the behaviour of this kernel with regard to cache pressure? The answer depends on how individual threads are scheduled on the SM and how outstanding writes are handled by the memory system. If, for example, we coarsen by a factor of two then in the worst case twice as many read and write instructions may be in flight at any time, as there will be two instances of the code on line 12 of Figure 5 (a). The reasoning is similar to the above case. With more write instructions in flight the average time taken to complete the writes to a given cache line will increase 2 and this will increase pressure on the cache.
In practice, however, many kernels do not re-use cache lines in this way. For instance, if the above example were rewritten to exploit coalesced memory accesses, data from an entire cache line will be read or written in a single memory access and the data held in the cache line evicted.
Re-Use Distance Analysis
The problem of determining whether a kernel performs cache line re-use in the above sense can in theory be solved by applying re-use distance analysis, which is a well-known technique for analysing cache locality (Ding and Zhong 2003; Wolf and Lam 1991) . Knowing the exact distance of a re-use makes it possible to predict whether a given memory access is likely to be served from cache, or is likely to trigger a cache miss. The former scenario poses a potential performance risk when applying thread coarsening, as coarsening effectively increases re-use distances, which in turn accounts for increased cache miss rates.
Re-use distance analysis requires an ordered memory access trace, making it not directly suitable for GPUs due to the unknown warp schedule. In practice, this can be circumvented by making assumptions on the order in which warps are scheduled. The approach requires that a substantial number of warps be analysed to get an accurate prediction of the distance. One problem here is that the applied thread block dimensions are not actually known until runtime. The more significant problem, however, is that the approach is typically expensive in both memory footprint and runtime. For instance, report a memory footprint of typically around 2GB with an execution time of around 10 seconds runtime (plus 4 minutes additional time for emulation in Ocelot (Diamos et al. 2010) ) for the cutcp benchmark.
We require an analysis that is able to execute at program runtime (i.e., kernel compile-time). This is to integrate with our coarsening pipeline (see Section 5.1), which is implemented as part of the OpenCL run-time API, and can thus, for instance, analyse kernels that were generated at runtime.
Approximate Cache Line Re-Use Analysis
Because we are only interested in whether a kernel re-uses cache lines, we do not require a full re-use distance analysis. Instead, we analyse solely for re-use, regardless of the distance.
To do this, we implement an LLVM pass that performs partial symbolic execution of a given kernel, with a view to computing the access locations associated with pointer and array accesses to global memory. These are the only accesses handled by the cache hierarchy. Kernel implementations typically feature separate sets of instructions dealing with memory locations on the one hand, and data stored at these locations on the other. These data-related instructions are disregarded by our analysis. Location-related instructions are based on integer arithmetic, and are therefore frequently computationally cheaper than data-related instructions. The first stage of the analysis performs a pass over the LLVM IR to identify the set of instructions associated with calculating access locations of global memory accesses. A separate pass is then performed over these instructions, which implements the rules described below.
Across our target platforms, thread blocks may assume maximum dimensions of up to 1,024 threads in a space of 1024x1024x64 threads. However, our symbolic analysis assumes a single thread block of 32, 32x2, or 32x2x2 threads for one-/two-/three-dimensional kernels, respectively, as the exact launch configuration is not known when the analysis is run. As a result of that, the memory footprint and runtime of the analysis is thus effectively kept low. (Note that the low number of simulated threads suffices to analyse for a simple yes/no answer, whereas more threads would be needed to obtain an accurate distance measure.)
The idea is to analyse accesses to global memory by constructing Memory Access Descriptors (MADs) that determine at which offset each thread would access a given pointer or array variable. MADs are implemented as matrices of up to three dimensions, with each entry in the matrix corresponding to one particular thread of a single simulated thread block. MADs assume the dimensions encountered in the corresponding arithmetic expressions. As an example, the matrix transpose kernel in Figure 5 has two-dimensional MADs, while one dimension is sufficient to capture accesses in the memcpy kernel of Figure 4 .
MADs are constructed by performing a pass over the previously identified location-related instructions described above. When processing the LLVM IR the following cases apply: -OpenCL Functions: For calls to OpenCL built-in functions (such as get_global_id() or get_local_size(), and the like), we construct a new MAD containing sample ids. To do this, we assign consecutive global ids starting with 0. Corresponding values for all other OpenCL functions can be derived and set accordingly, also with respect to thread block dimensions described above. Recall, that intention for the analysis of a single thread block is to yield insight into the memory access patterns of any thread block, whichever ids we choose. -Variables, Function Parameters: Variables whose values are unknown are substituted by arbitrarily chosen sample values, making sure that different values are used for different variables. This also applies to function parameters. Naturally, for any variable with an existing definition the predefined value will be used. -Arithmetic Operations: The arithmetic operations considered correspond to array index calculations, e.g., A[i * n]. In this case, we simulate the corresponding operation, retrieving the existing MADs for the operands, e.g., i and n in the example. The resulting MAD has the combined dimensions of the operand MADs, to correctly represent the captured expression (see above).
-Conditionals: For conditionals, both branches are evaluated separately from each other. Thus, if two branches construct different versions of the same MAD, all versions are retained and used separately for analysing memory accesses. MADs that are jointly constructed by different branches in the case of thread divergence are not considered in the current version of the analysis. The benefit is that all branches are analysed regardless of their entry condition. The disadvantage is that cache line re-use which occurs only in the presence of thread divergence and does not occur otherwise, is currently not detected. However, this appears to constitute a relatively uncommon scenario-it is not encountered in any of our benchmarks, for example. -Loops: For loops, the goal is to detect cache line re-use both within the loop body and between iterations. We found in our experiments that this can be captured surprisingly accurately for a large number of loops by analysing only two adjacent iterations-a number which is naturally compounded for nested loops. If, for instance, the loop nest contains a conditional expression causing it to apply cache line re-use only in later iterations, this will be detected by the fact that the analysis considers all branches. Our analysis will not detect cache line re-use if the re-use occurs in non-adjacent iterations of a loop (in practice, such a scenario of cache line re-use increases the re-use distance and hence the likelihood that a cache eviction will have occurred, rendering the result of the analysis less important). We do not require loops to have affine array accesses (cf. Bastoul (2004)), but support a variety of loop structures, so long as there is an induction variable. -Memory Accesses: When a memory access is encountered, the existing MADs are used to test for potential cache line re-use. If multiple versions of the MAD exist (e.g., after a conditional), these are tested independently of each other. Each MAD is processed in chunks equal to the warp size (i.e., 32 threads). For each warp, the address offsets are translated into cache line offsets, taking cache line width and alignment of the memory access into consideration. Duplicates within a warp are treated as a single coalesced access. A memory access is considered to not be performing cache line re-use, if: -The cache line offsets accessed by any warp have not been accessed by a previously simulated warp within the same memory access instruction. -The cache line offsets accessed by any warp have not been accessed in a previous memory access instruction to the same symbol. (The assumption is that pointer arguments to a given kernel are not aliases of one another; this is typically the case in OpenCL kernels, although the property is rarely declared explicitly; note that propagating this assumption would incur unwanted side effects). -All warps access the same cache line within a single instruction (this case is ignored due to its small impact). -The memory access is fully coalesced and is a store operation (this case would not trigger a cache miss).
Note that the analysis can simply "opt out" if it encounters any unsupported feature or loop structure. In this case, coarsening will not be applied to the kernel.
Data-dependent memory accesses (typically of the form A[B[i]]) constitute a special case that cannot be handled by this analysis, as they require either full simulated execution or a dynamic approach based on actual program execution.
The analysis will terminate as soon as any cache line re-use or data dependency is detected. If the analysis completes without detecting either of these scenarios, the analysed kernel is considered to be safe to coarsen.
Comparison with Re-Use Distance Analysis
Compared with re-use distance analysis, the order of accesses is now unimportant, making it unnecessary to consider specific warp schedules. The analysis can be executed with a small number of warps, as no "filler" warps are required to accurately determine the distance between two accesses. Finally, no caching model, including knowledge of the hierarchy or replacement policy, is required. Instead, it suffices to remember which cache lines are requested.
However, the approach surrenders some of the accuracy captured in the re-use distance metric. For instance, if the re-use distance is sufficiently large, it can be reasoned with the help of a cache model, that the accessed data will have been evicted and is guaranteed to cause a miss. A model that is unaware of distance between accesses is not able to identify this. However, Wang and Xiao (2016) claim that many kernels perform memory accesses either in a streamed manner (accessing data only once, rendering caching redundant), or typically exhibit short re-use distances. This could, in practice, be beneficial to our approach, as it lacks accuracy in particular for long re-use distances, where it is not able to predict that an eviction has taken place.
Evaluating our approach on 19 kernels from the Rodinia Benchmark Suite (Section 6), the maximum memory requirement was measured to be around 4KB. This is in addition to any memory requirements of the llvm opt tool, which typically requires 50-100MB. The total execution times (incl. opt) ranged from 0.01 to 0.1 seconds, an improvement of several orders of magnitude both in terms of runtime and memory footprint compared to full re-use distance analysis ) (cf. 2GB memory footprint with an execution time of around 10 seconds runtime plus 4 minutes additional time for emulation in Ocelot).
PREDICTING OPTIMAL COARSENING FACTORS
To determine whether to coarsen a given kernel we use the analysis described above to determine whether or not a kernel re-uses data that is mapped to the same cache line. The assumption we make in such cases is that coarsening is likely to reduce, rather than increase, performance and and this is backed up by observation (see Section 6). In these cases, we choose not to coarsen the kernel and in all other cases we estimate the optimal coarsening factor based on thread occupancy metrics.
The optimal coarsening factor is estimated to be the largest factor that preserves the occupancy of the original kernel. Beyond this the occupancy will start to drop, as more resources are required to support increasingly larger kernels, and our current assumption is that this will lead to reduced performance. This is one sense in which our model is approximate, as it is well known that some kernels can exhibit better performance at lower occupancy (Volkov 2010) , an effect that we observe in some of our benchmarks. One of our objectives is to evaluate how well the simple occupancybased metric works in practice.
Implementation
We have extended the existing thread coarsening pipeline presented by Magni et al. (2013) by adding support for block-level coarsening, following the specification given in Section 3. An LLVM pass to perform cache-line reuse analysis was also added (see Figure 6 ). The final step is to estimate the optimal coarsening factor for kernels that are deemed not to be cache dependent. The system will then execute the kernel with the automatically selected coarsening factor, although a coarsening factor may also be specified manually if desired.
The existing code described in Magni et al. (2013) implements thread-level coarsening as a source-to-source transformation and this is realised by intercepting calls to the OpenCL runtime API for compiling and launching a kernel. Intercepting calls to clBuildProgram(), which handles compilation of a kernel, allows that kernel to be parsed into LLVM IR via Clang, running the coarsening pass, which is implemented as an LLVM optimisation pass, and translating the result back to OpenCL using AXTOR, an abstract syntax tree extractor.
Intercepting calls to enqueueNDRangeKernel(), which handles the launching of a kernel, is necessary because it is only at this stage that the exact launch configuration is known. The requested number of thread blocks and the size of each thread block, are adjusted depending on the specified coarsening factor, as discussed above in Section 3.
Intercepted calls to clBuildProgram() are extended by invoking the cache dependence analysis described above. Subsequently, the kernel is statically compiled multiple times with different coarsening factors. The additional compilation cost depends on the number of coarsening factors considered (we use only powers of two but this is an arbitrary decision). Importantly, since the optimal coarsening factor depends on the specified problem size, the choice of coarsening factor can only be made when the launch configuration is known, i.e., when enqueueNDRangeKernel() is called.
Compiling differently coarsened versions of the same kernel with the compiler's verbosity flag switched on allows us to extract the compiler output by querying clGetProgramBuildInfo(). For NVidia compilers, the build log contains easily parsable information for each instance of the code including register usage per thread and statically allocated shared memory usage per thread block. Note, however, that the latter figure needs to be interpreted in the context of the thread block size, which is not known until enqueueNDRangeKernel() is called. Information extracted from the build log is cached separately alongside the kernel code.
When enqueueNDRangeKernel() is called to execute a kernel with a given launch configuration, the occupancy achievable by each of the coarsened instances of a given kernel is calculated in terms of the number of requested thread blocks, number of threads per block, registers per thread, and the amount shared memory per thread block. Architectural parameters are also required, such as the available shared memory per SM, maximum executable thread blocks per SM, registers per SM, maximum active threads per SM, and so on, and may be provided as environment variables. The occupancy calculation is described in the NVidia SDK documentation.
EVALUATION
The objective of our evaluation is to answer the following questions about thread coarsening policy: -How useful is occupancy as a guiding principle for selecting good coarsening factors? -Does our framework ever reduce the performance of an uncoarsened kernel, i.e., is any kernel being coarsened when it should not? -How does the performance of block-level coarsening compare with that of thread-level coarsening?
As such, we are not primarily concerned with re-evaluating potential performance benefits of thread coarsening, which others have done before (see Section 7).
We evaluate our findings on two sets of benchmarks, namely the reduction kernels from the NVidia OpenCL SDK and a selection of kernels from the Rodinia Benchmark Suite. The NVidia OpenCL SDK provides seven versions of a reduction kernel, each manually optimised to a different degree. By choosing these kernels to be part of our evaluation, we are able to investigate the efficiency of our model under different degrees of utilised peak performance. In addition, we have chosen the Rodinia Benchmark Suite for our evaluation to test our model and cache line re-use analysis on a wider variety of kernels from different problem domains.
It should be noted, that the Rodinia OpenCL kernels do not implement any vendor-specific optimisation, as they are targeted at a variety of platforms, and should hence be viewed as unoptimised code. This is unlike the reduction kernels, which are provided in hardware vendor's SDK and implement different levels of optimisation as outlined below (see Table 3 ). Our experimental setup is described in Table 2 .
Reduction Benchmarks
The NVidia OpenCL SDK includes seven reduction kernels that are manually optimised to different degrees (see Harris (2007) ). Table 3 outlines the optimisations applied to each version of the code. We measured the throughput of each kernel for each architecture and each mode of coarsening using a test data set of 450MB of single-precision floating-point values.
Applying cache-line reuse analysis to these kernels suggests that all versions are suitable for coarsening. Performance graphs for each architecture and coarsening mode can be found in Figure 7 , each graph plotting the applied coarsening factor against the achieved performance for each of the seven reduction kernels. The results shown are averages from 10 independent executions of each kernel for each coarsening factor.
The coarsening factors selected are highlighted with a cross. The model predictions for reduce0 to reduce5 turn out to be identical. This is due to the fact that all versions of the code request to use Interleaved addressing (using modulo arithmetic) with divergent branching. reduce1
Interleaved addressing (using contiguous threads) with bank conflicts. reduce2
Sequential addressing, no divergence or bank conflicts. reduce3
Uses n/2 threads, performs first level during global load. reduce4
Unrolled loop for last warp, intra-warp synchronisation barriers removed. reduce5
Completely unrolled, using template parameter to assert whether the number of threads is a power of two. reduce6
Multiple elements per thread, small constant number of thread blocks launched. Requires very few synchronisation barriers. the same amount of shared memory, which in this case acts as the limiting factor to occupancy. Therefore, the estimated maximum coarsening factor is similar for all but the last kernel. The optimal coarsening factor is four on the Kepler architecture, and eight on the Maxwell and Pascal architectures, which our model is able to correctly identify in each case. The graphs show a performance increase that corresponds to a speedup of up to 2.85x for threadlevel coarsening (reduce3 on Kepler), and up to 5.08x for block-level coarsening (reduce0 on Pascal). The average performance increase (geometric mean) of all kernels under thread-level and block-level coarsening is 1.73x and 1.97x, respectively. The graphs show that kernels coarsened according to our model match or exceed the performance of uncoarsened kernels that are optimised to roughly two degrees more-all of which can be achieved in a fully automated fashion.
The reduce6 kernel is launched with a constant number of thread blocks, small enough that all can be actively processed at the same time. This renders coarsening obsolete as applying the optimisation would, in practice, mean a reduction in occupancy. As our model considers the requested launch configuration in its occupancy calculation, this is correctly identified, and the kernel is not coarsened. Without this restriction the kernel would run at 0.26x to 0.57x of its original performance.
All but the last of the reduction kernels may be considered barrier-intensive. Liu et al. (2016) have recently highlighted the importance of optimising stalls at synchronisation barriers. This characteristic seems to account for a significant proportion of the achieved speedup, as synchronisation barriers are either hit by fewer thread blocks (block-level coarsening), or by fewer threads per block (thread-level coarsening); both appear to have a similar effect on performance.
Rodinia Benchmarks
The Rodinia benchmarks cover various problem domains, inspired by the Berkeley dwarfs (Asanovic et al. 2006) . The benchmarks offer the functionality to freely specify the desired problem size and to generate corresponding test data sets.
We select kernels from benchmarks that are easy to scale up in size and which were compilable using the existing coarsening/AXTOR pipeline, after various bug fixes and extensions. This left us with 19 kernels, which are summarised in Table 4 . Figure 8 plots the performance of these kernels for both thread-level and block-level coarsening on each architecture (see Table 2 ). In each graph, the left axis (solid line) indicates the achieved speedup of the kernel and the right axis (dashed line) the theoretical occupancy of the kernel for each coarsening factor. Occupancies are expressed as a percentage of the peak (100%). The circles mark the coarsening factor that would be chosen in the absence of cache line re-use analysis and the crosses mark the one actually selected, i.e., taking that analysis into account. Note that our model predictions are limited by both theoretical occupancy and problem size, the latter of which is not highlighted in the graphs.
For readability, we have grouped the benchmarks by the outcome of the cache line re-use analysis, as indicated to the right of the diagram: eight kernels analysed as safe to coarsen, five kernels for which cache line re-use has been detected, and six kernels which were analysed to be datadependent. The decisions of the analysis were straightforward to verify by manually inspecting the code of the benchmarks.
The choice of a constant stride value of S = 32 in thread-level coarsening reveals a problem which did not occur with the reduction benchmarks. Rearranging inequality Equation (1) in Section 3.1, we have the constraint that C ≤ дet_local_size (d )/S. However, many of the Rodinia benchmarks have relatively small thread block sizes (see Table 4 ) which means that many benchmarks can only be coarsened by small factors; this is reflected in the graphs of Figure 8 . We could pick a smaller stride, e.g., S = 8. However, this risks breaking memory coalescing, as discussed in Section 3.1. An advantage of block level coarsening is that this problem does not arise.
Kernels Safe to
Coarsen. The first group of eight benchmark consists of kernels that our analysis assessed as safe to coarsen, meaning that coarsening should either have a beneficial or at least a neutral effect on kernal performance. The bpnn_forward kernel is largely algebraic and of medium complexity, featuring some control flow elements as well as synchronisation barriers. The kernel benefits well from coarsening, gaining between 2.2x and 3.3x speedup in block-level coarsening mode, being able to benefit from shared instructions in the coarsened code as well as having a control flow structure that synthesises well with the coarsening optimisation.
The nn kernel is an example of kernel on which coarsening has a neutral effect, which results from a feature in its implementation: All code of the kernel body is wrapped inside an if(get_global_id(0) < N) statement, which essentially performs bounds-checking to ensure that the kernel body is not executed by more threads than intended. This is a common feature in GPU codes, which, however, does not synthesise well with the coarsening algorithm. Recall that the coarsening algorithm as described by Magni et al. (2013) duplicates code regions where the entry condition depends on a variable that itself requires duplication. This means, if coarsening is applied with a factor of two, there will be two derivatives of get_global_id, and one if-statement for each of those, which are processed separately. The coarsened version is thus not able to profit from any of the benefits of thread coarsening (e.g., shared instructions), resulting in a largely neutral performance effect. The kmeans kernel follows the same pattern of performing a check on the global ID, although it is not clear why this resulted in a performance decrease in the Pascal experiments. The pf_sum kernels exhibits the same pattern, while the pf_normalize kernel has several successive code regions each having such conditionals. In both cases the performance effect is neutral as expected.
The sc_memset kernel is a particularly trivial kernel, setting each field of an array to the same value. The performance benefit of thread-level coarsening does not match that of block-level coarsening, which is potentially due to a higher overhead that thread-level coarsening incurs. However, the kernel does perform best at a very low occupancy, an effect that may be explained by Volkov (2010).
Kernels with Cache Line
Re-Use. The hotspot3D, kmeans_swap, pf_likelihood, and sc_pgain kernels were analysed to perform cache line re-use. Across these benchmarks, coarsening (at lower occupancy) yielded a significant speedup for one experiment. While the hotspot3D kernel would not be coarsened on the basis of our occupancy analysis, the remaining three benchmarks yielded 0.88x, 0.91x, and 0.83x of their original performance in individual experiments, respectively (assuming model predictions are followed). Listed are average of maximum speedups, speedups for unchecked and actual model predictions (corresponding to circles and crosses in Figure 8 , respectively), for thread-level and block-level coarsening.
The observed performance impacts are not as large as we observed in Figure 5 , and in some cases the performance curve remains neutral throughout. What this highlights is that although these kernels are classified as unsafe to coarsen, applying the coarsening optimisation is not guaranteed to be detrimental. Rather, in practice, a kernel might have a complex interplay of benefits and risks of coarsening, such that both a decrease and an increase in performance are possibilities, causing the exact performance impact to be somewhat unpredictable.
A clear example for this is the bpnn_adjust kernel. This kernel is a small, algebraic kernel, featuring a synchronisation barrier as well as one conditional, but no loops. It benefits from coarsening, as well as from running under lower occupancy due to its cache line re-use. In this particular case, the reason for this is that a reduction in occupancy eases pressure on the cache in addition to the benefits this kernel experiences from being coarsened. This is also why the unadjusted model predictions fall short of the optimal speedup, e.g., in the case of block-level coarsening on Maxwell 1.72x out of 2.78x.
Data-Dependent
Kernels. Kernels with data-dependent memory accesses (i.e., typically with memory access patterns of the form A [B[x] ]) are by default excluded from coarsening, as their memory access pattern cannot be reconstructed by the cache line re-use analysis. Instead, profiled execution or full simulated execution would be required to decide whether coarsening should be applied-and this step may have to be repeated if any change in the data that controls memory accesses has taken place between successive kernel invocations, effectively making this class of kernels hard to deal with. The experiments show that, for instance, the findK and dynproc kernels are able to achieve consistently good speedups ranging from 1.05x to 1.9x, averaging a speedup of 1.4x if the model had been followed. In contrast to that, the benchmarks for the pf_findIdx kernel show that coarsening does not apply to this kernel, such that naively following the model predictions would yield between 0.82x and 0.93x of the kernel's original performance. While it may appear that following the model predictions, regardless of the cache line re-use analysis, would result in a performance increase on average, it must be considered that this effect is likely due to chance, also with respect to the relatively small sample size, such that this class of kernels remains essentially unpredictable in terms of the performance impact of coarsening. Table 5 lists averaged results for maximum speedups and speedups achieved by our model for the Rodinia experiments shown in Figure 8 . As before, we distinguish between "unchecked" model predictions, which have not been adjusted by the results of the cache line re-use analysis, and the model predictions that take the results of the analysis into account.
Speedups.
For kernels that are safe to coarsen, the model can achieve a 1.30x average speedup of a maximum possible 1.35x speedup for block-level coarsening, while for thread-level coarsening the realised average speedup is 1.03x out of 1.05x. This reflects the practical difficulties we encountered based on the stride parameter.
Kernels classified as performing cache line re-use averaged a performance of 0.97x and 1.08x for the two coarsening modes, respectively, and were excluded from being coarsened. The latter number is positive only because of the bpnn_adjust kernel, without which the speedup for block-level coarsening amounts to 0.95x. On the other hand, kernels deemed safe to coarsen yielded a clear average performance speedup, with the exception of corner cases (e.g., kmeans), as discussed above.
6.2.5 Discussion. Our experiments show that thread occupancy is a useful metric to use when determining coarsening factor, but also that it is essential to model the effect that coarsening is likely to have on cacheing. The occpupancy metric on it is not sufficient. The analysis we perform is conservative, in the sense that we will only coarsen a kernel if we can establish that the pressure on the cache will not increase by doing so. Of course, it may be that any increase in cache pressure may not have significant detrimental effects on performance and/or that any such effects are, in practice, outweighed by other factors. This can be seen to a small extent in benchmarks like sc_pgain and kmeans_swap for some confugurations. It may also be the case that performance increases, despite a reduction in occupancy, and we can see this in some of the benchmarks, e.g., hotspot.
In almost all cases, performance either increases or remains flat when we elect to coarsen a kernel, so we conclude that the combination of occupancy metric and cache line re-use analysis is doing a good job of ensuring that our optimisations are safe in that they avoid degrading performance. The only exception in our benchmark suite was k-means, as discussed above. Table 5 shows that block-level coarsening results in better overall performance than thread-level coarsening for the Rodinia benchmarks. However, this was not as clearly the case for the reduction benchmarks (see Section 6.1). This highlights the significant practical difficulty of choosing a suitable stride parameter for small thread block sizes. The problem is amplified, in particular, for multi-dimensional kernels, where coarsening with a higher stride is frequently impossible, depending on the exact thread layout of the block. However, as noted earlier, reducing the stride parameter is not safe in all cases as it may break memory coalescing.
Independent of the stride, applying thread-level coarsening can lead more quickly to occupancy reduction than for block-level coarsening. The reason is that while the number of threads per block is reduced, the number of blocks running on each SM is increased to retain the same occupancy. However, the number of blocks running per SM is limited. In practice, very small thread blocks cannot be coarsened at all using thread-level coarsening without effecting a reduction in occupancy.
The practical issues encountered by block-level coarsening appear to be less significant in comparison. Two points in particular are worth mentioning. First, the coarsening factor must evenly divide the number of thread blocks launched. We anticipate that, in practice, this can be circumvented by pre-compiling different or additional coarsening factors, whereas our study is limited to coarsening factors that are powers of two. Second, block-level coarsening produces fewer, longerrunning thread blocks and this can lead to longer "tail effects," where the last few blocks are running on a small number of SMs. Depending on the total workload, this can reduce the overall device utilisation.
The decision as to which coarsening mode should be applied to a given kernel can also depend on which code regions require duplication, and, as such, the exact structure of the resulting coarsened kernel-which, in many cases, differ for the two coarsening modes. Because of this, we can imagine that, in some cases, it may be desirable to choose among the two options based on static analysis of the kernel being compiled.
RELATED WORK
Thread Coarsening. Applying thread coarsening to GPU kernels was first discussed as a manual optimisation technique by Volkov and Demmel (2008) . Stratton et al. (2012) investigate it as part of a comparison between and investigation into different GPU code optimisations. Unkule et al. (2012) provide a more focused study and the first evaluation of thread coarsening, and present an implementation of the thread coarsening code transformation based on annotated CUDA code. Magni et al. (2013) present a more refined implementation of a thread coarsening algorithm with improved handling of control flow as an OpenCL source-to-source transformation, and include a cross-platform evaluation of the optimisation.
Selecting Coarsening Factors. Unkule et al. (2012) implement thread-coarsening as a semiautomatic optimisation. They mention an experimental heuristic to automatically select coarsening factors, yet implementation details or an evaluation are not provided. They note that in one of their experiments, the maximum speedup is achieved at the lowest occupancy, and hence emphasize the importance of factors other than occupancy for selecting good coarsening factors. Magni et al. (2013) comment that they view the authors' evaluation on a set of five kernels, to which coarsening generally applies, as limited. Magni et al. (2013) consider 17 kernels across five architectures, leading the authors to say that developing an analytical model is "unfeasible" due to the large number of architectures and runtime libraries involved. They present an analysis based on regression trees to characterise the significance of different hardware counters on each platform for achieving good performance when applying coarsening.
The authors follow up their work recommending an auto-tuning-based approach for estimating optimal coarsening factors (Magni et al. 2014b ), for which they optimise the size of the required test data set. Finally, they also present a study of applying machine learning techniques to selecting good coarsening factors (see ).
Code Optimisation. To address the problem of performance portability of CUDA and OpenCL, various approaches have been explored for generating optimised code from higher level languages, for instance see Mainland and Morrisett (2010), or Chakravarty et al. (2011) for a template-based approach. Others presented annotation-based memory management optimisation tools ) and dynamic optimisation frameworks (Diamos et al. 2010) . Others have focused on studying code optimisations in the context of domain-specific languages (DSLs), e.g., Sujeeth et al. (2014) .
Auto-tuning as a way to experimentally explore the optimisation space has been long established when it is not clear whether to apply an optimisation and what its parameters should be Demmel et al. (2005) . It has been used to target GPGPUs from a high-level language (Grauer-Gray et al. 2012) , to generate optimised DSL kernels (Shin et al. 2010) , to determine algorithmic choice on heterogeneous architectures (Phothilimthana et al. 2013) , and more. To optimise the process of auto-tuning especially in the context of large optimisation spaces, Ryoo et al. (2008) proposed optimisation space pruning, while Magni et al. (2014b) investigate the optimisation of individual experiments to achieve results scalable to larger data sets (interestingly, in the context of thread coarsening). Williams et al. (2011) propose hierarchical and distributed auto-tuning.
Heuristics and cost models have been employed in contexts ranging from compile-time sourceto-source transformations (Bondhugula et al. 2008 ) to runtime code-generation (Luporini et al. 2014) , in the latter case specifically to avoid the runtime overhead incurred by auto-tuning. Wen et al. (2014) use a combination of runtime data and code analysis to schedule tasks on heterogeneous CPU/GPU platforms. Huang and Li (2017) use performance models to predict the performance impact of data based in different types of memory on a GPU. Interestingly, Chen et al. (2014) present a framework for data placement on GPUs that utilises a reuse distance-based model.
FUTURE WORK
The work presented here is, by design, specific to NVidia GPU architectures and exploits information extracted from the NVidia compiler. The idea of making coarsening decisions on the basis of resource usage could, in principle, be adapted to other platforms, such as those of AMD and ARM. Although there is no direct corresponding notion of thread occupancy on such platforms, other resource utilisation measures may prove to be applicable and it will be interesting to explore this further.
A key remaining challenge is to reason about kernel behaviour at lower occupancy. It is well known that peak performance of some kernels occurs at occupancies well below 100% (Volkov 2010) ; the problem becomes one of detecting the characteristics of such kernels and then determining a suitable reduced occupancy metric.
The correctness of our transformations is also an interesting issue. Given a formal semantics for the OpenCL (or similar) language it seems entirely feasible to prove that our transformations preserve the meaning of the program by formulating, and proving, a suitable correspondence theorem. The somewhat subtle issue of block semantics (Section 3.3) would be interesting to capture, although this lies well beyond the objectives of the present article.
There are clearly improvements that can be made to the compilation pipeline. For example, having compiled a kernel for a particular configuration and coarsening factor, we could cache the result to avoid re-compiling the same configuration at a later time. With that said, the low cost of our analysis means that dynamic compilation of kernels, which is the standard model in the OpenCL API, is completely tractable.
The current implementation could be extended by the ability to coarsen in multiple dimensions; the selection of the stride parameter or the dimension in which coarsening is applied could also be automated, as well as the selection of coarsening mode. The latter could be achieved by identifying which code regions of a given kernel will be duplicated in either coarsening mode, and comparing the resulting shared instructions before applying the transformation.
In the context of cache line re-use analysis, exploring the adaptation of polyhedral analysis may likely prove beneficial for understanding loop nests. In its current form, the analysis does not support thread divergence. The existing analysis could be combined with a benefit analysis, e.g., based on a simple cost-model, to improve accuracy of which kernels should be excluded from coarsening.
CONCLUSION
This article has shown that occupancy can be a useful guiding measure for estimating optimal coarsening factors, but only when used in conjunction with cache line re-use analysis. Without this, it is easy to slow a kernel down, often significantly, because of the effect that coarsening can have on cache pressure. Our approximate cache line re-use analysis has proven to be surprisingly good at distinguishing kernels that are likely to be slowed down by coarsening in this way, although it cannot reason about the exact performance impact that coarsening will have on a given kernel. The analysis is extremely efficient both in terms of execution time and memory footprint when compared with more detailed analyses, e.g., those based on re-use distance. We believe it strikes a good balance between accuracy and efficiency and it will be interesting to see whether it can be applied, or adapted, in other contexts.
We have explored two coarsening strategies, thread level and block level. A comparison of the two has shown that it can be difficult to determine a suitable value for the stride parameter that is associated with thread-level coarsening. Selecting a low stride risks breaking memory coalescing, while selecting a higher value can limit the choice of coarsening factors, especially when dealing with smaller or multi-dimensional thread blocks. As such, for those Rodinia kernels we deem safe to coarsen, block-level coarsening achieved a 1.30x (of a maximum of 1.35x) speedup. In comparison, thread-level coarsening achieved only a 1.03x speedup for the same kernels. However, for the NVidia reduction benchmarks, where choosing a suitable stride parameter was not an issue, the achieved performance gains were more similar, yielding 1.73x and 1.97x for thread-level and block-level coarsening, respectively. On balance, our experiments appear to suggest that blocklevel coarsening is the preferred option: its performance is generally superior and it is easier to automate, as it does not require the compiler, or user, to select a suitable stride parameter.
