Abstract: We consider a diffusion (ξ t ) t≥0 with some T -periodic time dependent input term contained in the drift: under an unknown parameter ϑ ∈ Θ, some discontinuity -an additional periodic signal -occurs at times kT +ϑ, k ∈ IN . Assuming positive Harris recurrence of (ξ kT ) k∈I N0 and exploiting the periodicity structure, we prove limit theorems for certain martingales and functionals of the process (ξ t ) t≥0 . They allow to consider the statistical model parametrized by ϑ ∈ Θ locally in small neighbourhoods of some fixed ϑ, with radius 1 n as n → ∞. We prove convergence of local models to a limit experiment studied by Ibragimov and Khasminskii [IH 81] and discuss the behaviour of estimators under contiguous alternatives.
asymptotic (mixed) normality (well-studied since LeCam [L 68] and Hájek [H 70 ], see [D 85] , [LY 90 ]), or from L 2 -differentiable experiments. Ibragimov and Khasminskii considered a simple 'signal in white noise' setting, proved convergence of maximum likelihood and Bayes estimators at ϑ, calculated the limit variance of the maximum likelihood estimator, and pointed out that in a limit model with likelihood ratios of type u → e Wu− 1 2 |u| a Bayes estimator is better than the maximum likelihood estimator.
Convergence to this limit model has been considered in several settings since then: see [KK 00 ] in a framework of delay equations, [K 04, section 3.4] in time homogeneous ergodic diffusions with spatial discontinuity in the drift, [DP 84, section 3] Hellinger distances and from convergence of likelihood ratios 'uniformly in ϑ'. In several aspects, our approach is different. We develop limit theorems in diffusions with T -periodic semigroup which will be our key tool in view of convergence of likelihood ratios and estimators. Whereas these allow to check and exploit assumptions on Hellinger distances similiarly to the work quoted above, convergence of likelihood ratios 'uniformly in ϑ' is not suitable for our framework of inhomogeneity in time, and is systematically avoided. We are focussing on contiguous alternatives, make extensive use of 'LeCam's Third Lemma' (see [LY 90, , and exploit asymptotic equivariance of suitable estimator sequences with respect to contiguous alternatives. Our local asymptotic minimax bound, of the type of the asymptotic minimax bound for risk functions in Strasser ([S 85, Cor. 62.6 ], see also [L 72] , [M 82] , [V 91]) , controls a maximal quadratic risk on shrinking neighbourhoods of ϑ with radius proportional to 1 n , and a Bayes sequence attains this bound.
We describe our setting in more detail. The observed diffusion process is inhomogeneous in time (1) dξ t = [S(ϑ, t) + b(ξ t )] dt + σ(ξ t ) dW t , t ≥ 0 .
with some deterministic and T -periodic input t → S(ϑ, t) where, for known periodicity T and for known functions λ(·) ≥ 0 and λ * (·) > 0 which are continuous and T -periodic, (2) S(ϑ, t) = λ(t) + λ * (t) 1 (ϑ,ϑ+a) (i T (t)) , t ≥ 0 , with i T (t) := t modulo T depends on an unknown parameter ϑ. This means that some additional input λ * is switched on periodically at times kT +ϑ, k ∈ IN 0 , and is of known duration a. We put Θ := (0, T − a).
The functions b(·) and σ(·) are Lipschitz; hence for all values of the parameter ϑ, we have Lipschitz and linear growth conditions for the time-dependent coefficients of the above SDE, and thus existence and pathwise uniqueness for its solution.
We are interested in convergence of local models and convergence of maximum likelihood (MLE) and Bayes (BE) estimators for the unknown parameter ϑ ∈ Θ when a trajectory of ξ has been observed up to time nT . As n → ∞, the right choice of local scale for local models at ϑ turns out to be 1 n , at every point ϑ ∈ Θ. For the limit of local models at ϑ, we find likelihood ratios (3) L u/0 := exp W (uJ ϑ ) − 1 2 |uJ ϑ | , u ∈ IR with double-sided Brownian motion ( W u ) u∈IR and with scaling constants 0 < J ϑ < ∞. From Terent'yev [T 68] over Golubev [G 79 ] and Ibragimov and Khasminskii [IH 81 ] to Rubin and Song [RS 95] it has become evident that in experiments of type (3) with unknown parameter u ∈ IR, the variance of the Bayes estimator with respect to quadratic loss is strictly smaller than the variance of the maximum likelihood estimator. Note that in the limit experiment (3) -not a 'quadratic' experiment, not L 2 -differentiable -there is no sufficient statistic, no analogue of a central statistic, and no analogue of a convolution theorem ([H 70] , [J 82] ) which in the classical LAN/LAMN case-together with a lemma stating that 'arbitrary estimator sequences are in some sense almost equivariant' -is the key tool to obtain a local asymptotic minimax theorem (see [LY 90, p. 83] ) simultaneously for a large class of loss functions. In the context here, we have not more than local asymptotic minimax bounds with respect to specified loss functions (see Strasser [S 85, Cor. 62.6] Using contiguity techniques and exploiting an equivariance property (lemma 5.3 below) of the limit experiment (3), we consider squared loss and prove a bound (theorem 1.8 below) 
where u * is the Bayes estimator associated to quadratic loss in the limit experiment (3), and where inf ϑ nT allows to compare all possible estimators based on observation of ξ up to time nT . We prove asymptotic equivariance with respect to contiguous alternatives of a Bayes sequence ϑ * nT with respect to squared loss (proposition 1.7.b) as n → ∞: thus this Bayes sequence attains the bound (4).
In view of asymptotic statistical properties, our model behaves exactly as the simple 'signal in white noise' setting of [IH 81, section VII.2] which corresponds to the special case σ(·) ≡ 1, b(·) ≡ 1 in (1) above. However, if limit theorems are the key tool to prove statistical properties (convergence of experiments, convergence of estimators, ...), these are radically different in our case. In their likelihoods, thanks to σ(·) ≡ 1, [IH 81] can work with very simple Gaussian processes where calculation of means and covariances is enough to determine the limiting behaviour. Similiarly, in the time homogeneous ergodic diffusion model of [K 04, section 3.4] with one discontinuity in the drift, well known limit theorems for convergence of martingales and of additive functionals for ergodic diffusions are at hand.
Our time inhomogeneous T -periodic problem (1) with non-trivial σ(·) requires a completely new approach. So an essential part of the present paper is devoted to proving limit theorems which make statistical theories work in our setting. Also in view of the behaviour of estimators under contiguous alternatives, we have to go beyond what had been done earlier in order to obtain the local asymptotic minimax bound (4).
Our interest in periodicity structures in diffusions is linked to the following application. In some membrane potential data sets similiar to those investigated in [ , there is evidence for time-dependent 'input' in the drift which the modelization has to take into account. In analogy to the result of [BH 06, section 3.2] on large systems of neurons receiving identical time-dependent input, questions of periodic input received by a single neuron in an active network deserve to be studied. In particular, a discontinuity (2) with constants λ, λ * can be interpreted as some stimulus switched on/off periodically, and is of biological relevance. This paper is organized as follows. Section 1 states all statistical results concerning the model defined by (1)+(2): convergence of experiments, convergence of estimators, local asymptotic minimax bound (theorem 1.8). Section 2 deals with Harris properties of the chain of T -segments; it is formulated in a more general setting and can be read independently. Section 3 contains an exponential inequality adapted to our purposes from Brandt [B 05]) . Section 4 works out the limit theorems which we need to consider local models in our problem (1)+(2). The main results in this probabilistic part of the paper are theorems 2.1+4.1 (strong laws of large numbers for time inhomogeneous diffusions with periodicity structure) and theorem 4.3 with remark 4.4 (convergence of martingale terms which occur in the log-likelihood ratios of local models at ϑ). On this basis, section 5 contains the statistical part of work to be done, and collects all proofs for the results stated in section 1.
Outline of statistical results
In order to exploit 'ergodicity properties' of the time inhomogeneous diffusion ξ = (ξ t ) t≥0 in (1) with T -periodic time-dependent input (2), our principal assumption will be (H1) the embedded chain (ξ kT ) k∈IN 0 is positive recurrent in the sense of Harris for any fixed value of the parameter ϑ ∈ Θ. As an example, (H1) always holds if piecewise continuous T -periodic input is added to an Ornstein-Uhlenbeck SDE, see 2.3 below. Under (H1), there is a unique invariant probability µ (ϑ) for the chain (ξ kT ) k∈IN 0 under ϑ. We introduce the chain of T -segments in the path of ξ
which -as a consequence of the T -periodicity in the drift of our SDE -is time homogeneous. X takes values in the path space (C T , C T ) of continuous functions [0, T ] → IR. We deduce from assumption (H1) -see theorem 2.1 in section 2 below -that this T -segment chain is positive recurrent in the sense of Harris under ϑ, with a specified invariant probability m (ϑ) on (C T , C T ). Limit theorems for functionals of the process ξ which we need for our analysis of the statistical model (see theorems 4.1 and 4.3 in section 4 below) are then obtained through strong laws of large numbers in the Harris
Let Q ϑ denote the law of the process ξ = (ξ t ) t≥0 of (1)+(2) under ϑ ∈ Θ, a law on the canonical path space (C, C) of continuous functions [0, ∞) → IR equipped with its canonical filtration I G. Our second major assumption (H2) σ(·) is bounded away from 0 and ∞ on IR guarantees that for any pair of different values ζ ′ = ζ in Θ, the laws Q ζ and Q ζ ′ are locally equivalent with respect to I G, and the likelihood ratio process of
where we write η = (η t ) t≥0 for the canonical process on (C, C), and M ζ for the (Q ζ , I G)-martingale , and up to T -periodic continuation -the indicator function 1 (ϑ,ϑ+a) , the likelihood ratio
takes for ζ ′ sufficiently close to ζ the simple form
in case ζ < ζ ′ < ζ + a; the same holds with ζ, ζ ′ in the intervals and sign ± in front of the stochastic integrals interchanged if ζ ′ < ζ < ζ ′ + a. Our first main result -very easy to see in the 'trivial' case where σ(·) is constant (cf. [IH 81], lemma 2.4 on p. 334), essentially more difficult for Lipschitz functions σ(·) satisfying (H1) where the argument has to go back to the chain of T -segments in the path of ξ (cf. theorems 4.1, 4.3 and remark 4.4 in section 4 below) -is the following.
Theorem:
Under Lipschitz and linear growth conditions on b(·) and σ(·), under (H1) and (H2), the following holds for every ϑ ∈ Θ:
where ( W u ) u∈IR is two-sided standard Brownian motion, and J ϑ the scaling constant
Here (P (ϑ) s,t ) 0≤s<t<∞ denotes the semigroup of the process (ξ t ) t≥0 under ϑ, µ (ϑ) the invariant measure for (ξ kT ) k∈IN 0 according to (H1), and we write for short µ(f ) for f d µ.
b) Let W in (5) be defined on some ( Ω, A, P 0 ). Then ( Ω, A) carries a limit experiment
such that we have convergence of experiments: local experiments at ϑ
converge as n → ∞ to the limit experiment E in the sense of Strasser ([S 85], p. 302).
We will prove this theorem, based on the results of sections 2 to 4, in 5.2 below. 
Here constant drift 1 is added to W + in case u > 0 and to W − in case u < 0, and is switched off at time |u|. Consider the likelihood ratio process of P u to P 0 relative to the filtration generated by the bivariate canonical process on If we are allowed to observe over the infinite time interval [0, ∞), we end up with the likelihood ratios
given in (3). Up to the scaling factor J ϑ , this is the situation of theorem 1.1.
Remark:
Instead of fixed duration a of the additional signal λ * as in (2), we might work with two-dimensional parameter (ϑ 1 , ϑ 2 ) such that 0 < ϑ 1 < ϑ 2 < T , and with
All results which we give here generalize to this two-dimensional problem: the limit experiment will be a product of two models as in 1.2, with scaling constant (λ we have the following for every ϑ ∈ Θ: a) For K < ∞ arbitrarily large, the likelihood ratios in local models E K] under P 0 in the limit model E of (5)+(6).
b) For arbitrary p ∈ IN 0 and K 0 > 0, there are constants b 1 (p, K 0 ) and b 2 such that
holds for all ϑ ∈ Θ and all n ≥ 1, together with
Here b 1 (p, K 0 ) does not depend on ϑ or n, and b 2 does not depend on ϑ, n, p, K 0 . c) For arbitrary p ∈ IN 0 and K 0 > 0, there are constants b 1 (p, K 0 ) and b 2 such that
Again b 1 (p, K 0 ) does not depend on ϑ or n, and b 2 does not depend on ϑ, n, p, K 0 .
The proof of theorem 1.4 will be given in 5.5 below. As consequences of theorem 1.4, we will obtain convergence of maximum likelihood (MLE) and Bayes estimators (BE) for the unknown parameter when a trajectory of ξ is observed up to time nT , n → ∞. The MLE sequence is
with ζ 0 ∈ Θ some fixed point, and Θ the closure of Θ. Presence of 'min' in (12) guarantees for a measurable selection whenever the argmax is not unique. The MLE in the limit experiment
is finite-valued and uniquely determined almost surely, by [IH 81, chapter VII, lemma 2.5]. The control (9) guarantees in particular that a BE 'with uniform prior on the entire real line'
(sometimes called Pitman estimator) is well defined in the limit experiment. Correspondingly, we consider the BE sequence with uniform prior on Θ = (0, T −a)
for the unknown parameter ϑ ∈ Θ, based on observation of ξ up to time nT (in (15), we might as well use smooth and strictly positive prior densities on Θ, but this generalization turns out to be without interest in view of theorems 1.7 and 1.8 below).
1.5 Theorem: Under Lipschitz and linear growth conditions on b(·) and σ(·), under (H1) and (H2),
we have the following properties of the MLE and the BE sequence, for every ϑ ∈ Θ: a) weak convergence as n → ∞:
b) finite moments of arbitrary order p ∈ IN , and convergence of moments as n → ∞:
Theorem 1.5 will be proved in 5.6 and 5.7 below. Note that part a) of the theorem would be enough for convergence of risks with respect to loss functions which are continuous, subconvex and bounded, i.e. 'bowl-shaped' in the sense of LeCam and Yang [LY 90, p. 82] , whereas part b) is useful e.g. for quadratic loss to be considered below.
1.6 Remark: For the limit experiment in the setting of remark 1.2 where J ϑ equals 1, the following is known. Ibragimov and Khasminskii [IH 81, p. 342] calculated the variance of the MLE, whereas Rubin and Song [RS 95 ] calculated the variance of the BE: the ratio of MLE to BE variance is 26 to
n s is Riemann's zeta function.
In our setting with scaling factor J ϑ in the limit experiment (5)+(6), the results quoted in remark 1.6 yield the following: the limit law for rescaled MLE errors has finite variance
at ϑ, different from the limit law for rescaled BE errors whose variance is
Moreover, by definition of a Bayes estimator with respect to quadratic loss -this is the L 2 -projection property of conditional expectations -we have at every finite stage n optimality of BE in the sense of integrated risk under quadratic loss functions: comparing all possible estimators ϑ nT based on observation of the trajectory of ξ up to time nT , a minimum
exists and is realized by the integrated risk of the BE (15) with respect to quadratic loss
for every fixed n. This is an elementary and pre-asymptotic argument, averaging over the whole parameter space Θ, and does not contain much information on the behaviour of our estimator in small neighbourhoods of a parameter value ϑ. The following two results deal with shrinking neighbourhoods of fixed points in the parameter space, in the sense of contiguous alternatives, and fill this gap.
Theorem:
Under Lipschitz and linear growth conditions on b(·) and σ(·), under (H1) and (H2), the following holds for every ϑ ∈ Θ.
a) The BE u * in the limit experiment E with 'uniform prior over IR' (14) is equivariant:
b) The sequence of BE ϑ * nT at stage n defined by (15) is asymptotically as n → ∞ equivariant in the local models E (ϑ) n at ϑ, in the following sense:
for every continuous and subconvex loss function ℓ which admits a polynomial majorant, and for arbitrary choice of C < ∞.
An analogous statement also holds for maximum likelhood estimators; we will prove theorem 1.7 in 5.8 below. Now, for quadratic loss, we consider maximal risks over small neighbourhoods of arbitrary points ϑ ∈ Θ, in the sense of contiguous alternatives, and state a local asymptotic minimax theorem (for a particular loss function) which allows to compare arbitrary sequences of G ξ nT -measurable estimators ϑ nT , n ≥ 1, for the unknown parameter ϑ ∈ Θ.
1.8 Theorem: Under Lipschitz and linear growth conditions on b(·) and σ(·), under (H1) and (H2), the following holds for every ϑ ∈ Θ. a) For squared loss, there is a local asymptotic minimax bound in terms of the BE u * of (14) lim
where at every stage n ≥ 1, inf
is with respect to all possible G ξ nT -measurable estimators.
b) The BE sequence (ϑ * nT ) n of (15) 
Ergodic properties for diffusions with T -periodic drift
In this section, we discuss ergodic properties for processes (ξ t ) t≥0 of type (1)+ (2) under fixed value of the parameter ϑ. The special features (1)+(2) of section 1 are of no importance here. All we assume in the present section is that (ξ t ) t≥0 is a Markov process with continuous paths, inhomogeneous in time, with semigroup (P s,t ) 0≤s<t<∞ having measurable densities
with respect to Lebesgue measure, such that the semigroups is T -periodic:
(21) p s,t (x, y) = p kT +s,kT +t (x, y) for all k ∈ IN 0 and all 0 ≤ s < t < ∞ .
We use the same notation i T (t) = t modulo T as in (2). Obviously, this setting covers (1)+(2) of section 1. The results of section 2 will remain unchanged for Polish state space (E, B(E)) -with some reference measure replacing Lebesgue measure in (20) -instead of (IR, B(IR)).
We need strong laws of large numbers as t → ∞ for some class of functionals of the process ξ = (ξ t ) t≥0 .
This class will be defined in (27) below; relevant examples are of the following type. Let Λ T (ds) denote some σ-finite measure on (−∞, ∞) which is T -periodic in the sense that
For T -periodic measures Λ T (ds) and for suitable functions f : IR → IR, define
With fixed 0 < r < r ′ < T , in view of the log-likelihoods in theorem 1.1, we may thus consider
(with ǫ x Dirac measure at the point x) or
which both obviously are not additive functionals of the continuous-time process (ξ t ) t≥0 .
We fix some notations. We take ξ as defined on some canonical path space (Ω, A, IF, (P x ) x∈IR ).
'Almost surely' means almost surely with respect to every P x , x ∈ IR. An IF ξ -increasing process is an IF ξ -adapted càdlàg process A = (A t ) t≥0 with nondecreasing paths and A 0 = 0, almost surely. We write (C T , C T ) for the space of all continuous functions α : [0, T ] → IR equipped with the metric of uniform convergence and its Borel σ-field C T . Then (C T , C T ) is a Polish space, and
, the σ-field generated by the coordinate projections π t , 0 ≤ t ≤ T .
The continuous-time Markov process
which we call the chain of T -segments in the path of ξ. In virtue of (21), the chain X = (X k ) k∈IN 0 is time homogeneous with one-step-transition kernel Q(·, ·) given by
For Harris processes in discrete time, we refer to Revuz [R 75] Ch. 10.3] . Now 'ergodicity' of the process (ξ t ) t≥0 with T -periodic semigroup will be understood as ergodicity of the segment chain X = (X k ) k∈IN 0 :
2.1 Theorem: Assume that the embedded chain (ξ kT ) k∈IN 0 is positive recurrent in the sense of Harris, and write µ for its invariant probability on (IR, B(IR)).
a) Then the chain X = (X k ) k∈IN 0 of T -segments in the path of ξ is positive recurrent in the sense of Harris. Its invariant probability is the unique law m on (C T , C T ) such that
we have the strong law of large numbers
Proof: 1) Harris recurrence of the process (ξ kT ) k∈IN 0 with invariant probability µ yields
and thus implies that the bivariate chain
is positive recurrent in the sense of Harris with invariant probability
2) Write m for the unique law on (C T , C T ) whose finite dimensional distributions are given by (26).
Since (C T , C T ) is Polish, conditioning with respect to the pair of coordinate projections (π 0 , π T ), the probability m allows for a decomposition
with K(·, ·) some transition probability from IR×IR to C T . Comparing with (26), K((x, y), ·) is the law of the ξ-bridge from x at time 0 to y at time T
for µ (2) -almost all (x, y), with notations of (26)
, with suitable default definition else.
3) From (28) we have for sets
there is some ε > 0 such that
has strictly positive measure under µ (2) (dx, dy)
Hence the Harris property of the bivariate chain ξ kT , ξ (k+1)T k∈IN 0 with invariant measure µ (2) (dx, dy)
gives in combination with (30) first
and then thanks to (28)
We have identified some probability measure m on (C T , C T ) such that sets of positive m-measure are visited infinitely often by X = (X n ) n : hence X is Harris. Every Harris chain admits a unique invariant measure. Periodicity (21) of the semigroup guarantees that m defined in (26) is invariant for X. We have proved that X = (X n ) n is positive recurrent in the sense of Harris with invariant measure m given by (26): this is part a) of the theorem.
is an integrable additive functional of the chain X = (X k ) k of T -segments in ξ. Since X is Harris with invariant measure m, we have the ratio limit theorem
since A is increasing. This proves part b) of the theorem.
Examples:
Under all assumptions of theorem 2.1, we deduce in particular the following laws of large numbers for the functionals (23)-(25). For 0 < r < r ′ < T fixed,
This follows from theorem 2.1: put F (α) = f (α(r)) for part a), F (α) = r ′ r f (α(s))ds for part b), and
In order to calculate explicitely the measures occurring in theorem 2.1 or example 2.2, we have to know the semigroup (P s,t ) 0≤s<t<∞ of the time inhomogeneous diffusion (ξ t ) t≥0 . Only in very few cases this can be done explicitely; we mention an Ornstein-Uhlenbeck type example.
Example:
With σ > 0, γ > 0, and some function S(·) which is T -periodic and piecewise continuous, consider an Ornstein-Uhlenbeck type diffusion with T -periodic drift
The solution with initial value ξ 0 is
and the transition semigroup (P s,t ) 0≤s<t<∞ of ξ is
Extending S(·) to a T -periodic function defined on the whole real axis, we define
which is T -periodic. We have weak convergence
for arbitrary x ∈ IR, and similiarly for fixed 0 < s < T
It is easy to see that the measure µ defined in (32) Hence all conditions of theorem 2.1 are satisfied. The last convergence gives
thus all measures occcuring in 2.1 or 2.2 are known explicitely. The mapping s → µP 0,s describes an 'oscillating stationary regime'.
An exponential inequality
In this section, we give an exponential inequality for processes of type (1)+(2). Parameter ϑ and periodicity T will play no role in this section, and we consider any time dependent diffusion (1) (33)- (36) there is some ∆ 0 > 0 (depending only on L of (34)+(35), on λ and on η) such that (37) P sup
holds for all 0 ≤ t 1 < ∞ and all 0 < ∆ < ∆ 0 , with positive constants c 1 and c 2 which do not depend on t 1 ≥ 0 or on ∆ ∈ (0, ∆ 0 ).
Proof:
The proof is from [B 05]. We start for 0 ≤ t 1 < t < t 1 + ∆ from
Exploiting assumption (36), the classical Bernstein inequality for continuous local martingales (formula
with positive constants c 1 andc 2 which do not depend on t 1 or on ∆. We have also
provided ∆ is sufficiently small, since 1 − η − λ > 0 by assumption. The assertion follows.
A result on finite-dimensional convergence
In this section, we prove two limit theorems (4.1, 4.3, with remark 4.4 below) which will allow to work with log-likelihoods in local models at ϑ. For fixed value of the parameter ϑ which is suppressed from notation, we consider the diffusion ξ = (ξ t ) t≥0 of (1)
where S(·) is some deterministic function with the property (38) S : [0, ∞) → IR is T -periodic and piecewise continuous .
This covers (2). We write b(t, x) = S(t) + b(x) as in (33), assume (34)+(35), and strengthen (36) to
for some large M . Systematically, we combine an appropriate control of fluctuations in the process (ξ t ) t (by lemma 3.1) with strong laws of large numbers for additive functionals of the chain of T -segments in ξ (by theorem 2.1), and consider sequences of auxiliary martingales to which we apply the martingale limit theorem.
4.1 Theorem: For ξ as above, assume that the embedded chain (ξ kT ) k is positive Harris recurrent with invariant probability µ. Then we have for 0 < r < T fixed and arbitrary h > 0
as n → ∞, for all x ∈ IR, with leading term
almost surely as n → ∞, as in example 2.2 a).
Proof: The proof of the approximations (40)+(41) is in several steps. We take n large enough to have r − h n , r + h n in (0, T ), and fix 0 < λ < 1 2 and 1 2 < η < 1−λ as in lemma 3.1.
1) With arbitrary constants K, the following auxiliary result will be needed frequently:
This is easily derived from the strong law of large numbers in the chain X = (X k ) k∈IN 0 of T -segments in the process ξ: for any fixed c < ∞, theorem 2.1 b) with F (α) = sup 0≤s≤T |α(s)| (which is a continuous function on C T ) gives
almost surely as n → ∞. Since the limit on the right hand side decreases to 0 as c ↑ ∞ and since n η exceeds any fixed level as n tends to ∞, (42) is proved.
2) Next we prove for arbitrary h > 0 and arbitrary starting point x the approximation
Since by assumption σ(·) is Lipschitz and bounded away from 0 and ∞, the j-th summand contributing to the difference in (43)
admits for every j = 0, 1, . . . , n−1 fixed a bound of type
. By the first type of bound combined with step 1, we see that
vanishes almost surely as n → ∞. Next, the exponential inequality in lemma 3.1 (applied to t 1 = jT + r − h n for j = 0, 1, . . . , n−1) implies that
, some j = 0, 1, . . . , n−1   vanishes as n → ∞. Hence, by the second type of bound, the probability to find any strictly positive summand in
tends to 0 as n → ∞: hence this sum vanishes in probability as n → ∞. Finally, by the third type of bounds, we are left to consider averages
which are bounded by d 2 ∆ λ n , and thus vanish as n → ∞. We have proved (43).
3) Next we show that for arbitrary h > 0 and arbitrary starting point x (44)
as n → ∞. The proof of (44) follows the same scheme as the proof of (43): we consider for j = 0, 1, . . . , n−1 summands (45) jT +r
and have for these -since σ(·) is Lipschitz and bounded away from 0 and ∞ -bounds of type
which allow to proceed in complete analogy to step 2) above to establish (44). (40) is similiar.
4) Combining (43)+(44), we have proved (41). The proof of

Corollary:
For ξ as above, assume that the embedded chain (ξ kT ) k is positive Harris recurrent with invariant probability µ. Then we have for 0 < r < T fixed and arbitrary h > 0
almost surely as n → ∞, for every t > 0 fixed.
Proof: This is a variant of the preceding proof: for t > 0 fixed and n → ∞, we consider a sequence (m n ) n such that m n ≤ tn T < m n + 1, and copy the proof of (41) to obtain
almost surely as n → ∞, for arbitrary x ∈ IR. Then thanks to theorem 2.1, the assertion follows as in example 2.2 b).
In the following, we view the process ξ of (1)+(38) again as canonical process on the canonical path space (C, C), and write (η t ) t≥0 as in the beginning of section 1. For 0 < r < T and n large enough, define martingales (Y n,r,h t ) t≥0 with respect to I G n
Here n large enough means |h| n < min(r, T − r). Fix a set of points 0 = r 0 < r 1 < . . . < r ℓ < r ℓ+1 = T and a set of points −∞ < h 1 < h 2 < . . . < h m < ∞ in IR \ {0}. For n large enough (such that (r j+1 − r j ) ) compose I G n -martingales
where A = (A i,i ′ ) 1≤i,i ′ ≤m is the matrix with entries
Proof: By definition of the I G n -martingales Y n,r j ,h i or Y n,r j ,h i ′ , we have for t ≥ 0
if h i > 0 and h i ′ > 0, and
if h i < 0 and h i ′ < 0, and in all other cases
By corollary 4.2, we have almost surely as n → ∞ for fixed t 
This implies assertion b).
Remark:
The matrix A defined in theorem 4.3 has the structure of the covariance kernel of two-sided one-dimensional Brownian motion. Hence we shall read theorem 4.3 as a result on processes which for fixed T are now indexed in the parameter h
and which converge by theorem 4.3 as n → ∞ in the sense of finite dimensional distributions to
with independent two-sided one-dimensional Brownian motions
Here the choice of determined intervals [−K, K] is in fact irrelevant. We shall make use of finite dimensional convergence (46)+(47) when considering martingale terms in the log-likelihoods of local models at some fixed point ϑ ∈ Θ. It is through the reinterpretation (46)+(47) of theorem 4.3 that the local parameter h in local models at ϑ begins to play the role of 'time'.
Proofs for the statistical results stated in section 1
In order to prove the results stated in section 1, we consider the process ξ defined by (1)+(2) which depends on the parameter ϑ ∈ Θ. We assume the Harris condition (H1) for all values of ϑ ∈ Θ, and Lipschitz and linear growth conditions on b(·) and σ(·) in combination with (H2). This implies that for all ϑ, all assumptions made in section 2 hold, as well as those of section 3 and of section 4. As in section 1, Q ϑ is the law of ξ under ϑ on the canonical path space (C, C), η the canonical process on (C, C), and I G the canonical filtration on (C, C).
We restart from the representation of likelihood ratios L ζ ′ /ζ t of Q ζ ′ |G t with respect to Q ζ |G t given before theorem 1.1: for ζ ∈ Θ and ζ ′ close to ζ, L
in case ζ < ζ ′ < ζ + a, with B Brownian motion under the reference point ζ, and
We state a lemma related to the geometry -in Hellinger sense -of the model determined by (48)+(49).
Lemma:
Consider ζ, ζ ′ ∈ Θ such that ζ < ζ ′ < ζ + a or ζ ′ < ζ < ζ ′ + a holds. Then there are positive constants c j and k not depending on ζ, ζ ′ , t such that for all t ≥ 0
.
2) From now on in this proof, we fix ζ ∈ Θ and consider ζ ′ such that either ζ < ζ ′ < ζ + a or ζ ′ < ζ < ζ ′ + a holds. In the first case we have according to (48)
with non-overlapping intervals, in the second case by (49)
By our assumptions on λ * (·) and σ(·), the process (
σ(ηs ) ) s≥0 is bounded away from both 0 and ∞. Hence there are some 0 < c < c < ∞ not depending on ζ, ζ ′ , t such that
for all t > 0; here ⌊x⌋ denotes the biggest integer stricly smaller than x.
3) We prove (50). The process
of (56) 
which combined with (57) gives (50).
4) We prove (51). We start from
for which (56) yields the bound
where f − denotes the negative part in f = f + − f − . Combining (50)+ (57) we have
for suitable c 2 , c 3 . For the martingale term in (58), using again (57) and E ζ (V 2 s ) = 1, we have
for all t ≥ 0. Squaring the bound (58), both inqualities together give (51).
5) To prove (52), we define
and have from (55) up to different constants again a bound of form (58) . We use
and with [IW 89, p. 110 ]
Applying (50) to the first factor and (57) to the second factor appearing on the right hand side, the sum of the right hand sides of both last inequalities is at most
6) To prove (53), we deduce from the exponential representation (54) under Q ζ that
So the lower bound in (57) applies and shows
We have proved all assertions of lemma 5.1.
From (51) in lemma 5.1, we have bounds for the squared Hellinger distance when we observe the trajectory of (ξ) t≥0 up to time nT : for ζ ′ sufficiently close to ζ,
for all n ≥ 1, with some constant C which does not depend on ζ, ζ ′ , n. In particular, the parametrization in Q ζ |G nT : ζ ∈ Θ is -in Hellinger distance -Hölder continuous with index 1 2 . In local models at some fixed reference point in the parameter space, the right hand side of (59) forces local scale to be proportional to 1 n . This leads to local models E (ϑ)
n at ϑ as considered in 1.1.
5.2 Proof of theorem 1.1: a) From (48)+ (49) we have for n sufficiently large
in case u = h > 0, where all intervals are disjoint, and in case u = −h < 0
Since the function λ * (·) is deterministic, T -periodic and continuous, since the intervals occurring in the integrands are of length O( 1 n ), the logarithm of both expressions (60)+(61) behaves as n → ∞ as
with notations of theorem 4.3, for every fixed value of h. Finite-dimensional convergence as n → ∞
follows from theorem 4.3 and remark 4.4, with ( W u ) u∈IR two-sided standard Brownian motion and
as in theorem 1.1. With similiar arguments, convergence of angle bracketts in (62) is immediate from theorem 4.1. The actual choice of [−K, K] above being irrelevant for finite-dimensional convergence, we have proved convergence as n → ∞ of the finite dimensional distributions for likelihood ratios in local models at ϑ
to the finite dimensional distributions of likelihoodratios (5)+(6) in the limit model E
in the sense of [S 85, p. 302] as n → ∞ to the limit model E reduces to finite dimensional convergence of likelihoods as proved in a) since all probability measures in Q ϑ+ h n |F nT : h ∈ Θ ϑ,n and in P h : h ∈ IR are equivalent.
We remark that the same scheme of proof based on theorem 4.3 allows to consider signals of type (2) having finitely many discontinuities which arise at epochs 0 < ϑ 1 < ϑ 2 < . . . < ϑ d < T , cf. remark 1.3 for d = 2, and leads to d-dimensional parameter ϑ = (ϑ 1 , . . . , ϑ d ) and limits of local models at ϑ which are d-fold products -with suitable scaling in the factor models -of independent experiments E.
The next two lemmata deal with the limit experiment E in (6)+(5).
Lemma:
In E, for every u ∈ IR fixed, there is a two-sided
Hence for every u ∈ IR, P u+h : h ∈ IR is statistically the same experiment as E.
Proof: We will consider the likelihood ratio L u/u 0 separately in all possible cases 0 < u 0 < u, 0 < u < u 0 , u 0 < 0 < u, u < 0 < u 0 , . . .. We give the detailed proof in case u < 0 < u 0 , using notation (7) of remark 1.2, and suppressing the scaling factor as there. Write (η (1) , η (2) ) for the canonical process on C([0, ∞), IR 2 ). By (7), the canonical process has semimartingale characteristics 
hence the likelihood ratio process of P u to P u 0 relative to the canonical filtration on the path space
where m (i) denotes the martingale part of η (i) under P u 0 . m (1) and m (2) being independent P u 0 -Brownian motions by (7), we form a two-sided P u 0 -Brownian motion M using m (1) on the right and m (2) on the left branch. Letting t → ∞ in the above likelihood, we get
is a two-sided P u 0 -Brownian motion, and the last equation takes the form
We have proved (63) in case u < 0 < u 0 . The remaining cases are proved similiarly. Reintroducing the scaling factor J ϑ of (6)+(5) amounts to replace u and u 0 by u J ϑ and u 0 J ϑ .
In E, we have for all u, u ′ in IR
with constants c ϑ , k ϑ which do not depend on u, u ′ .
Proof: Again we suppress the scaling factor. We use (63) to write for
By 5.3, the expectation of the first term on the right hand side under P u is 1: this proves (66) and for j = 1, 2, 3 give
|u ′ −u| which behaves as cst · |u ′ − u| 2 as u ′ → u. This proves (65).
Since the left hand side of (64) is twice the squared Hellinger distance, the parametrization is Hölder continuous with index 1 2 (67) lim
at every point u of the limit experiment E = P u : u ∈ IR of (6)+(5) for local models at ϑ.
In order to prove theorem 1.4, we shall follow Ibragimov and Khasminskii [IH 81, theorems 5.1+5.2 in section 1 and 19-21 in appendix A1.4].
5.5 Proof of theorem 1.4: Fix ϑ ∈ Θ; in analogy to [IH 81], we use notations
By (52), there is some q ′ ∈ IN and some constant C (both not depending on ϑ or n) such that
u∈IR in the sense of finite dimensional distributions. (53) gives some k (not depending on ϑ or n) such that
for all ϑ ∈ Θ and n ∈ IN . In the limit experiment E, we have the corresponding assertions (71) n,ϑ under Q ϑ to Z 1/4 under P 0 as n → ∞, and thus weak convergence in C([−K, K]) of Z n,ϑ under Q ϑ to Z under P 0 as n → ∞. This proves part a) of the theorem.
2) Exactly on the lines of the arguments given in [IH 81, , we deduce from assertions (68)+(70) above the following: there is some q ∈ IN and -with respect to any K 0 > 0 fixed -suitable constants b 3 , b 2 > 0 such that
The constants b 3 , b 2 , q in (73) do not depend on n or ϑ (since they come from the right hand sides in (68)+(70) and from choice of K 0 ). Similiarly, at the level of the limit experiment E, we deduce in the same way from (71)+ (72) above
3) From (73) with ε = 1, we have for all ϑ ∈ Θ and n ≥ 1
with constants which do not depend on ϑ, n or K ≥ K 0 . This is seen similiar to [IH 81, p. 43] after summation over r ∈ IN 0 in (73) with ε = 1. From (73) where ε is replaced by ε r := 1 (K+r+1) p which depends on r, we obtain assertion (8) of theorem 1.4 since
At the level of the limit experiment E, we start from (74) and obtain in the same way
together with assertion (9) of theorem 1.4. Part b) of theorem 1.4 is proved. (10) or (11) and show that there is some D > 0 such that
4) Next we consider denominators in
holds for all 0 < δ < 1 and for all n, ϑ. As in [IH 81, , this comes from
where the last integrand is a total variation distance, thus smaller than Hellinger distance: hence (51) for values |u ′ | ≤ 1 2 of the local parameter gives E ϑ (|Z n,ϑ (u ′ ) − 1|) ≤ cst |u ′ | and proves the first of the two assertions. The second one follows in the same way from (64).
5) Next we show on the lines of [IH 81, p. 47 ] that for K 0 fixed and all
and apply (77) and (78). This finishes the proof of part c) of theorem 1.4.
Bounds (73)+(74) above control maxima of the likelihood over spherical regions in the parameter space with center ϑ. Together with weak convergence of likelihoods, they imply according to [IH 81] convergence of both maximum likelihood and Bayes estimators together with moments of arbitrary order. See also the approach of Strasser [S 85, Theorem 65.5 and Corollary 67.6 ] to convergence of Bayes estimators, based on a uniform integrability condition which is satisfied through (10) or (11).
A short exposition of the key to convergence of maximum likelihood (12)+(13) and Bayes estimators (15)+ (14) is given in [K 08].
5.6 Proof of theorem 1.5 a): 1) From Ibragimov and Khasminskii [IH 81, lemma 2.5 on p.
335-336], the following is known for the MLE in the limit experiment E: the law L( u| P 0 ) has no point masses, and the argmax in (13) is unique almost surely. Symmetry in law of two-sided Brownian motion around 0 in (5) implies that L( u| P 0 ) is symmetric around 0. Due to (8)+(9), we can choose K large enough to make
arbitrarily small, uniformly in n, together with
This allows to approximate for fixed x
The continuous mapping theorem and theorem 1.4 a) give weak convergence
in IR 2 as n → ∞, where 0 is a continuity point for the law of the difference
again by [IH 81, lemma 2.5 on p. [335] [336] . This is weak convergence of MLE.
2) Writing rescaled estimation errors at ϑ for Bayes estimators (15) as
for (14) in the limit experiment. From (8) with p = 3 we get for all
independently of n; similiarly, in the limit experiment, (9) with p = 3 gives
such that the accuracy of this approximation does not depend on n, and similiarly
From 1.4 a) and the continuous mapping theorem, we have weak convergence in IR 2 as n → ∞ of (81) to (83), for arbitrary K ≥ K 0 . This yields weak convergence of (80) 
holds: from (79) and the trivial
and apply (10). For MLE, as in the beginning of step 1) of 5.6, we have
by (8) or (75). By weak convergence of rescaled estimation errors established in 5.6, bounds (84)+(85) carry over to the limit experiment and give
Now convergence of moments of order p ∈ IN for MLE and BE
is a consequence of weak convergence of recaled estimation errors in combination with dominated convergence thanks to (84)+(85)+(86).
5.8 Proof of theorem 1.7: 1) By lemma 5.3, P u+h : h ∈ IR being statistically the same experiment as E = P u : u ∈ IR , laws of rescaled estimation errors
do not depend on u ∈ IR. Hence both BE (14) and MLE (13) are equivariant estimators for the parameter in the limit experiment E. Thus 1.7 a) holds.
2) In order to prove 1.7 b), we shall use 'LeCam's Third Lemma' for contiguous alternatives (see [LY 90, or [H 08, 3.6+3.16] ) in combination with the above equivariance property of the BE in the limit experiment. We have seen in the proof 5.6 that pairs (80)
Obviously, for u 0 ∈ IR fixed, the same argument also yields joint convergence of triplets
For any convergent sequence (u n ) n tending to the limit u 0 , this convergence remains valid if we place
into the first component of (87). From joint convergence with the sequence of likelihood ratios, LeCam's Third Lemma deduces weak convergence under the corresponding contiguous alternatives: thus
converges weakly in IR 3 as n → ∞ to
Using the continuous mapping theorem we obtain weak convergence of ratios Again this works similiarly for MLE.
We turn to the proof of theorem 1.8.
5.9 Proof of theorem 1.8: Fix ϑ ∈ Θ. Throughout this proof, we consider the particular loss function ℓ(x) = x 2 . Part b) of theorem 1.8 being immediate from 1.7 b), we have to prove part a).
The local asymptotic minimax bound in a) will be a consequence of convergence of experiments, of a general asymptotic minimax theorem with respect to a fixed loss function ℓ(·) given in Strasser [S 85, 
where the 'inf' on the left hand side is over all estimators based on observation of the process ξ up to time nT , and the 'inf' on the right hand side over all transition probabilities from ( Ω, A) to (IR, B(IR))
in the limit experiment E of (5)+(6).
2) For C fixed, define
taking values in (−C, C). Write R C (du ′ ) for the uniform law on (−C, C). Consider the probability
on (−C, C)× Ω , B(−C, C)⊗ A . By the Bayes property, or the L 2 (−C, C)× Ω , P C -projection property of conditional expectations, we can continue the inequality of step 1) in the form (92) inf
where we define (all probability laws P u ′ in the limit experiment E being equivalent)
and use the trivial inequality [u
3) Given inequalities (91)+(92), the proof of part b) of theorem 1.8 will be finished if we prove (93) lim
for the Bayes estimator u * with 'uniform prior on the real line'
IR L (u+h)/u (ω) dh dh in the limit experiment E, cf. (14) and 1.7 a).
4) It remains to prove (93). Introducing 
C,u (ω) on (−C, C)× Ω where the law under P u of the third term on the right hand side of (95) does not depend on u ∈ IR (cf. lemma 5.3 and the first part of the proof 5.8). Since u * is equivariant in E and has finite variance, it is sufficient to show (96) lim
to establish (93). For ε > 0 arbitrarily small, choose first K = K(ε) large enough for
IR L (u+h)/u dh dh < ε using theorem 1.4 c), and then C = C(ε) large enough for C > K together with
In both last inequalities, the left hand side does not depend on u. For ρ
C,u , Jensen inequality gives
C,u , we have the following bounds for u ∈ (−C, C): first, Φ C,u ≤ 1 {|·|>K} as long as |u| < C − K, second, Φ C,u ≤ 1 in the remaining cases C − K ≤ |u| < C. Again with Jensen,
is thus by our choice of C and K smaller than
Combining the last two bounds with (94), this gives
Since ε > 0 was arbitrary, this proves (96) and thus (93). By (91)+(92)+(93), the proof of theorem 1.8 is finished.
