Previous algorithms for the construction of Bayesian belief network structures from data have been either highly dependent on con ditional independence (CI) tests, or have re quired an ordering on the nodes to be sup plied by the user. We present an algorithm that integrates these two approaches -CI tests are used to generate an ordering on the nodes from the database which is then used to recover the underlying Bayesian network structure using a non CI based method. Re sults of preliminary evaluation of the algo rithm on two networks (ALARM and LED) are presented. We also discuss some algo rithm performance issues and open problems.
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IN TRODUCTION
In very general terms, different methods of learning probabilistic network structures from data can be clas sified into three groups. Some of these methods are based on linearity and normality assumptions ([Gly mour et. al., 87] , [Pearl & Wermuth, 93] ); others are more general but require extensive testing of in dependence relations ( [Fung & Crawford, 90] , [Verma & Pearl, 92] , [Spirtes & Glymour, 91] , [Pearl & Verma, 91] , [Spirtes, Glymour & Scheines, 90]) ; others yet take a Bayesian approach ([Herskovits, 91] , [Cooper & Her skovits, 92] , [Lauritzen, Thiesson & Spiegelhalter, 93] ).
In this paper, we do not consider methods of the fi rst kind, namely, those that make linearity and normal ity assumptions. Our work concentrates on CI test based methods and Bayesian methods. A number of algorithms have been designed which are based on CI tests. However, there are two major drawbacks of such CI test based algorithms. Firstly, the CI test requires determining independence relations of order n -2, in the worst case. "Such tests may be unreli able, unless the volume of data is enormous" [Cooper & Herskovits, 92 In addition to the four assumptions stated above, K2 uses two more assumptions, namely, that there is an ordering available on the variables and that, a priori, all structures are equally likely. The K2 algorithm considers each node in the order given to it as input and determines its parents as follows. It first assumes that a node has no parents, and then adds in crementally that node (among the predecessors in the ordering) as a parent which increases the probability of the resultant structure by the largest amount. It stops adding parents to the node when the addition of no additional single parent can increase the probabil ity.
MOTIVATION
As stated at the end of the previous section, the K2 algorithm requires an ordering on the nodes to be given to it as an input along with the database of cases. The main thrust of this research is to combine both CI as well as non CI test based methods described above to come up with a computationally tractable algorithm which is not overdependent on the CI tests, nor does it require a node ordering 1 .
In order to achieve this, we use CI tests to generate an ordering on the nodes, and then use the K2 algorithm to generate the underlying belief network from the database of cases using this ordering of nodes. Also, since we are interested in recovering the most probable Bayesian network structure given the data, we would like to generate an ordering on the nodes that is con sistent with the partial order specifi ed by the nodes of the underlying network. In a domain where very little expertise is available, or the number of vertices is fairly large, finding such an ordering may not be feasible. As such, we would like to avoid such a requireme � t. The remainder of this section elaborates on this pomt. 1 Herskovits [Herskovits, 91] suggested the use of the metric (on which K2 is based) with a Cl test based method to do away with the requirement for an order of nodes.
It is possible to find a Bayesian network for any given ordering of the nodes, since any joint prob ability distribution P( X1, X2, ••. , Xn) can be rewrit ten, by successive applications of the chain rule, as P(x;1, X;2, ... , Xin ) = P(xil I Xi2, ... , Xin) X P(x;2 I x;3, ... , Xin ) X ... x P(x;n), where < i1, i2, ••• , in > is an arbitrary permutation of < 1, 2, ... , n >. However, the sparseness of the Bayesian network structure representing the joint probabil ity distribution P(x1, x2, ... , Xn) will vary, sometimes dramatically, with respect to the choice of the ordering of the nodes 2 . It is desirable to use an ordering of the nodes that allows as many of the con4itional indepen dences true in the probability distribution describing the domain of interest as possible to be represented graphically3.
It would be too expensive to search blindly among all orderings of nodes, looking for one that leads to a net work that both fits the data and is sparse enough to be useful. In a small setting, grouping variables into generic classes, such as symptoms and diseases may be sufficient to limit the number of orderings to be searched without having to use dramatically greedy heuristics. This was shown to be adequate for a medi cal application with 10 nodes in [Lauritzen, Thiesson, and Spiegelhalter, 1993] , where variables were divided in "blocks. " In some applications, however, it may be impossible to divide variables into classes, or the classes may be too large to impose sufficient structure on the space of candidate orderings. We have imple mented an algorithm, called CB,4 that uses a CI test based algorithm to propose a total order of the nodes that is then used by a Bayesian algorithm. We have tested the algorithm on some distributions generated from known Bayesian networks. (The results will be shown after the algorithm is presented. )
The Bayesian method used in the CB algorithm is a slightly modified version of Cooper and Herskovits's K2, implemented in C on a DECstation 5000. Her skovits proved an important result concerning the cor rectness of the metric that K2 uses to guide its search. He showed that the metric on which K2 is based is minimized, as the number of cases increases, without limit, on "those [Bayesian] network structures that, for a given node order, most parsimoniously capture all the independencies manifested in the data" [Her skovits, 1991, chapter 6] . More precisely, he showed that the K2 metric will always favor, as the number of cases in the database increase without limit, a minimal I-map consistent with the given ordering (see [Pearl, 1988, chapter 3] for the defi nition of minimal 1-map). Despite the convergence result, it is still important to provide K2 with a good node order, since there are too many orderings (n! for n nodes) to search blindly among them, unless drastically greedy (myopic) search regimens are used. Moreover, for different orderings, we will get different 1-maps of differing density. Note that an I-map only means that all independencies im plied by it (through d-separation) are also in the un derlying model. So more sparse networks will give us more information as compared to relatively denser net works. In this sense, the ordering given to K2 becomes very important. Given a random ordering, we might land up with a very dense dag which is an I-map (pos sibly minimal) but conveys very little information. So, we would like to use as informed an ordering as possi ble. For example, assuming that the data was gener ated using a Bayesian network whose structure is an I-map for the underlying distribution, it would be very desirable to provide K2 with an ordering of the nodes that allows the network to be recovered exactly, even though K2 may recover a different I-map when given a different ordering, because the generating structure is normally the sparsest one among all !-maps for a given distribution, or at least one of the sparsest ones. Our algorithm finds good node orderings by using a CI-based test. Since CB still uses K2 to compute the Bayesian network structure from an ordering, it is cor rect in the same sense that K2 is. 
OVERVIEW
The algorithm basically consists of two phases: Phase I uses CI tests to generate an undirected graph, and then orients the edges to get an ordering on the nodes. Phase II takes as input a total ordering consistent with the DAG generated by phase I, and applies the K2 al gorithm to construct the network structure using the database of cases. The two phases are executed iter atively -first for Oth order CI relations, then for 1st order CI relations, and so on until the termination cri teria is met.
Steps 1 to 4 of the algorithm are based on the algo rithms given by ( [Verma & Pearl, 92] and [Spirtes & Glymour, 91] ). We have allowed edges to be oriented in both directions because at any given stage, since CI tests of all orders have not been performed, all CI relations have not been discovered and there will be a number of extra edges. In such a case, it is quite possi ble for edges to be oriented in both directions by step 3. Although the bound used in step 2 is not necessary, it may be useful in decreasing the run time of the al gorithm by not trying to generate the belief network structure if the undirected graph recovered from very low order CI relations (in step 2) is dense. Once the edges have been oriented by steps 3 and 4, the algorithm finds the set of potential parents of each node by considering only the directed edges (step 5), and then uses a heuristic to choose an orientation for the edges which are still undirected, or are bidirected. Although, theoretically, equation 1 can be used to find the probability P( i --+ j I D) (and P( i +-j I D)) from the data ( [Cooper & Herskovits, 92, page 318] ) which can then be used to orient an edge i -j (on the basis of which orientation is more probable), it is com putationally infeasible do so because of the sheer num ber of network structures which have that edge. Hence the use of a heuristic. From equation 1, it should be clear that the orientation of an edge between vertices i and j affects only g( i, 11';) and g(j, 11'j ), and so to maxi mize P( Bs, D), we would like to maximize the product g( i, 71';) x g(j, 11'j) where 11'i and 11'j are the sets of parents of nodes i and j respectively. Accordingly, we com pute the products iv a l = g(i,11';) x g(j,71'jU{i}) and ivai = g(j, 11'j) X g( i, 71'; U {j}) where 71'; and 11'j are the sets of potential parents recovered by step 5 of the algorithm. These products give us a way of selecting an orientation for the edge. If iv ai is larger, we prefer the edge i --+ j (unless it causes a directed cycle in which case we choose the other orientation). Similarly, we choose j --+ i if ivai is larger (or the reverse in case of a directed cycle).
At this stage, the algorithm has constructed a DAG. It then finds a total ordering on the nodes consistent with the DAG and applies the K2 algorithm to find the set of parents of each node such that the K2 metric (i.e. g(i, 11';)) is maximized for each node i, allowing edges to be directed from a node only to nodes that are its successors in the ordering.
3.2

THE ALGORITH M
Let Aaab be the set of vertices adjacent to a or b in graph G not including a and b. Also, let u be a bound on the degree of the undirected graph generated by step 2. ord is the order of CI relations being tested. Let 1r; be the set of parents of node i, 1 :::=; i ::::; n.
1.
Start with the complete graph G1 on the set of vertices Z. ord +-0. o/d_1ri +-{ } Vi, 1 5 i � n, and o/d_Prob +-0. 2. [Spirtes & Glymour, 91] Modify G1 as follows :
3.
4.
5.
For each pair of vertices a, b that are adja cent in G1, if AG1 ab has a cardinality greater than or equal to ord, and I( a, Sab, b) 5 where Sab � AG1 ab of cardinality ord, remove the edge a -b, and store Sab· If for all pairs of adjacent vertices a, b in G1, AG1 ab has cardinality < ord, goto step 10. If degree of G1 > u, then ord +-ord + 1 Goto beginning of step 2 Let G be a copy of G1 . If an edge has already been oriented in the reverse direction, make that edge bidirected. Try to assign directions to the yet undirected edges in G by applying the following four rules [Verma & Pearl, 92] , if this can be done without introducing directed cycles in the graph:
Rule 1 For each node i, add to 1 r; the set of vertices j such that for each such j, there is an edge j ---+ i in the pdag G.
6.
For each undirected or bidirected edge in the pdag G choose an orientation as described below If i -j in an undirected edge, and 1r; and 7rj are the corresponding parent sets in G, then calculate the following products
unless the addition of this edge, i.e. i ---+ j leads to a cycle in the pdag. In that case, choose the reverse orientation, and change 7ri (instead of 7rj ). Do a similar thing in case ivai > ivai The sets 7r;, 1 ::::; i ::::; n obtained by step 6 define a DAG since for each node i, 7r; con sists of those nodes that have a directed edge to node i. Generate a total order on the nodes from this DAG by performing a topological sort on it. Apply the K2 algorithm to find the set of parents of each node using the order in step 7. Let 1r; be the set of parents, found by K2, of node i, V 1 :::=; i :::=; n.
Let newYrob = TI?: l g(i, 7r;) .
If newYrob > o/d_Prob, then old_Prob <-newYrob ord <-ord+ 1 old_1ri <-1 r; Vi, 1 ::::; i ::::; n Discard G Goto
Step 2 Else goto Step 10 Output old_1ri Vi, 1 < Output OldYrob
PRELIMIN ARY RESULTS
We used an implementation of the algorithm on a DEC Station 5000 to reconstruct the ALARM network (Fig  ure 1 ) [Beinlich et. al., 89] by using 10,000 cases M : missing e<Jae of a database generated by Herskovits ( (Herskovits, 91], (Cooper & Herskovits, 92] ). We used the x2 test for the CI tests with a fixed a level of 0.1, and a bound of 15 on the maximum degree of the undirected graph generated in step 2. The algorithm recovered the net work shown in Figure 2 using CI tests up to only order 2. Due to the bound, it did not generate a network for CI relations of order 0. Out of 46 edges, it recovered 45 edges (Figure 2 ).
The only missing edge was the edge 12 _,. 32 (an edge which is not strongly supported by the data [Cooper & Herskovits, 92] ). Two of the edges recovered were incorrectly oriented. However, the algorithm also re covered 14 extra edges. This is probably due to the incorrectly oriented edges, and to some extent, due to the greedy nature of K2. One of the incorrectly ori ented edge was between the variables 34 and 33. As can be observed from Figure 2 , 7 of the extra edges were between 33 and some other node. Moreover, an analysis of the order in which K2 selected the parents of node 37 showed that the 3 other extra edges incident on node 37 were recovered due to the greedy nature of K2 which, after picking node 16 as a parent of 37, picked up 33 because of the incorrect orientation, and then recovered the 3 edges of node 37 with 24, 23 and 22 once again due to its greedy search regimen. Simi larly, the three extra edges .involving node 2, 17 and 18 were recovered due to the fact that the edge between 2 and 25 was incorrectly oriented. The remaining extra edge was between nodes 15 and 34 which is recovered, once again, due to the greedy nature of K2. The total time taken was under 13 minutes. [Cooper & Herskovits, 92] reported that K2, when given a total ordering consistent with the partial or der of the nodes as specified by ALARM, recovered the complete network with the exception of one miss ing edge (between nodes 12 and 32) and one extra arc (from node 15 to 34). [Spirtes, 93] reported sim ilar results with the PC algorithm. They applied the PC algorithm (Spirtes & Glymour, 91] to the ALARM database split into two parts of 10000 cases each. The algorithm did not make any linearity assumption. In one case, the recovered network had no extra edge but had two missing edges while in the other case, the net work had one extra edge and two missing edges.
To reduce the computational time, and to try to pre vent the recovery of extra edges, we modified the al gorithm by deleting step 7 of the algorithm. Instead of using a total order, K2 used a partial order defined on the nodes by the DAG constructed by step 6. The sets 1ri, 1 < i � n, constructed by step 6 were given as input to K2 with the constraint that each node i could have parents only from the set ?ri. The network recovered by the algorithm after having used CI relations of up to only order 2 is shown in Figure  3 . It recovered 44 edges (the extra missing edge be ing 21 _,. 31); there were 2 extra edges (between 2 and 17, and between 34 and 15) while 2 edges were incorrectly oriented. However, the metric used by K2 ranked the earlier network structure (Figure 2 ) to be more probable. The time taken was reduced to under 7 minutes.
We also used the algorithm to reconstruct the faulty LED network (Figure 4 ) using a database of 199 cases ( [Fung & Crawford, 90] ). With an o: value of 0.1, CB reconstructed the network ( Figure 5 ) with 3 edges incorrectly oriented and one extra edge in less than 1 second using CI tests up to order 1. A subsequent analysis of the independence statements computed by CB found that the three incorrectly oriented edges were due to perceived independence of the pairs (3, 5), (3, 6), and ( 4, 5) . While the underlying model did not support these independence statements, the data did.
Step 3 oriented the edges according to the perceived independence. When we ran the modified version of CB using the partial order, the same network was re covered, except for the fact that there was no extra edge ( Figure 5 ). 
PROBLEMS
In this paper, we have presented a method of recov ering the structure of Bayesian belief networks from a database of cases by integrating CI test based methods and Bayesian methods.
Although these results are preliminary, they are quite encouraging because they show that the CB algorithm can recover a reasonably complex Bayesian network structure from data using substantially low order Cl relations. Moreover, since it generates an order ing on the nodes from the database of cases only, with out any outside information, it eliminates the re quirement for the user to provide an ordering on the variables.
In the worst case, the CB algorithm is exponential in the number of variables, as explained below. Steps 1 (initialization) and 10 (output) of the algorithm are executed only once. The number of times that steps 2 through 9 of the CB algorithm are executed is bound by the sum of the largest two degrees in the undirected graph constructed at the end of step 2, by an argu ment almost identical to that of [Spirtes & Glymour, 91, page 68] . Each of steps 3 through 9 have only poly nomial complexity in the number of variables, by ar guments that are either simple or described in [Verma & Pearl, 92] , [Cooper & Herskovits, 92] . In step 2, the number of independence tests carried out is exponen tial in the size of the order of the independence rela tions to be tested, which is bounded by the maximum of IAGabl. Note that the CB algorithm is polynomial for graphs for which IAGabl is constant as the number of vertices increases, i.e. sparse graphs. Our results indicate that the CB algorithm recovers Bay esian net work structures in polynomial time in the number of domain variables, because the highest order of inde pendence relations to be tested is very low.
Although CB works well on the ALARM and LED networks and appears to be quite promising, a number of issues that could improve the performance of the algorithm need to be looked in further. We are already working on some of these issues. Thirdly, the CB algorithm uses a greedy search mecha nism (K2) to search for the set of parents of each node. This greedy search strategy does not ensure optimality even though the metric used by K2 is exact. Therefore, there is a need to explore other (less myopic) search methods like simulated annealing etc.
Also, since the quality of the recovered network struc ture is very sensitive to the ordering determined by phase I of the CB algorithm, efforts need to be made to find better and more efficient heuristics than the one presented in this paper that enable the selection of one orientation of an undirected edge over the other, since in general there will be a number of such undirected edges after steps 3 and 4 of the algorithm.
Moreover, most of the steps of the CB algorithm are inherently parallel. Hence, a huge reduction in the time required to recover the network structure can be possibly obtained by parallelizing the CB algorithm.
Finally, the CB algorithm uses a greedy strategy as a stopping criteria. It uses the probability of the entire network, as measured by the K2 metric, to decide when to stop; the algorithm stops when the value of the metric for the entire network is less than the value which had been computed for the network structure recovered in the previous iteration (i.e for a lower order of the CI tests). There is a need to look into alternative methods of terminating the algorithm.
