Introduction
Let N = (V, E , c , 1) be a network, where G = (V, E ) , (VI = n and ( E ( = m, is a directed graph, c ( e ) > 0 is the capacity and l ( e ) 2 0 is the lead time for each edge e E E. The transmission time to send c units of data from a given source s to a destination t using path p is T(a,p) = l ( p ) + &, where l ( p ) is the sum of the lead times of the edges in p , and c ( p ) is the minimum capacity of the edges in p . The quickest path problem is to find a path of minimum transmission time to transmit the U units of data from s to t . The problem has applications to fast data transmissions in communication networks. In this paper we present the first parallel algorithms for solving the quickest path problem in the case where the network is sparse (i.e. m = O(n)). We also give the first algorithms for solving the dynamic quickest path problem. In this problem, the network, the lead times and the capacities on its edges, as well as the amount of data to be transmitted, change over time. The goal is to build a data structure so that one can compute very fast the quickest path to transmit a given amount of data from any node s to any node t and also, after a dynamic change (edge lead time or edge capacity modification, edge deletion) on the input network, to be able to update the data structure in appropriately short time. Furthermore, we improve upon the best sequential result for the single pair quickest path problem which needs O ( r m + r n l o g n ) time [l, 61, where r is the number of distinct edge capacities.
Parallel Algorithms
Let N ( V , E , c , 1) be a network and let C1 < C2 < ... < C, be the r distinct capacity values of the edges of N , r 5 m. We define N"' = (V, E"', c, 1) to be a subnetwork of N such that E"' = { e : e E E A c ( e ) 2 w}. In the sequel, we say shortest lead time path from U to v to refer to the shortest path from U to v with respect to the lead time. The following observation has been made in [6] . If q is a quickest path, then q is a shortest lead time path in N " ( q ) .
Thus, we have the following simple parallel algo- We present a solution to the dynamic quickest path problem for the case of sparse networks. Let N E = (V, E , c , I " ' ) be a variation of N such that for each e E E , l W ( e ) = ] ( e ) if c ( e ) 2 w and P ( e ) = 00 otherwise.
The dynamic algorithm consists of three procedures, namely preprocessing, query and update ones. Lemma 3.2 The quickest path between two given nodes of a sparse network can be computed in O(r*n) time.
Note that, subnetworks NC* and NC*+I differ only in that Ncn+l has some fewer edges than NC* and therefore, the information obtained by computing the shortest lead time path in NC*+l may be useful in the computation of the shortest lead time path in NcB. This suggests the use of a dynamic algorithm for computing shortest paths that allows updates/deletions of edges. Thus, we get the following lemma.
Lemma 3.3 The quickest path between two given nodes of a sparse network can be computed in O(n log n + n log3 4 + r*?) time. By convention, we assume that if there is no path from s to t in some subnetwork, then the shortest path algorithm returns a path of "infinite" length and "infinite" capacity. Initially, all we know for the capacity of the quickest path is that c(q) 2 C1. According to Lemma 3.1, each application of the shortest path algorithm on network N " * , where w l = C1 and wi = c ( L w~-l ) , i > 1, can be regarded as a query that provides us successively with more information for the range of c(q) (namely, c(q) 2 c ( L W a ) ) .
Improved sequential algorithms References
If for the ith such successive query, it happens that c(L"8) = C, or 
