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We present an analysis of the limit behavior of the k(n)-th iterates of positive 
linear approximation operators L, , as n and k(n) tend to infinity. For various 
classes of operators the limit semigroup is explicitly identified. Two applications 
of the results are given: (a) identification of functions f satisfying L, f > f for all n, 
for a variety of operators L, ; (b) identification of the operators commuting with 
operators of the Bernstein type. 
1. INTRODUCTION 
Kelisky and Rivlin [7] studied the behavior of the iterates @“)(f; x) as 
y1-+ 00 and k(n) -+ co, where Bn(f, x) denotes the n-th Bernstein polynomial 
mean off E C[O, I], i.e., 
Bn(f; x) = kp(;j(;j x”(l - xPk 
and B,“(f; x) denotes the k-th iterate of this transform. By ad hoc computa- 
tional methods these authors establish the limit formula, 
B;(n)(tr; x) + i bixi, 
i=l 
(1.1) 
(r-an arbitrarily fixed positive integer) provided k(n)/n --+ LY (0 < 01 < co) 
where 
(1.2) 
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In the circumstance k(n)/ n -+ 0, 11 Bicn)(f; X) - f(x)11 -+ 0 in the maximum 
norm topology and if k(n)/ IZ -+ co then 11 Bi(“)(f; x) - Pf(x)ll -+ 0 where Pf 
denotes the projection operator Pf(x) = f(0) + x[f(l) -f(O)]. 
With a view to place these results in a more natural context we propose to 
investigate the following structure. Let L, denote a sequence of linear, 
positivity preserving, approximation operators acting on a linear space of 
functions 9’. Specifically, we postulate that L, and 9’ satisfy the properties: 
(a) IffE Ythen LJ E 9; 
(b) IffE 9, f > 0 then Lnf > 0; 
(C)~(X)=l~YaandL,l = 1; 
(d) For each f E 9, Lnf - f + 0 where the limit relation generally 
signifies uniform convergence with respect to a class 9 of positive linear 
functionals or seminorms defined on 9, i.e., supFG9 IF(L,f - f)/ --+ 0 as 
n + co, for each f E Y. 
Our objective will be to ascertain the limit behavior of the k(n)-th iterates 
of L, , denoted by Lk(“), as II and k(n) + co. Although several simple general 
propositions are available (see Section 2), in order to obtain more extensive 
results it becomes necessary to specify L, concretely. We highlight two 
important classes of examples that will be considered in some detail later. 
I. Let Y = C,, (the set of all continuous functions on [-TT, T] with 
f(-T) = f(v)), and let 
where c,,, -+ 1 as 12 -+ co, for each fixed r. Furthermore, we assume G(x) > 0 
and &(O) = 1/2~ s> K,(x) dx = 1. Put 
(W)(x) = cf*KW = &j-" f(dKz(x - 44, f~Glr (1.3) -57 
II. Let Y = C(u, b) n 9 where C(u, b) denotes the set of continuous 
functions on the real interval (a, b) and $9 symbolizes some growth and 
continuity constraints on f E C(a, b) in the neighborhood of a and b. Let 
{X,} be a collection of random variables with the index 1 traversing T = (a, b). 
Let Xtl,,.., Xtn be independent, identically distributed copies of X, . Suppose 
the expectation E(X,) of X, exists and E(X,) = t. Define 
Lncf; t) = E [f( Xt1 + ‘,’ + “‘“)1, (1.4) 
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postulating the existence of these operators for each f E 9’ and t E T. Observe 
that for&(x) = 1 and fi(x) = x, Ln(fi ; t) = fi(t), and that L, is manifestly 
positivity preserving. Moreover, with the aid of the weak law of large 
numbers, provided f E Y obeys appropriate growth conditions, we infer that 
Ln(f; t) -+f(t) for each t E T. 
Classic cases embrace the following: 
(i) T = [0, 11; the random variable X, is two valued, taking the values 1 
and 0 with probabilities t and 1 - t, respectively. In this case 
L,(A t) = &(f; t) = If;of(;j(;j t-Y1 - ty. 
(ii) T = (0, co); X, is Poisson distributed with parameter t, i.e., 
P(Xt = r) = q. ) r = 0, I,... . 
Then we have 
L,(f; t) = Mn(f; t) = e-nt i f (kj $$, 
k=O 
the well-known Szasz-Mirakyan means. 
(iii) T = (0, co); X, = tX where X is a positive random variable 
satisfying E[X] = 1. Then 
L&-i t) = un(f; t) = j;f (+j @W dx, (1.6) 
where v(x) is the density of X and q+) = p)*q~(~-~~ is the n-fold convolution 
of q. Examples of the type (1.6) were discussed by Karlin [5, Chapter 61. 
(iv) T = *(-co, co); X, = t + X where X is a real random variable 
satisfying E[X] = 0. In this case 
~,(f; t) = w,(f; t) = jy f(t + x) q.+‘(x) dx. 
--m (1.7) 
For X normally distributed with mean zero and variance u2, (1.7) reduces 
to the Weierstrass transform. 
Other probabilistic interpretations of approximation operators can be 
found in Renyi [12], Arato and Renyi [l], and Hille and Phillips [3]. 
The operator L$ with index n and degree of iteration k, is a familiar 
object of investigation in the theory of convergence of stochastic processes. 
The extent of iteration k, can be regarded as a scaling of the time parameter 
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for the n-th process. The operators L, (and likewise L$) have norm 1 since 
L, are positive and keep fixed the unit function. The characterization and 
existence of the limit operator lim,,, Ltn are intimately related to the 
theorem of Trotter (see, e.g., Yosida [14]) and Kurtz [lo] for other applica- 
tions) pertaining to the convergence of contraction semigroups of transforma- 
tions. The Trotter theorem for discrete semigroups can be formulated as 
follows: 
Let {L,} be a sequence of contraction operators on a Banach space S? and let 
A, = k,(L,, - I) 
be the corresponding infinitesimal operator associated with L, , where k, 
is an increasing sequence of positive numbers tending to co. Then the 
following statements are equivalent: 
(a) For A = limn+a, A,, the domain 9(A) is dense in 59, and range 
B?(h,,Z - A) is also dense in 58’ for some X, > 0. 
(b) There exists a strongly continuous contraction semigroup T,(t > 0) 
on g such that 
for each f E S? and t E [0, co). 
With the Trotter theorem as a guide, the convergence behavior of L> for 
the examples at hand is easy to determine. Indeed, consider first the sequence 
of convolution operators (1.3). Note that all L, possess the common eigen- 
functions eirx, r = 0, &l, f2 ,... . Exploiting this fact, we obtain that 
limn+m L$f exists if and only if for each r, limn+, k,(l - c,,,) = #(Y) 
exists. (The limit behavior of k,(l - c,,,) in essence determines the limit 
behavior of k,(L, - 1)). This limit operator is embedded in a semigroup {V,} 
where for each t > 0 and f E C,, , 
and 
The rigorous validation of this result is easy; see Section 3. 
The analysis of limnem L2 for the cases (i)-(iv) of II leads to other semi- 
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groups, mostly of diffusion type. Thus in case (i), if k,/n + t, (0 < t < co) 
and f E CIO, 11, f(0) = f(l) = 0, then 
(1.9) 
where p(t; x, y) is the transition probability density of a diffusion process on 
[0, l] with absorbing barriers whose backward equation is 
aP 
z-2 - 1 x(1 - x) 2. 
An explicit formula for Ttf is also available, viz., 
where en(x) = x(1 - x) PA!$(l - 2x) and P~!$(x) is the Jacobi polynomial 
of parameters (1, l), normalized to be 1 at x = 1. The Kelisky-Rivlin 
formula (1.2) can now be interpreted in terms of these classical orthogonal 
polynomials which comprise the natural coordinate system of the limit 
process. The infinitesimal generator of T t, acting on twice continuously 
differentiable functions f, is the differential operator, 
Af(x) = *x(1 - x)f”(x). 
If k,Jn + oc), then for each f E C[O, I] we have 
%xf; 4 -+ Tmf(4 = f(O) + x[fU) -ml; 
if k,/n + 0, then B>f converges to TOf-the identity mapping. 
The results for the other operators, (ii)-( stated formally, become: 
(ii) If k,/n --f t (0 < t < co) then M> -+ Tt where Tt is the semigroup 
with infinitesimal generator 
Af(x) = *xf”(xh o<x<co. 
(iii) If k,,/n -+ t then U$ + Tt , whose infinitesimal generator is 
a(x) = Ff “(x), o<x<q 
where 
(52 = s r (x - 1)2 y(x) dx, o<x<m. 
ITERATION OF POSITIVE APPROXIMATION OPERATORS 315 
(iv) If k,/n -+ t then W$ -+ Tt , whose infinitesimal generator is 
Am) = of”, --co<X<oO, 
where y is an appropriate positive constant. 
The ranges of validity of these limit relations are discussed in Sections 3-6. 
In Section 7 we further apply the technique of iteration of a family of 
operators in order to characterize the class V of functions f satisfying, for 
all n, 
Lkf3J (1.11) 
Concerning the background of this problem see Ziegler [15]. In all the 
cases (i)-(iv), linear functions are invariant and (1.11) prevails for convex f. 
Iterating (1.11) and making use of the fact that the operators are positivity 
preserving, lead to 
Ttf-f>Q. 
Dividing by t and then letting t decrease to zero we obtain 
Af30, (1.12) 
providedfis in the domain of A. For cases (i)-(iv) this implies that f”(x) > 0 
for x E (a, b). Ordinarily we assume that (1.11) holds and f o 9, but we do 
not assume f E Domain A. In this circumstance, an appropriate perturbation 
procedure, preserving (1.1 I), leads to the conclusion that there exist 
fn E Domain A, such that Af* > 0 and f = Ii%,, fn . 
A generalized form of the characterization problem for (1.11) in the case of 
the Bernstein polynomial means is available. Suppose f E C[O, l] satisfies, for 
all N, 
Then f is convex. Similar extensions are available for some of the other 
approximation operators. 
As a final application of the iteration technique, we identify the set of 
operators which commute with certain approximation operators. 
For additional applications of the iteration method in determining satura- 
tion classes of approximation operators we refer to Micchelli [l 11. 
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2. ITERATION OF GENERAL POSITIVE LINEAR OPERATORS 
Following the lines of the familiar Bohman-Korovkin arguments (cf. [9]) 
we indicate simple necessary and sufficient conditions for the iterates of a 
sequence of operators to converge to the identity operator and to a certain 
projection operator. 
THEOREM 1. Let {L,}; be a sequence of positive linear operators on C[a, b] 
(- co < a < b < m) satisfying 
L,(l; X) = 1, for all n, 
L,(t; x) = x, for all n. 
(2.1) 
(a) A necessary and suficient condition for 
F-5 II L>f - Pf Ilm = 0 (2.2) 
where P is theprojection operator Pf(x) =f(a) + (x - a)/(b - a)[f (b) -f(a)], 
is that 
li+li 11 L?t2 - (a + b) x - ab Ilrn = 0. (2.3) 
(b) A necessary and suficient condition for 
pp?f -flL = 0 
is that 
(2.4) 
Remark 1. The theorem is stated with respect o norm convergence. We 
could just as well formulate the assertions in the following more general 
setting. Let 9 denote a class of positivity preserving linear functionals or 
seminorms. Then Ii%,, supFEF I F(L?f - Pf)l = 0 for each f E C[a, b] iff 
the same limit relation holds forf(t) = P. 
Remark 2. Multivariate versions of the above theorem are also available. 
As an illustration, consider Y = C(0) = the class of continuous functions 
on d : {(x, y}, x > 0, y > 0, x + y < l}. Let L, denote the Bernstein 
polynomial means in two variables. Then the natural analog of the assertions 
of Theorem 1 holds. 
Proof. For convenience of exposition take a = 0, b = 1. 
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(a) The necessity is obvious. Suppose now that (2.3) is satisfied. In view of 
relation (2.1) we may assumef(0) = f( 1) = 0. It is required then to establish 
11 L$fll+ 0. Since /I L> I] = 1 it suffices to demonstrate the convergence for 
a dense set in C[O, 11. 
LetfE Cl[O, l] (the class of continuously differentiable functions on [0, 11) 
satisfyf(0) = f(1) = 0. Clearly, there exists a constant c (depending onfbut 
not on x such that 
-cx(l - x) <f(x) < cx(1 - X), x E [O, 11. 
Applying the positive operators L5, n = 1,2,..., gives 
-cL?x(l - x) < L>f < CL>X( 1 - x). 
Relation (2.1) and the hypothesis (2.3) imply that both extreme terms tend 
uniformly to zero and therefore L3f converges uniformly to zero, as well. 
(b) The necessity is trivial. The sufficiency follows by a direct application 
to the operators L> of the Bohman-Korovkin theorem (see [9]). 
The trigonometric analogue of Theorem 1 is weaker and amounts to a 
restatement of the Korovkin theorem. 
THEOREM 2. Let {T,,}: be a sequence of positive linear operators defined 
on the space C,, satisfying 
T,(l; x) = 1, for all n. 
A necessary and suficient condition for 
$% II T?f -f II = 0, for all f E C,, , 
is that 
11 T,k”(cos t) - cos t II -+ 0, as n-+oo, 
W-9 
I/ T$(sin t) - sin t I/ -+ 0, as n-+co. 
For more specific results which are somewhat analogous to (2.2) in the 
context of convolution transformations we refer to Section 3. 
We close this section with a general theorem furnishing a lower bound for 
the extent of iteration required in order to achieve a limit different from the 
identity operator. 
THEOREM 3. Let {L,},“=, be a sequence of linear operators of norm 1 such 
that for all f in their domain 
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rf limn+m k&z’ = 0, then 
$5 11 Ljy-j-11 = 0. 
Proof. Clear from the inequalities 
3. TRIGONOMETRIC OPERATORS OF THE CONVOLUTION TYPE 
Consider a sequence of operators {T, , n = 1,2,...) acting on functions of 
C,, , of the explicit form, 
(3.1) 
where K,(t) is a function of C,, admitting the expansion 
&a(t) - f irt cd , c& = 1; c,,,, = G. (3.2) 
cc-cc 
Introducing the notation 
we have 
Throughout this section, we assume that the operators are positivity 
preserving, or equivalently, that K,(t) > 0. This implies I/ T, 11 = 1. For most 
of the subsequent results it suffices to stipulate that /I T,, I( 6 C without 
necessarily T, being positive. 
Note that the numbers {c }” _ r.n r== 02 comprise a full set of eigenvalues of the 
operator T,, with the common system (independent of n) of eigenfunctions 
(ei+t}2m . Observe especially that the constant functions are invariant under all 
transformations T,, . 
THEOREM 4. Let {T,) be a sequence of positive linear operators of the 
form (3.1). 
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(a) A necessary and suficient condition for the iterates T2f to converge 
uniformly for every f E C,, , is that 
lim(cr,n)k” = c, n-m exist for all r. 
(b) A necessary and suficient condition for 
is that 
$~ll T$f - f(O)11 = 0 
for all r * 0. 
(c) A necessary and suficient condition for 
is that 
lim(cIJkn = 1. n+m 
(3.3) 
(3.4) 
(3.5) 
(Note that (3.5) involves only the first Fourier coefficient.) 
ProoJ: On account of the principle of uniform boundedness (a) and (b) 
follow by virtue of the identity 
T2(eirt; x) = c, ne “: iTX. (3.6) 
Part (c) is Korovkin’s “trigonometric” theorem [9]. 
The cases (b) and (c) correspond to the extremal cases where the iterates 
converge to the identity operator and to the projection operator Pf = j’(O), 
on the manifold of constant functions, respectively. We next describe how to 
determine k, leading to limit operators which are not projections. 
Assuming that T, , n = 1,2 ,..., are approximation operators of the form 
(3.1), we may write c,,, = 1 - E,,, where limnem E,,, = 0 for all fixed r. We 
deduce immediately that the limit in (3.3) exists iff for all r, limn+, knE,,, = 
lim,, k,(l - c,,,) exists (with a finite imaginary part). We denote this 
limit by $(r). 
We can regard, for each n, the iterates {T,!,,k-tl} = (F%(t)}, 0 < t < 00, as 
inducing a discrete time semigroup of transformations. Our objective is to 
determine, for k, appropriately increasing, the limit limn+m Fn(t) = Tt . 
The preceding considerations readily yield the following: 
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THEOREM 5. Let {T,}; be a sequence of positive, linear approximation 
operators of the form (3.1). A necessary and suficient condition in order that 
T$f converge uniformly to a limit for every f E C,, , is that 
$,% Ml - CT,,) = #(r) exist (with I Im #(r) ) < co) for all r. (3.7) 
If Re @I f + co, f or r 2 1, and #(I) # 0, the limit operator is identiJiable 
as a semigroup operator QE such that for each 5 > 0 andf E C,, , 
lim 11 T$<’ - @<f I/ = 0, n+a, 
where GE f (x) admits the Fourier representation 
@(f(x) = f e-H(T) j(r) eir2, 
-co 
f m 2 f(r) eirz. 
-co 
Proof. The infinitesimal generator A of Qe corresponds to the multiplier 
sequence operator having the structure, 
M(x) - (-#(r>!(r)) eirzp 
provided f belongs to the domain of A. 
The limit relation is readily verified for the system {ei7z}E;-m . Therefore by 
the principle of uniform boundedness it is valid for C,, . 
When additional specifications concerning the operators are made, more 
exact properties of the iterates are deducible. The next two addenda indicate 
results of this type. 
Remark 3. Let (T,},“=, be a sequence of positive linear approximation 
operators of type (3.1). Assume that the coefficients c,,, are real and can be 
represented in the form, 
where P,,#(n) is a polynomial of degree i in n with leading coefficient 1 and 
wherej(r) is such that dYVj(,) f 0 while dVSi = 0 for 1 < i <j(r). (This form 
for c,,, covers most classical examples.) In this case the growth of k, required 
for the existence of a limit semigroup is determined byj( 1) alone. Specifically, 
the limit lim,, T$f exists iff limlz+m k&j(l) exists. 
Indeed, we check first that d7,+) < 0 for all r. This follows from the fact 
that /( T, (( = 1 for all n. Using Korovkin’s theorem we can now prove that 
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j(r) > j(1) for all r. Hence, lim,,, k&j(*) exists iff limn+co k&i(‘) exists for all 
r. The assertion now follows on the basis of Theorem 4. 
Remark 4. For the class of cyclic variation diminishing transformations 
(for definitions and properties of such transformations consult Karlin 
[5, Chapter 9]), the following analogue of part a) of Theorem 1 holds: 
Let {T,}? be a sequence of positive linear approximation operators of the 
form (3.1), where K,(t) is cyclic variation diminishing of order 2. Then 
lim,,, 11 T2f -f’(O)11 = 0, for all f E C,, , iff limn+co k,(l - cl,,) = co. 
Indeed, since for a cyclic variation diminishing transformation we have 
I C1.n I > I CT,, I I for all r > 2, the assertion is an immediate consequence of 
(3.6) and Theorem 4. 
EXAMPLES. We tabulate below applications of the preceeding theorem for 
some of the classical trigonometric approximation methods. Specifically, we 
record the limit semigroups and indicate the appropriate iteration degree k, 
associated with these approximation methods. 
4. ITERATION OF BERNSTEIN POLYNOMIAL MEANS AND RELATED OPERATORS 
In this section we investigate the nature of the iterates of the Bernstein 
polynomial transforms. Also, generalizations to a class of approximation 
operators stemming from direct product branching processes will be briefly 
discussed (see [4] and [6] for a detailed treatment of direct product branching 
processes). 
We have &(l; x) = 1, &(t; x) E x. Furthermore, it may be quickly 
verified (see, e.g., [13], p. 155) that 
B,@; x) = i @$ cyerxk, c,*, = 1, CT,,-1 = (4.1) 
k==l 
where c,,k are constants (independent of n) and (n)k = n(n - 1) ... (n - k + 1). 
Thus, the polynomials of degree <p that vanish at 0 constitute an invariant 
manifold &‘D for each of the transformations B, . Letting CL1 aixi be 
represented by a vector a = (a, ,..., a,) and denoting the induced matrix 
transformation by A,(n) we see that the polynomial B$(P; x), r < p, corre- 
sponds to the vector [&(n)]“n eiP’, where ep’ is the r-th unit vector in the 
p-dimensional vector space. Hence, the existence and nature of the limit are 
deducible from an examination of the powers of the matrices A,(n). 
In view of the relation, 
B>(P; x) = (1 - A)“” x2 + [I - (1 - ;,“I x, 
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Theorem 1 yields the following conclusions: 
t+% IIB?f - JTf II = 0 iff lim k,/n = co. n-tm 
We next consider the question of existence and identification of the limits 
of B$ in the general case. Note, on the basis of (4. l), that the elements add’ 
of A,(n) have the form, 
(%,k ( ) 
nk 
npy 
1 <k<r-2, 
A simple computation reveals that 
(4.3) 
exists and the elements (b$‘)~,,=, of B, are given by 
r(r - 1) 
2 ’ 
k=r-1, 
b%) = _ r(r - 1) 
2 ’ 
k = r, 
otherwise, 
so that they are independent of p. It follows that 
lim n[Bn(tC; x) - x’] = SW = +r(r - 1) x(1 - x), r = 1, 2 ,... . n-rm (4.4) 
Consider now the p x p matrices 
Since the expression within the curly braces, by virtue of (4.3), converges to 
ebb, it follows that lim,,,[A,(n)]k~ exists iff lim+,, k,,/n exists. 
To sum up, the semigroups BLknEl will tend to a limit semigroup Tt itf we 
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rescale time so that k, - n. In order to identify the limit semigroup operator 
Tc, we examine its effect on the monomials xT, r = 1,2,... . 
We manifestly have lim,,,[A,(n)]t”tl = eBnt. Introducing the notation 
Uv([; x) = jii~ B~‘l(t”; x) = f (eSBP),j xi, l<V<P, 
j=l 
we find, using (4.4), that 
g U,(t; x) = ; x(1 - x) $ U,(t; x), (4.5) 
and U,(O; X) = Y. 
By the principle of uniform boundedness we infer that limn+m Br”f(x) = 
Ttj(x) exists for alIfE C[O, 11. Furthermore, we may write 
T,fW = f(O) + [f(l) -m1x + j:P(E; x3 v)fiu> a, 
where J(y) = f(y) -f(O) - [f(l) -f(O)] y and p([; x, y) is the Green’s 
function corresponding to 
&(‘; x) = ; x(1 - x) $p(t; x), 
p(t; 0) = p(t; 1) = 0. (4.6) 
The explicit form of the kernel p(t; x, v) is known (see [6]), viz., 
1 
where en(x) = x(x - 1) Ph!$(l - 2x) and P~!$(x) is the Jacobi polynomial 
of parameters (1, l), normalized to be 1 at x = 1. We deduce from (4.7) that 
en(x), IZ 3 2, are common eigenfunctions of the operators Tt , with associated 
eigenvalues e-n(n-1)t12, n > 2. We note also that 1 and x are eigenfunctions, 
associated with the common eigenvalue 1. The results of Kelisky-Rivlin 
cited in Section 1 can now be interpreted quite naturally. 
We next introduce a class of approximation operators generalizing the 
Bernstein polynomial-means. 
Let C (n), n > 1, denote the set of points {i/n>bo . Consider the operator R, 
mapping the functions of C[O, 11, restricted to the set C (n), into functions 
defined on x (n) as follows: 
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where the P&z) are the transition probabilities of a Markov chain induced 
by a direct product branching process (see [4]). Specifically, let the absolutely 
monotone function f(s) = C,” ansn, a, 3 0, C,” a,, = 1, be prescribed, and 
define 
p,,(n) = coefficient of zjw”-j inf”(z) L~(w)P-~ 
23 coefficient of tn inf”(t) ’ (4.8) 
Some illustrations are worth recording at this point: 
(a) f(z) = eA+l), h > 0. Then 
Pij(n) = i;jc,i-j’ (1 - +j+j, i, j = 0, l,...) n. 
(b)f(z)=(q+pz)“,O<q= 1-p<l.Then 
(c) f(z) = q”/(l - pz)“, q = 1 - p, 01 > 0. Then 
i 
ic~+j-1 (n-i)ol+n-j-1 
Pij(n) = .i 
I( n-j 1 
t 
ncr+n-2 
n 1 
For such operators, it is shown in [4] that the values of R,(Q; i/n), where Q 
is a polynomial of degree r (r 6 n), are the values taken by a polynomial of 
degree r at the points i/n. We can thus regard this (unique) polynomial 
(obtained, e.g., by Lagrange interpolation) as the transform of Q, so that R, 
transforms polynomials of degree r into polynomials of degree r. For example, 
the Bernstein polynomial means are induced from the Pii of example a). 
Observe now that 
R,(l; x) = 1, R,(t; x) E x 
R,[t(l - t); x] = x,(n) x(1 - x), 
where 
(4.9) 
h,(n) = coefficient of z”-~ in f”-“(z)[f ‘(z)]” 
coefficient of z” inf”(z) * 
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Assumingf”(1) < co it is proved in Karlin and McGregor [6] that 
41 - h(41 -+ Y (4.10) 
where y is a constant (which reduces to f”(1) if f has the normalization 
f’(1) = 1). 
Relations (4.9) and (4.10) imply by Theorem 1 that 
p+% II GY-fll = 0 iff lim k,/n = 0, n~m 
l&II R?f-- Pfll = 0 iff liili k&z = co. 
It is established also in [6], providedf(‘“)(l) < co, that 
where the convergence isuniform with respect o i, 0 < i/n < 1. This relation 
is then used to prove that 
k% &Yfi 4 = f(o) + [f(l) -mix + j)w; X, JMY) 45 (4.12) 
where j( JJ) = f(v) -f(O) - [f(l) -f(O)] y and fi(t : x, v) is the kernel 
corresponding to the backward diffusion equation 
&(t; x) = -$x(1 - x) &t; x), 
p(t; 0) = p(t; 1) = 0. 
The explicit expression for j(t; x, y) differs from that of (4.7) only in the 
exponent, where l/2 is replaced by y/2. 
5. ITERATIONS OF CERTAIN GENERALIZED CONVOLUTION OPERATORS 
Consider the family of approximation operators defined in II of Section 1. 
We shall indicate the scaling necessary so that the iterates L> converge in 
each of the examples (ii)-( The formal proof of the existence of the limits 
can be carried out most easily with the help of suitable probabilistic inter- 
pretations. Consider first example (ii). Let N be the renewal variable 
for an exponential random variable with parameter 1. That is 
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where Xi are independent, identically distributed random variables with 
distribution function 1 - e-“. The Szasz-Mirakyan operators can be 
represented as 
L(f; t) = KG t> = E (fj+j j, 
where E denotes the expected value operator. Then the iterates Lin take the 
form, 
where N1 , N, ,..., Nk, are independent copies of N(.). Using the explicit 
formula for the Laplace transform of N, the limit of (5.1) as k,/n -+ 6 can be 
evaluated directly for the functions v,+(x) = e-As yielding 
(5.2) 
With the aid of (5.2), the limit semigroup of L$‘@l is now readily identified 
with the diffusion process whose infinitesimal generator is Af(x) = xf”(x)/Z. 
An alternative procedure is via the Trotter theorem. In applying it, we 
have to produce a sequence k, + 30 such that 
Q, = k,(L, - I) 
tends to a limit operator Q and it is necessary to determine the full domain 
of Q. We shall not enter into these details of the analysis. 
In order to identify the limit of fin we restrict attention to the subset of Y 
consisting of all functions with a continuous, bounded third derivative. 
We obtain 
n[A&(f; t) -f(t)] = nePt f [f(5) -.fW] y 
9-=0 
= ne-nt f [f(X) -f(t) - (+ - tj.f'(t)] 9 
7-O 
= ne-nt ),r,A,c8 ($ - tj2f"(t) T + ,r,nz,cs (5 - tjtf"(eA y 
+ ,r,n;,>6 [f(k) -f(t) - (; - ~jfY&+ 
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where I o1 - t I < I r/n - t j. Using the estimate 
and standard Tchebycheff-type inequality arguments, we deduce that 
)& n[M,(f; t) -.f(t)] = t q , (5.3) 
the convergence holding boundedly on [0, co) and uniformly on compact 
subintervals of [0, co). 
The relation (5.3) persists provided,fis of class C2[0, co) exhibiting at most 
polynomial growth at co. 
Consider next the sequence of operators U, defined in (1.6) i.e., 
(1.6) 
where v(y) is a density function of a positive random variable and I$~) is the 
n-fold convolution of q. We assume that 
An analysis paralleling the one carried out above shows that 
Qn = n(U, - I) 
converges to L? where 
icy(t) = )avf”(t), I9 = I m (t - 1)2 g(t) dt 0 
providedfe C?[O, co) and f”(x) = 0(1/x2), f”‘(x) = 0(1/x1) at infinity. 
A probabilistic demonstration of the existence of li&+oo Vpcl(f, X) can be 
carried out appealing to an appropriate version of the central limit theorem. 
In this manner, we obtain 
and 
T,f(x) = E,Lf(expW~~d * exp(--502/2))1 
where W, , t >, 0, denotes the standard Brownian motion process and E, 
symbolizes the expected value of the indicated random variable where 
initially W, = x. When stringent moment conditions are imposed on y then 
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the limit relation ~p’lf ---f T& prevails also for functions of exponential 
growth and minimal type. We discuss some aspects of these results in the next 
section. 
For the operators of example (iv) (see (1.7)) we find that the limit of LpE1 
coincides with the standard Brownian motion with infinitesimal generator 
Q = (u2/2) d2/dx2 where a2 is the variance of the convoluted random 
variable. 
A variant of the last example of some interest arises in the following way. 
Let X be a random variable with density function v(x), and assume its first 
four moments exist. Define the operators 
@,(f; t) = E [f (t - $)] = cn jm f(x) ddt - 4) dx, (5.5) -co 
where c,, > 0 are such that limn.+m c,, = co. 
Assuming boundedness of the first three derivatives of the functionf, we 
find that 
$i-LJ c,“[@,(f; t) -f(t)] = li+r&p c,“[@,(x”; t) - t2J 
where a2 is the variance of X. Trotter’s theorem suggests that the correct 
resealing is T$at] and the infinitesimal generator is Qf = (0~/2)f”(t). The 
rigorous validation of these assertions is quite straightforward. 
6. APPROXIMATIONS FOR CERTAIN OPERATORS OF EXPONENTIAL GROWTH 
Let U,(f; t) denote the convolution operators defined in (1.6). Imposing an 
additional requirement on F(X) permits the extension of the validity of the 
convergences U,(f; t) *f(t) and Ur’l(f; t) --+ TJ to a larger class of 
functions. 
The condition on y(x) is expressed in terms of the moment generating 
function, 
W) = j," (6.1) 
Specifically, assume that 
c = sup{s 1 V(s) < cc} > 0 
6401313-7 
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so that q~ essentially decays exponentially fast at + co. Let r designate the 
class of continuous function on [0, co) obeying a growth constraint at co of the 
f orm, 
/ f(t)1 < Kecc-aJt, O<t<co, (6.2) 
for some positive constants K and 01. 
THEOREM 6. Let the operators U,(f; t) be defined as in (1.6). Then for each 
“fee 
t-5 wfi t> = f(t), O<t<q (6.3) 
where the convergence is untform on compact subsets. 
Proof. Consider the interval [0, M] where A4 is an arbitrary positive 
number, and let t be an arbitrary fixed point inside this interval. Given E > 0, 
determine 6 = a(~, AI), 6 < M, such that if / x - y 1 < 6 and 0 < X, y < A4 
then I f(x) - f( u)l < e/4. 
We have 
I wfi t) -f(t)1 G 1 t,z,n-l,>d If (+) -f(r)/ #“‘(x) dx + $. 
Let A = A(M,f) be such that ] f(t) < A for 0 < t < M. Since 
J;xs)(x)dx = 1,’ f 11 rt o ows for all n > NI = ZVI(e, M), by virtue of the weak 
law of large numbers, that 
I wfi t> -fWl G ; + /M(r,n--l),b 1.f (G) / @W) dx. (6.4) 
The estimate required for the last term is formulated as a separate lemma, 
since it will be needed in the sequel. 
LEMMA. Let v(t) and r be defined as previously. Let f be a function in r and 
let A4 > 0 and b > 1 be arbitrarily prescribed. Then there exists a constant 
B = B(M, b) and an N = N(M) such that for n > N, 
s,“, If (%) 1 @n)(x) dx < B[m(b)Y, 0 < t < M, 
where 
m(u) = i:f e-uIV(s), -co<u<oo, 
andm(u) < 1 for u > 1. 
(63) 
cw 
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Proof. Using the estimate (6.2) and performing an obvious change of 
variables, we have 
j:, If ($-)I #“)@) dx < K jr e~c-n%p,(n)(nx) dx. 
Integration by parts produces 
K [ -e(c-a)tu jm
u 
qF(nx) dx]: + K(c - a)t 1: e(c-*)zt[l - +(“)(nx)] dx 
(6.7) 
where 4(x) = Jf y(5) d5. 
The first term of (6.7) can be put in probabilistic language, viz., 
where S, = x:=, Xi and the Xi’s are independent, identically distributed 
random variables with distribution function d(x). 
The bounds developed in [2] confirm the inequality 
forallu> 1. 
Since e-uSV(s) is convex in s, we may infer for u > I, that m(u) is endowed 
with the following properties: 
6) 44 < 1, 
(ii) m(u) = ~“~uV(t,), where t, > 0, 
(iii) m(u) < m(u), if v > 24 > 1, (6. 0) 
(iv) for each A > 1 there exists a d = d(A), 0 < d < c (where c 
is the constant defined in (6.1)) such that m(u) < e-%z(d) 
for u > A. 
Relations (6.9) and (6.10) imply that the left side of (6.8) does not exceed 
[m(d)]” eu[(c-a)t-dnl > 
provided u > A > 1. Therefore, an NI = N,(M) exists such that for n > NI 
the quantity (6.8) vanishes when u + co. Referring to relation (6.7), we find 
for 0 < r < M and y1 > N,(M) that the left side of (6.5) is bounded by 
K [e”lbPr{Sn > nb} + Ml J‘: eM1”[l - +‘“‘(nx)] dx], (6.11) 
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where MI = M(c - a). Now 
< jJ eM1(“+ljbb[l - +(“)(&I)] 
k=l 
= be”lb i 
k=l 
e”lkbPr * > kb 
I 
< beM1” f eM1kb[m(kb)]“, 
k=l 
where the last inequality results by appeal to (6.9). 
Putting together these estimates yields the following upper bound for the 
left side of (6.5): 
Kl f e”lkb [m(kb)]” = K,[m(b)]” i e”lkb [sin. 
k=l k=l 
(6.12) 
Now let tb > 0 be defined by m(b) = eCbtbV(tb). Then 
m(kb) < emkbtbV(tb) 
and (6.12) is bounded from above by 
K,[m(b)]” kEl e”lkb [s]” = Kl[m(b)]“ebM1 5 e(M1*tb)kb 
k-0 
= JW, b)kMbW’ 
since the last sum is finite for n sufficiently large. The proof of the lemma is 
now complete. 
Returning to the proof of the theorem, we deduce from (6.4) and 
the Lemma, that there exists an No = No(c, M) and a constant C = C(E, M) 
such that for n > No, 
I wf; t> -ml < ; + C(E, M) [m (1 + ;)I* 
Observing that m(1 + 6/M) < 1, we infer the existence of N = N(E, M) 
such that for n > N(E, M), 
I Gdf; t> - f(t>l < E, for all 0 < t < M, 
and the proof of Theorem 6 is complete. 
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Assertions similar to that of Theorem 6 hold for the other examples of 
approximation operators introduced in Section 1. We underscore this 
phenomenon by stating the relevant results in the case of the Szasz-Mirakyan 
operators. 
Let Y designate the class of continuous functions f on [0, cc) for which 
there exist positive constants A = A, and B = B, satisfying 
Then for each f e 9, 
where the convergence is uniform on compact subsets. 
We can establish that the iterates Lhkn’] converge for all functions belonging 
to the classes considered in this section. The proofs involve adaptations and 
refinements of the previous methods. We do not enter into details but 
illustrate the convergence by considering the much simpler situation of 
functions of polynomial growth. 
Let D+ be the class of functions f of CIO, co) exhibiting at most polynomial 
growth at x = fco, i.e., for each E > 0 there exists an r and a polynomial 
P(t) such that 
I f(t) - fwl < 4 + 0 O<t<co. 
Consider first a monomial f(x) = Y, r > 2. A simple computation, 
facilitated by probabilistic interpretations, shows that 
U&P; t) = f E 
= t” [l + ; (I) (P2 - 1) + 0 ($1, 
where pZ = Jr t”y(t) dt > [J,” tp)(t) dt12 = 1. 
It follows that 
cp’(x’; t) = tr [ 1 + ; + 0 ($1 tnS’, 0 < .$ < co, 
where c = (p2 - l)(g) > 0. The convergence is manifestly established for 
the case of monomials. Since Utn are positive transformations of norm 1 the 
proof of convergence of Up’Jf for all f in n+ is accomplished in a straightfor- 
ward manner. The extension of this property to f E r requires further 
technical devices. 
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7. THE ITERATION METHOD AND CHARACTERIZATIONS OF CONVEXITY 
In this section we investigate the problem of characterizing the functions J
satisfying 
-Lf3f, for all n, (7.1) 
where L, is a sequence of approximation operators of the types considered 
previously. In most of the cases we shall find that the inequalities (7.1) imply 
that f is convex. The converse is immediate provided L, maps linear functions 
into themselves and is positivity preserving. Some results concerning this 
problem were uncovered earlier by Ziegler [15]. 
A central role in Ziegler’s article is played by the notion of “strongly 
centered istributions” which designates roughly an exponential decay of the 
convolutions of the underlying distributions away from the mean. We shall 
apply the iteration technique in order to yield further characterizations of 
convex functions under wider conditions. The key ideas underlying the 
analysis of this section were described in the introductory section. 
We commence by proving a characterization theorem for functions 
satisfying (7. I) which are twice continuously differentiable. 
THEOREM 7. Let L, , n = 1, 2 ,..., be a sequence of positive linear operators 
defined on C[a, b], satisfying: 
(i) L,(l ; x) = 1, L,(t; x) = x, for all n. 
(ii) limn+m L,(P; x) = x2. 
(iii) For each x0 such that for n suficiently large L,[(t - xJ2; x0] > 0, 
we have 
lim L,Nt - xO>4’ x,l = 0 
n+m L,[(t - x,)2; x0] . (7.2) 
Iff E C2[a, b] satisfies (7.1), then f is convex. 
Remark 1. Notice that Theorem 7 can be reformulated as a local 
property. 
Remark 2. Conditions (i)-(iii) are fulfilled for examples (i)-(iv) of 
Section 1 and, in fact, whenever LLknE1 converges to a limit semigroup TE 
corresponding to a diffusion stochastic process (i.e., such that 52 is essentially 
a local operator). 
Remark 3. If L, is “strongly centered” in the sense of Ziegler [15] then 
(iii) certainly holds. 
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Proof of Theorem 7. Suppose f E C2[a, b] satisfies (7.1). Assume to the 
contrary that f is not convex. Then for some x0 , o( = f”(x,,) < 0. We infer, 
for an appropriate c > 0, that 
f(x) - Z(x) < z” [(x - x0)2 - c(x - x&y 
for all x E [a, b], where I(x) is the linear function f(xO) + (x - x,)f’(x,). 
Since L, 3 0 it follows that 
LJf - 1; &II d 4 wnw - &J2; %I - &Kt - x0>“; xol~, (7.3) 
and the right side is negative for n sufficiently large by virtue of con- 
dition (iii) and since 01 < 0. On the other hand, L,Jf; x,,) >f(x,J so that 
L,(f - 1; x,,) >j(xO) - I(x,) = 0. The manifest contradiction implies the 
desired conclusion. 
Theorem 7 can be extended to include functions defined on infinite intervals 
provided growth restrictions are imposed on f to insure the validity of (7.3). 
Remark 4. If instead of the limit relation (7.2) we assume 
. -u(t - x0)? xl31 
kf L,[(t - x,)2; x,] = 
0 
’ (7.4) 
for some integer r 3 2, then the conclusion of Theorem 7 persists. 
Remark 5. If it is desired to weaken the differentiability condition in 
Theorem 7 without use of “strong centeredness” then it must be required 
that (7.1) holds for all x E [a, b]. In this circumstance a smoothing or 
perturbation device is employed as illustrated in the next theorem. 
THEOREM 8. Let U,, denote the approximation operators (1.6), where the 
density function y(x) possesses 2r moments (r > 2). Let f(x) be defined on 
10, co) and grow at 00 slower than x~~. Suppose 
Ku-i 4 3 f(x) a.e., for all n. (7.5) 
Then f is convex a.e. 
Proof. Let X, , X2 ,..., X, be independent, identically distributed random 
variables with density y(x) and tl, t2 ,... independent, identically and 
exponentially distributed random variables. Clearly, 
lJ,,df, t) = E [f( X1 + ‘,’ + X,z t)]. 
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Consider next 
$m(t> = E [f(” + ; + ‘, t)]. 
We have 
and 
because of (7.5). 
for all t (7.6) 
It is easy to check that &(t) E C2[0, co) and a/&(t) has a polynomial growth 
slower than t2’. Observe also that 
u2x02 
LJ(t - x0)2; x0] = - 
n ’ 
02 = 
I 
m (t - 1)” cp(t) dt 
0 
and 
L&t - xo)2r; x01 = 0 ($3 
so that (7.4) is manifestly satisfied. The argument of the proof of Theorem 7 
shows that &(t) = &(A t) is convex. Letting m -+ co we get 
li~+~ JLmdf; t) = f(t) a.e. so that f is a.e. equal to a convex function. The 
proof of Theorem 8 is complete. 
Remark 6. A variety of refinements and extensions of Theorem 8 are 
accessible. For example, we may merely assume that u2 < co without further 
moment conditions. With only a second moment assumption the condition 
(7.2) is not meaningful. Nevertheless, assuming that f is bounded and 
satisfies (7.5) it can be established thatfis convex a.e. 
Remark 7. The corresponding characterizations of convexity in case L, 
are the operators (1.5) or (1.7) also hold. 
The following theorem depends more decisively on the iteration method. 
THEOREM 9. Let f be a function of CIO, l] such that 
Bm(fik) >f(+), i=O,l,..., n; n=O,l,.... 
Then f is convex. (B, denote, as previously, the Bernstein polynomial operators). 
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Proof. Let x be an arbitrary point of [0, 11. Choose a sequence of rational 
points i&z,. + x. We find that 
It follows on the basis of (7.7) that 
Applying the positive operator T, and using its semigroup properties we 
obtain 
Ttg (xl 3 g,(x), O<x<l, (7.8) 
where gS(x) = l/s ji T,J’(x) ds belongs to the domain of 
Q = ; x(1 - x) $ ) 
the infinitesimal generator of Tt . But (7.8) implies that QgS(x) > 0 and 
therefore g&x) is convex. Letting s + Of, clearly gS(x) *f(x) so that f(x) is 
convex as well. 
Remark 9. It is clear from the proof that an assumption thatf(x) admits 
only discontinuities of the first kind would suffice. 
Remark 10. The proof is valid, with obvious modifications, for the 
operators & arising from direct product branching processes. 
Remark 11. The result of Theorem 9 persists for the Szasz-Mirakyan 
operators where (7.7) now becomes 
M,(f;+) >f(+), i,n=0,1,2 ,..., 
and f is assumed to grow at infinity slower than an exponential. 
8. OPERATORS COMMUTING WITH THE BERNSTEIN OPERATORS 
In this section we apply the iteration technique with view to determine the 
form of the operators that commute with all Bernstein operators. An identical 
result holds for operators commuting with the approximation operators 
induced by direct product branching processes (see Section 4). The character- 
ization in the Bernstein polynomials case was first obtained by Konheim and 
Rivlin [8]. 
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Let U be an operator mapping C[O, l] into itself and satisfying 
UBn = B,U. (8.1) 
Define Pf(x) = (1 - x) Uf(0) + xU’(1). One immediately verifies that 
PB, = B,P. Clearly, V = U - P commutes with B, and satisfies V’(0) = 
Vf(1) = 0. Iteration of B,, leads to the relation 
VT, = T,V, (8.2) 
where Tt is the semigroup of operators given in (1.9), (see also (1.10)). 
Analysis of formula (1.10) reveals that the polynomials Q%(x), II > 2, 
constitute the only common eigenfunctions of TE , with associated eigen- 
values e-n(B-1)/2)~. Observe that 
nb-1) 
- -z---’ VQn = VT,Q, = T,VQ, , e 
which demonstrates that VQn(x) is also an eigenfunction corresponding to 
the eigenvalue -n@-1)C12. It follows that 
VQ&) = cnQ&>, for all n, (8.3) 
for some constants c,, . Inspection of the formula 
en(x) = x(1 - x) Pk$( 1 - 2x) 
indicates that Q,(x) is even or odd about x = l/2 according to whether n is 
even or odd. Moreover, classical properties of Ph!$(l - 2x) entail that 
en(+) f 0 for n even and Q,J1/3) f 0 for n odd. (Use of the last fact can be 
circumvented at the expense of a more expansive argument.) 
In view of (8.3), we have 
B2VQn = cn&Qn = 2cnQnW 41 - 4, n even, 
WQn = cnB,Q, = 6cnQ,(Q) 41 - 40 - 2x1, 
On the other hand, 
II odd. 
(8.4) 
V&Q, = 2QnW ~(1 - 4 n even, 
(8.5) 
VB,Qn = 6Q,($) ~(1 - x)(1 - 24 n odd. 
Comparison of (8.4), (8.5), and the commutativity relation implies 
c, = c2 9 n even, 
(8.6) 
c, = c3, n odd. 
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Now let f be any polynomial. Representing 
J(x) = f(x) - (1 - x)f(O) - d(l) 
as a linear combination of the en(x) we readily deduce that 
A4 + fil - 4 ~f=vj=c[ 2 ]+dp-;y. 
Thus, we have 
Vf = ax + b + Ef(x) + @(l - x), 
where the constants a and b are linear functionals on f and ? and d are 
constants depending on the approximation operators (in this case, the 
Bernstein polynomial means). 
ACKNOWLEDGMENT 
We wish to acknowledge several valuable suggestions of Dr. C. Micchelli. 
REFERENCES 
1. M. ARAT~ AND A. RENYI, Probabilistic proof of a theorem on the approximation of 
continuous functions by means of generalized Bernstein polynomials, Actu Math. 
Acad. Sci. Hungur. 8 (1957), 91-98. 
2. H. CHERNOFF, A measure of asymptotic efficiency for tests of a hypothesis based on 
the sum of observations, Ann. Math. Stat. 23 (1952), 493-507. 
3. E. HILLE AND R. PHILLIPS, “Functional Analysis and Semi-Groups,” Amer. Math. 
Sot. Colloq. Publ., Vol. 31, Providence, R. I., 1957. 
4. S. KARLIN, “Stochastic Processes,” Academic Press, Inc., New York, 1966. 
5. S. KARLIN, “Total Positivity,” Vol. 1, Stanford University Press, Stanford, 1968. 
6. S. KARLIN AND J. MCGREGOR, On a genetics model of Moran, Proc. Cambridge Philos. 
Sot. 58 (1962), 299-311. 
7. R. P. KELISKY AND T. J. RIVLIN, Iterates of Bernstein polynomials, Pacific J. Math. 
21 (1967), 511-520. 
8. A. G. KONHEIM AND T. J. RIVLIN, The bounded linear operators that commute with 
the Bernstein operators, Bull. Amer. Math. Sot. 74 (1968), 11 l-l 14. 
9. P. P. KOROVKIN, “Linear Operators and Approximation Theory,” Hindustani Publ. 
Co., Delhi, 1960. 
10. T. G. KURTZ, Extensions of Trotter’s operator semigroup approximation theorems, 
J. Funct. Anal. 3 (1969), 354-375. 
Il. C. A. MICCHELLI, “Saturation Classes and Iterates of Operators,” Ph.D. Thesis, 
Stanford University, 1969. 
12. A. R~NYI, Summation methods and probability theory, Magyar Tud. Akad. Mat. 
Kutatd Znt. Kezl. 4 (1959), 389-399. 
13. D. V. WIDDER, “The Laplace Transform,” Princeton Univ. Press, Princeton, 1941. 
14. K. YOSIDA, “Functional Analysis,” Springer-Verlag, Berlin, 1965. 
15. Z. ZIEGLER, Linear Approximation and Generalized Convexity, J. Approx. Theory 1 
(1968), 420-443. 
Printed in Belgium 
