In this paper we study the problem of generation of dependent random variables, known as the "coordination capacity" [4], [5], in multiterminal networks. In this model m nodes of the network are observing i.i.d. repetitions of X (1)
the capacity constraints of the links. We assume that there is a directed edge from the i th node to the j th node with the rate constraint R i,j for 1 ≤ i, j ≤ m. We say that the network with the set of rates R i,j for 1 ≤ i, j ≤ m is admissible if the i th node is able to create the i.i.d. copies of Y (i) within a vanishing total variation distance. All (or a subset) of the nodes of the network may have access to common randomness at a certain rate in a given application. This depends on the possibility of a parallel resource that provides common randomness to the nodes at some constant rate. For simplicity we assume that no common randomness is provided to the nodes, although this assumption is not in principle necessary and can be further explored. On the other hand, private randomization at the individual nodes can very well be feasible in a practical network. Thus, we provide the nodes with such ability throughout this paper.
Note that the traditional problem of communication of messages over a network can be thought of as an special case of the problem defined above. One just needs to suitably choose q(x (1) , ..., x (m) , y (1) , ..., y (m) ) where the i.i.d. copies X (i) represent the information initially available to the i th node, and the i.i.d. copies Y (i) represent the desired information of the i th node after the communication. Therefore the advantage of network coding over pure routing, or the insufficiency of linear codes are of relevance here as well. Lastly we note that there are some similarities between the problem of "communication complexity" and this problem when Y (i) s are functions of (X (1) , ..., X (m) ).
The simplest model to consider is the network with two nodes. This special case is also interesting because one can partition the nodes of a large network into two sets, S and S c , and treat the nodes on each side of the partition as a single supernode. Thus, any outer bound on the two-node problem results in an outer bound for arbitrary networks. Still, the problem is difficult to solve even in the special case of two nodes. In this paper, we restrict ourselves to the special case of two nodes where we prove new lower and upper bounds. Our results build upon and generalize some of the results in [4] and [5] . In this paper we are considering the notion of "strong coordination" rather than the "empirical coordination" (see [4] ).
This paper is organized as follows. In section II, we in-troduce the basic notation and definitions used in this paper. Section III contains the main results of the paper, and section V includes some of the proofs. The rest of the proofs can be found in [9] .
II. DEFINITIONS
In this section we provide a rigorous definition for the model described in the introduction for the case of two nodes. A general model for the case of m terminals can be defined along the same lines, as sketched in the preceding section. This we omit, because we prove results only for the case of two nodes.
Take an arbitrary q(x (1) , x (2) , y (1) , y (2) ). Given an arbitrary natural number r, we say that (R 12 , R 21 ) is admissible with r interactive rounds of communication if for any positive , there is a natural number n 0 where the following holds for any n ≥ n 0 : the two nodes observe n i.i.d. copies of X (1) , X (2) , i.e. X (1) 1:n , X
1:n . Assume that the first node is using the external randomness M 1 , and the second node is using the external randomness M 2 . Random variables M 1 , M 2 , and X (1) 1:n X
1:n must be mutually independent. Let C 1 , C 2 , ..., C r denote the interactive communication used in the code, and let C = (C 1 , C 2 , ..., C r ). We have H(C i |C 1:i−1 X
Following the communication, the first node creates Y
1:n , and the second node creates Y
1:n such that the total variation distance between p(X (1) 1:n , X
1:n ) and the distribution of (X (1) 1:n , X
1:n ), constructed by taking n i.i.d copies of q(x (1) , x (2) , y (1) , y (2) ), is less than or equal to . In other words
1:n ,y
If r = 1, we have only one communication from the first node to the second node.
For the special case of Y (1) = X (1) and X (2) = constant and r = 1, one gets a problem that is a special case of the problem considered by Paul Cuff [5] .
III. STATEMENT OF THE RESULTS
Consider the case of r rounds of interactive communication, meaning that the two nodes talk back and forth for r rounds.
A. Converse results
• The case of r = 1 (i.e. R 21 = 0): When Y (1) = X (1) , X (2) = constant, one gets a problem that is a special case of Paul Cuff's result [5] . Cuff showed that in this case the minimum admissible R 12 is equal to the Wyner common information [8] 
We generalize this result for arbitrary q(x (1) , x (2) , y (1) , y (2) ):
Theorem 1: Assume that r = 1, that is when R 21 = 0. Then one must have Y (1) − X (1) − X (2) , and furthermore (R 12 , 0) belongs to R 1 defined as follows: (2) , y (1) , y (2) ) :
• The case of a fixed r ≥ 2: Theorem 2: Take an arbitrary q(x (1) , x (2) , y (1) , y (2) ). Then any admissible pair (R 12 , R 21 ) must belong to R 2 (r) defined as the convex closure of rate pairs (R 12 , R 21 ) ∈ R 2 such that there exists p(f 1 , ..., f r , x (1) , x (2) , y (1) , y (2) ) ∈ T 2 (r) such that R 12 ≥ I(X (1) ; F|X (2) ), R 21 ≥ I(X (2) ; F|X (1) ),
• The case of no constraints on the value of r:
Theorem 3: Take an arbitrary q(x (1) , x (2) , y (1) , y (2) ). Then for any r, any admissible pair (R 12 , R 21 ) must belong to R 3 2011 IEEE Information Theory Workshop defined as the convex closure of (R 12 , R 21 ) ∈ R 2 : ∃p(u, x (1) , x (2) , y (1) , y (2) ) ∈ T 3 s.t.
R 12 ≥ I(X (1) ; U |X (2) ),
where T 3 is the set of p(u, x (1) , x (2) , y (1) , y (2) ) satisfying (2) , y (1) , y (2) ),
IV. ACHIEVABILITY RESULTS Theorem 4: Take an arbitrary q(x (1) , x (2) , y (1) , y (2) ) such that X (1) = X (2) , and let X = X (1) = X (2) . Assume that random variables
Furthermore assume that positive reals R 1 , R 2 , ...,R r satisfy the following:
Then the rate pair ( odd i R i , even i R i ) is achievable with two rounds of communication, i.e. with r = 2. Discussion: The above result is based on a generalization of Lemma 6.1 of [5] , which itself is a consequence of the resolvability work of Han and Verdu in [6] and Wyner [8] .
Lemma 6.1 of [5] : For any discrete distribution p(f, v) and each n, let C(n) = F 1:n (t) 2 nR t=1 be a "codebook" of sequences each independently drawn according to n k=1 p F (f k ). For a fixed codebook, define the distribution
.
where the expectation is with respect to the randomly constructed codebooks C(n).
We now present the generalization of the above lemma that we use. To get back the above lemma, simply set r = 1 and X to be constant. Note that Theorem 4 can be proved by taking V to be Y (1) , Y (2) in the following lemma.
Generalization of the lemma: Take some arbitrary discrete joint distribution p(f 1 , f 2 , f 3 , ..., f r , v, x). For each n and every sequence x 1:n ∈ X n , we randomly construct a "codebook" C(x 1:n ) of size 2 nR 1 +nR 2 +...+nR r as follows: generate 2 nR 1 sequences of length n independently, with each sequence distributed according to n i=1 q(f 1i |x i ). Let us label these sequences by f 1,1:n (t 1 ) for 1 ≤ t 1 ≤ 2 nR 1 . The sequences f 1,1:n (t 1 ) (for 1 ≤ t 1 ≤ 2 nR 1 ) will be the cloud centers for the sequences generated in the next step. For every 1 ≤ t 1 ≤ 2 nR 1 , generate 2 nR 2 sequences of length n using the conditional distribution of n i=1 q(f 2i |f 1i (t 1 ), x i ). Let us label these sequences by f 2,1:
The sequences f 2,1:n (t 1 , t 2 ) (for 1 ≤ t 1 ≤ 2 nR 1 , 1 ≤ t 2 ≤ 2 nR 2 ) will be the cloud centers for the sequences generated in the next step. We continue this for r steps. In the r-th step we generate f r,1:
For a fixed codebook, define the distribution
...
Then if
where the expectation is with respect to the randomly constructed codebooks C(x 1:n ) and i.i.d. sequences X 1:n ∼ n k=1 p(x k ). Remark 1: For the case of X = X (1) = X (2) and r = 1 the above theorem implies that the rate (R 12 , 0) is
Compare this with the converse given in Theorem 1 which shows that any achievable (R 12 , 0) must satisfy R 12 ≥ inf U :Y (1) −U X−Y (2) I(Y (1) , Y (2) ; U |X).
Remark 2: The above theorem can be extended to scenarios where there are functions k 1 and k 2 satisfying K = k 1 (X (1) ) = k 2 (X (2) ) and X (1) X (2) − K − Y (1) Y (2) . In this case the nodes can create K and work with it to reconstruct i.i.d copies of Y (1) and Y (2) within an arbitrarily small total variational distance from the i.i.d. scenario. The constructed outputs together with X (1) , X (2) will also have small total variational distance from the i.i.d scenario.
Theorem 5: Take some Z (1) , Z (2) arbitrarily distributed with X (1) , X (2) , Y (1) , Y (2) . Assume that the rate pair (R 12 , R 21 ) is achievable for the problem of q(x (1) , x (2) , z (1) , z (2) ) with r 1 rounds of communication, and the rate pair (R 12 , R 21 ) is achievable for the problem of q(x (1) z (1) , x (2) z (2) , y (1) , y (2) ) with r 2 rounds of communication. Then the rate pair (R 12 + R 12 , R 21 + R 21 ) is achievable for the problem of q(x (1) , x (2) , y (1) , y (2) ) with r 1 + r 2 rounds of communication.
Observation 1: If H(Y (1) |X (2) ) = 0 and H(Y (2) |X (1) ) = 0, then the set of (R 12 , R 21 ) satisfying R 21 > H(Y (1) |X (1) ), R 12 > H(Y (2) |X (2) ) is achievable using Slepian-Wolf binning with two rounds of communication, i.e. with r = 2. Small probability of block recovery error implies a small total variational distance.
Corollary 1: The above observation together with Theorems 4 and 5 imply an achievable rate region for the general problem of q(x (1) , x (2) , y (1) , y (2) ). The two nodes can first exchange X (1) and X (2) , by using up rates H(X (2) |X (1) ) and H(X (1) |X (2) ). One can then apply Theorem 4 for the reconstruction of Y (1) and Y (2) .
V. SKETCH OF PROOFS
Proof of Theorem 1: Let (R 12 , 0) be admissible with oneway communication from the first node to the second node. For any positive , a code of length n exists such that the communication rates are less than or equal to (R 12 , 0) and the total variation distance between the overall reconstruction and the distribution of n i.i.d copies of (X (1) , X (2) , Y (1) , Y (2) ) is less than or equal to . We can describe such a code by X (1) 1:n , X
(2) 1:n , n i.i.d. copies of X (1) , X (2) , external randomness M 1 , and M 2 , message C satisfying H(C|X The proof generalizes the one given by Paul Cuff in [5] . Take a random variable J uniform on {1, 2, 3, ..., n} and independent of all the above mentioned random variables. Let
The proof follows by showing that this choice of auxiliary random variables implies that (R 12 , 0) belongs to R 1 defined as follows:
∃p(u, x (1) , x (2) , y (1) , y (2) ) ∈ T 1 s.t.
where T 1 p(u, x (1) , x (2) , y (1) , y (2) ) :
p(x (1) , x (2) , y (1) , y (2) ) − q(x (1) , x (2) , y (1) , y (2) ) 1 ≤ ,
The proof continues by showing that >0 R 1 = R 1 . See [9] for the details. Proof of Theorem 2: Since (R 12 , R 21 ) is admissible with r rounds of communication, for any positive , a code of length n exists such that the overall communication rates are less than or equal to (R 12 , R 21 ) and the total variation distance between the overall reconstruction and the distribution of n i.i.d copies of (X (1) , X (2) , Y (1) , Y (2) ) is less than or equal to . We can describe such a code by X
1:n , X
1:n , n i.i.d. copies of X (1) , X (2) , external randomness M 1 and M 2 , interactive communication C 1 , C 2 , ..., C r where 1 n i:odd H(C i ) ≤ R 12 and 1 n i:even H(C i ) ≤ R 21 , and the reconstructions Y = 1, 2, 3 , ..., r) and F = (F 1 , F 2 , ..., F r ),
The first step in the proof is to show that conditioned on any Z = z, the conditional distribution p(f 1 , f 2 , ..., f r , x (1) , x (2) , y (1) , y (2) |z) satisfies following Markov chains equations:
The next step is to verify that the four-tuple R 12 , R 21 , R 12 +
is coordinate by coordinate greater than or equal to z p(z) I(F; X (1) |X (2) , Z = z), I(F; X (2) |X (1) , Z = z),
where d z is the total variation distance between p(X (1) = x (1) , X (2) = x (2) , Y (1) = y (1) , Y (2) = y (2) |Z = z) and p(X (1) = x (1) , X (2) = x (2) , Y (1) = y (1) , y (2) = y (2) ), κ( ) = − log( |X (1) ||X (2) || Y (1) || Y (2) | ) and I(Y (1) ; Y (2) |X (1) X (2) ) is evaluated in the above expression assuming that X (1) , X (2) , Y (1) , Y (2) has the joint distribution of q(x (1) , x (2) , y (1) , y (2) ).
The rest of the proof involves some technical steps that allow us to remove averaging over z in the above equations. This is done by first applying the Carathéodory theorem and then showing that dropping the "bad terms" does not hurt us asymptotically as converges to zero. See [9] for the details.
Proof of Theorem 3:
It suffices to show that r≥1 R 2 (r) ⊂ R 3 . Take some r and some point (R 12 , R 21 ) ∈ R 2 (r). Corresponding to this point is some p(f 1 , f 2 , ..., f r , x (1) , x (2) , y (1) , y (2) ) ∈ T 2 (r). Let U = F 1:r be jointly distributed with X (1) , X (2) , Y (1) , Y (2) according to p((f 1 , f 2 , ..., f r ), x (1) , x (2) , y (1) , y (2) ). Note that I(X (1) ; X (2) |U ) ≤ I(X (1) ; X (2) ) since I(X (1) ; X (2) ) = I(X (1) F 1 ; X (2) ) ≥ I(X (1) ; X (2) |F 1 ) = I(X (1) ; X (2) F 2 |F 1 ) ≥ I(X (1) ; X (2) |F 1:2 ) ≥ · · · ≥ I(X (1) ; X (2) |F 1:r ) = I(X (1) ;
where we have used the fact that for any p(f 1 , ..., f r , x (1) , x (2) , y (1) , y (2) ) ∈ T 2 (r), the following Markov chain conditions hold:
One can verify that p(u, x (1) , x (2) , y (1) , y (2) ) satisfies the required properties for being in T 3 , except the cardinality bound. Similar to what was done at the end of the proof of Theorem 2, one can use the generalized Carathéodory theorem of Fenchel to impose the desired cardinality bound |U|. See [9] for the details.
Proof of Theorem 4: It suffices to prove the generalized lemma stated in the discussion following the statement of the theorem. Here we build upon the ideas Paul Cuff uses to prove the direct part for the problem he considers.
We denote the induced joint distribution on (x 1:n , v 1:n ) bŷ P (x 1:n , v 1:n ). We use the capital letterP to indicate that this probability is a random variable due to the random generation of the codebook. The induced joint distribution on (x 1:n , v 1:n ) is equal to:
To prove the theorem, it suffices to show that the expected value of the total variance between the random variablê P (x 1:n , v 1:n ) and n i=1 q(x i , v i ) converges to zero as n converges infinity, i.e. lim n−∞ x1:n,v1:n
The first step is to use the linearity of expectation to show that E[P (x 1:n , v 1:n )] = n i=1 q(x i , v i ). Take some arbitrary > 0. We first take care of the sum of the total variance over those of non-typical sequences T (n) . Using the inequality
for non-negative random variables, we can write q(x i , v i ) .
The proof continues by decomposingP (x 1:n , v 1:n ) as sum of two other random variables and studying their total variation distance from their expected values. See [9] for the details.
Proof of Theorem 5: Take some > 0. One can then find a natural number n 0 such that for any n > n 0 , there are (n, ) codes for both the problems of generating q(z (1) , z (2) |x (1) , x (2) ) and q(y (1) , y (2) |x (1) z (1) , x (2) z (2) ) with the given rounds of communication and rate pair constraints achieving total variation distances less than or equal to . We claim that concatenating these codes would give us a (n, 2 ) code for the problem of generating q(y (1) , y (2) |x (1) , x (2) ) with r 1 + r 2 rounds of communication and the rate pair (R 12 + R 12 , R 21 + R 21 ). First of all, one can run the concatenated code with r 1 + r 2 rounds of communication. If r 1 is even, then it will be the first party's turn to start the simulation of the second code. If r 1 is odd, one can interpret the last communication of the first party in the first code and the first communication of the first party in the second code as a single round of communication. This adds up to r 1 + r 2 − 1 rounds of communication for the concatenated code which is even better. The rate of the concatenated code is clearly (R 12 + R 12 , R 21 + R 21 ). The last step in the proof is to verify the total variation distance requirement in the concatenated code. See [9] for the details.
