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ABSTRACT
Research on content and style representations has been widely
studied in the field of style transfer. In this paper, we pro-
pose a new loss function using speaker content representation
for audio source separation, and we call it a speaker repre-
sentation loss (SRL). The objective is to extract the sound of
my voice from the noisy input and also remove it from the
residual components. Compared to the conventional spectral
reconstruction, our proposed framework maximizes the use
of target speaker information by minimizing the distance be-
tween the content of target speaker and source separation out-
put. We also propose triplet SRL as an additional criterion
to remove the target speaker information from residual spec-
trogram output. VoiceFilter framework is adopted to evaluate
source separation performance using the VCTK database, and
we achieved improved performances compared to the base-
line loss function without any additional network parameters.
Index Terms— Source separation, speaker recognition,
triplet loss, speaker representation
1. INTRODUCTION
Recently, modeling perception using neural network has been
widely studied. Based on the remarkable performance im-
provement in visual object classification [1], neural network
perception is utilized not only for classification task, but also
for evaluating the generated image [2] and training loss [3, 4,
5]. These methods use the high-level image representations of
neural networks instead of measuring the distance or distribu-
tion between the raw image pixels. For example, images of
black and white car would have a huge difference at the pixel
level, whereas they would show a high similarity in terms of
a content representation of object recognition network [3, 5].
Having this concept in mind, this approach would certainly
be applicable to audio.
An interesting paper [6] has been released lately, show-
ing sound generation using image style transfer techniques.
This network used statistical approach to extract the station-
ary sound texture, and the style of sound was transferred to
human-like voice or other musical instruments. This study
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Fig. 1. The concept of proposed triplet SRL. All speaker en-
coders indicate the same pre-trained model.
showed the possibility of adapting image style transfer to au-
dio; however to the best of our knowledge, there has not yet
been an approach using content representation for loss func-
tion in audio pre-processing field.
Among various pre-processing fields, audio source sep-
aration is a suitable topic to adopt content representation in
training. Recent neural network-based approaches, e.g. deep
clustering [7], deep attractor network (DANet) [8] and per-
mutation invariant training (PIT) [9, 10], already use neural
network embedding space and representations to output sep-
arated voices.
A related research named VoiceFilter [11] (VF) was pub-
lished recently, targeting speaker-dependent speech separa-
tion. VF uses target speaker embedding extracted from a pre-
trained and fixed speaker recognition network to separate the
target voice among multiple speakers. Having this enrollment
stage using target speaker content, VF overcomes the ambi-
guity in previous speech separation methods [7, 8, 10] of se-
lecting the target speaker among separated outputs. Adopt-
ing the model with high performance in speaker recognition
field [12, 13], we propose to use the speaker embedding as a
neural net-modeled perception on speaker, i.e. speaker con-
tent representation.
We extend the conventional loss of VF in two ways. First
approach is minimizing the distance between the estimated
output and the speaker content of the target speaker audio.
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Second approach is similar to the first one, except that the
residual output is also computed to maximize the distance
between itself and the clean/reference spectrogram as shown
in Fig.1. Moreover, these proposed approaches are not only
limited to VoiceFilter framework. If there is a pre-trained
speaker network, it can be applied to other neural network-
based source separation systems. The reason this paper uses
VF as the baseline is that VF framework already utilizes
speaker content representation for the input. Therefore, the
proposed system is implemented in a framework similar to
VF without any additional settings in the speaker network.
Rest of the paper consists of five sections as follows. Sec-
tion 2 describes the details of the VF framework followed by
the proposed algorithm in Section 3. Furthermore, the exper-
imental results and conclusion are indicated in Section 4 and
Section 5, respectively.
2. RELATEDWORKS
2.1. Speaker Encoder
In order to separate the target speaker, proper speaker em-
bedding, i.e. d-vector, needs to be formed using speaker en-
coder. Different from the three-layer LSTM network used in
VF, this paper uses five convolutional layers and three fully-
connected layers based on [13], to output d-vector with the
dimension of 512. We used the output of second to last fully-
connected layer as d-vector without the activation function.
We trained the model using VoxCeleb2 [12] training set and
observed equal error rate of speaker verification performance
on VoxCeleb1 [13] test set to be 6.0%. This network mod-
ified efficient image-based architecture to make it also work
on spectrogram input. Spectrogram is generated using sliding
hamming window of 25ms with 10ms step size for maximum
300 frames. Note that the speaker encoder weights are not
updated in VF training phase.
2.2. VoiceFilter
The purpose of the VF system is to enhance a noisy mag-
nitude spectrogram by predicting a soft mask that resembles
only the target speaker voice. Based on the work of Wang et
al. [11], soft mask is computed using a network of eight con-
volutional layers, one LSTM layer, and two fully-connected
layers. Having both target speaker embedding, i.e. d-vector,
and noisy magnitude spectrogram as inputs, VF trains the net-
work to minimize the loss between the enhanced magnitude
spectrogram and clean magnitude spectrogram of the target
speaker. The d-vector is used to guide the network to bet-
ter train the target speaker voice by being injected to the last
convolutional layer for every frame.
2.3. Content Loss
With the increased usage of neural network perception in
evaluating training loss, the concept of content loss was
introduced in image-based architecture [3, 5]. Instead of
measuring the distance between raw image pixels, this loss
uses high-level image representations of neural networks to
obtain high similarity in terms of content representation.
In the VF training phase, the loss function is based on the
reconstruction error between the clean and estimated spectro-
gram as shown in Fig. 2. The conventional VF does not use
the content representation of the output result in the training
phase. Referring back to the black and white car images ex-
ample in Section 1, using speaker content as an additional
training loss could lead to performance improvement result-
ing from the use of speaker perceptual information. There-
fore, we utilized the speaker network not only for input condi-
tioning (guiding target speaker), but also for verification that
the target speaker is the only voice present in the output signal
of the VF.
3. PROPOSED APPROACH
We propose a training loss to minimize the distance between
the speaker content of the target speaker audio and the esti-
mated output, called speaker representation loss (SRL). This
proposed loss is defined as a pairwise-distance between em-
bedding vectors of two spectrograms, which are extracted us-
ing the speaker encoder network. The embedding vectors are
L2 normalized individually, and the pairwise-distance is se-
lected for distance measure through iterative experiments.
3.1. Anchor Embedding
As shown in Fig. 3 (a), the speaker contents extracted from
the masked and reference spectrograms are appended to the
conventional VF. Fig. 3 (a) and (b) indicate that the anchor
can be selected in two ways. First approach is setting the
reference embedding vector as an anchor, since VF aims to
generate the output voice close to the speaker of the refer-
ence audio. Second approach is setting the clean embedding
vector in the training phase as an anchor, which uses the same
source information with the spectrogram reconstruction. Both
approaches use the same speaker’s utterances as the anchor.
However, since we mix the clean audio with other interfering
voices, the second approach can guide the network to learn
the target speaker’s information more precisely.
3.2. Negative Embedding
Additionally, unlike image processing, masking-based source
separation systems including VF can generate a residual spec-
trogram using estimated target speech and noisy input. Based
on the complementary relation between the masked and resid-
ual spectrograms, we used embedding feature extracted from
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Fig. 2. VoiceFilter framework. Conventional VoiceFilter system architecture that outputs estimated soft mask based on recon-
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Fig. 3. Proposed loss function flow. (a) and (b) indicate our proposed speaker representation loss (SRL) and triplet SRL,
which use speaker perceptual information. These are applied as additional criteria in VoiceFilter along with the existing
reconstruction loss.
the residual spectrogram as a negative sample to reduce tar-
get speaker content. This concept is shown in Fig. 3 (b). The
network is trained to minimize the distance between speaker
content of VF output and clean/reference spectrogram, along
with maximizing the distance between residual output and
clean/reference spectrogram. Ideally, the target speaker con-
tent should not be in residual spectrogram, but only in masked
spectrogram. This process is implemented in the form of
triplet loss, which is widely used in metric learning-based ap-
proaches [14, 15]. More details will be covered in the follow-
ing sections.
3.3. Speaker Representation Loss (SRL)
With iterative experiments, following processes were used
for the proposed VF. Let f(x;w) ∈ RD be the speaker
encoder that maps the input to embedding space of D di-
mensions. With the sample index i, xAi , x
P
i and x
N
i are
spectrograms of anchor (reference or clean), positive (en-
hanced) and negative samples (residual), respectively. N(x)
is L2 normalization function for embedding vector, d[x,y]
is the pairwise-distance between x and y, and Lmse is mean
squared error (MSE) loss function. Compared to [11], we
used MSE loss for spectrogram reconstruction instead of
power-law compressed reconstruction error for simplicity.
We conducted experiments using SRL between anchor
and positive pair. For each pair P+i = (x
A
i ,x
P
i ), the overall
loss L combines the conventional MSE loss and the speaker
representation distance (DSR) with positive pair to be mini-
mized per batch:
L =
∑
i
( β ∗DSR(P+i ;w) + Lmse(xcleani ,xPi ) )
DSR(P
+
i ;w) = d[ N(f(x
A
i )), N(f(x
P
i )) ], (1)
where xcleani is a clean spectrogram for training and β is a
constant weight (e.g. β = 0.3). If the β is set to 0, the loss
function would be the same as the original VF.
3.4. Triplet SRL
Triplet SRL is a loss function that minimizes the distance
between the embedding vectors from the same speaker con-
tent (anchor and positive samples) and maximizes the dis-
tance between different contents (anchor and negative sam-
ples), simultaneously. For each pair P+i = (x
A
i ,x
P
i ) and
P−i = (x
A
i ,x
N
i ), triplet SRL is minimized with the following
equation per batch with conventional MSE loss:
L =
∑
i
(β ∗ Ltri + Lmse(xcleani ,xPi ))
Ltri = max[ 0, DSR(P
+
i ;w)−DSR(P−i ;w) + α]
DSR(P
+
i ;w) = d[ N(f(x
A
i )), N(f(x
P
i )) ]
DSR(P
−
i ;w) = d[ N(f(x
A
i )), N(f(x
N
i )) ], (2)
where α and β are constant margin and weight (e.g. α =
1, β = 0.3). Since the purpose of SRL is to improve spectral
reconstruction, MSE loss is always included in the training
criteria of VF. Through the SRL-based training, error feed-
back of the target speaker presence can be used in addition to
the conventional spectrogram reconstruction error.
4. EXPERIMENTS
4.1. Data Generation and Settings
For a reliable comparison between the conventional VF and
our proposed method, we use VCTK dataset [16] as indicated
in [11], to train and evaluate our network. Moreover, 99 and
10 speakers are randomly selected for each training and val-
idation, followed by the data generation workflow also re-
ferred in [11]. Parameter settings are mostly the same as the
conventional VF, except for the d-vector dimension being set
to 512.
As mentioned in Section 3.1, we conducted the experi-
ments separately for each of the two anchor selections (ref-
erence or clean audio). In the initial training iteration, using
only the reconstruction loss showed better learning efficiency
(fast loss decrease). Therefore, SRL was used after 5 epoch
steps for all experiments.
The network is trained using adaptive movement estima-
tion (Adam) optimizer [17] with an initial learning rate of
10−3, decreasing by a factor of 0.99 for every epoch. The
training is stopped after 150 epochs or whenever the valida-
tion error did not improve for 10 epochs, whichever is sooner.
4.2. Evaluation and Results
To evaluate the performance of different VF models, we use
source to distortion ratio (SDR) [18] and perceptual evalua-
tion of speech quality (PESQ) [19] improvements. In both
cases, a higher number indicates a better resemblance of the
estimated speech to the clean speech of the reference speaker.
After conducting experiments of the individual task for
three times, the mean results are shown in Table 1. There are
performance differences depending on which anchor vector
Noisy audio without VoiceFilter (Baseline) :
Mean SDR : 6.001 [dB], PESQ : 2.059
(mean ± std.) Mean SDRimprov.
PESQ
improv.
Conventional VoiceFilter [11]
4.617
±0.047
0.526
±0.001
+ SRL
(with reference audio)
4.960
±0.031
0.587
±0.002
+ SRL
(with clean audio)
4.996
±0.028
0.593
±0.002
+ Triplet SRL
(with reference audio anchor)
4.953
±0.019
0.592
±0.001
+ Triplet SRL
(with clean audio anchor)
5.028
±0.024
0.598
±0.002
Table 1. PESQ and SDR improvements compared to noisy
audio baseline without the use of VoiceFilter. (Mean ± stan-
dard deviation.)
is used. However, regardless of those differences, all pro-
posed approaches show better performance compared to the
conventional VF. This is mostly because the conventional VF
training aims to reconstruct clean spectrogram without con-
sidering the target speaker characteristic. On the other hand,
the proposed approach is able to effectively reconstruct the
information of the target speaker even in a low SNR time-
frequency block by using content information of the anchor
speaker.
Depending on a point of view, performance improvement
could be marginal; however, note that this improvement was
achieved by only adding a loss function under the same VF
structure, without any additional network parameter.
5. CONCLUSIONS
We propose applying speaker representation loss (SRL) and
by extension, triplet SRL to conventional VoiceFilter system
as additional criteria. Experimental results show performance
improvement in speech separation via using the distance be-
tween speaker embedding spaces, i.e. speaker content repre-
sentation, to find the dominant attribute of the target speaker.
This performance improvement was achieved without any ad-
ditional network parameters or structures for the VoiceFilter
system, but only with the application of our proposed SRL
function.
As a future work, our proposed strategy can be extended
to use multi-way matching task introduced in [20, 21], as
a criterion that utilizes more information among audio fea-
tures. Moreover, our proposed loss is not just limited to
source separation framework, but it could also be applied to
other speech-related frameworks such as mask-based speech
enhancement [22] and noise robust speaker verification [23].
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