We consider the dynamic scheduling of different requests of service in a multiclass stochastic fluid model that is motivated by recent and emerging computing paradigms for Internet services and applications. Our primary focus is on environments with specific performance guarantees for each class under a profit model in which revenues are gained when performance guarantees are satisfied and penalties are incurred otherwise. Within the context of the corresponding fluid model, we explore the dynamic scheduling of different classes of service under conditions where the workload of certain classes may be overloaded for a transient period of time. In particular, we consider the case with two fluid classes and a single server whose capacity can be shared arbitrarily among the two classes. Under the assumptions that the class 1 arrival rate varies with time and the class 1 fluid can more efficiently reduce the holding cost, we determine the optimal server allocation policy that minimizes the holding cost in the fluid model when the arrival rate function for class 1 is known. Using the key insights gained from this deterministic case, we then study the stochastic fluid system when the arrival rate function for class 1 is random and propose various policies that are optimal or near optimal under various conditions. In particular, we consider two different types of heavy traffic regimes and prove that our propose policies are strongly asymptotically optimal. Numerical examples are also provided to demonstrate further that these policies yield good results in terms of minimizing the expected holding cost.
Introduction
Recent advances in Internet services and other emerging applications have created new computing and networking paradigms in which a set of e-commerce businesses contract with a common hosting provider of Internet applications and services for their respective customers. In such an environment, the hosting service provider needs to meet a diverse set of requirements of the various e-commerce businesses and customers. In order to address these diverse requirements and leverage potential economies of scale, the hosting service provider will often deploy a cluster of servers to effectively share the computing and networking resources required to support the desired Internet applications and services. A number of computer industry companies are already providing such hosting services, e.g., HP, IBM and Intel, and it appears that more companies will be doing so in the future.
To differentiate the diverse requirements of e-commerce businesses and customers, it is necessary to introduce the notion of different service classes. These service classes typically have distinct levels of importance to the hosting service provider, the businesses and their customers. Moreover, many of these service classes require specific Quality-of-Service (QoS) performance guarantees; failures to deliver such levels of QoS can have a significant impact on the e-commerce businesses and customers. For example, customers will easily lose patience and discontinue using the service if its responsiveness is perceived to be too long. Thus, as part of the contract between the service provider and each business, the hosting service provider agrees to guarantee a certain level of QoS for each class of service, and in return each e-commerce business agrees to pay the service provider for satisfying these QoS performance guarantees. Such Service-Level-Agreements (SLA) are included in service contracts between each business and the service provider, and they specify both performance targets or QoS guarantees, and financial consequences for meeting or failing to meet these targets. A service level agreement may also depend on the anticipated level of per-class workload from the customers of the business.
Thus it is critical for the hosting service provider to dynamically allocate its server resources to optimize performance and profit measures in cluster-based computing environments with SLA contracts containing QoS performance guarantees. This is also a fundamental issue for the continued growth and success of Internet services and applications. We therefore focus herein on a particularly important class of dynamic scheduling problems that arise in these computing environments. It is important to note, however, that while our analysis and results are motivated by such environments, they apply more generally to a wide variety of emerging computing environments with SLA-based QoS performance guarantees.
Previous studies to address QoS performance guarantees have focused mostly on throughput or mean response time measures. However, a crucial issue for Internet applications and services concerns the per-request efficiency with which the differentiated services are handled, because delays experienced by customers can result in lost revenue and customers for a business as noted above. Furthermore, such QoS performance guarantees may not be fully captured by the more standard performance metrics such as throughput and mean response time. To address these issues, we consider a general class of SLAs in which a threshold is defined for each class of service such that the hosting service provider gains revenues when the QoS level experienced by the class stays at or below the threshold, but the service provider pays penalties to the corresponding businesses when this threshold is exceeded. The optimal control problem is then concerned with allocating server resources in order to maximize the profit of hosting the collection of e-commerce sites under these SLA constraints.
Another big challenge of the problem concerns the diverse workloads of different e-commerce businesses and their variation over time. In particular, it is quite common in the computing environments of interest to have the workload of certain classes in each e-commerce site alternate between a period during which the arriving workload exceeds the allocated capacity, and a period during which the arriving workload is less than this capacity, even though the average load is within the allocated capacity; e.g., refer to [2] . These periods of transient overload can have a significant impact on the performance experienced by the different classes of service. This in turn can have a critical impact on the penalties that the hosting service provider must pay each e-commerce business according to the SLA contract between them. It is therefore crucial to include these important workload characteristics in the analysis of the optimal control problem.
Our problem falls within the general class of optimal resource control problems, but based on the foregoing non-conventional performance metrics and workload characteristics. Some research studies have considered the issue of workloads with transient overload, but these studies have focused on single-class workloads and specific scheduling strategies, such as admission control (e.g., [8] ) and direct modifications to the Internet server scheduling mechanism (e.g., [2, 5] ). In contrast, our focus in this paper is on the optimal dynamic scheduling of a multiclass system with transient overload. Furthermore, very little research has even attempted to consider the issue of maximizing profit in these computing paradigms under non-conventional performance metrics. The primary exception is the study in [11] , which develops queueing-theoretic bounds and approximations to formulate the resource control optimization problem and then exploits efficient algorithms for computing the optimal solution. This study is the one that is most related to our research, but it differs from the present study in several important respects. Our focus in this paper is on deriving the optimal dynamic scheduling policy and gaining insights into its fundamental properties, as opposed to computing the steady-state solution, and to do so under a workload with transient overload, which is not considered in [11] .
Our primary concern in this paper is to investigate the preceding optimal server resource control problem as a dynamic scheduling problem. Our approach is based on formulating the problem as a multiclass stochastic fluid model and exploiting optimal control theory [12, 13] to search for the optimal control policy that maximizes the total revenue over a fixed time horizon. Recent studies of a similar spirit for different dynamic scheduling problems include [1, 3, 6, 16] . To the best our knowledge, however, no optimal scheduling policy is known for the general problem considered herein. We therefore focus on minimizing the penalty of the hosting service provider by dynamically scheduling its server resources among the fluid classes in a system that can be overloaded for a transient period. To capture the QoS performance guarantees in the SLA contracts, a threshold value is introduced for each fluid class such that a holding cost is incurred only if the amount of fluid of a certain class exceeds its threshold value. Preliminary results on this problem can be found in an earlier work [4] . In this paper, we consider the specific case of two fluid classes and a single server whose capacity can be shared arbitrarily among the two classes. Under the assumptions that the class 1 arrival rate changes with time and the class 1 fluid can more efficiently reduce the holding cost, we develop the optimal server resource allocation policy that minimizes the holding cost in the corresponding fluid model when the arrival rate function for class 1 is known. Using the key insights gained from this deterministic case, we then study the stochastic fluid system when the arrival rate function for class 1 is random and propose various policies that are optimal or near optimal under various conditions. In particular, we consider two different types of heavy traffic regimes and prove that our proposed policies are strongly asymptotically optimal in the following sense: the difference between its performance and the optimality is bounded from above by a constant even as the optimal value itself goes to infinity. This notion of strong asymptotic optimality has also been considered in [14, 17] , as a measure to evaluate the closeness to optimality of approximating control policies. Numerical examples are also provided to demonstrate further that these policies yield good results in terms of minimizing the expected holding cost.
The outline of the paper is as follows. We define our multiclass fluid model in §2. Deterministic instance of the model is analyzed in §3 where we provide the optimal control policy. §4 and §5 consider the stochastic instance of the model. In §4, we present a discrete review policy and show that it is asymptotically optimal as the expected length of the high period tends to infinity. Other policies that are asymptotically optimal are further discussed in §5. Our concluding remarks are provided in §7. Throughout, proofs are relegated to the Appendix.
The stochastic fluid model
This paper focuses on the following stochastic fluid system that serves two classes of fluid. For each class, fluid continuously arrives at its buffer whose capacity is assumed to be infinite. Fluid in both classes is served by a single server whose service capacity can be shared arbitrarily among the two classes. When the server devotes full effort to class i, it processes class i fluid at rate µ i , i = 1, 2.
Class 2 fluid arrives at the system at a constant rate λ 2 throughout the time horizon under consideration. Class 1 fluid has a high arrival rate λ h 1 during the first part of the time interval. In the rest of the time interval, it has a low arrival rate λ l 1 . Naturally, we assume λ l 1 ≤ λ h 1 . The durations of the first and second time intervals are denoted by H and L, respectively. Both H and L are random. Some of their statistics like mean remaining life times are assumed to be known. These assumptions will be spelled in more precise terms later in the paper. We call the time interval [0, H) the high load period and the time interval [H, H + L) the low load period.
We use Z i (t) to denote the fluid level in class i at time t, and T i (t) to denote the cumulative amount of time in [0, t] that the server spends on class i fluid, i = 1, 2. The dynamics of our fluid system is given by the following equations
where λ i (s) is the arrival rate to class i at time s. Since the class 1 arrival rate function λ 1 (·) is random, the fluid level process Z is random as well. The allocation process T = {(T 1 (t), T 2 (t)), t ≥ 0} reflects how the server spends its service capacity among two classes. It is called a scheduling or service policy. Let h i > 0 and θ i ≥ 0 be constants, i = 1, 2. For a real number x, x + = max(x, 0). Consider the following integral
which is called the total cost of the system. One interprets h i as the holding cost per unit time when the fluid level in class i exceeds θ i . When the fluid level in class i is below θ i , the fluid does not accumulate cost for the system. Obviously, the cost depends on initial fluid level z = Z(0), and allocation T employed. Since H and L are random variables, the cost is also random. The focus of this paper is to find an allocation T to minimize the expected total cost for each initial point z. We assume that working on class 1 can more efficiently reduce holding costs. Namely,
When θ i = 0 for i = 1, 2, the optimal policy is given by the well-known cµ-rule. Namely, the server gives priority to class i with highest h i µ i . See, for example, Smith [15] , Klimov [9] and Green and Stidham [7] . To the best our knowledge, there is no optimal policy known for our general problem. In the special case when H and L are deterministic, and are known at the beginning of the time window, we will present an optimal policy. Using this policy, we will construct heuristic policies, known as discrete review policies, for controlling the system. We will present numerical experiments showing that these policies perform well. We will establish asymptotic results guaranteeing good performance of these policies in certain parameter regions. We will also identify other policies that are asymptotically optimal in certain parameter regions.
For any feasible allocation T , it follows that T (t) is Lipschitz continuous in t. Thus T is absolutely continuous and has derivatives almost everywhere. Therefore, specifying an allocation T is equivalent to specifying its derivativeṪ (t) for almost every t in (0, H + L). (For a function f ,ḟ (t) denotes the derivative of f at time t. Wheneverḟ (t) is used, the derivative f at time t is assumed to exist.) Clearly, any feasible allocation T should be non-anticipating. Namely,Ṫ (t) depends only on the information available up to time t.
For future reference, we define the traffic intensities of the system. The system load per unit of time contributed by class 1 fluid is ρ h 1 = λ h 1 /µ 1 for the high load period and ρ l 1 = λ l 1 /µ 1 for the low load period. The system load per unit of time contributed by class 2 fluid is constant given by ρ 2 = λ 2 /µ 2 > 0. The overall system load is ρ h = ρ h 1 + ρ 2 for the high load period and ρ l = ρ l 1 + ρ 2 for the low load period. When ρ h > 1 and ρ l < 1, the total system work increases in the high load period and decreases in the low load period. In this case, the high load period is also called the overload period. Thus, when ρ h > 1 and ρ l < 1 the system experiences an overload period followed by a under-load period, a phenomenon known as transient overload in literature; see, for example, [2] . Although understanding transient overload is the primary motivation of this paper, except explicitly stated otherwise, we do not assume ρ h > 1.
Optimal policies in the deterministic case
In this section, we present the optimal policy when the lengths of the high period and the low period are known. Thus, H and L are deterministic quantities. For convenience, we first define the following policy. Definition 1. The following policy referred as the Low-period-policy is implemented in the low period, i.e, when H < t ≤ H + L.
• If Z 1 (t) > θ 1 , full capacity is given to class 1, i.e.Ṫ 1 (t) = 1,Ṫ 2 (t) = 0, until class 1 fluid level decreases to its threshold θ 1 .
• If Z 1 (t) = θ 1 , Z 2 (t) > θ 2 , class 1 fluid is kept at its threshold value θ 1 , while the remaining capacity is used to serve class 2, i.e.Ṫ 1 (t) = ρ l 1 ,Ṫ 2 (t) = 1 − ρ l 1 until class 2 fluid level decreases to its threshold θ 2 .
• If Z 1 (t) ≤ θ 1 , Z 2 (t) ≤ θ 2 , then the policy is not unique andṪ 1 (t) andṪ 2 (t) can be chosen from any solution satisfyingṪ 1 (t) ≥ ρ l 1 ,Ṫ 2 (t) ≥ ρ 2 andṪ 1 (t) +Ṫ 2 (t) = 1. The optimal policy depends on the load conditions. In the next three subsections, we will describe the optimal policy under all possible load conditions. In the first case, it is assumed that ρ h 1 > 1, ρ l ≤ 1; in the second case, it is assumed that ρ h > 1, ρ h 1 ≤ 1, ρ l ≤ 1; and in the last case, it is assumed that ρ h ≤ 1, ρ l ≤ 1.
The case
Throughout this section, we assume that ρ h 1 > 1 and ρ l ≤ 1. Then the optimal policy has the following structure:
Low-period-policy.
Thus, the optimal policy gives fixed priority to class 2 in the interval 0 to s 1 , employs processor sharing in the interval s 1 to s 2 and gives fixed priority to class 1 in the interval s 2 to H. Specific values of s 1 , s 2 , u 1 , and u 2 depend on the initial fluid levels and the length of the high and the low periods. Before discussing the computation of s 1 , s 2 , u 1 and u 2 for all possible cases, we introduce the notation used in our developments:
The quantities ψ 1 , ψ 2 ,ψ 1 andψ 2 have the following interpretations. Quantity ψ 1 is the time that class 1 increases to its threshold θ 1 under the policy that gives fixed priority to class 1 if the initial fluid level of class 1 is below θ 1 and if the high period is long enough. Quantityψ 1 is the time class 1 increases to its threshold θ 1 under the policy that gives fixed priority to class 2 if the initial fluid level of class 1 is below θ 1 and if the high period is long enough. Quantity ψ 2 is the time class 2 increases to its threshold θ 2 under the policy that gives fixed priority to class 1 if the initial fluid level of class 2 is below θ 2 . Finally,ψ 2 is the time class 2 decreases to its threshold θ 2 under the policy that gives fixed priority to class 2 if the initial fluid level of class 2 is above θ 2 . Clearly, d 1 and d 2 denote the initial deviation of the fluid levels from the desired thresholds for classes 1 and 2, respectively. We also define
where
Quantities a 1 , a 2 and B have the following interpretations. Quantity a 1 is the critical value such that if the high period is longer than a 1 then under any policy either class 1 fluid level will exceed its threshold θ 1 or class 2 fluid level will exceed its threshold θ 2 . Quantity a 2 is the critical value such that if the high period is longer than a 2 and the low period is long enough to reduce the fluid level of class 1 to its threshold θ 1 then fixed priority to class 1 is the optimal policy in the high period. Finally, B is the critical value such that if the high period is longer than B and the low period is long enough to reduce the fluid level of class 1 to its threshold θ 1 then the optimal policy never uses processor sharing in the high period. Finally, for the sake of simplicity, we define
We are now ready to provide a more detailed description of the optimal policy.
• Case 1: Z 1 (0) ≥ θ 1 . In this case, the optimal policy is given by (OPT) with s 1 = s 2 = 0. Note that when setting s 1 = s 2 = 0, the (OPT) policy gives fixed priority to class 1 throughout the high period.
• Case 2:
Computation of s 1 , s 2 , u 1 and u 2 depends on the length of the high and the low periods.
-Case 2.1: If
then s 1 , s 2 , u 1 and u 2 are computed by solving
Note that equations (10) to (17) describe the evolution of the fluid levels of class 1 and class 2 from time 0 to t 2 under the optimal policy, where t 2 represents the time epoch at which the class 1 fluid level in the low period reaches its threshold value as indicated in equation (17) . In particular, equations (10) and (11) describe the evolution of fluid levels from time 0 to s 1 when higher priority is given to class 2. At s 1 , class 2 fluid level is reduced to its threshold θ 2 from above. Equations (12) to (14) describe the evolution of the fluid levels from s 1 to s 2 under the processor sharing policy. In [s 1 , s 2 ], class 2 fluid level remains at its threshold θ 2 . Equations (15) to (17) describe the evolution of class 1 fluid level from s 2 to t 2 under the policy that gives higher priority to class 1. Equation (15) implies that at time t 1 , class 1 fluid level increases to its threshold θ 1 . Equation (16) records the class 1 fluid level at the end of the high period. Equation (18) ensures that the profit gained by serving class 1 is equal to the profit lost by not serving class 2. Under the conditions given in (9) , it will be shown in Appendix A that equations (10) to (18) have a unique solution with 0
then we set t 2 = H + L and compute s 1 , s 2 , u 1 , u 2 and t 1 by solving equations (10)- (16) and (18).
then we set s 1 = s 2 and solve the equations (11) and (15)- (18) for s 2 , t 1 and t 2 .
then we set s 1 = s 2 and t 2 = H + L and compute s 2 and t 1 , by solving equations (11), (15)- (16) and (18).
-Case 2.5: If H ≤ max{a 1 ,ψ 1 }, then the optimal policy is given by (OPT) with s 1 = min{ψ 2 , H}, s 2 = H, u 2 = ρ 2 , and u 1 = 1 − ρ 2 .
-Case 2.6: If H ≥ a 2 and H + L ≥ (1 − η) −1 ψ 1 , then the optimal policy is given by (OPT) with s 1 = s 2 = 0.
• Case 3:
In this case, the optimal policy is given by (OPT) with s 1 = s 2 = 0.
• Case 4:
In this case, s 1 = 0. However, the computation of s 2 , u 1 and u 2 depends on the lengths of the high and the low periods as discussed below.
and t 2 are computed by solving equations (12)- (18) with s 1 = 0.
then we set t 2 = H + L, and solve the equations (12)- (16) and (18) with s 1 = 0 to compute s 2 , u 1 , u 2 and t 1 .
-Case 4.3: If H ≤ a 1 , then the optimal policy is given by (OPT) upon setting s 1 = 0,
, then the optimal policy is given by (OPT) with s 1 = s 2 = 0.
We prove the optimality of this policy in Appendix A. However, in order to give the reader an intuitive explanation, we consider one of the cases above, for example Case 3. We claim that if 
Thus, it is more profitable to give fixed priority to class 1 until the class 1 fluid level decreases to its threshold in the low period. If H < ψ 1 , then again the optimal policy is given by (OPT) upon setting s 1 = s 2 = 0 (i.e. giving fixed priority to class 1 in the high period), which yields a total cost of 0.
The following corollary immediately follows from the description of the optimal policy.
is optimal for all H ≥ 0 and L ≥ 0.
Note that if the initial fluid levels satisfy the conditions in (i) or (ii), the policy described in Corollary 2 is optimal even when the length of the high period and the length of the low period are random variables.
The case ρ
In this section, we assume that
Then the optimal policy has the following structure:
Low-period-policy;
with the convention that max{t :
In this section, we assume ρ h ≤ 1, ρ l ≤ 1. Then the optimal policy is ∀t ∈ (0, H) Low-period-policy except replace ρ
Remark 3. The policies described in Sections 3.2 and 3.3 can be implemented without knowing the length of the high and the low periods. Hence, these policies are also optimal when the length of the high period and the length of the low period are random variables.
Discrete review policies in the stochastic case
Throughout the rest of this paper, we shall consider the stochastic instance of the fluid model described in Section 2. Recall that the system starts with a high period, followed by a low period. The duration of the high period H, and the duration of the low period L, are independent random variables with known distributions. For this stochastic fluid control problem, the optimal policy when ρ h > 1, ρ h 1 ≤ 1, ρ l ≤ 1 is given in Section 3.2 and the optimal policy when ρ h ≤ 1, ρ l ≤ 1 is given in Section 3.3 (see Remark 3). We therefore focus only on the case when
To specify the control policy in this case, we shall always consider the following four subcases which were first introduced in Section 3 and are summarized below:
Case 2:
Case 3:
Case 4:
In this section, we present a discrete review policy that is asymptotically optimal as the expected length of the high period tends to infinity. Under our discrete review policy, the state of the system is observed at intervals of length l which is a predetermined quantity. Given l and the distributions of the high and low periods, the discrete review policy is implemented as follows. Let H 0 and L 0 denote the actual values of the high period and the low period respectively. The state of the system is observed at times t = 0, l, 2l, . . . , M l, where
Note that we do not assume that we know H 0 initially. We assume that the system can detect the end of the high period by observing a sudden drop in the arrival rate of class 1 fluid. At each time t, we observe the fluid level of both classes, i.e., Z 1 (t) and Z 2 (t). We then predict the remaining high periodH(t) and the low periodL(t) using one of the methods described below. If t < M l, we implement the policy described in Section 3 from t to t + l usingH(t) as the length of the high period,L(t) as the length of the low period, and Z 1 (t) and Z 2 (t) as the initial fluid levels. If t = M l, we implement the Low-period-policy from t until the end of the low period.
At time t, we either setH
Note that in (23) remaining high period is estimated by its expected value, and in (24) remaining high period is set equal to x which guarantees that probability that the remaining high period is larger than x is p. While implementing the discrete review policy in the numerical examples of Section 6, we use both of these methods to estimate the remaining high period and we set p = 0.25, 0.5 and 0.75. On the other hand, the remaining low period is always set equal to its mean. Hence,
We now show that our discrete review policy is asymptotically optimal as the expected length of the high period tends to infinity. Given the actual values of the high and low periods, let c(H 0 , L 0 ) be the holding cost under the optimal policy described in Section 3. The closed form expression for c(H 0 , L 0 ) is given in Appendix B. Similarly, let c DR (H 0 , L 0 ) denote the holding cost under our discrete review policy when the length of the high period is H 0 and the length of the low period is L 0 . 
then the discrete review policy is equivalent to giving fixed priority to class 1 in the high period, and we have
Proof. We provide the proof for the discrete review policy whereH(t) is calculated based on the method given in (23). The proof for the discrete review policy implemented with the method given in (24) is similar.
With a slight abuse of notation, we use d i (t) and ψ i (t), i = 1, 2 to denote the quantities defined in (5) and (6) at time t when fluid levels are Z i (t), i = 1, 2. Similarly, let a i (t), i = 1, 2 denote the corresponding quantities given in (7) at time t. Hence,
We first show by induction that for all 0 ≤ n ≤ M − 1, the discrete review policy setsṪ 1 (t) = 1,Ṫ 2 (t) = 0 for all t ∈ [nl, (n + 1)l). Hence the discrete review policy is equivalent to giving fixed priority to class 1 in the high period [0, H 0 ).
First consider t = 0. Note that for Case 1 and Case 3, it follows immediately from Corollary 2 that the discrete review policy gives fixed priority to class 1, i.e.Ṫ 1 (t) = 1,Ṫ 2 (t) = 0 for all t ∈ [0, l).
For Case 2, sinceH(t) ≥ D (where D is given in (26)), it follows from Case 2.6 in Section 3.1 that the discrete review policy gives fixed priority to class 1 in the interval [0, l).
For Case 4, sinceH(t) ≥ D (where D is given in (26)), we have from Case 4.4 in Section (3.1) that the discrete review policy gives fixed priority to class 1 in [0, l).
Therefore the claim is true for n = 0. Now assume that under the discrete review policy fixed priority is given to class 1 until t = nl for 1 ≤ n ≤ M − 1. Then the fluid levels of the two classes at time t = nl are Z 1 (nl) = Z 1 (0) + nl(λ h 1 − µ 1 ), and Z 2 (nl) = Z 2 (0) + nlλ 2 , respectively. It is easily checked from (5), (6) and (7) that
To specify the discrete review policy at time t = nl, again we consider Cases 1 to 4 given in (19) to (22) separately. Note that the conditions of these four cases should now be evaluated at time t = nl based on Z i (nl) and ψ i (nl), i = 1, 2.
Again under Case 1 and Case 3, Corollary 2 applies, hence, the discrete review policy setṡ T 1 (t) = 1,Ṫ 2 (t) = 0 and gives fixed priority to class 1 for all t ∈ [nl, (n + 1)l).
Under Case 2, sinceH(0) = E[H], and note that
it follows from Case 2.6 in Section 3.1 that the discrete review policy gives fixed priority to class 1 in the interval [nl, (n + 1)l). Similarly, for Case 4, (27) implies that conditions of Case 4.4 in Section (3.1) hold, hence the discrete review policy gives fixed priority to class 1 in the interval [nl, (n + 1)l).
This then completes the induction and we therefore conclude that the discrete review policy setsṪ 1 
The result (25) then follows from Proposition 6 in Section 5.
Remark 5. The proof for other methods are the same except E[H] is replaced byH(0) in (27).
Other policies that are asymptotically optimal
Throughout this section, we assume that ρ h 1 > 1 and ρ l ≤ 1. We are interested in two heavy traffic regimes. In the first one, the expected length of the high period tends to infinity. In the second one, traffic intensity of class 2 (i.e. ρ 2 ) tends to 1 − ρ l 1 when ρ l 1 is fixed and the low period is infinitely long. Under both these regimes, we are interested in finding the asymptotically optimal policies.
Consider the policy that gives fixed priority to class 1 in the high period and uses the Lowperiod-policy in the low period. For the rest of the paper, we will refer to this policy as FP1. We shall use c F P 1 (H 0 , L 0 ) and c(H 0 , L 0 ) to denote respectively the holding cost of the FP1 policy and that of the optimal control policy (as specified in Section 3) when the length of the high period is H 0 and the length of the low period is L 0 . We then have the following proposition.
Proposition 6. There exists β 2 ≥ 0, which does not depend on the duration of the high period and low period, such that
Proof. We need to consider the holding costs under Cases 1 to 4 separately. Note that for Case 1 and Case 3, Corollary 2 applies and the optimal policy is FP1, hence we can take β 2 = 0 for these two cases. Now consider Case 4. Note that the optimal policy (as described in Section 3) is the same as FP1 policy in Case 4.4, and differs from FP1 only under Cases 4.1, 4.2 and 4.3; that is, the two costs differ only when (H 0 , L 0 ) belongs to ∆ 1 or ∆ 2 where
Note that holding cost function is quadratic in H 0 and L 0 under both the optimal policy and the FP1 policy (See Appendix B). Moreover, since ∆ 1 is a bounded region, the difference between the holding cost of these two policies must be bounded. Now suppose that (H 0 , L 0 ) ∈ ∆ 2 . Sinceψ 2 < 0 in Case 4, it follows from the holding cost expressions in (OPT:12) and (OPT: 15) 
which correspond to the conditions given in (FP1:1), (FP1:4) and (FP1:7) (note that γ 5 ≥ γ 4 ) respectively. In these three cases, the cost function
is bounded and the result of Proposition 6 holds for Case 4.
The proof for Case 2 is similar and thus omitted.
We next consider the case that the traffic intensify of class 2 tends to 1 − ρ l 1 (i.e. the system is always heavily loaded) and the expected length of the low period tends to infinity. Again we consider Cases 1 to 4 given in (19) to (22), separately. We know from Corollary 2 that in Cases 1 and 3, FP1 policy is optimal. Hence, we only consider Cases 2 and 4. We start with Case 4.
Definition 7. Assume conditions of Case 4. We define the π a 1 policy as follows:
Under Case 4, since initially both class 1 and class 2 fluid levels are below their threshold values, π a 1 policy starts with processor sharing. In the processor sharing serving scheme,Ṫ 1 (t) andṪ 2 (t) are chosen such that the time that class 2 fluid level reaches its threshold is delayed while ensuring that the cost accumulated from class 1 in the high period is not too high. Moreover, this choice oḟ T 1 (t) andṪ 2 (t) guarantees that class 1 and class 2 reach their thresholds from below at the same time if H is long enough to do so. Thus, during the processor sharing period, the π a 1 policy gives as much proportion of service as possible to class 2 while maintaining class 1 below its threshold. Note that if the traffic intensity in the low period is close to 1 and the low period is long, the holding cost for class 2 fluid in the low period can be high. Hence, it is important to reduce the amount of class 2 fluid at the beginning of the low period without incurring too much cost from class 1 fluid. We will show in Proposition 10 that when ρ 2 → 1 − ρ l 1 and E[L] → ∞, π a 1 is strongly asymptotically optimal under the assumptions of Case 4. We use a notion of strongly asymptotically optimal (as introduced in [14] ) in the following sense:
Definition 8. Consider a control problem where the performance measure J(u, α) is a function of the control policy u and parameter α. Let the optimal control policy be u * (α), and suppose
We will also use the following notation. 
and π a 1 is strongly asymptotically optimal.
Proof. We start with characterizing the difference between
, we have from (OPT:1) and (OPT:2) (for holding cost under the optimal policy given in Appendix B), and from (a 1 : 1) and (a 1 : 2) (for holding cost under π a 1 policy given in Appendix B),
H.
, we have from (OPT:12) and (OPT:13) (for holding cost under the optimal policy), and from (a 1 : 1) and (a 1 : 2) (for holding cost under
If H ≤ a 1 , we have from (OPT:15) (note thatψ 2 < 0 in Case 4), and from (a 1 : 4),
Putting these together, we have
which completes the proof.
We next consider Case 2 given in (20).
Definition 11. Assume conditions of Case 2. We define the FP2-FP1 policy as follows:
Note that FP2-FP1 policy is similar to the π a 1 policy. However, since initially class 2 fluid is above its threshold level, FP2-FP1 policy starts with giving fixed priority to class 2. Let c FP2−FP1 (H, L) denote the holding cost under the FP2-FP1 policy when the length of the high period is H and the length of the low period is L. The closed form expression for c FP2−FP1 (H, L) is given in Appendix. B.
Proposition 12. Assume conditions of Case 2. Suppose H and L are random variables with
and FP2-FP1 policy is strongly asymptotically optimal.
Proof. First supposeψ 1 <ψ 2 , then B ≤ψ 1 . Define (H, L) belongs to the union of the regions considered in (OPT:1) and (OPT:2) for optimal policy, and to the union of the regions considered in (FP2-FP1:1) and (FP2-FP1:2) for FP2-FP1 policy (see Appendix B). Using the corresponding holding cost expressions, with some algebra we have
If (H, L) ∈ ∆ 2 , since B ≤ψ 1 and γ 3 ≥ γ 2 , (H, L) belongs to the union of the regions considered in (OPT:4) and (OPT:5) for optimal policy, and to the union of the regions considered in (FP2-FP1:1) and (FP2-FP1:2) for FP2-FP1 policy. Using the corresponding holding cost expressions, with some algebra we have 
Since E[H 2 ] < ∞ and since the above upper bounds not depend on ρ 2 and L, the proof is complete forψ 1 ≤ψ 2 . The proof for the caseψ 1 ≥ψ 2 is similar and it is omitted.
Numerical results
In this section, we provide numerical examples to demonstrate the performance of the discrete review policy described in Section 4 in systems with random high and low periods. Ideally, once the exact lengths of the high and low periods (H and L) are known, one can follow the optimal policy in the deterministic case described in Section 3. Let c(H, L) denote the total holding cost under the optimal policy when the lengths of the high and low periods are known. Since one can not observe the true lengths of the either periods until they end, such a policy is not implementable. However, the quantity E[c(H, L)] can be used as a lower bound of the cost function since no other policy can outperform such a policy with perfect knowledge of H and L. We will use this lower bound (which will be referred as LB) as a guideline to evaluate the performance of other implementable policies.
While implementing the discrete review policy, we use both of the methods given in (23) and (24) to estimate the remaining high period and set p = 0.25, 0.5 and 0.75. Recall that the remaining low period is always set equal to its mean. The discrete review policy implemented with the method in (23) (i.e. the remaining high period is set equal to its expected value) will be called DSview1, and the discrete review policies implemented with the method given in (24) with p = 0.25, 0.5 and 0.75 will be called DSview2, DSview3, and DSview4, respectively. We compare the expected holding cost of these four policies with the lower bound LB, the expected holding cost of the FP1 policy and the expected holding cost of the π a 1 policy.
We consider two sets of examples, referred as System I and System II respectively. In System I, parameters are set as follow: H, L) and the holding costs of the four discrete review policies. We then compute the average holding costs over 500,000 replications. Tables 1 through 4 display the average value of the lower bound on holding cost and the percentage difference off the lower bound of the average holding cost of the FP1, π a 1 , DSview1, DSview2, DSview3 and DSview4 policies.
As Tables 1 through 4 show, discrete review policies have a good holding cost performance. The largest percentage difference between the holding cost of discrete review policies and the lower bound on the holding cost is approximately 21%. Moreover, the discrete review policies are more robust than the FP1 and the π a 1 policies. Note that the average holding cost under the discrete review policies is much less than the average holding cost under the FP1 policy in Cases A and B when E[H] is small to moderate. The same result also holds for Case C when ρ l 1 = 0 and ρ 2 = 0.95. In all our numerical examples for systems with ρ l 1 = 0.1 and ρ 2 = 0.4, the discrete review policies outperform
In systems with ρ l 1 = 0 and ρ 2 = 0.95, the performances of DSview2 and DSview4 policies depend on the expected length of the low period. Even though the DSview4 policy shows poor performance (compared to the other discrete review policies) when E[L] is small, its performance improves (in particular in Cases A and B) as E[L] gets large. On the other hand, even though DSview2 policy has one of the best performances among the discrete review policies when E[L] is small, its performance deteriorates in Cases A and B as E[L] gets large. However, in Case C, DSview1 and DSview2 policies always have better holding cost performance than the other discrete review policies.
In conclusion, discrete review policies yield good holding cost performance and they are robust with respect to the system parameters. Among the discrete review policies, one can employ the DSview2 policy (in order to reduce the total holding cost) if class 2 is not heavily loaded and the coefficient of variation of the high period is not large. However, if the coefficient of variation of the high period is large, DSview1 policy seems to outperform the others as E[H] increases. On the other hand, if class 2 is heavily loaded, DSview1 policy has a good overall policy.
Summary and conclusions
We presented a study of the dynamic scheduling of different classes of service in a fluid model of computing paradigms for Internet services that may be overloaded for a transient period. In particular, we focused on minimizing the penalty of the hosting service provider by scheduling its server resources among various e-commerce sites under Service-Level-Agreement (SLA) contracts with specific Quality-of-Service (QoS) performance guarantees for each class of service.
Our focus in this paper was on a system with two fluid classes and a single server whose capacity can be shared arbitrarily among the two classes. In order to capture the QoS performance guarantees in the SLA contracts, we introduced a threshold value for each fluid class such that a holding cost is incurred only if the amount of fluid of a certain class exceeds its threshold value. We assumed that the class 1 arrival rate changes with time and the class 1 fluid can more efficiently reduce the holding cost. Under these assumptions, our objective is to specify the optimal server allocation policy that minimizes the total holding cost.
We first considered the case that the arrival rate function for class 1 fluid is known. In this deterministic setting we could completely characterize the optimal server allocation policy that minimizes the holding cost. We then studied the stochastic fluid system when the arrival rate function for class 1 is random. Using the key insights gained from the optimal policy in the deterministic setting, we developed simple (heuristic) server allocation policies. These policies called "discrete review policies" are not only easy to implement but also shown to be strongly asymptotically optimal for the two heavy traffic regimes considered in this paper. Moreover, numerical studies have also demonstrated that discrete review policies yield good holding cost performance in general (not only in the asymptotic sense) and they are robust with respect to the system parameters such as load and class 1 arrival rate function. 
Appendices A Proofs for the optimality of the policies in Section 3
Before we prove the optimality of the policies given in Section 3, we provide a lemma related to the Pontryagin maximum principle. Originally, this lemma was given in Seierstad and Sydsaeter [13] but the version stated here was tailored for our problem. For completeness, we also provide the proof of the lemma.
Consider an optimal control problem as follows,
where f 0 (
x(t), u(t), t), and f (x(t), u(t), t) are continuous functions of t over [B 0 , B 1 ] except at finite number of points. We say that (x(t), u(t)) is an admissible pair if x(t) is absolutely continuous, u(t) is piecewise continuous, and they satisfy (29) to (32). We want to find an optimal admissible pair (x(t), u(t))
that maximizes integral in (28). In the following lemma, for vectors a and b, a · b denotes the usual inner product of a and b.
Lemma 13. Let (x(t),ū(t)) be an admissible pair for the problem given in (28) to (32). Suppose there exists a continuous function p(t)
= (p 1 (t), p 2 (t), . . . , p n (t)) on [B 0 , B 1 ] such
that it has a piecewise continuous derivativeṗ(t), the continuity ofṗ(t) is violated only at finite number of points, and p(t) satisfies
In addition, the Hamiltonian function
H(x(t), u(t), p(t), t) = f 0 (x(t), u(t), t) + p(t) · f (x(t), u(t), t) (34)
satisfies the following
H(x(t),ū(t), p(t), t) − H(x(t), u(t), p(t), t) ≥ṗ(t) · (x(t) −x(t)) (35) for all admissible pairs (x(t), u(t)), for all t ∈ [B 0 , B 1 ] except at finite number of points. Then (x(t),ū(t)) is an optimal pair for problem (28) to (32).
Proof. We use ∆ to denote the following
Then the optimality of (x(t),ū(t)) is equivalent to ∆ ≥ 0 for all admissible pairs (x(t), u(t)).
According to (34) we have
[H(x(t),ū(t), p(t), t) − H(x(t), u(t), p(t), t)] dt
It then follows from (29) and (35) that
, are all the possible discontinuity points oḟ p(t),ẋ(t) andẋ(t). So the right hand side of the above inequality can be written as
where the last equality is due to the continuity of p(t), x(t),x(t) and (30), and the last inequality is based on (31) and (33). Hence, ∆ ≥ 0, and the optimality of (x(t),ū(t)) is proven.
We next prove that the policy specified in Section 3 is optimal for our original problem described in Section 2 with deterministic high and low periods. First, replacingṪ i (t) by u i (t), notice that our original control problem is equivalent to
where λ 1 (t) = λ h 1 , ∀t ∈ (0, H), and λ 1 (t) = λ l 1 , ∀t ∈ (H, H + L), and λ 2 (t) = λ 2 , ∀t ∈ (0, H + L). Hereafter, we are going to use u * (t) to denote the proposed policy given in Section 3, and Z * (t) to denote the fluid level under this policy.
Based on Lemma 13, in order to prove the optimality of (Z * , u * ), it suffices to construct continuous functions p i (t), i = 1, 2, with piecewise continuous derivatives such that (Z * (t), u * (t), p(t)) satisfies (33) and (35) . In what follows, we illustrate the basic idea of the construction and proof by focusing on only one special case in Section 3. Notice that other cases can be proved similarly.
A.1 Proof for the optimality of the policy in section 3.1.
Before introducing our construction of p's, we first describe the fluid level evolution of both classes under the policy u * specified in Section 3.1.
Notice that under the policy u * , class 1 will have higher priority starting from time s 2 until time t in the low period such that Z * 1 (t) ≤ θ 1 . Corresponding to this policy, we define two critical time instances for class 1 as follow
where t 1 is the time that class 1 increases to its threshold from below in the high period if the duration of high period is long enough, and t 2 is the time that class 1 decreases to its threshold from above in the low period if the duration of the low period is long enough. Similarly, we define two critical time instances for class 2
wheres 2 is the time that class 2 increases to its threshold from below during the time interval that class 1 has higher priority, i.e. during interval [s 2 , t 2 ] andt 2 is the time that class 2 decreases to its threshold from above in the low period if the duration of the low period is long enough. Note that after class 1 decreases to its threshold from above in the low period at t 2 , the Low-period-policy gives enough capacity to class 2 to decrease class 2 fluid level.
Based on the definition of s 1 , s 2 (described in Section 3) and the definition of t 1 , t 2 ,s 2 ,t 2 , we claim the following holds: Claim 1:
Claim 2:
For ease of readability, we defer the proof of the claims to the end and next show how to construct the auxiliary functions p(t).
It follows from the Pontryagin maximal principle that the optimal policy has to satisfyṗ i (t) =
H(Z(t), p(t), t) at the differentiable points, where the Hamiltonian function is given by

H(Z(t), u(t), p(t), t) =
We therefore construct p i (t), i = 1, 2 (in a backward fashion) as follows:
Based on the above construction, we have the following properties stated as Claim 3, whose proof is also deferred to the end of this subsection. Claim 3:
∀t ∈ (0, s 1 ) :
Based on Lemma 13, the optimality follows once we show that (Z * (t), u * (t), p(t)) satisfies (33) and (35). From the construction of p i (t), (33) holds immediately. It remains to show that (35) holds in each time interval throughout (0, H + L) under all four cases given in (19) to (22). Here, we focus only on Case 2.1 to illustrate the basic idea. The other cases can be proved similarly.
Consider, for example, the first time interval (0, s 1 ). The policy in this period is u * 1 (t) = 0, u * 2 (t) = 1, and from Claim 2 we have Z *
Note that no other admissible policy can reduce more class 2 fluid level than u * , thus under any admissible policy u i (t), the fluid level will satisfy Z 1 (t) < θ 1 and Z 2 (t) > θ 2 for t ∈ (0, s 1 ). Plugging this in (45), we have the left hand side of (35) equal to
Based on Claim 3, for all t in (0,
Note that u * 1 (t) + u * 2 (t) = 1, and the admissible u i (t), i = 1, 2 satisfies u 1 (t) + u 2 (t) ≤ 1, so the right hand side of the above inequality is non-negative. It follows immediately that (35) holds for all time t in the interval (0, s 1 ).
Repeating this procedure for the remaining intervals, we can similarly prove that (35) holds for all time t in (0, H + L). Hence the optimality of the proposed policy is guaranteed.
We now prove the three claims we made earlier. Again, we focus only on Case 2.1 to illustrate the basic idea. The other cases can be proved similarly.
• Proof for Claim 1 and Claim 2 in Case 2.1. Recall that in Case 2.1, we assume that
, and condition (9) holds. In this case, s 1 and s 2 are solved using the equations given in (10) to (18). Simultaneously, we also compute u 1 , u 2 , t 1 and t 2 . They can all be expressed in terms of initial fluid levels Z * i (0), i = 1, 2, durations of the high and low periods H and L, the arrival rates λ h 1 , λ l 1 , and λ 2 , service rates µ i , i = 1, 2, and holding cost rates h i , i = 1, 2.
Since Z * 2 (0) > θ 2 and ρ 2 < 1 (i.e λ 2 < µ 2 ), it follows from (10) that s 1 > 0 (s 1 is the time that class 2 decreases to its threshold when it has higher priority). Since Z * 2 (s 1 ) = θ 2 , it follows from (12) that u 2 = ρ 2 > 0. Hence, from (14)
Under the proposed policy, we know that λ h 1 > µ 1 . Hence, the fluid level Z * 1 (t) increases in the interval (0, H) and Z * 1 (0) < θ 1 and Z * 1 (t 1 ) = θ 1 (see (15)). Thus, for any t ∈ (0, t 1 ), we know that Z * 1 (t) < θ 1 and for any t ∈ (t 1 , H), Z * 1 (t) > θ 1 . Under the proposed policy, in the low period, the fluid level Z * 1 (t) decreases until it hits its threshold at t 2 (see (17)). Hence, for any t ∈ (t 1 , t 2 ), Z * 1 (t) > θ 1 . Then we can see that t 1 and t 2 obtained from the set of equations of Case 2.1 coincide with their definitions given in (41) and (42). Hence, the first inequality of claim 1 holds. From the definition ofs 2 andt 2 , we can immediately see that the second inequality of claim 1 also holds.
We now prove Claim 2. While proving Claim 1, we have already shown that Z * 1 (t) satisfies the inequalities in Claim 2 for all t < t 2 . Since λ 2 < µ 2 and u 2 = ρ 2 , under the proposed policy, Z * 2 (t) decreases in the interval (0, s 1 ), until it reaches θ 2 at s 1 (see (10) ). It is kept at its threshold θ 2 in the interval (s 1 , s 2 ) since λ 2 = µ 2 u 2 . Then it increases in the interval (s 2 , H) since class 1 has higher priority. Since Z * 1 (t) > θ 1 in the interval (H, t 2 ), under the proposed Low-period-policy, class 1 still has higher priority and class 2 fluid continues to increase until class 1 fluid decreases to its threshold at t 2 . Hence,
After t 2 , under the proposed Low-period-policy, if Z * 2 (t 2 ) > θ 2 , then class 1 fluid is going to be kept at its threshold by setting u * 1 (t) = ρ l 1 , and class 2 fluid is going to decrease by holding service capacity at u * 2 (t) = 1 − ρ l 1 > ρ 2 until class 2 fluid reaches its threshold from above att 2 (see the definition oft 2 given in (44)). Aftert 2 , u * 1 (t) > ρ l 1 and u * 2 (t) > ρ 2 1 . So, fluid levels of both classes are going to decrease and are maintained below their thresholds. Hence,
This completes the proofs of Claims 1 and 2.
• Proof for Claim 3 in Case 2.1. From the proofs of Claims 1 and 2, we know that in this cases 2 = s 2 .
From the construction of p i (t), i = 1, 2, we know that they are piecewise linear functions. To compare their values, it is sufficient to compare them at the end points of each interval. Since
Based on the derivatives, we then have
Using the fact that
Based on the derivatives of p(t), we have
From (18) and
For t ∈ (0, s 1 ), based on the derivatives of p(t), we have
Note that µ i p i (t) has the same value at s 1 for i = 1, 2 and t − s 1 < 0 for t ∈ (0, s 1 ). Then we have
This completes the proof of Claim 3.
A.2 Proof for the optimality of the policy in Section 3.2
We will only construct the auxiliary function p i (t), i = 1, 2. To complete the proof of (35), one only needs to go through the routine procedure as described in Section A.1. We define t 2 ,s 2 andt 2 in the same way as in (42), (43) and (44) but now they are defined under the policy given in Section 3.2. According to the definition of the break points s i , i = 1, 2, 3,s 2 , t 2 , andt 2 , we can specify the fluid level evolution for each time interval, and the derivatives of p i (t), i = 1, 2, accordingly as follows:
and we let p i (H +L) = 0, i = 1, 2. Thus, we can construct continuous and piecewise linear functions p i (t), i = 1, 2 which have the specified derivatives in each interval and satisfy (33). Note that if the right hand side of an interval in the preceding paragraph is not strictly larger than the left side of the interval, then that interval does not exist but this does not affect our definition of the derivatives of p i (t) and the fluid level description Z * i (t) for i = 1, 2.
A.3 Proof for the optimality of the policy in Section 3.3
As in the proof of the optimality of the policies given in Sections 3.1 and 3.2, the proof involves constructing the functions p i (t), i = 1, 2 based on the Pontryagin maximal principle and is omitted.
B Holding cost expressions
In this section, we provide expressions for the holding cost under various policies when the length of the high period is H and the length of the low period is L. These expressions are used extensively in Section 5. We only consider the cases given in Section 3, i.e., we assume ρ h 1 > 1 and ρ l 1 + ρ 2 < 1. We know from Corollary 2 that for Case 1 and Case 3, specified in (19) and (21) respectively, FP1 policy is optimal. Hence, we focus only on Cases 2 and 4 given in (20) and (22) respectively. In order to see the performance of the policies considered in Section 5, we first provide the holding cost expressions under the optimal policy. These expressions serve as the lower bound for all the other policies. Then we also provide the holding cost expressions under FP1 policy for Cases 2 and 4. In addition, we also provide the holding cost expressions under FP2-FP1 policy for Case 2, and the holding cost expressions under π a 1 policy for Case 4. These expressions help evaluate the performance of these two policies when ρ 2 + ρ l 1 → 1. When H and L are known, the optimal policy is given in Section 3.1. In order to compute the holding cost expression under a given policy, we observe the evolution of the fluid levels of both classes under this policy. Given the fluid levels, holding cost incurred by class 1 and class 2 can be computed easily. For example, for Case 2, when H and L satisfy the conditions of Case 2.6 (in Section 3.1), i.e., H > a 2 , H + L > ψ 1 (1 − η) −1 , the optimal policy is to set s 1 = s 2 = 0 which is equivalent to the FP1 policy. We know that fluid levels of both classes will increase, and at t 1 = ψ 1 , class 1 fluid reaches its threshold from below and starts to incur cost. Fluid levels of both classes continue to increase linearly until the beginning of the low period. In the low period, fluid level of class 1 begins to decrease and class 2 fluid continues to increase until class 1 fluid decreases to its threshold, which happens at t 2 . After t 2 , class 1 fluid is kept at its threshold and class 2 fluid begins to decrease and reaches its threshold att 2 . We know that aftert 2 , both classes will be kept below their thresholds. Note that when H > a 2 , under the optimal policy, L ≥t 2 − H is equivalent to L ≥ γ 4 (H − a 1 ) (which is OPT:1 below) and H ≥ a 2 , L ≥ γ 4 (H − a 1 ) imply that the conditions of Case 2.6, i.e., H ≥ a 2 , H + L > ψ 1 (1 − η) −1 are satisfied. So, we can compute the holding cost when H ≥ a 2 and L ≥ γ 4 (H − a 1 ) . We obtain the holding cost expressions for the other cases in a similar way.
B.1 Cost under the optimal policy
While computing the holding cost under the optimal policy, we combine Cases 2 and 4 whenever ψ − 2 = 0 (in Case 4). However, we have to divide each case into several subcases in order to obtain closed form expressions for the holding cost. As a result, we have 17 subcases labeled (OPT:1) to (OPT:17). Recall that t 1 is the time that class 1 increases to its threshold from below in the high period, and t 2 is the time that class 1 decreases to its threshold from above in the low period if the low period is long enough, andt 2 is the time that class 2 decreases to its threshold from above if the low period is long enough. Also, recall thatψ 1 ≥ψ 2 is equivalent to B ≥ a 1 ≥ψ 1 ≥ψ 2 .
1. Assume that the conditions of Case 2.6 (or Case 4.4) are satisfied and L ≥t 2 . In Case 2.6 (and Case 4.4), the optimal policy sets s 1 = s 2 = 0, i.e. implements the FP1 policy. If L ≥t 2 is also satisfied, then the low period is long enough so that the fluid levels of both classes reach their thresholds. This is equivalent to
where γ 4 is given in the proof of Proposition 6 in Section 5, and the holding cost is
2. Assume that the conditions of Case 2.6 (or Case 4.4) are satisfied and t 2 ≤ L ≤t 2 . As mentioned above, in Case 2.6 (and Case 4.4), the optimal policy implements the FP1 policy. If t 2 ≤ L ≤t 2 , then the low period is long enough such that class 1 fluid level reaches its threshold, but class 2 fluid is still above its threshold when the low period is over. This is equivalent to
and the holding cost is
3. Assume that the conditions of Case 2.6 (or Case 4.4) are satisfied and L ≤ t 2 . The optimal policy sets s 1 = s 2 = 0, i.e. implements the FP1 policy. Since L ≤ t 2 , at the end of the low period, both classes will be above their thresholds. This is equivalent to
and the optimal cost is
4. Assume that the conditions of Case 2.3 are satisfied and L ≥t 2 − H. In Case 2.3 optimal policy sets
, which means that the low period is long enough so that fluid levels of both classes reach their thresholds. Thus, if
5. Assume that the conditions of Case 2.3 are satisfied and L ≤t 2 − H. When H and L satisfy the conditions of Case 2.3, it implies that L ≥ t 2 , i.e., the low period is long enough so that class 1 reaches its threshold. However, since L ≤t 2 − H, the low period is not long enough for class 2 to reach its threshold. At the end of the low period, class 2 fluid is still above its threshold, but class 1 is below its threshold. Hence, if
where t 2 , t 1 , s are the same as in the previous case.
6. Assume that the conditions of Case 2.4 are satisfied. In Case 2.4, the optimal policy sets s 1 = s 2 = s and t 2 = H + L. In this case, at the end of the low period the fluid levels of both classes are above their thresholds. Thus, if
.
7.
Assume that the conditions of Case 2.5 are satisfied,ψ 1 ≤ψ 2 , class 2 decreases to its threshold before class 1 increases to its threshold, and the low period is long enough to decrease class 2 fluid to its threshold. When conditions of Case 2.5 are satisfied, andψ 1 ≤ψ 2 , we have H ≤ψ 1 ≤ψ 2 and the optimal policy sets s 1 = s 2 = H. In the high period, class 2 has higher priority and in the low period, class 2 has higher priority until class 1 fluid increases to its threshold or class 2 fluid decreases to its threshold. Under this policy, let t 1 be the time that class 1 fluid increases to its threshold in the low period if the low period is long enough. Then, 
where s 1 , s 2 , t 1 , t 2 are the same as given in Case 2.1 (Case 4.1).
14. Assume that conditions of Case 2.2 (or Case 4.2) are satisfied. Note that
Since the low period is not long enough for class 1 fluid to decrease to its threshold, t 2 = H + L. With some algebra we have
long as its fluid level is above its threshold, and class 2 fluid reaches its threshold atψ 2 . After ψ 2 , server will allocate enough capacity to keep class 2 fluid level below its threshold and the remaining capacity will be allocated to class 1. In this case, class 1 fluid will never reach its threshold in the high period. Similarly, for Case 4.3, under the optimal policy class 1 and class 2 fluids will stay below their thresholds in the high period. Hence, if
16. Assume that conditions of Case 2.5 are satisfied,ψ 2 ≤ψ 1 , and class 2 fluid does not reach its threshold in the high period, but it reaches its threshold in the low period. If
17. Assume that conditions of Case 2.5 are satisfiedψ 2 ≤ψ 1 , and class 2 fluid does not reach its threshold in the low period. Hence, if
then the holding cost is
B.2 Cost under the FP1 policy when ψ 2 < ψ 1 (Case 2 and Case 4)
Note that when ψ 2 < ψ 1 , under the FP1 policy, class 2 fluid increases to its threshold before class 1 fluid increases to its threshold in the high period if the high period is long enough, i.e. if H ≥ ψ 2 . In order to compute the holding cost under the FP1 policy, we consider 9 different cases labeled (FP1:1) to (FP1:9).
1. Assume that class 1 fluid increases to its threshold in the high period and decreases to its threshold in the low period and class 2 fluid also decreases to its threshold in the low period. Hence, if
then the holding cost under FP1 policy is
2. Assume that class 1 fluid increases to its threshold in the high period and decreases to its threshold in the low period but class 2 fluid does not decrease to its threshold at the end of the low period. Hence, if
the holding cost under FP1 policy is
3. Assume that class 1 fluid increases to its threshold in the high period but does not decrease to its threshold in the low period. Hence, if
4. Assume that class 1 fluid does not increase to its threshold in the high period, but class 2 fluid increases to its threshold in the high period. In the low period, before class 2 fluid decreases to its threshold, class 1 fluid increases to its threshold, and the server allocates enough capacity to maintain class 1 fluid at its threshold until class 2 fluid decreases to its threshold. The low period is long enough for class 2 fluid to decrease to its threshold. At the end of the low period, fluid levels of both classes are below their thresholds. Hence, if
5. Assume that class 1 fluid does not increase to its threshold in the high period, but class 2 fluid increases to its threshold in the high period. In the low period, before class 2 fluid decreases to its threshold, class 1 fluid increases to its threshold, and the server allocates just enough capacity to maintain class 1 fluid at its threshold until class 2 fluid decreases to its threshold. The low period is not long enough for class 2 fluid to decrease to its threshold. At the end of the low period, class 1 fluid is below its threshold and class 2 fluid is still above its threshold. Hence, if
6. Assume that class 1 does not increase to its threshold in the high period, but class 2 increases to its threshold in the high period. If the low period were long enough, class 1 fluid would increase to its threshold before class 2 fluid decreases to its threshold. However, the low period is not long enough and class 1 fluid is still below its threshold and class 2 is above its threshold at the end of the low period. Hence, if
7. Assume that class 1 fluid does not increase to its threshold in the high period, but class 2 fluid increases to its threshold in the high period. In the low period, class 2 fluid decreases to its threshold before class 1 fluid increases to its threshold. The low period is long enough such that at the end of the low period, both class 1 and class 2 fluids are below their thresholds. Hence, if
where γ 6 = ρ 2 (1 − ρ 2 ) −1 then the holding cost under FP1 policy is
8. Assume that class 1 fluid does not increase to its threshold in the high period, but class 2 fluid increases to its threshold in the high period. If the low period were long enough, class 2 fluid would decrease to its threshold before class 1 fluid increases to its threshold. However, the low period is not long enough. So, at the end of the low period, class 2 fluid is still above its threshold and class 1 fluid is below its threshold. Hence, if
then the holding cost under FP1 policy is • Assume that fluid levels of both classes increase to their thresholds at the same time in the high period, and the low period is long enough to decrease fluid levels of both classes below their thresholds. Thus, at the end of the low period, both class 1 and class 2 fluids are below their thresholds. Hence, if
then the holding cost under π a 1 policy is
• Assume that both classes increase to their thresholds at the same time in the high period but the low period is not long enough for class 2 fluid to decrease to its threshold. At the end of the low period, class 1 fluid is below its threshold but class 2 fluid is still above its threshold. Hence, if
• Assume that fluid levels of both classes increase to their thresholds at the same time in the high period but the low period is not long enough for either class 1 or class 2 fluid to decrease to its threshold. At the end of the low period, both class 1 and class 2 fluids are above their thresholds. Hence, if
then the cost under π a 1 policy is
• Assume that fluid levels of both classes are still below their thresholds at the end of the high period. Hence, if Case 2 has two subcases:ψ 1 ≤ψ 2 andψ 1 ≥ψ 2 . Recall thatψ 1 (ψ 2 ) is the time that class 1 fluid increases (class 2 fluid decreases) to its threshold from below (from above) in the high period if class 2 has higher priority and if the high period is long enough. So, ifψ 1 ≤ψ 2 ≤ H, class 1 fluid increases to its threshold before class 2 fluid decreases to its threshold. However, ifψ 2 ≤ψ 1 ≤ H, then class 1 fluid is still below its threshold when class 2 fluid reaches its threshold in the high period.
• Assume that in the high period class 1 fluid increases to its threshold (atψ 1 ) before class 2 fluid decreases to its threshold, afterψ 1 , class 1 has higher priority in the high period. Suppose that the low period is long enough to reduce fluid levels of both classes below their thresholds. Thus, at the end of the low period, fluid levels of both classes are below their thresholds. 
• Assume that in the high period class 1 fluid increases to its threshold (atψ 1 ) before class 2 fluid decreases to its threshold, afterψ 1 , class 1 has higher priority in the high period. Suppose that the low period is long enough for class 1 fluid to decrease below its threshold, but not long enough for class 2 fluid to decrease to its threshold. Thus, at the end of the low period, class 1 fluid level is at its threshold but class 2 fluid is still above its threshold. 
• Assume that in the high period class 1 fluid increases to its threshold (atψ 1 ) before class 2 fluid decreases to its threshold, afterψ 1 , class 1 has higher priority in the high period. Suppose that low period is not long enough for class 1 or class 2 fluid to reach its threshold. Thus, at the end of the low period, both class 1 and class 2 fluid levels are above their thresholds. Hence, if 
• Assume that if the high period were long enough, class 1 fluid would increase to its threshold (atψ 1 ) before class 2 fluid decreases to its threshold. However, the length of the high period is shorter thanψ 1 . Thus, at the end of the high period, class 2 fluid is above its threshold but class 1 fluid is still below its threshold. In the low period, according to FP2-FP1 policy, class 1 fluid increases to its threshold at ρ h 1 (ψ 1 − H)(ρ l 1 ) −1 + H. Suppose that this happens before class 2 fluid decreases to its threshold. Then the server allocates enough capacity to class 1 to maintain class 1 fluid it at its threshold level and the remaining capacity is allocated to serving class 2. Moreover, assume that L ≥ γ 4 (H − a 1 ), i.e. the low period is long enough for class 2 fluid to reach its threshold. Hence, if (FP2-FP1:4)
