We investigate the damage to real-sector investment spending and corporate financing activities triggered by the failure of three major investment banks during the 2007-09 financial crisis. We find that corporations characterized by pre-crisis corporate investment banking relationships with troubled investment banks exhibit significantly lower post-crisis investment spending activity and securities issuance compared to corporations that were not affiliated with the troubled institutions. The effect varies systematically with the nature and strength of the investment banking relationship. Our results are robust with respect to various modifications and extensions of our empirical design (including a matched control sample) and generally inconsistent with alternative explanations unrelated to investment banking relationships.
Introduction
Do relationships between nonfinancial corporations and investment banks have a significant impact on nonfinancial corporations' capital spending and financing activities?
Research so far has provided little evidence on this question, due in part to problems in observing and measuring such relationships. The issue has gained in importance in light of the ongoing restructuring of the global investment banking industry as new regulations take hold and impact investment banking relationships with corporate clients in the wake of the financial crisis of [2007] [2008] [2009] . During 2008 , three major financial firms with investment banking operations either failed (Lehman Brothers) or had to be taken over (Bear Stearns, Merrill Lynch) .
1 Table 1 provides an overview of the respective underwriting market shares of these three firms during the ten years prior to the financial crisis. Using data from the SDC New Issues database on U.S. issues underwritten between 1998 and 2008, the table indicates that the market share of the underwriters that disappeared in 2008 was substantial. Over this ten-year period, one of these three firms served as lead underwriter in roughly 25 percent of deals covered by the data.
In this paper, we analyze the disruption of underwriter relationships experienced by clients of the three aforementioned firms (hereafter "investment banks") to investigate whether a negative shock to these relationships affected corporate clients' capital expenditure and financing activities. We believe this empirical setting is particularly appropriate for an analysis of the effects of investment banking relationships because (in contrast to cross-sectional regressions correlating measures of underwriter relationship strength with corporate outcomes) it represents a possible exogenous distortion of underwriter relationships introduced by the failure or nearfailure of investment banks during the financial crisis.
Previous literature shows that investment banking relationships provide economic value.
This appears to be associated with economies of scale and scope (James, 1992; Drucker and Puri, 2005) , switching costs (Burch, Nanda and Warther, 2005) , monitoring (Hansen and Torregrosa, 1992) , or admission to an established investor network (Gao and Ritter, 2010) . Kovner (2012) and Fernando, May and Megginson (2012) provide empirical evidence that the economic value of investment banking activities is shared with client firms. Using stock market reactions to the failure of troubled investment banks, the authors suggest that market participants perceive these relationships to be relevant for firm value. Specifically, they document that the shares of clients of troubled investment banks experienced significantly negative abnormal returns around the dates when the investment banks' problems became public compared to firms without such adversely affected relationships.
Here we attempt to answer the question whether the disruption of underwriter relationships following the demise or merger/takeover of a company's underwriter affects client firms' investment spending and financing activities. We provide evidence that this is indeed the case.
Using a difference-in-differences approach that contrasts changes in investment spending and financing of clients of troubled underwriters to clients of other investment banks, we document that firms which mandated a troubled investment bank as lead underwriter of a capital issue in the three years prior to September 2008 (our treatment sample) experienced a reduction in investment spending and financing that was on average 6.3% and 12.4%, respectively, larger than for control firms. Moreover, our results show that corporate clients alter their financing mix to use sources of capital that are less information-sensitive such as internal financing, leading to a reduction in cash holdings.
We interpret these results as consistent with a certification effect of investment banking relationships as documented by Megginson and Weiss (1991) , suggesting that one possible benefit of a relationship with an investment bank is the attestation that it provides about the quality of clients' investment projects. Disruptions to such relationships (and the certification function provided by them) could in turn increase the firm's cost of capital, decrease investment spending and render capital expenditure more sensitive to the availability of internal funds.
Consequently, firms may reduce their investment spending and substitute away from external capital to internal funding.
The effects that we document in this paper vary systematically with the nature of the established investment banking relationships. Companies maintaining an equity underwriting relationship with a troubled investment bank experience stronger effects, reflected especially in a reduction in equity financing. Companies with a debt underwriting relationship with a troubled investment bank, on the other hand, experience a particularly strong reduction in debt financing and a much weaker effect on equity financing. For example, client firms that had established relationships on the basis of equity issuance experienced a change in equity issuance that was 13.1% smaller compared to control firms. In contrast, we find firms whose relationship with a troubled investment bank originates from debt issuance to be negatively affected in the subsequent volume of debt issuance, while there is no significant effect in their subsequent activity in equity issuance.
We perform a number of robustness tests that rule out alternative explanations and mitigate concerns that our results are driven by factors unrelated to investment banking relationships. Specifically, we show that our documented treatment effect decreases with the strength of the investment banking relationship as measured by the amount of time elapsed since the troubled investment bank was last mandated as lead underwriter. This finding is considerably more difficult to reconcile with explanations other than established investment banking relationships. We augment our basic difference-in-differences research design by a matched sample estimator and show that our results are not driven by differences between treated and control firms. Our treatment effect also does not seem to be driven by unobservable firm characteristics unrelated to investment banking relationships, such as lending. In this regard, we screen all SEC filings by control companies and reduce the control sample to firms with contractual exposure to the troubled investment banks. The difference-in-differences estimations using this alternative control sample are effectively unchanged compared to our baseline case.
Next, we provide evidence that our results are somewhat different for (but not exclusively driven by) clients of Lehman Brothers, alone among the three troubled investment banks that actually filed for protection under Chapter 11 of the US Bankruptcy Code.
Moreover, our findings seem to be unrelated to the fact that the troubled firms ranked among the largest investment banks prior to 2008. When we reduce the control sample to clients of investment banks with similar status in 2007, our results remain virtually unchanged. In further tests, we control for potentially different levels of firm risk in the treatment and control group. Specifically, we are able to rule out the alternative explanation that our results are based on significantly higher levels of firm risk in the treatment group.
We also examine whether our results are due to general time-trends rather than the disruption of investment banking relationships. When we perform our difference-in-differences analysis around events that are shifted one year into the future or one year into the past, the difference-in-differences coefficients in our regressions are estimated with reduced economic and statistical significance.
Taken together, our results suggest that disruptions to investment banking relationships significantly affect corporate financing activity and extend our understanding of the real (capital spending) effects of financial shocks.
The objective of the paper is to contribute to the nascent literature investigating investment banking-client relationships in the wake of the financial crisis of 2007 . Fernando, May and Megginson (2012 and Kovner (2012) document in event studies that clients of the affected investment banks experience larger declines in their stock prices compared to clients of other investment banks upon the announcement of their investment bank's failure.
While these papers investigate the value-relevance of underwriter relationships, our focus is on the potential for real effects of these relationships, and we investigate firms' actual financial and capital spending activities.
Moreover, we believe our analysis contributes to the literature on the real effects of financial shocks. As a result of the severe stress experienced on global financial markets during the financial crisis of 2007-2009, there has been increased interest in the effects of financial shocks on the real economy (a paper by Bond, Edmans and Goldstein, 2012 , provides a survey).
While existing literature has investigated shocks such as the loss of a security analyst (Derrien and Kecskés, 2013) or a relationship lender (Chodorow-Reich, 2014) , the introduction of credit ratings on syndicated loans (Sufi, 2009 ), the refinement of credit ratings on corporate bonds (Tang, 2009) , and the effect of stock prices on acquisition expenditures (Edmans, Goldstein and Jiang, 2012) and equity issuance (Khan, Kogan and Serafeim, 2012) , we focus on the potential real effects brought about by the disruption of existing investment banking relationships.
Our analysis contributes as well to the strand of literature that concentrates on the formation and characteristics of investment banking relationships. Asker and Ljungqvist (2010) document that firms' reluctance to share an underwriter with a product-market rival can have detrimental effects on the firms' investment spending. Wilhelm (2006, 2009) find that co-management opportunities are positively related to corresponding analyst optimism, and that this increases the probability of a future lead-management position. This literature primarily examines the development of investment banking relationships. We add the consequences of a major distortion of an already established relationship.
Additionally, we augment the understanding of the real value of investment banking relationships from a regulatory perspective. For example, Diamond and Rajan (2002) analyze ex post crisis costs of bank bailouts in terms of a possible change in aggregate liquidity. Especially with regard to Lehman Brothers, we extend this literature by concentrating on the reverse. If a distortion of the relationships between investment banks and clients induces severe negative consequences for the real economy, a regulator would do well to consider possible responses to such an event and take these costs into account.
Finally, we contribute to the overall real output and financing literature. Starting with the work by Fazzari, Hubbard, and Petersen (1988) , an ever-growing body of the academic literature (see for example Barro 1990; Morck, Shleifer, and Vishny 1990; Blanchard, Rhee, and Summers 1993; or Lewellen and Lewellen 2014 for a more recent example and Stein (2003) for an overview of how market imperfections affect investment) has investigated the investment and financing decisions (and their interplay) of companies. Our paper contributes to the existing evidence by demonstrating that real output and investment decisions are affected by a distortion of the relationship with an important source of financing for companies.
The paper proceeds as follows. Section 2 contains a description of the data and the statistical sample employed. Section 3 presents the empirical methodology. Section 4 reports the main results, and Section 5 reports additional analyses and robustness tests. Section 6 concludes.
Data and Sample
Consistent with the importance of an underwriter for firms (e.g. Asker and Ljungqvist, 2010) , we use firms' equity and debt issuances to identify an investment banking relationship. Table 2 provides the descriptive statistics for the main variables used in the paper. The distribution of our financing variables is similar to that of papers using similar dependent variables, such as Derrien and Kecskés (2013) .
2 There are alternative ways to measure corporate investment (and its components). There are different ways to scale the investment variables (e.g. Aggarwal and Samwick, 2006, Anderson and Garcia-Feijoo, 2006; Titman, Wei, and Xie, 2004, Smith and Watts, 1992; Vogt, 1997) , and there are other measures to gauge a company's resources used for investing purposes (see Lewellen and Lewellen, 2014 , for a discussion and overview). We experimented with these alternative definitions and variable constructions and found our results and inferences not to be significantly impacted by changes to variable definitions and computations.
Methodology
We employ a difference-in-differences approach to analyze the real effects of the failure or virtual failure of the three aforementioned major investment banks on their clients. The treatment effect we are interested in estimating is the impact on investment spending and corporate financing brought about by a distortion of the investment banking relationship. To estimate this effect, we compare the group of companies impacted by that distortion to a control sample of unaffected companies. For the identification of the treatment group, we follow Kovner Overall, we expect the effects on our dependent corporate financial variables to increase with the intensity of this relationship.
Next, we define a pre-and post-treatment year for every sample firm. The treatment date of a firm is determined by the loss of its affiliated investment bank. If a firm is associated with several troubled investment banks, we adopt the conservative option and set the treatment date to the first point in time at which the relationship between client and underwriter becomes 
where CF i is the corporate financing variable of firm i, is a dummy variable that is equal to 1 if the firm is affiliated with a troubled investment bank and 0 otherwise. is a dummy variable that is equal to 1 if the firm-year is the post-treatment year and 0 otherwise. The coefficient on the interaction variable × is the difference-in-differences estimator.
We are particularly interested in this coefficient because it suggests whether the pre-versus postdifference in CP i of treated companies is different from the pre-versus post-difference in CP i of control companies. If this term is negative, treated firms experience a stronger decrease in CP i than control firms. We cluster standard errors at the firm level. is a vector of regression coefficients for the vector of control variables that account for the variation in CP that can be attributed to factors unrelated to investment banking relationships such as firm size (proxied by the natural log of firm's total assets), firm age (proxied by the number of years since a company first appeared in Compustat), cash flow and Tobin's Q (Fazzari, Hubbard and Petersen, 2000; Moyen, 2005) . Finally, to mitigate concerns that our results reflect industry-specific factors unrelated to a distortion of underwriter relationships, we include industry-fixed effects.
In additional tests, we exclude the interaction variable × and repeat the regression for treated and control firms in separate regressions. This allows for the inclusion of firm-fixed effects to control for unobservable firm-specific characteristics.
Results

Do distortions of client-underwriter-relationships have real effects?
Using our empirical setup, we examine the real and financial effects of a shock to a company's relationship with its lead underwriter. Table 3 presents the results of our main analysis, in which we estimate our difference-in-differences model and use the corporate finance dependent variables described in Section 2 and presented in Table 2 . The focus is on the coefficient on treated x post, our difference-in-differences estimator, which indicates the extent to which treated firms (i.e. firms experiencing a distortion of their investment banking relationship) differ in their corporate financing and real investment changes from pre-crisis to post-crisis compared to control firms (i.e. firms experiencing no shock to their underwriter relationship).
The first four columns report the results for Capex, R&D Expenses, Acquisition Expenses, and the sum of these variables, Total Investment. The results suggest that a distortion to a company's investment banking relationship does indeed have a considerable impact on its investment spending. Specifically, the first four columns show that treated firms cut their capital expenditures and acquisition outlays significantly more compared to the control firms. While the coefficient on post indicates that all sample firms reduce their investment spending, the total investment outlays of treated firms are reduced by roughly 6.3% more than the total investment outlays of control firms, a reduction that is significant at the 5% level. This sizeable effect suggests that shocks to investment banking relationships have real effects for companies.
Bao and Edmans (2011) find support for the hypothesis that investment banks identify synergistic targets for their clients and negotiate favorable terms. Such beneficial aspects of M&A advisory functions are even more pronounced for top-tier investment banks (Golubov, Petmezas and Travlos, 2012) . To this end, a shock to an investment banking relationship may have a particularly negative effect on the acquisition outlays of a client. This linkage is also supported by the evident cross-selling efforts of investment banks (e.g. Drucker and Puri, 2005) as well as the strong reputation of the three aforementioned investment banks. Consistent with this notion, we find that the acquisition expenses of treated firms collapse more strongly than the other components of total investment (capital expenditures and research and development expenses) and decrease by 4.7% more than that of control firms. Since we identify investment banking relationships through clients' underwriting activities, this result suggests that underwriting relationships can extend to other investment banking services as well.
The next three columns report the results for Debt Issuance (gross), Equity Issuance, and
Total Financing. Similar to the results for corporate investment outlays above, the significant difference-in-differences coefficients suggest that a distortion of a company's investment banking relationship has substantial impact on its access to financing. Specifically, treated firms reduce both their debt and equity issuance significantly more compared to control firms.
Consequently, the total net financing of treated firms declines by about 12.4% more than the total net financing of control firms, a reduction that is significant at the 1% level. This indicates that shocks to investment banking relationships have a significant impact on companies' financing activities, in addition to their investment outlays, and suggests that companies experiencing a distortion of their investment banking relationship throughout the crisis subsequently face temporary financing difficulties in the capital markets.
Finally, we investigate corporate payouts and cash holdings in the last two columns of Table 3 . We find no significant difference-in-differences effects with respect to dividend payments. For cash holdings, the difference-in-differences coefficient indicates that treated firms reduce their cash holdings by 3.7% more than control firms. These results suggest that treated firms reduce their cash holdings, possibly in an attempt to adjust to a limitation on outside funding (which presumably became harder to obtain due to the shock to the investment banking relationship) by accessing internal sources of capital. Alternatively (or additionally), treated firms may have reduced their cash holdings in order to be able to maintain previously established levels of dividend payouts.
Overall, the results of the estimation of our difference-in-differences research design presented in Table 3 are consistent with an interpretation that shocks to an investment banking relationship have a significant effect on companies' corporate behavior and are associated with a substantially negative impact on corporate investment and financing. 
Impact of the nature of the investment banking relationship
Investment banking relationships ought to be more valuable in markets that are susceptible to high levels of asymmetric information (e.g., Myers and Majluf, 1984) , such as the equity capital market. Consistently, Fernando, May and Megginson (2012) find the negative impact of the distortion of an investment banking relationship on client firms' market capitalization to be more pronounced for relationships that emerge from equity underwritings than debt underwritings. Consequently, we expect the effects on corporate investment and financing to be more pronounced for investment banking relationships that emerge from an equity underwriting. To test whether such heterogeneous treatment effects can also be observed in our sample under stress conditions, we split our treatment sample into firms that established their relationship on the basis of equity underwriting versus firms that base their relationship on debt underwriting. Table 4 presents the results of our previous analyses for treatment samples that are re-defined according to the nature of the investment banking relationship.
Firms with a former equity underwriting relationship with a failed investment bank do not show significant changes in debt financing, while their equity issuance activity significantly declines (13.1%) compared to control firms. In contrast, treated firms with a prior debt underwriting relationship with a failed investment bank exhibit no significant effect on equity issuance, but they do issue significantly less debt (13.5%) in comparison to the control group.
Both of these differences are significant at the 1% level. The change in total net financing for equity underwritings is 14.6% lower than for control firms, while it is only 9.7% lower for debt underwritings (the difference is not statistically significant with a p-value of 0.17).
Interestingly, these differences are also reflected in the corporate capital spending variables. While firms that experience a shock to an equity underwriter relationship exhibit a decrease in capital expenditures that is 2.9% larger compared to control firms, this change is insignificant for firms with a shock to their debt underwriting relationship (the difference is statistically significant at the 1% level). On the other hand, the relative decrease of acquisition expenditures is economically and statistically significant for firms that established a debt underwriter relationship (7.3%) whereas it is insignificant for firms that established an equity underwriter relationship (the difference is statistically significant at the 5% level). This is not only consistent with the fact that acquisitions are predominantly financed by debt rather than equity but also with the notion that investment banking relationships may be used to cross-sell acquisition advisory services.
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Finally, the comparatively more pronounced effects of the distortion of an equity underwriting relationship are also reflected to some degree in corporate cash holdings. The reduction in cash holdings is significant for firms with a distortion of an equity underwriting relationship (5.8 %) and insignificant for firms that experienced a distortion of their debt underwriting relationship (3.4%) (the difference is not statistically significant with a p-value of 0.16).
Overall, the results presented in Table 4 lend support to the negative impact of a distortion of an investment banking relationship on corporate financing and investment spending.
They also contribute to our understanding of the differential importance and impact of debt and equity underwriting relationships. 5 We note that an even finer classification of debt-based investment banking relationship is possible. Specifically, one can distinguish between net new bond issues and bond refundings during the period prior to the crash. Net new bond issues have fundamentally different capital-raising implications compared to refundings. When we split our group of debt-based investment relationship firms by firm age (mature firms with more cash holdings are presumably more likely to refinance as interest rates fell during the 1996 to 2008 period before the crash), we do indeed find that the negative consequences on investment of a distorted investment banking relationship is only present for young firms (who presumably have issued new bonds to finance expansion projects).
Impact of the strength of the investment banking relationship
If it is indeed the investment banking-relationship effect that drives the results presented so far, we should reasonably expect these results to become less pronounced with a decrease in the strength of the investment banking relationship.
In a first test, we proxy such a decrease by the role the investment bank plays in the client's underwriting syndicate. Specifically, we assign a company to the treatment group if a troubled investment bank was part of the underwriting syndicate but not mandated as the lead underwriter (we exclude observations where a troubled investment bank was lead underwriter in these estimations). In unreported results, we note that the coefficients on the interaction variables generally decrease substantially in economic magnitude and statistical power. The coefficients on Total Investment, Total Financing, as well as Cash Position become insignificant. The coefficient on Equity Issuance is reduced from 7.4% to 3.1% (significant only at the 10% level of significance).
In a next step, we model the strength of an investment banking relationship by the time that has passed since the last occurrence of a troubled investment bank acting as lead underwriter. In previous tests, we constrained the time period in which a firm can become affiliated with an investment bank to the three years preceding September 2008. Relaxing this constraint, we expect the effect of a shock to an investment banking relationship to decrease over time. If investment banks can exploit economies of scale by recycling proprietary information of clients (James, 1992) , these benefits should disappear over time as the information become obsolete.
We gradually extend the affiliation period used to classify companies as treated by intervals of one year. In the most extreme case, we take into account all deals that fall into the 10-year period leading up to September 2008. Table 5 presents the results of the estimation of our difference-in-differences model with these alternative treatment groups. For reasons of space we report only the difference-in-differences coefficient for each regression.
Overall, we observe a virtually monotonic decrease in the magnitude and significance of the differences between the treatment and control groups in the number of years added to the affiliation period for our corporate investment expenditure variables. With respect to the corporate financing variables, the reduction in significance is somewhat less pronounced, but the economic magnitude is substantially reduced. Companies for which more time elapsed since the last contact to their relationship investment bank seem to be less economically affected by the shock to the investment banking relationship. For example, the reduction in total investment spending of treated firms is 6.3% larger than for control firms for an affiliation period of three years. This number decreases to an insignificant 1.6% if we expand the affiliation period to 5 years. At the same time, the reduction of total debt and equity financing of treated firms is 12.4% larger than for control firms for an affiliation period of three years. This decreases to 2.0% and becomes insignificant when we expand the affiliation period to 10 years.
These results lend support to the notion that our main findings can be attributed to a relationship-specific channel and are indeed related to the distortion to the relationship between a lead underwriter and its client firm.
Additional analyses and robustness checks
Alternative explanation: Differences between treated and control groups
In the main analyses of our paper, our sample consists of a treatment sample (companies that had established a relationship with a troubled underwriter pre-crisis) and a control sample (companies with available data but without a relationship to a troubled underwriter pre-crisis).
But companies that frequently employ an investment bank for external financing arrangements differ from the overall pool of firms. In particular, it could be that firms using investment banks are younger, smaller, and/or more rapidly growing than the average firm in Compustat.
Descriptive statistics comparing treated and control firms in the year prior to the disruption of underwriting relationships provided in the first three columns of Panel A of Table 6 partly confirm this hypothesis.
In the context of our paper, this could leave room for an alternative explanation of our results, where it is not the relationship with a troubled investment bank but differing degrees in dependence on external funding that explains our results. To investigate the possibility that differences between treated and control firms unduly affect our inferences, we apply a matching procedure that aims at constructing a control sample that is comparable to our treatment sample.
We proceed as follows: For every treated firm in the year prior to the onset of the financial crisis we look for a control firm that is in the same two-digit-SIC industry and then select the control firm closest to the treated firm in the prior year along a number of matching dimensions.
In addition to industry, our matching procedure uses size, sales growth, profitability (proxied for by return on assets), investment opportunities (proxied for by Tobin's Q), and firm age. We measure the closeness between two firms by calculating the Mahalanobis distance, which measures the distance between characteristics of firms and also takes into account the covariances between the characteristics and the variances of the characteristics themselves (see Chernenko and Sunderam, 2012 , for an example of this approach in another context).
The two columns in the right of Table 6 Panel A show that our matching procedure is successful at matching treated firms with control firms that are very similar along the observable dimensions used in the matching algorithm. Panel A of Table 6 shows that after the matching procedure described above, there are no significant differences remaining among treated and control groups along the matching dimensions.
In a next step, we re-run our baseline difference-in-difference regression using a sample that consists of the treatment sample and the matched control sample. If differences between treatment and control groups influence our results, we would expect the interaction terms between the treated and the post-year dummy to turn insignificant in these specifications. The results reported in Panel B of Table 6 (focusing on the difference-in-differences coefficients)
show that this is not the case. The results are similar to the coefficients in Table 3 and document a statistically and economically significantly higher degree in reduction of key corporate investing and financing policies for our treatment companies compared to a matched sample of control firms (the only difference is the effect on cash holdings, which is not significant anymore).
These results indicate that our main results as shown in Table 3 are not driven by heterogeneity in the cross-section between treatment and control samples. In particular, our results demonstrate that differences in size, sales growth rate, profitability, investment opportunities, or firm age do not drive our results.
Alternative explanation: Unobservable firm characteristics that are unrelated to underwriter relationships
One could argue that the effects documented above are not related to firms' relationships to their investment banks, but rather to other investment bank-specific factors, such as the loss of a lending relationship. We provide two pieces of evidence that appear to refute such an alternative explanation. Second, we employ a firm-fixed effects model to account for unobservable firm-specific characteristics that may not have been picked up in our screening of SEC filings. The results are summarized in Table 7 . Regressing treated and untreated firms separately and including firmfixed effects in these regressions, 6 we find that the change in capital outlays, acquisition expenditures, total investment, debt issuance, equity issuance, total financing, as well as the amount of cash holdings from pre-crisis to post-crisis levels is significantly more negative for treated firms than for control firms. All of these variables are significant at least at the 5% level.
To validate the difference in the coefficients from the two separate regressions, we conduct a Chow (1960) test. The coefficients are different from each other at the 5% significance level or better (with the exception of capital outlays, where the difference is significant at the 10% level). The high levels of R² show that the fixed effects pick up substantial amounts of variance in the dependent variables that our control variables are not able to explain. The consistency of these results with our full-sample evidence corroborates our interpretation that the effects on corporate investment and financing are due to a relationship-specific channel.
Robustness: Lehman Brothers vs. Other Troubled Underwriters
Under the premise that the severity of the investment banking relationship shock is directly related to the nature of the financial crisis, we hypothesize that our documented treatment effect is different for the clients of Lehman Brothers -the only one of the three troubled investment banks that actually filed for bankruptcy. To investigate this hypothesis, we differentiate treated firms according to the nature of their underwriter's collapse and divide our treatment group into two subsamples. We then repeat our analysis. The first subsample contains only clients that were affiliated with Lehman Brothers, the second subsample contains only clients affiliated with Bear Stearns and Merrill Lynch. We present the results of this analysis (focusing on the difference-in-differences coefficients) in Table 8 . The results suggest that our main findings presented in Table 3 are not exclusively driven by the subsample Lehman Brothers clients, but there are differences between the two groups. Clients of Lehman Brothers (Panel A) experience a significant drop in capital expenditures (the reduction for clients of the other two investment banks (Panel B) is not significant) and the coefficients (and their statistical significance) are generally higher for Lehman Brothers clients. We caution, however, that the differences are not statistically significant.
Alternative Explanation: Major Investment Banks
The three investment banks determining the treatment group belonged to the largest players in the investment banking industry prior to the financial crisis. The control group, however, also comprises a number of considerably smaller underwriters with potentially different reputation (Fernando, Gatchev, May and Megginson, 2013) . On the one hand, the effect of the investment bank relationship might be correlated with the size of the firm. On the other hand, based on their league table standing, the three distressed investment banks may attract a more homogenous client group. Against the backdrop of a positive assortative-matching process between underwriter and client (Fernando, Gatchev and Spindt, 2005) , a straightforward way of increasing the homogeneity in the control group is an increase in the homogeneity of their underwriters.
We therefore constrain the control sample to clients of the top 25 underwriters based on 2007 league tables for equity and debt underwritings. In unreported results, we find that treated companies still show a significant decrease in total investment spending, total financing and cash holdings as compared to the control sample. Despite a decrease in sample size, the results remain virtually unchanged in both magnitude and levels of significance.
Alternative Explanation: Firm Risk
As a further robustness test, we analyze whether treatment and control groups differ with respect to risk. It is possible that the three distressed investment banks were attracting systematically more risky clients. Consequently, a comparatively larger decline in treated firms' corporate financial and performance variables might not be related to the distortion of an underwriter relationship, but rather to a relatively more pronounced reaction to the financial crisis. Since our sample is constrained to U.S. companies and the average firm size is quite large, we proxy the systematic risk of a firm by its beta with respect to the S&P 500 index.
Excluding firms with less than 100 return observations, we calculate five beta values, based on the daily returns between one and five years before 2008. Comparing the average beta of treated and untreated firms for the five sample periods, we find that treated firms do not exhibit significantly higher beta coefficients for any of the calculation periods in our study. 
Alternative Explanation: Time Trends
It is possible that our results do not stem from a distortion of the treated firms' relationship to their respective investment banks, but rather from alternative factors specific to our treatment group or the regression design. Accordingly, we conduct a placebo test and run our analyses under conditions wherein the shock to the investment banking relationship occurred either one year before or one year after the actual shock. 8 If a time trend among treated firms leads to the investment expenditure and financing effects that we have documented, we would expect our results to remain unchanged by the shift of the event-timing. If, on the other hand, the effects are the result of a disruption to treated firms' investment banking relationships, we would expect the counterfactual difference-in-differences coefficients to have reduced economic and statistical significance in the placebo tests. In unreported results, we indeed find this to be the case.
In a further test, we hold the pre-and post-treatment years constant while randomly assigning firms to the treatment and control group. Once again the results become statistically insignificant, suggesting that our findings are specific to our treatment corporations and not associated with a general crisis or time-trend effect. Overall, these additional tests shed further light on a potentially causal interpretation of our results. The findings appear to be unrelated to the time-frame around 2008 or to a general time trend among treated firms.
Conclusions
In this paper, we focus on the failure of three major investment banks during the financial Table 1 provides information on the market share of the following three underwriters: Bear Stearns, Lehman Brothers, and Merrill Lynch. The sample comprises all deals with an identifiable underwriter from the SDC Platinum New Issues database over the ten years preceding the collapse of Lehman Brothers on 09/16/08. Panel A refers to the participation of a troubled investment bank in underwriting syndicates as bookrunners or underwriters. Panel B refers to the specific deal amounts allotted to one of the three investment banks. Table 2 Descriptive statistics for corporate policy and control variables Table 2 reports descriptive statistics for the corporate financial and control variables. Capex denotes capital expenditures (Compustat item capx), R&D Expenses denotes research and development expenses (Compustat item xrd), Acquisition Expenses denotes acquisition expenses (Compustat item aqc), Total Investment denotes the sum of Capex, R&D Expenses, and Acquisition Expenses. Debt Issuance (gross) denotes gross long-term debt issuance (Compustat item dltis), Equity Issuance denotes the sale of common and preferred stock (Compustat item sstk), Total Financing denotes the total net cash flow from financing activities (Compustat item fincf). Dividends denotes cash dividends (Compustat item dv). Cash Holdings denotes cash and short-term investments (Compustat item che). All dependent variables are scaled by lagged total assets (Compustat item at). Size denotes the natural of of total assets (Compustat item at). Age denotes firm age measured as the time since a firm first appeared in Compustat. Cash flow denotes operating income before depreciation (Compustat item oibdp) scaled by lagged total assets (Compustat item at). Tobin's Q denotes the ratio of a firm's market value (Compustat item prcc_f multiplied by Compustat item csho) plus a firm's total assets minus deferred taxes (Compustat item txdb) minus common equity (Compustat item ceq) divided by a firm's total assets. n denotes the number of firm-year observations. All variables are winsorized at the 1% and 99% level. Table 3 Results of basic regression model with troubled bookrunners as identification variable for our treatment sample Table 4 Results of basic regression model for an established debt or equity relationship Table 4 reports the results of the estimation of the difference-in-differences model if we constrain our treatment sample to companies that established an investment banking relationship through a debt deal and an equity deal, respectively. Variables are defined in the notes of Table 5 Results of basic regression model for different affiliation periods Table 5 reports the results of the estimation of the difference-in-differences model with different affiliation periods used for the treatment assignment. Control variables are included but omitted for space reasons. Variables are defined in the notes of Table 3 . Control variables are included but omitted for space reasons. All specifications include industry fixed effects. The values in parentheses represent t-values based on standard errors clustered at the firm level. *** indicates significance at the 1% level, ** indicates significance at the 5% level, and * indicates significance at the 10% level. Table 6 Descriptive statistics and difference-in-differences results for matched samples Table 6 reports descriptive statistics (Panel A) and the results of the estimation of the difference-in-differences model (Panel B) for a sample consisting of treated companies and a matched control sample. Control variables are included but omitted for space reasons. Variables are defined in the notes of Table 3 . Sales Growth is defined as a firm's sales in year t divided by a firm's sales in year t (Compustat item sale). Return on Assets (ROA) is defined as a firm's operating income before depreciation (Compustat item oibdp) divided by a firm's lagged total assets (Compustat item at). Control variables are included but omitted for space reasons. All specifications include industry fixed effects. The values in parentheses represent t-values based on standard errors clustered at the firm level. *** indicates significance at the 1% level, ** indicates significance at the 5% level, and * indicates significance at the 10% level. Table 7 Results for separated regression model using firm-fixed effects Table 7 reports the results of the estimation of the difference-in-differences model for the subsample of treated (Panel A) and control (Panel B) firms. In addition to our set of (unreported) control variables (see Table 3 ), we add firm-fixed effects. Post denotes the difference in the dependent variable from the pre-crash period to the post-crash period. Test denotes the p-value of a Chow (1960) test, testing the inequality of the post variable between the two regressions for treated and untreated firms. Variables are defined in the notes of Table 8 Results for separated regression comparing client effects from different investmet banks Table 8 reports the results of the estimation of the difference-in-differences model for the sub-sample of clients of Lehman Brothers (LB) (Panel A) and clients of Merrill Lynch (ML) and Bear Stearns (BS) (Panel B). Variables are defined in the notes of Table 3 . Control variables are included but omitted for space reasons. The values in parentheses represent t-values based on standard errors clustered at the firm level. *** indicates significance at the 1% level, ** indicates significance at the 5% level, and * indicates significance at the 10% level. 
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