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Large Scale Simulations of Two-Species Annihilation, A+B → 0, with Drift
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We present results of computer simulations of the diffusion-limited reaction process A+B → 0,
on the line, under extreme drift conditions, for lattices of up to 227 sites, and where the process
proceeds to completion (no particles left). These enormous simulations are made possible by the
renormalized reaction-cell method (RRC). Our results allow us to resolve an existing controversy
about the rate of growth of domain sizes, and about corrections to scaling of the concentration
decay.
I. INTRODUCTION
Diffusion-limited reactions have attracted much inter-
est in recent years [1,2]. The kinetics of such systems is
dominated by local fluctuations in the concentration of
the reactants, thus posing a formidable problem which
has not yet been solved: there exists no comprehensive
theoretical approach for the analysis of diffusion-limited
processes. In this state of affairs, computer simulations
provide a much needed input.
A basic example is diffusion-limited two-species anni-
hilation, A+B → 0 [2]. Particles of two different species,
A and B, diffuse and react immediately, and irreversibly,
upon encounter. The product is assumed to be an inert
species which does not affect the process in any significant
way. When the two species diffuse with the same diffu-
sion constant, and their initial concentrations are equal,
the concentration (of either species) decays anomalously
slow: c ∼ 1/td/4, for space dimension d < 4. In d ≥ 4,
local fluctuations cease to dominate and one obtains the
“mean-field” result of the reaction-limited case, c ∼ 1/t.
In low dimensions, the process is slowed down because of
the formation of domains consisting of particles of only
one of the species. These domains grow with time, and
various length scales characteristic of their geometry are
then of interest. Surprisingly, when a drift field is im-
posed, i.e., when the particles hop preferentially in a cer-
tain direction, the kinetics is altered dramatically [3]. For
example, in one dimension one finds that c ∼ 1/t1/3, in-
stead of c ∼ 1/t1/4 without drift [4,5]. The anomalous
behavior, and the difference between drift and no drift
is most pronounced in d = 1, and we shall henceforth
restrict ourselves to this case.
The kinetics of two-species annihilation with drift is
not as well understood as without drift. While every-
body agrees on the long time asymptotic decay of the
concentration, c ∼ 1/t1/3 [4–7], other behavior is contro-
versial: Ispolatov et al., [5] propose that the typical do-
main size grows as ℓ ∼ tα with α = 2/3, and that there
is a correction to the concentration decay, of the form
c ∼ t−1/3(A + Bt−x), with x = 1/6 (A and B are con-
stants). On the other hand, Janowsky [4] argues that the
domain growth exponent is α = 7/12. Comparing this
with the superdiffusive length scale ℓ ∼ t2/3, which natu-
rally arises in diffusion with drift and hard core interac-
tion [8,9], one obtains the correction exponent x = 1/12.
Janowsky also predicts that the typical distance between
domains grows as ℓAB ∼ t
3/8, similar to the process with-
out diffusion. These small disagreements could not be
resolved by the computer simulation data presented at
the time. Here we report on large scale simulations of
A+B → 0 with drift, using the method of renormalized
reaction-cells (RRC) [10,11]. This technique has enabled
us to simulate the process in one-dimensional lattices of
up to 227 ≈ 1.34×108 sites, to completion, until there are
no particles left. The results confirm the concentration
decay of c ∼ 1/t1/3, and strongly support the exponents
and corrections to scaling predicted by Janowsky.
II. THE RRC ALGORITHM
The two-species annihilation process is modeled as fol-
lows. The sites of a one-dimensional lattice are either
empty or occupied by a single A or B particle. (Peri-
odic boundary conditions are imposed, so the lattice is
effectively a ring.) The particles undergo diffusion under
extreme drift conditions: at each Monte Carlo step a par-
ticle is chosen randomly and is moved to the nearest site
to its right. Diffusion results because of the random order
of the updates. If the target site is occupied by a particle
of the opposite species, then both particles are removed
from the system, mimicking the reaction A+B → 0. On
the other hand, if the target site is occupied by a parti-
cle of the same species, then the move is disallowed and
it does not take place. This implements the excluded
volume interaction between like particles, without which
drift has no significant effect on the kinetics. Regardless
of the outcome, time is incremented by 1/N(t), where
N(t) is the total number of particles remaining in the
system. Thus, in one unit time, all of the particles move
(or attempt to move) once, on average.
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As the simulation proceeds, the particle concentration
declines and the typical distance between particles in-
creases. The time spent on simulating the diffusive mo-
tion of the particles until they interact grows even faster,
as the square of the distance between them. Because
of that, computer simulations are limited to relatively
short times. This problem is overcome by the RRC
method [10,11], which we have adapted for the case of
A+B → 0 with drift.
In our implementation of the RRC method the parti-
cles occupy cells, rather than sites. Each cell may be ei-
ther empty, or occupied by one or more particles of only
one species. Whenever the overall concentration drops
by half, the lattice undergoes a renormalization process.
Every two adjacent cells are merged into a new cell: cells
2k and (2k + 1) in the old lattice are combined into a
new cell, k′, in the new lattice. The contents of cell k′
is the combined contents of the two parent cells, 2k and
(2k+1): Suppose that the number of particles in the par-
ent cells is n2k and n2k+1, then, if the particles in both
cells are of the same species, there would be n2k + n2k+1
particles of that same species in k′. Otherwise, the anni-
hilation reaction takes effect and k′ contains |n2k−n2k+1|
particles of that species that was initially in the major-
ity. The particles hop from one cell to the next in a single
Monte Carlo step, and because the cells keep growing the
diffusion process is greatly sped up: In order to diffuse
out of a renormalized cell twice as large as that of the
previous generation, a particle requires a time longer by
a factor of four. Thus, physical time is simulated faster
with each renormalization step.
A Monte Carlo step consists of selecting a non-empty
cell at random and moving a particle from within it to
the adjacent cell to its right. The move is allowed only
if the target cell is empty, or if it contains particles of
the opposite species. The number of particles in the cell
of origin decreases by one; the number of particles in
the target cell increases by one, if it was initially empty,
or decreases by one, if it contained particles of the op-
posite species. Note, however, the following objections:
(1) Different cells contain different numbers of particles,
so the more populated cells should be selected more of-
ten. (2) The excluded volume interaction seems not to
be fully accounted for, since cells may contain more than
one particle. We will now see how both problems may be
elegantly addressed, by carefully tuning the time update
associated with each Monte Carlo step.
Let m(t) be the maximum number of particles present
at any given cell in the system at time t. To make the
total rate of all possible processes within each non-empty
cell equal, assume that cells with n < m particles contain
also m−n “ghost” particles. The ghost particles require
the same time to hop (or to attempt a hop) just as real
particles do, but their presence has no other effect. Each
occupied cell now contains a total of m particles and the
total rates are equal. The time increment associated with
a Monte Carlo step should be ∆t = 4k/mNoc, where k is
the number of renormalizations since the start of the run,
and Noc(t) is the current number of occupied cells. To
take the excluded volume effect within a cell into account,
we assume that only the rightmost (real) particle may at-
tempt a hop to the adjacent cell on the right, for only it is
unimpeded by the presence of the other (real) particles in
the cell. But the probability that the rightmost particle
is selected for the attempt is 1/m. Instead, we can as-
sume that the rightmost particle has been selected, with
probability one, but that a longer time has elapsed, on
average, by a factor of m: ∆t = m(4k/mNoc) = 4
k/Noc.
Algorithmically, then, there is no need to worry about
ghost particles, nor about the actual value of m. One
simply selects one of the Noc cells at random and ex-
ecutes the Monte Carlo step, then increments time by
∆t = 4k/Noc.
As a final observation we note that because the con-
centration keeps roughly constant throughout the simula-
tion, it may be desirable to work with low initial concen-
trations. Otherwise, particles are typically separated by
but a few cells, and one should worry about the effect of
such coarseness on the results. Also, a low concentration
reduces the fraction of cells with more than one particle,
thus minimizing concerns about the approximate treat-
ment of the excluded volume interaction within multiply
occupied cells. We have found satisfactory results with
initial concentrations of 1/16 (of the two species com-
bined), and we have used this value for all of the simula-
tion results reported below.
III. RESULTS
Our first goal is to convince ourselves of the reliabil-
ity of the RRC method. To this end, we have simulated
the A+ B → 0 process on lattices of 216 = 65, 536 sites,
in both the RRC and the traditional simulation method.
These lattices are small enough to enable the simulation
of the process by the traditional method to completion,
thus providing a benchmark test throughout all its three
stages: (1) the initial phase, until particles diffuse across
the distance separating each other and start reacting in
mass (this takes of the order of 1/c(0)2), (2) the main
phase, characterized by the 1/t1/3 decay, and typical of
infinite systems, and (3) the end phase, where finite-size
effects kick in and the decay speeds up to exponential
rate. On the other hand, the system is large enough to
let us examine the effect of the renormalizations: with
216 sites and c(0) = 1/16 the RRC method requires 12
renormalizations. In Fig. 1 we compare the particle con-
centration as obtained by the two methods. The agree-
ment is very good, and there are no discernible anomalies
associated with the renormalizations. The agreement is
also as good for other quantities measured, such as the
domain size and the distance between domains.
Having gained some confidence in the RRC method,
we proceeded to perform larger simulations. In Fig. 2a
we show the surviving number of particles, N(t), at time
2
t, for a system of 227 ≈ 1.34× 108 sites. The initial num-
ber of particles is close to 107, and the process has been
simulated to completion, after about t = 3 × 1015 time
units. (Recall that in one unit of time all the particles in
the system attempt one move, on average.) In compari-
son, other simulations to date [4–6] have been carried on
lattices of 5×105 to 4×106 sites, and up to t = 2×105 to
106 time units. The three stages of the process are clearly
visible in Fig. 2a, but here the main phase alone spans
nearly ten orders of magnitude. In Fig. 2b we show the
local slopes of the plot in part (a). It can be seen that
the approach to the predicted value, 1/3, is extremely
slow. Corrections to scaling are sizable even after very
long times. We return to the issue of corrections later
on.
Next we look at the inter-domain distance, ℓAB(t) —
the distance between the last particle in a domain and
the first particle in the domain next to it. The growth
predicted by Janowsky, of ℓAB ∼ t
3/8, seems to hold true
throughout the main phase. Towards the end of the pro-
cess, the inter-domain distance grows somewhat faster
(Fig. 3).
The first quantity under dispute is the scaling of the
domain length. In Fig. 4 we show a log-log plot of the
average domain length, ℓ(t), as a function of time. Slopes
of 2/3 (Ispolatov et al.) and 7/12 (Janowsky) are shown
for comparison. While the results of this figure seem to
favor the scaling proposed by Janowsky, they are not con-
vincingly conclusive. For additional evidence, we turn to
the following simple-minded scaling analysis. We argue
that the particle concentration scales as
c(t) = L−1/3αρ(t/L1/α) , (1)
where α is the domain growth exponent, ℓ(t) ∼ tα, and
L is the lattice size. We simply assume that the typ-
ical domain size is the fastest growing length scale in
the system. (This is in agreement with all theoretical
predictions.) The proposed scaling form reflects our ex-
pectation that the concentration decay throughout the
main and the final phases of the process be a function of
ℓ/L ∼ (t/L1/α)α. On the other hand, for infinitely large
lattices the L dependence ought to disappear and one
expects the pure power-law behavior c(t) ∼ t−1/3. This
can only be if ρ(z) ∼ z−1/3, for z → 0, and the prefactor
of L−1/3α is necessary to eliminate the dependence on
L. In Fig. 5, we plot L1/3αc(t) as a function of t/L1/α
for different lattice sizes and for α = 2/3 and 7/12. The
data collapse, in particular near the end of the process,
is clearly better for α = 7/12.
Finally, let us address the issue of corrections to scal-
ing of the concentration decay. According to Ispolatov et
al., [5] the corrections are of the form
c(t) ∼ t−1/3(A+Bt−x) , (2)
where A and B are constants, and the correction expo-
nent is x = 1/6. This results from a comparison of the
domain growth as predicted by an inviscid (ℓ ∼ t2/3)
vs. a viscid (ℓ ∼ t1/2) Burgers equation. According to
Janowsky [4], the superdiffusive length t2/3 still plays
the principal role in determining the concentration de-
cay, however, in his case the predicted domain growth of
ℓ ∼ t7/12 provides a stronger correction than the viscid
limit considered by Ispolatov et al.. Hence, one should
expect x = 1/12 rather than 1/6.
Our strategy consists of performing a least squares lin-
ear fit of A+Bt−x to t1/3c(t), for different powers x, and
searching for the value of x which minimizes the error.
The asymptotic form (2) is expected to work only in the
main phase, and the sticky part of our procedure is de-
ciding which times demarcate this region. By choosing
different regions between t = 103 and t = 1012 in the data
for 227-site lattices, we conclude that 1/16 <∼ x <∼ 1/8, in
good agreement with x = 1/12, and excluding, quite con-
fidently, the possibility of x = 1/6. In Fig. 6a we show
best fits for the region t = 103 – 108, where our data is
most reliable. It can be clearly seen that x = 1/12 pro-
vides a much better fit than x = 1/6. In Fig. 6b we show
how the same parameters (for x = 1/6) compare to the
data at all times. The fit is reasonably good throughout
all of the main phase.
IV. SUMMARY AND DISCUSSION
We have presented large scale simulation results of
diffusion-limited two-species annihilation, A + B → 0,
with drift, in one dimension, using the RRC method.
Our simulations are large enough to resolve an existing
dispute about the rate of domain growth, and about the
corrections to scaling of the concentration decay. Two
different length scales are associated with a diffusing par-
ticle subject to drift, and so it is not obvious a priori that
the RRC method should be successful in such cases, for
the renormalization step can account for only one of the
two scales. We conclude that the RRC method is ca-
pable of handling reaction-diffusion systems with drift,
and that the relevant length scale — the one used in the
renormalization step — is the diffusive length. We note
that the RRC method is easily generalized to other re-
actions and to higher dimensions. Reactions with drift
pose a more challenging theoretical problem than reac-
tions without drift, and we anticipate that computer sim-
ulations, including the RRC method, will continue to be
an important tool in their research in years to come.
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Fig. 1: Comparison of cell-indexing results (squares) to RRC results (solid line) for 216-site lattices.
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Fig. 2a: Concentration decay in A + B → 0 with drift: (a) Log-log plot of the number of surviving particles N(t)
vs. t. (b) Local slopes, −d lnN(t)/d ln t of the data in (a). Results are for one run on a 227-site lattice, and initial
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Fig. 2b: Concentration decay in A + B → 0 with drift: (a) Log-log plot of the number of surviving particles N(t)
vs. t. (b) Local slopes, −d lnN(t)/d ln t of the data in (a). Results are for one run on a 227-site lattice, and initial
concentration c(0) = 1/16.
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