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Resumen
Los documentos de texto son una fuente importante de datos para las técnicas de mineŕıa.
Normalmente, las bases de datos de texto incluyen documentos suficientemente largos para
aplicar técnicas de mineŕıa de texto convencionales. Sin embargo, en algunas tareas, como
el proceso de identificación de áreas de investigación, se cuenta con bases de datos de tex-
tos muy cortos, lo cual representa un desaf́ıo para las técnicas convencionales de mineŕıa
de texto. El problema tiene que ver con el pequeño número de términos que no propor-
cionan suficiente información estad́ıstica para encontrar cualquier tipo de relación entre los
documentos de la colección. El objetivo principal de este trabajo es mostrar cómo generar
grupos temáticos utilizando solo los t́ıtulos de proyectos de investigación de una institución
de educación superior.
En esta tesis presentamos un método para agrupar colecciones de textos cortos a partir
de representaciones distribucionales de términos. El método utiliza una colección de refe-
rencia de textos con mayor extensión, para encontrar una representación distribucional de
términos (DTR, por sus siglas en inglés) que codifica relaciones semánticas y sintácticas
entre términos. Estas representaciones son utilizadas posteriormente para mejorar los algo-
ritmos de agrupación. Igualmente, exploramos diferentes estrategias para la representación
de términos, aśı como varias estrategias para la agrupación.
El método se evaluó en dos conjuntos de datos. El primero fue construido para este estudio y
está compuesto de t́ıtulos de art́ıculos cient́ıficos, el segundo conjunto de datos corresponde
a los t́ıtulos de proyectos de investigación de una institución de educación superior. Los
resultados fueron evaluados utilizando cuatro medidas extŕınsecas (Homogeneity Score, V-
measure, Adjusted MI, Pureza) para el primer conjunto de datos, y tres medidas intŕınsecas
(Davies-Bouldin, QError, Slihouette) para el segundo conjunto de datos. Los resultados
muestran que la estrategia de representación distribucional de términos, mejora en gran
medida la calidad de las agrupaciones generadas cuando se compara con la producida por
las estrategias convencionales de agrupamiento de texto.
Palabras clave: agrupación, textos cortos, representación distribucional de términos,
kernel k-medias, NMF, word2Vec, Scopus, ScienceDirect, recuperación de información.
Abstract
Text documents are an important source of data for tech mining techniques. Usually, text
databases include documents sufficiently long to apply conventional text mining techniques.
However, for some tech mining tasks, such as capabilities identification process, the databa-
ses available are comprised of very short texts, which represents a challenge for conventional
text mining techniques. The problem in question is that the small number of terms fail to
provide enough statistical information to find any kind of relationship among the documents
in the collection. The main purpose of this work is to show how to generate thematic clusters
vi
by using only the titles of research projects from a higher education institution.
In this thesis we present a method for clustering very-short-text collections based on distri-
butional text representations. The method uses a reference collection of large texts to find a
distributional term representation (DTR) that encodes semantic and syntactic relationships
among terms. The DTR is used to represent the very-short texts which are fed to a clustering
algorithm. Likewise, we explore different strategies for distributional term representation as
well as for clustering.
The method was evaluated in two datasets. The first one was assembled for this study
and is composed of scientific paper titles, and the second one corresponds to the titles of
a set of research projects from a higher education institution. The results were evaluated
by using four extrinsic measures (Homogeneity Score, V-measure, Adjusted MI, Purity) for
the first dataset, and three intrinsic measures (Davies-Bouldin, QError, Slihouette) for the
second dataset. The results show that the distributional term representation strategy greatly
improves the quality of the generated clusterings when compared to the one produced by
conventional text clustering strategies.
Keywords: clustering, short texts, distributional term representation, kernel k-means,
NMF, word2Vec, Scopus, ScienceDirect, information retrival.
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Índice de cuantificación de error(φQError), Coeficiente Silueta(φSilhouette);
y utilizando los métodos de agrupación seleccionados: espectral (spec-
tral) y K-medias con Kernel (kernelKmeans). . . . . . . . . . . . . . 57
Figura B-1 Matriz de confusión del clasificador de Idioma. . . . . . . . . . . . . 73
Figura C-1 Anexo: Certificación de participación Global TechMining Conference 74
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Índice de figuras VII
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1. Introducción
1.1. Justificación e identificación del problema
Los métodos de agrupamiento son algoritmos que, en general, responden a un problema
de aprendizaje no supervisado. En este tipo de problemas se parte de un conjunto de da-
tos para aśı conformar grupos, con la particularidad de que al interior de estos grupos los
objetos que lo conforman tienen la mayor similitud posible (es decir: tienen caracteŕısticas
similares, responden de manera similar a cierto est́ımulo, tratan del mismo tema, y tienen
similar significado semántico, etc )[35]. En particular, el principal objetivo perseguido por el
agrupamiento o clustering de textos es encontrar automáticamente, a partir de una colección
de documentos, grupos de documentos con contenido semántico similar. Esto se logra, en
general, teniendo en cuenta la heterogeneidad de la distribución de cada palabra en cada
documentos analizado, para lo cual se generan representaciones de los textos que permiten
determinar la relevancia de cada uno de los términos en la colección de documentos [8].
Un corpus corto, es una colección de documentos que se compone, de textos que tienen
muy pocos términos. Dicha frecuencia término-documento y la longitud promedio de los
textos afecta, directamente las medidas de similitud entre estos y, por ende, los resultados
obtenidos por los métodos de agrupamiento [33]. En el estado de arte se encontró, que algu-
nas colecciones usadas con frecuencia para la validación de los métodos de agrupamiento en
colecciones de textos denominados como “cortos” son: EasyAbstracts (T̄d = 192,93), SEPLN-
CICLing (T̄d = 65,48), CICLing-2002 (T̄d = 70,45), R4-Reuters (T̄d = 166,4), R8-Reuters
(T̄d = 64,87), R52-Reuters (T̄d = 64,3), WebKb (T̄d = 136,26) y hep-exCERN (T̄d = 46,53)
[7][33].
El problema con los enfoques tradicionales de agrupación de textos y, en particular, cuando
se está analizando la agrupación para conjuntos de datos de longitud corta es la limitación
de los métodos para extraer la representación semántica de los documentos [7]. Sin embargo,
existen algunos algoritmos que se han venido desarrollando para poder solventar esto, por
ejemplo, K-Means, HSCLUST, el método de propagación de afinidad [7].
En esta última década, debido al crecimiento que ha tenido la información textual y gracias
también, en gran medida, al crecimiento de internet y las redes sociales, muchos investigado-
res han centrado esfuerzos en las técnicas de agrupamiento sobre textos cortos [7][52][8][14],
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a causa de que este tipo de información es cada vez más usual en internet. Entre las técnicas
de agrupamiento no supervisado se destacan las siguientes: Naive Bayes [31], el algoritmo
K-nearest neighbor [24], métodos de soporte vectoriales [53][31] y Particle Swarm Optimi-
zation [7]. Los métodos de clasificación anteriormente mencionados usan los denominados
BoW1 [14], que son representaciones vectoriales de frecuencias de ocurrencias de cada pala-
bra en cada documento; estos vectores pueden generar representaciones congruentes cuando
las cadenas de texto en estudio tienen gran longitud y el vocabulario usado en los objetos
de análisis es muy “cercano”.
Los métodos usales de agrupación presentan inconvenientes cuando se analizan textos cortos,
debido principalmente a que las representaciones de este tipo de textos son más dispersas
en comparación con las representaciones de textos de mayor extensión (informes, noticias,
libros, art́ıculos, etc.). Los textos cortos tienen representaciones dispersas a causa de la baja
frecuencia de las palabras en los textos, lo que supone un vocabulario extenso con pocas
ocurrencias de los términos que lo componen [25][6]. Es por esto que los métodos usuales de
clasificación no supervisada de textos no son eficientes cuando se trata del análisis de textos
cortos.
De esta manera, y como podrá verse más adelante, la representación distribucional es un
procedimiento clave en el método de agrupamiento que se propone en esta investigación. Si-
guiendo esta metodoloǵıa se busca, por medio de estad́ısticas de coocurrencia de documentos
o términos, tener mayor información para la representación de cada término que se presente
en el conjunto de análisis [19][1][36][32]. Con esta representación se puede tener una aproxi-
mación mucho más fiable de la semántica de los documentos, lo que genera directamente un
mejor resultado en el proceso de agrupación del conjunto de datos que se quiere investigar
[19].
Otras investigaciones en el área han llevado a la evaluación de los resultados de la agru-
pación, en estos estudios se consideran diferentes algoritmos para la tarea de agrupación
(K-means, Singular value decomposition (SVD), graph-based approach, Hierarchical Agglo-
merative Clustering y Spectral Clustering), aśı como diferentes medidas de representación
de los textos (Cosine Similarity, Latent Semantic Analysis, Short Text Vector Space Model,
Kullback Leiber Distance) y diferentes medidas de evaluación de los grupos (F-measure, ad-
justed Rand Index y Indice V): [43][37].
Algunos ejemplos claves de textos cortos son: los resúmenes, los t́ıtulos y las descripciones.
Como ya se mencionó con anterioridad, la agrupación en estos tipos de textos, presentan
problemas, debido al bajo volumen de información que contienen. En detalle, los factores
que generan inconvenientes en la agrupación de textos cortos son la falta de información o
1Siglas en inglés de bag of words, o “paquete de palabras”.
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representación dispersas [25][6], la superposición y redundancia, significados hiperespeciali-
zados de algunos términos, y la presencia de palabras dentro de un dominio muy espećıfico
de cada campo de conocimiento [35][7], son inconvenientes que hacen más dif́ıcil obtener un
buen resultado en la agrupación de los textos.
Ahora bien, dentro del campo del aprendizaje computacional, los métodos de clustering o
agrupamiento han adquirido mucha relevancia para la investigación cient́ıfica, por cuanto
su finalidad es la descripción de patrones de comportamiento similares entre los individuos
de estudio. Este tipo de conclusion es útil en los análisis multivariados de información y
puede dar luces sobre comportamientos particulares en las poblaciones de estudio, al igual
que aportar en muchas áreas de investigación, como lo son: el aprendizaje automático, la
mineŕıa de datos, el reconocimiento de patrones, el análisis de imágenes, la cienciometŕıa,
entre muchas otras.
El agrupamiento de textos ha sido relevante en procesos que involucran gran cantidad de
información muy detallada y, en muchos casos espećıficos, en forma de texto escrito, sin
embargo con el crecimiento de la información textual, los textos de extensión corta son cada
vez más usuales. Entre las aplicaciones más destacadas para la agrupación de textos cortos,
se encuentran: software como sistemas de extracción de información [7], análisis de senti-
mientos, marketing , seguridad nacional, la detección de temas latentes [54], indexación de
grandes volúmenes de art́ıculos en revistas cient́ıficas [7][13] para resolver problemas de atri-
bución de autoŕıas [1], entre muchas otras aplicaciones.
Aśı las cosas, esta investigación se centrará en el tema espećıfico de la agrupación de textos
cuando el volumen de información por unidad de análisis es muy reducido, es decir, cuando
la extensión promedio de los textos es muy chica y, por ende, no es adecuado aplicar los
enfoques tradicionales de agrupación de textos. Es un campo novedoso de investigación y en
este caso particular serviŕıa para agrupar las investigaciones que están en curso en la Uni-
versidad Nacional de Colombia usando solamente la descripción corta de las actividades de
investigación, la cual tiene una extensión promedio de 20,98 términos por documento. Esto
podŕıa facilitar algún tipo de priorización en las poĺıticas de delegación de recurso, al interior
de la Universidad o podŕıa servir como marco de referencia para posteriores investigaciones
sobre el tema.
En las técnicas de agrupación de textos, como se ha descrito con anterioridad, se busca se-
parar la información por grupos de acuerdo con la similitud de los objetos y, en general, esta
caracteŕıstica es medida con una función de similitud [54][28][27], que en las metodoloǵıas
usuales de agrupación de texto son útiles cuando las cadenas por analizar tienen diferentes
niveles de granularidad; por ejemplo, los documentos, que tienen grandes volúmenes de pala-
bras, párrafos y oraciones, lo cual hace algo más “fácil” el problema de clasificación en estos
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tipos de texto.
En el caso espećıfico de la agrupación con la información de la Vicerrectoŕıa de Investigación
de la Universidad Nacional de Colombia, se cuenta con descripciones muy cortas de cada
tema, con textos que tienen una extensión promedio de 21 palabras, es decir, no se tiene
suficiente información. Aśı los métodos de agrupación usuales no han dado los resultados
esperados, en la medida en que se generan agrupaciones uno a uno, lo cual puede deberse a
que muchas palabras usadas en las descripciones de los temas de investigación están dentro
de un dominio muy espećıfico de cada campo de conocimiento [33], y esto dificulta mucho
poder hacer asociaciones entre los objetos de análisis (temas de investigación). Una de las
aplicaciones del método que se presentará en esta investigación es justamente que partiendo
de, los resultados obtenidos en la agrupación automática se puede determinar el tema latente
que es común dentro de los elementos de cada grupo [54], aśı se podŕıa establecer cuáles
son las áreas de conocimiento o los temas espećıficos en los que se están centrando las
investigaciones en la Universidad.
1.2. Objetivos
Partiendo de reconocer la particularidad de este conjunto de información, esta investigación
busca responder a la siguiente pregunta: ¿Cómo agrupar textos cortos de manera que los
grupos conformados reflejen la semántica de los textos analizados?. A partir de esta pre-
gunta surgen otras más espećıficas como: ¿Cómo realizar correctamente la representación de
textos que tienen una extensión de alrededor de 20 palabras? ¿Cuál es el método de agru-
pación más eficiente, en el problema de agrupación no supervisado de textos cortos? ¿Cómo
se pueden detectar temas latentes partiendo de la agrupación de estos tipos de textos?. En
el presente trabajo se quiere desarrollar un método alternativo de solución a este tipo de
problemas usando los enfoques de representación distribucional. Dichos enfoques, por medio
de estad́ısticas de coocurrencia de términos, permiten tener mayor información para la re-
presentación de cada término en el vocabulario o conjunto de análisis, para, a partir de esto,
poder hacer más efectivos los métodos de agrupación.
OBJETIVO GENERAL: Desarrollar un método para el agrupamiento de textos cortos
que sea aplicable al problema de detección de temas latentes en colecciones de descripciones
cortas de proyectos de investigación.
OBJETIVOS ESPEĆIFICOS:
Obj 1. Desarrollar una estrategia de representación para textos cortos que capture una mejor
representación semántica de los textos y que facilite la tarea de agrupación.
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Obj 2. Desarrollar un método de agrupamiento no supervisado que utilice la representación
construida para un determinado conjunto de textos de extensión corta.
Obj 3. Evaluar el método desarrollado en un conjunto de datos concreto relacionado con
la tarea de detección de temas latentes en una colección de descripciones cortas de
proyectos de investigación de la Universidad Nacional de Colombia.
1.3. Metodoloǵıa
Esta investigación es un estudio de tipo exploratorio, debido a que se prueban distintas es-
trategias para la representación de los textos de longitud corta, tal como las representaciones
distribucionales de los términos y los diferentes métodos de agrupación. Adicionalmente, en
el diseño de la investigación se usan datos cuantitativos construidos a partir de las bases de
datos: UN T́ıtulos, y a partir de la base Scopus T́ıtulos (ver descripción en la sección 4.1).
La investigación es de carácter experimental, dado que recopila evidencias de la validez de
los métodos encontrados y de la propuesta metodológica construida para la resolución del
problema de investigación.
Aśı, para alcanzar los objetivos antes mencionados, se definieron tres grandes fases, a con-
tinuación, se presenta una pequeña descripción de cada una de las fases del proyecto y una
breve descripción de las actividades desarrolladas:
1. Primera Fase (Incorporación de ampliaciones distribucional de los térmi-
nos). En esta fase inicial, se hizo la revisión de la literatura para la identificación de
los métodos del estado del arte, que son utilizados en la representación de los textos
de longitud corta, con el fin de poder integrar e implementar dichos métodos de base y
poder proponer un nuevo esquema para la representación de los textos cortos que son
materia de investigación.
Actividades
Partiendo de la revisión bibliográfica, se establecieron los esquemas que se utiliza-
ron, basados en fuentes externas, para obtener una representación más adecuada
de las unidades de análisis.
Se implemento la representación de textos cortos y con base en esta implementa-
ción, ejecutar los métodos seleccionados de agrupación de textos, hacer la medición
del rendimiento y la validez de los resultados obtenidos.
Se hizo la definición de un nuevo esquema y procedimientos que lograran mejorar
los resultados de los algoritmos encontrados en la revisión bibliográfica.
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2. Segunda Fase (Comparación de métodos de Cluster). En esta fase se evaluaron
las medidas de validez interna y externa para cada uno de los métodos de agrupamiento,
comparando los resultados y evaluando que tanto mejora el desempeño de los métodos
cuando se usa el enfoque de ampliación distribucional y las técnicas de selección de
términos, después se hicieron evaluaciones sobre el comportamiento de los métodos en
términos del tiempo de ejecución.
Actividades
Se hizo una revisión del estado del arte para encontrar los art́ıculos más recientes
que tratan sobre la agrupación de textos, en esta revisión bibliográfica se inclu-
yeron aquellos que se especializan en textos de longitud corta.
Con base en la revisión bibliográfica previa, se seleccionaron y/o adaptaron los
algoritmos más pertinentes para el conjunto de datos de problema, apoyándose
en las medidas de validez interna/externa y en costos computacionales de los
algoritmos.
Realizar la depuración y las consolidaciones de las fuentes de información externas
(La base de datos UN T́ıtulos y Scopus T́ıtulos), implementar la experimentación,
las medidas de evaluación de validez internas y externas, aśı como también las
medidas de costo de ejecución y recursos computacionales.
3. Tercera Fase (Evaluación del método en la base de datos UN T́ıtulos). Una
vez se finalizó la exploración de los métodos para el agrupamiento de textos cortos de
la fase previa, trabajaremos con la base de datos depurada de la Universidad, se realizó
la implementación del procedimiento seleccionado en un lenguaje de programación que
facilitó el procesamiento de texto. Posteriormente se implementaron las validaciones
internas de los grupos que arrojo el método desarrollado, aśı como las comparaciones
con los otros métodos en estudio y finalmente algunas representaciones graficas que
puedan ayudar a la interpretación de los resultados obtenidos en el agrupamiento.
Actividades
Se procedió a la tarea de pre-procesamiento necesario para la limpieza de términos
que puedan afectar los resultados de las técnicas de agrupamiento de la base de
datos (Signos de puntuación, verbos, errores de codificación, etc.)
Se hizo una medición de validez de los resultados y el desempeño de los métodos
que están en estudio.
Con base en las fuentes de información, insumo para las dos fases anteriores, se
construyen representaciones gráficas para la interpretación de los resultados de la
técnica de agrupamiento propuesta.
8 1 Introducción
1.4. Resultados y contribuciones
Los principales resultados y contribuciones de este trabajo pueden ser resumidas como:
Se desarrollo un metodoloǵıa para la agrupación de texto con extensión muy corta,
basado en la representación distribucional de los términos (DTR), utilizando una fuente
de información externa, en nuestro caso, utilizando las bases de datos de Elsevier,
logrando una mejora de alrededor del 70% en los ı́ndices de validez externa de los
grupos con relación a los métodos básicos de representación de textos, adicionalmente
logrando una mejora relativa de al rededor del 10% con relación a representaciones
entrenadas con el popular método word2Vec.
La f́ıgura 3-1 presenta la visión general del método desarrollado en esta investigación,
presenta sus diferentes etapas y procesos. El método se basa en la idea detrás de la
representación distribucional de los términos, como ya se ha mencionado, la idea es
representar una palabra por medio de estad́ısticas de coocurrencia de documentos o
términos, intuitivamente el método se base en buscar la mejor representación semantica
partiendo de la búsqueda de relaciones entre los termino o documentos que existen en
una colección externa de documentos, esta representación enriquecerá la semantica de
los términos[6]. El método consta de cuatro etapas principales:
1. El pre-procesamiento de los textos originales, lo cual consiste en la depuración y
normalización de los términos de los textos.
2. Partiendo de los textos depurados se construyen consultas, que se utilizan para la
expansión de los términos, esto es, para encontrar elementos textuales de mayor
extensión, por ejemplo, resúmenes de art́ıculos, t́ıtulos, citas, y/u otros elementos
que pueden estar asociados a la temática de los textos originales.
3. Se extrae la representación distribucional de los textos a partir de los elementos
recuperados en la etapa anterior, dicha representación se usa para ampliar el
sentido semántico de los términos y poder encontrar relaciones entre los textos
que componen la colección.
4. Se aplican los diferentes métodos de agrupamiento sobre la colección de textos
cortos después de aplicar la expansión de los términos.
Carrasco, J. M., Sánchez-Torres, J. M. and Fabio A. González. Oral Presentation -
“A very-short-text clustering method based on distributed representation to identify
research capabilities of a Higher Education Institution” En la 6-th Global TechMining
Conference 2016. (Ver anexo C).
En este trabajo, se propuso la utilización de varios métodos de representación distri-
bucional para el problema de investigación, se realizo la comparación con los métodos
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estándar de agrupación de textos. Las contribuciones en este trabajo incluyeron la par-
ticipación en el desarrollo de los programas/códigos, la ejecución de los experimentos,
la realización de presentación final del proyecto y una presentación oral del trabajo en
el evento de la conferencia que se menciono con anterioridad.
La mayor parte del proceso desarrollado está disponible en el siguiente repositorio web:
Los códigos de los métodos presentados en el articulo “A very-short-text clustering met-
hod based on distributed representation to identify research capabilities of a Higher Edu-
cation Institution” están disponibles en https://github.com/JoraJora/shortTextCluster.
1.5. Estructura del documento
La presente tesis está estructurada de la siguiente forma. El caṕıtulo 2 detalla de manera
general la teoŕıa y los conceptos básicos involucrados en los métodos de agrupamiento de
textos. Primero se describe el trabajo relacionado sobre la representación semántica de los
textos; luego, en esta misma sección se explican de manera general los componentes y la
definición del método de agrupación de textos, y se describe cuáles son la problemáticas
identificadas en los diferentes métodos seleccionados para la experimentación; finalmente, se
exponen las metodoloǵıas de evaluación del desempeño de los algoritmos. La discusión sobre
estos temas y las descripciones de los métodos contextualizarán la aproximación metodológi-
ca propuesta, esto permitirá entender de mejor forma el contenido de este documento.
En el caṕıtulo 3 se explica el esquema metodológico propuesto. Dicho esquema se divide
en las siguientes secciones: la primera consiste en describir al detalle el procesamiento de
los textos antes de encontrar la representación semántica propuesta para los términos que
componen los textos; en la segunda sección se detalla el esquema de consulta en la fuente
externa, aśı como la posterior representación y agrupación de los textos; finalmente, en la
tercera se explicara la implementación de la metodoloǵıa propuesta, describiendo los pasos
y el diseño de las funciones creadas para este tarea.
Posteriormente en el caṕıtulo 4 se relacionan los diferentes grupos de datos que se utilizarán
en la evaluación del método propuesto, y se da una breve descripción de la configuración
experimental haciendo referencia a los métodos descritos en el caṕıtulo 2. Al final de esta
sección del documento se presentan los resultados experimentales encontrados y se comple-
menta con un análisis de estos. La finalidad de esta sección del documento es describir el
desempeño de los métodos identificados en los conjuntos de datos seleccionados.
Finalmente en el caṕıtulo 5 se presentan las conclusiones del presente trabajo y el plantea-
miento de algunas ideas de investigación para trabajos futuros.
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Esta sección tiene como objetivo introducir las definiciones y las nociones básicas de los
métodos utilizados en el nuestro proyecto de investigación. Las definiciones y los temas
presentados, se espera, contribuyan a en una mejor comprensión del lector de este documento.
En la primera parte, sección 2.1, se presenta los trabajos relacionados con la agrupación de
textos. En la sección 2.2 se presentan las diferentes formas de representar a los textos v́ıa
ampliación distribucional de los términos. Posteriormente, en la sección 2.3, se describen los
conceptos y los métodos de la agrupación de textos, como son la extracción de caracteŕısticas,
métodos de aprendizaje y por último, en la sección 2.4, se presenta la forma en que se evalúa
la tarea de agrupación, presentando, las diferentes medidas de validez internas y externas
que serán utilizadas en la evaluación experimental.
2.1. Trabajos relacionados
La importancia de trabajar con textos cortos ha sido reconocida en estudios recientes, en
particular, la mayoŕıa de estos trabajos se apoya en nuevos métodos para resolver problemas
de clasificación. La principal preocupación con estos enfoques es que requieren un número
suficientemente grande de ejemplos de entrenamiento para lograr una alta precisión en textos
no clasificados [42, 1]. La alternativa es utilizar una técnica no supervisada para textos cortos
que probablemente mostrará resultados más eficientes, como un método de agrupación. En
esta sección, por un lado, se enuncian los tres aspectos que se deben someter a revisión a
la hora de evaluar un proceso de agrupación y, por otro, se ofrece una visión general de los
enfoques encontrados en la literatura que proponen una solución para resolver el problema
de la agrupación de textos de extensión corta.
Si planeamos usar un método de agrupación, se deben considerar tres aspectos relevantes:
primero, se escoge la representación del documento o la manera de ponderar los términos
dentro de los textos originales con suficiente información [52]. Ante el inconveniente de los
textos de corta extensión, una posible solución es la expansión de los términos del docu-
mento, lo cual modifica el peso de estos, con el fin de incorporar la representación de los
términos que no se presentan en el documento, como de poder contribuir a la representación
semántica de los términos que realmente aparecen en el texto original [1, 20, 32, 36]. En la
actualidad, una estrategia relevante en la expansión de documentos es utilizar las represen-
taciones distribucionales de los términos que los componen. Esta estrategia trata de resolver
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el problema de dispersión de las representaciones tradicionales (como df y tf-idf ) y la baja
frecuencia de aparición en las colecciones con textos de extensión corta. Este enfoque utiliza
la frecuencias de los términos en el documento y la distribución de co-ocurrencia de cada
término para generar su respectiva representación, para lo cual también se usa información
contextual tomada de una fuente externa [26, 6, 19].
Otro método representativo que se encuentra en el estado del arte es el denominadoWord2Vec,
que fue introducido por Mikolov et al. [29, 30]. Esta estrategia propone una representa-
ción basada en redes neuronales en la que una palabra está representada por un vector
(comúnmente conocido en inglés como word embeding o CBOW1) que capta las relaciones
sintácticas y semánticas de palabras que componen los textos de entrenamiento. El modelo
está formulado para predecir el contexto que rodea una determinada palabra. Los vecto-
res y las representaciones construidos con esta arquitectura, o similares, son utilizados para
resolver problemas de procesamiento de lenguaje natural: segmentación del usuario, repre-
sentación del conocimiento, respuesta de preguntas, extracción de temas, entre otras tareas;
recientemente, una extensión de este método es presentada por Bojanowski et al [5].
El segundo aspecto relevante en el proceso de agrupación es determinar la matriz de similitud
o disimilitud que el algoritmo utilizará para encontrar las relaciones entre los documentos
analizados. En la literatura encontramos muchas estrategias para crear la matriz: similaridad
de coseno (CS) usando representación tf-idf, análisis semántico Latente (LSA), maquina de
vectores de soporte (SVSM) y divergencia de Kullback-Leibler (KLD) [33, 43].
Finalmente, el tercer y último aspecto que se debe tener en cuenta es la selección del método
más apropiado y su aplicación en el proceso de agrupación de textos cortos, de acuerdo con la
representación seleccionada y la matriz de similitud que se definieron en las etapas anteriores
[43]. Desde la última década, debido al crecimiento de la información de texto y el creciente
uso de Internet y las redes sociales, muchos investigadores han centrado sus esfuerzos en
técnicas de agrupamiento en textos cortos (Cagnina2014, Yuan2011, Carretero-Campos2013
y Faguo2010). Debido a que este tipo de información es cada vez más habitual en Internet,
se mencionan las técnicas de agrupación supervisadas más destacadas: Naive Bayes [31], el
algoritmo del vecino más cercano K [24], Support Vector Machines [53, 31], Optimización
de Enjambre de Part́ıculas [7], entre otros. Estos métodos de agrupación descritos anterior-
mente hacen uso de lo que se denomina BoW [14], que son representaciones de vector de
frecuencia de ocurrencias de cada palabra en cada documento. Estos vectores pueden gene-
rar representaciones congruentes cuando las cadenas de texto en estudio tienen una amplia
gama de longitudes y el vocabulario utilizado en los objetos de análisis es muy çercano”.
El objetivo final de esta investigación es, aśı, agrupar textos cortos de tal manera que los
1 Siglas en inglés de continuos bag of words
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textos relacionados con cierta categoŕıa puedan encontrarse en un grupo mismo grupo, lo
que significa que la similitud dentro de los grupos de texto será mucho más fuerte. Para
lograr este objetivo, y para la evaluación de las metodoloǵıas propuestas de agrupación
(como la medición de la similitud dentro de los grupos), realizamos búsquedas en diferentes
art́ıculos para identificar posibles conjuntos de datos de referencia. En el estado de arte se
encontró que algunas colecciones usadas con frecuencia para la validación de los métodos
de agrupamiento en colecciones de textos denominados como “cortos” son: EasyAbstracts
(T̄d = 192,93), SEPLN-CICLing (T̄d = 65,48), CICLing-2002 (T̄d = 70,45), R4-Reuters
(T̄d = 166,4), R8-Reuters (T̄d = 64,87), R52-Reuters (T̄d = 64,3), WebKb (T̄d = 136,26)
y hep-exCERN (T̄d = 46,53) [7, 33]. Por desgracia, el conjunto de datos que contienen los
t́ıtulos de los proyectos de investigación no tiene las mismas caracteŕısticas del conjunto de
datos de referencia. En nuestro problema, el número promedio de términos en las colecciones
es de T̄d = 20,91, el cual resulta ser mucho menor que cualquier otro conjunto de datos de
referencia.
2.2. Representaciones distribucionales de términos (DTR)
Figura 2-1.: Estrategia de representación distribucional de los términos.
Como podemos ver en la figura 2-1, la idea principal de usar representaciones distribuciona-
les de términos (DTR, por sus siglas en inglés) es construir un nuevo vector de representación
numérica que pueda capturar el significado semántico de los documentos usando una fuente
externa de información. Con base en esta fuente se emplea una función para la representación
de los términos que incluye el documento; dicha función usualmente utiliza “bolsas de do-
cumentos” y/o “bolsas de palabras”, las cuales aparecen simultáneamente en la fuente y en
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la representación original del documento que se quiere clasificar o en este caso agrupar [25].
Esta interacción entre las diferentes palabras y la fuente externa,al igual que las respectivas
representaciones, es llamada usualmente en la literatura semantic word embeddings. Como
explicaremos más adelante, DTR es una manera de expandir la representación semántica de
los documentos, que consiste en encontrar principalmente wjk, que se calcula con el texto
de la fuente relacionada. Más formalmente, dados los pesos de los términos wjk, la represen-






Donde αj es un número real que mide la contribución del término tj ∈ di dentro de la re-
presentación del documento. Existen varias posibilidades para definir αj . De esta manera, a
lo largo de esta sección, se describirán en detalle los diferentes enfoques para la expansión
distribucional de términos que fueron considerados en nuestro trabajo de investigación, tam-
bién se describirán en detalle los esquemas probados de pesado para los términos (es decir
encontrar wtj i).
2.2.1. Representación por ocurrencias de documentos
La representación de ocurrencias de documentos (comúnmente llamada DOR, por sus siglas
en inglés) puede definirse como la representación dual de la tradicional medida tf−idf , la cual
es reconocida en el contexto de mineŕıa de texto, como uno de los modelos de representación
mas básicos y mas utilizados [6, 25]. La idea central de este enfoque es asumir que la semántica
de un documento y, más espećıficamente, la semántica de los términos que componen este
documento pueden ser representadas por la distribución estad́ıstica de las co-ocurrencias
de documentos en el corpus que contienen dicho término, es decir, un documento estará
representado por otros en los cuales los términos co-ocurren. Esto resulta tener sentido, a
consecuencia de que los documentos en donde aparece frecuentemente un término pueden
caracterizar la semántica de dicho término, aśı como también, si un documento tiene muchos
términos diferentes con respecto a los de los otros documentos, o poco distintivos, menor
será la contribución para la representación semántica del documento.
El objetivo de esta aproximación es encontrar el vectorw de pesos asociados a cada uno de los
términos tj, formalmente wj = (wj1, . . . , wNj), en donde N es el número de documentos en
la nueva colección, es decir, los documentos que fueron recuperados de una fuente externa de
información (en nuestro caso, todos los resúmenes de art́ıculos que fueron recuperados en el
proceso de recuperación de información). Sea wjk ∈ [0, 1] la representación de la contribución
del documento k-ésimo a la representación semántica del texto j-ésimo, en la figura 2-2 se
encuentra la definición de esta representación [25]:
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wk,j = dfitf (dk, tj)





Figura 2-2.: Matriz de representación de los términos recuperados y definición inicial de
representación DOR.
Los pesos que se obtienen en la representación DOR suelen ser normalizados, bajo la normali-
zación de coseno, entonces, la ecuación para calcular los pesos de un documento propiamente





s=1 dfitf (ds, tj)
Se puede construir una representación del peso DOR de manera matricial, esto se logra
definiendo una matriz diagonal de pesos D a partir de las frecuencias de ocurrencia de los













En esta ecuación, la matriz A está conformada por Aij = df(dj, ti), es decir, la frecuencia
del término ti en el documento dj (df, por sus siglas en inglés). Como se muestra en la




1 + log(π(dj, ti)) si π(dj, ti) > 0
0 e.o.c
(2-3)
Adicionalmente, se denota π(dk) el número de diferentes términos que conforman el diccio-
nario2 T y que aparecen en al menos una vez en el documento dk, más formalmente podemos
2 Este contendrá todas las palabras en los conjuntos de pruebas y en los textos recuperados.
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definirlo como el cardinal del siguiente conjunto: π(dk) = |{ti | ti ∈ dk ∧ ti ∈ T}|.
2.2.2. Representación por co-ocurrecias de términos
La idea detrás de la representación por co-ocurrencias de términos (comúnmente llamada
TCOR, por sus siglas en inglés), es que un término puede caracterizarse por la distribución
de frecuencia de las palabras que co-ocurren con él en la colección de documentos. En nuestro
caso, por ejemplo, una palabra puede ser caracterizada mediante los términos que aparecen
frecuentemente con esta palabra en los diferentes resúmenes que se recuperaron. En un
lenguaje más formal, la semántica de una palabra tj puede verse como un función de la bolsa
de términos que co-ocurren con tj en la colección de documentos. Se puede encontrar que
el vector de representación ~wj =< wj1, . . . , wj|T | >∈ R
|T |, tal que tj ∈ T es el conjunto de
diferentes términos que ocurren en el documento y wkj ∈ [0, 1] corresponde a la contribución
del k-ésimo término a la representación semántica de la palabra j-ésima del texto [25, 6]. En
la figura 2-3 se presenta la definición de la representación TCOR.
wkj = tf(tk, tj) log
|T |
#τ (tk)
Figura 2-3.: Matriz de representación de los términos recuperados y definición inicial de
representación TCOR.
Donde Tk es el número de diferentes términos en el diccionario que aparecen junto con el
término tj , al menos una vez en un documento, tf (.) queda definida como:
tf(tk, tj) = [1 + log (#(tk, tj))]1#(tk ,tj)>0 =
{
1 + log (#(tk, tj)) si #(tk, tj) > 0
0 e.o.c
En la anterior definición, #(tk, tj) corresponde al número de veces que co-ocurre el término tj
con tk. Los pesos que se obtienen en la representación TCOR al igual que en la representación
DOR suelen ser normalizados, bajo la normalización de coseno:










Se pude obtener una expresión análoga para la representación semántica TCOR haciendo











= D(1 + log(Bt ∗B)) (2-4)
En 2-5,Bij = 1tj∈di es una función que indica si tj pertenece al documento di, γ(tj) representa
el número de términos diferentes en el diccionario T que co-ocurren con tj en al menos un
documento. Como se mencionó en la anterior sección, se puede normalizar la representación
de co-ocurrencia de términos haciendo uso de la normalización de coseno ‖.‖.
2.2.3. Representación Word2Vec
Como ya hemos mencionado con anterioridad, el principal propósito de usar el enfoque de
representación semántica Word2Vec es encontrar una representación que pueda capturar
el valor semántico y sintáctico de las palabras que componen un determinado texto. Esta
representación mapea cada palabra a un vector continuo wt es la representación de los textos
y a un vectorwc es la representación del contexto, dada las palabras que lo componen, usando
el modelo de bolsa continua de palabras (considerablemente citado en la literatura como skip-
gram model) [29]. Dado un corpus de entrenamiento extenso (T = {w1, . . . , wT}) se puede















Aqúı, el contexto Ct es el conjunto de ı́ndices de las palabras que rodean a una palabra wt
y se define s como un producto escalar entre la palabras y la representación del contexto
s (wt, wc) = u
′
wtvwc .
Se usa el algoritmo de gradiente descendiente para la optimización de la función objetivo
2-5, esta metodoloǵıa usa la función softmax para parametrizar la probabilidad de observar
el contexto de una palabra wc dada una palabra wt [30]. El resultado final es una matriz
W2V =
[
w1, . . . ,w|T ∩O|
]
∈ R|T | donde cada fila contiene la representación vectorial asociada
a cada uno de los términos que fueron usados en el proceso de entrenamiento del modelo
Word2Vec, pero al mismo tiempo pertenece a la base de datos original O.
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2.3. Algoritmos de agrupación
Los desarrollos sobre métodos de agrupamiento y la literatura que se puede encontrar sobre
estos es incréıblemente inmensa [21]. Hacer una descripción detallada de los diferentes méto-
dos de agrupamiento se considera que está fuera de los objetivos de esta investigación. Sin
embargo, teniendo en cuenta que los algoritmos de agrupación son una parte fundamental en
el presente trabajo, aunque no sean propiamente el punto central de la investigación, en esta
sección se describirá, por una parte, la función principal de estos algoritmos, su definición
formal en términos de un problema de clasificación no supervisada [18] y una breve carac-
terización de los métodos. Por otra parte, se explicarán varios de los algoritmos estándar en
la tarea de agrupación, más espećıficamente, en el contexto de la agrupación de textos.
2.3.1. El problema de agrupación
Un algoritmo de agrupamiento es un método que genera particiones dentro un conjunto de
datos para crear subconjuntos o clusters, de tal forma que los objetos que conforman un grupo
compartan rasgos comunes, a menudo la proximidad, de acuerdo con métricas espećıficas y
definidas [45][15]. Este tipo de métodos, también llamados segmentación de datos, tiene
varios propósitos. Como ya se menciono uno de ellos es asignar los objetos de análisis a los
diferentes grupos, pero más importante aún, esta segmentación permite describir un objeto
(en nuestro caso un texto) a partir de los objetos con los cuales está relacionado [18].
Otro de los propósitos que se encuentran en la literatura es determinar, por medio de las
medidas de disimilaridad entre los objetos de cada grupo, si los datos consisten o no en un
conjunto de subgrupos distintos [18]. Es decir, se podŕıa concluir si el formato compacto que
arroja los métodos de agrupación sigue siendo una versión informativa de la totalidad del
conjunto de datos. Por lo tanto, estas técnicas también tienen como finalidad generar un
resumen de la categorización de la información del conjunto original de datos [15].
Lograr la segmentación de datos resulta ser una tarea relevante en la actualidad debido a que
nos enfrentamos a un enorme volumen de información almacenada y presentada como datos.
Unos de los elementos esenciales para el análisis y la gestión de los datos consiste en clasifi-
carlos o agruparlos, para aśı entender nuevos objetos, conceptos, fenómenos o caracteŕısticas
y poder compararlos con otros elementos ya conocidos [15][49].
En el contexto de análisis de información textual, como los t́ıtulos de proyectos de investi-
gación de la Universidad, son variados los enfoques que se encuentran en la literatura. Los
métodos de agrupamiento, en este tipo de información, pueden utilizarse en la organización
de documentos sin supervisión, extracción automática de temas y tareas de recuperación de
información [9].
Existen diferentes taxonomı́as para clasificar los métodos de cluster [21, 15, 49, 4]. La si-
guientes son las categoŕıas generales que describen los enfoques más utilizados en el contexto
de análisis de texto, algunos de los cuales serán explicados más ampliamente en la sec-
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ción 2.3.1.1.
Métodos particionales: los métodos de agrupamiento por particiones buscan dividir
una colección de documentos en un conjunto de grupos que no se superponen, para
maximizar la medida de diferencia de los grupos en el proceso de agrupación [9, 21].
Métodos jerárquicos: este grupo de métodos tienen su origen en el estudio de taxo-
nomı́as. Es decir, se basan principalmente en la noción de aaglomeración y división de
grupos.
Métodos según su función objetivo: estas técnicas de agrupación operan de acuer-
do con la definición de un criterio de amortización o con base en un criterio de búsqueda
de la mejor partición posible.
Aunque los algoritmos de agrupamiento no abarcan todos los objetivos de esta tesis, son
importantes para la determinación de los grupos temáticos de los textos objeto de esta in-
vestigación. Para poder evaluar los posibles modelos de representación semántica propuestos
para el tratamiento de textos cortos y planteados al inicio de este caṕıtulo, en este trabajo
se utilizan tres algoritmos de agrupamiento, los cuales podŕıan proveer ventajas en el trata-
miento de información textual: el algoritmo k-medias, con el uso de transformaciones kernel;
la factorización de matrices no-negativas; y la agrupación espectral. El resto de esta sección
los revisa.
2.3.1.1. Definición formal
Para tener cierta claridad en la términoloǵıa y posteriores definiciones de los métodos, en
esta corta sección se describirá formalmente cuál es la finalidad de una técnica de agrupación.
Considere un conjunto de datos X (según lo descrito por Berkhin [4], pueden representar
objetos, instancias, casos, patrones, etc.) xi = (xi1, ..., xid), i ∈ {1 . . .N}, en el cual N es el
número de observaciones en el conjunto de datos. Cada componente xil ∈ Al, l ∈ {1 . . . d},
se trata de las observación numéricas o categóricas de cada uno de los d atributos en un
espacio de componentes que denotaremos como A; dichos atributos también son llamados
componentes, variables, caracteŕısticas, dimensiones, etc. La finalidad de las técnicas de
agrupamiento es asignar los conjuntos de datos a un sistema finito de k conjuntos. Los
algoritmos seleccionados en esta investigación cumplen las siguientes restricciones [49]:
1. Los subconjuntos de datos originales no pueden ser vaćıos Ci 6= ∅.
2. La unión de los conjuntos encontrados es igual al conjunto de datos
⋃k
i=1Ci = X. Con
la posible excepción de valores at́ıpicos.
3. Los subconjuntos encontrados en los algoritmos son disyuntos es decir ∀i, j ∈ 1, . . . , K
y i 6= j tenemos que Ci ∩ Cj = ∅.
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2.3.2. K-medias usando tranformaciones Kernel
De acuerdo con la descripción dada en Dhillon[11], este algoritmo resulta ser una extensión
del tradicional método de agrupación k-medias. La idea principal es mejorar el rendimiento
del algoritmo haciendo uso de transformaciones Kernel, lo cual se puede definir como una
función no lineal para transformar los datos desde el espacio de representación original a un
espacio dimensional superior, en el cual los objetos de estudio sean linealmente separables
[11]. Como se indica en Dhillon[11], la función objetivo, usando una función de kernel φ, está
definida como:














De acuerdo con la intuición general detrás del algoritmo de k -medias, la tarea de agru-
pación parte del problema de encontrar los “mejores” grupos. Estos se pueden encontrar,





El proceso general está descrito en el algoritmo que se presenta a continuación (algorit-
mo 2.13). El paso principal consiste en calcular la matriz Kernel. Esta matriz contiene en
sus registros los productos φ(a)φ(b) = K(a, b), que, por su parte, se usan para estimar la
distancia euclidiana ||φ (a)−mj||, y aśı minimizar la función objetivo.
2.3.3. Factorización de matrices no-negativas
Otro de los algoritmos seleccionados para la experimentación con los textos en estudio es
la factorización de matrices no-negativas (NMF, por sus siglas en inglés). Varios trabajos
recientes demuestran la importancia de este algoritmo para la detección simultánea de grupos
de documentos y de agrupaciones de palabras. Este enfoque ha sido ampliamente utilizado en
el agrupamiento de documentos, sin embargo, al utilizarlo con textos cortos no ha mostrado
resultados, como consecuencia de la baja frecuencia de los términos y el problema de la
dispersión de las medidas en las representaciones de los textos cortos [50]. Se espera que
este tipo de problemas se pueda resolver con lo descrito en la sección de representaciones
distribucionales (ver sección 2.2).
La factorización de matrices no-negativas se basa en la descomposición de matrices descrita
inicialmente por Ding, He y Simon [12]. Tal como se expone en Kim y Park [22], se parte de
3 Tomado de Dhillon[11]
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Algoritmo 2.1: K -medias usando transformación Kernel
Datos: K: la matriz kernel, k: número de grupos, w: pesos de cada punto.
Resultado: C1, . . . , Ck, correspondiente a los k grupos de la partición de los datos.
1 Inicializar C
(0)
1 , . . . , C
(k)
k
2 Definir t = 0
3 repetir
4 para a ∈ X hacer
5 Encontrar j, el nuevo grupo de a, con:
j∗(a) = argminj |φ(a)−mj |
2
6 Calcular nuevos grupos como:
C
(t+1)
j = {a : j
∗(a) = j}
Definir t = t + 1
7 hasta que Alcanzar criterio de convergencia
la definición de X como una matriz no-negativa de tamaño n× p, (v. g. con xij ≥ 0, denota
X ≥ 0), y r > 0. La factorización de matrices no-negativas (NMF) consiste en encontrar una
aproximación dada por:
X ≈ Wn×r Hr×p
En donde W y H son al igual matrices no-negativas, que resumen la información contenida
en la matriz original X dentro de r factores. Aśı, para el caso de estudio de esta investigación
se resumirá la representación de los textos en r diferentes factores [46].
2.3.4. Agrupación espectral
El agrupamiento espectral ha sido ampliamente utilizado en una serie de problemas de
agrupación de textos [7, 11, 23, 48]. Este algoritmo parte de la definición de un grafo G,
totalmente conectado, como representación del conjunto de datos original. En este caso, el
grafo G = (V,E,W) está dado por: V , un conjunto de vértices; E, el conjunto de aristas;
y W = wii′ , que representa la matriz de afinidad construida a partir de una medida de
similaridad, usualmente denotada como matriz de adyacencia [18].
Partiendo de un grafo G, y de definir D = dii, en donde dii =
∑
j wij se define como el grado,
la suma de los pesos de las conexiones hacia el vértice vi, partiendo de la definición de esta
matriz diagonal, se define el grafo laplaciano como:
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L = D−W
























solución bien conocida de este problema se obtiene calculando los k autovectores propios más
grandes de la matriz D−1/2WD−1/2. Como paso final, se usan estos vectores propios para
calcular una partición discreta del conjunto de datos, el algoritmo de k-medias es usualmente
utilizado para esta tarea [11, 18]. Más abajo podrá encontrarse el algoritmo 2.2, que presenta
el proceso general que se lleva a cabo en este método.
Aśı las cosas, la definición de W, en los experimentos se usó la similaridad de coseno entre
los documentos para encontrar el grado de afinidad entre los textos. Esta medida se basa en
el angulo entre dos vectores numéricos, y se puede comprobar que es independiente del largo
de los documentos que se están comparando [42].
Algoritmo 2.2: Agrupación epectral.
Datos: X matriz de datos original, k: número de grupos.
Resultado: C1, . . . , Ck, correspondiente a los k grupos de la partición de
los datos.
1 Inicializar W, usando la matriz de datos original.
2 Calcular el grado de la matriz de adyacencia, usando: D = Diag (W1n).
3 Encontrar la solución del problema, calculando:
D−1/2WD−1/2V[k] = V[k] diag ({s1, . . . , sk}) , sk es el valor propio k.
Z = D−
1
2V[k], con [k] = {1, . . . , k}
Z∗ = diag
(





4 Encontrar los grupos, usando Z∗ y el algoritmo k-medias.
2.4. Medición del desempeño y validez de los grupos
El último aspecto referente al proceso de agrupación de textos cortos es la evaluación interna
y externa (ver figura 3-1 y capitulo 3). Este procedimiento permite la valoración de los
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grupos encontrados, para determinar dos resultados claves: el primero es la definición del
mejor esquema de representación semántica para el caso de textos cortos (ecuaciones (2-2),
(2-4) o (2-5), enunciadas en la sección 2.2); el segundo, que es el más relevante, es evaluar
la calidad de los grupos encontrados, hallando el número óptimo de grupos y el método de
agrupación con mejor desempeño, para lo cual se evalúan los resultados en términos de la
similaridad intragrupo (coeficiente Davies-Bouldin, ı́ndice QError, coeficiente Silueta) y en
términos de medidas de homogeneidad de los grupos, como los son: ı́ndice Rand ajustado,
ı́ndice de Homogeneidad, ı́ndice V, ı́nformación mutua ajustada (Adjusted MI) y la pureza
[46]. Las metodoloǵıas usadas en el proceso de medición del desempeño se describirán en esta
sección. Para las definiciones de los distintos métodos de validez se tendrán las siguientes
convenciones [4]:
Kh: representa el conjunto de la categoŕıa h, de g categoŕıas que han sido previamente
etiquetadas (h ∈ {1, . . . , g}).
Cl: el grupo l-ésimo encontrado por el algoritmo de agrupación, con l ∈ {1, . . . , k}.
nj : el número total de objetos que están en el grupo j-ésimo.
n(h): el número total de objetos que están clasificados en la clase h-ésima.
n
(h)
j = |{xi|xi ∈ Cl ∧ xi ∈ Kh}|: el número de objetos clasificados en el cluster j que
pertenecen a la clase h.
λ (X → λ): el vector de etiquetas de los cluster, la indicadora de pertenencia del grupo
de los objetos encontradas por el algoritmo.
κ: el vector de etiquetas de la clase de grupos ”verdaderos”..
2.4.1. Medidas de validez externas
Las medidas de validez externa requieren, como su nombre lo indica, de información externa
para la evaluación del desempeño de los algoritmos. Este tipo de medidas se basan en la idea
de comparar numéricamente los grupos obtenidos con respecto a las categoŕıas que se suponen
“verdaderas”, es decir, por ejemplo, una clasificación dada por un experto [34]. Sin embargo,
a diferencia de los problema de clasificación supervisada, dicha verdad no está disponible
para el algoritmo de agrupamiento. Esta clase de medidas de evaluación puede utilizarse
para comparar el rendimiento de principio a fin de cualquier agrupación independientemente
de los modelos o las similitudes utilizados.
Dado que los algoritmos de agrupación responden a un problema de carácter no supervisado,
el rendimiento de este tipo de métodos no puede ser juzgado de la misma manera que un
problema de clasificación supervisado, debido a que la clasificación para la validación podŕıa
no ser la mas óptima [4]. En los siguientes apartados se presentan, las cuatro medidas de
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validez externas que fueron utilizadas para la evaluación de los diferentes métodos propuestos
en el trabajo de investigación realizado en esta tesis de maestŕıa.
2.4.1.1. Índice de pureza
Como mencionan Ghosh and Strehl [17] el ı́ndice de pureza corresponde a la precisión con
que nuestros modelos de agrupación agrupan los objetos de análisis, bajo el supuesto de que
todos los objetos de un determinado grupo identificado se clasifican como miembros de una
clase; por ejemplo, para el caso del problema no supervisado los grupos encontrados deben
corresponder a las clases dadas por los expertos. Formalmente, dado un grupo Cl, la pureza
es la razón entre el número de objetos de la clase dominante y el total de elementos que









Para evaluar esta medida a través de los diferentes grupos se calcula el promedio de las
purezas agrupadas ponderadas por el tamaño del grupo. Entre más cercano a 1, indicará que
el número de elementos correctamente clasificados en cada una de las clases se aproxima a
nl, lo que indicaŕıa que la mayoŕıa de los objetos están correctamente asignados a los grupos,











2.4.1.2. Índice Rand ajustado
Con el fin de comprobar los resultados de los algoritmos seleccionados, se puede hacer uso de
una medida de concordancia entre dos particiones, en este caso, entre la partición encontrada
por el método de agrupación y la partición inducida por las clases que provienen de un criterio
externo [51]. Teniendo en cuenta los grupos encontrados y las clases, se definen a y b como:
a = ‖{(xi, xj)|xi ∈ Cl ∧ xj ∈ Cl ∧ xi ∈ Kh ∧ xj ∈ Kh}‖, corresponden al número de
pares de objetos que están en el mismo grupo y también están en la misma clase.
b = ‖{(xi, xj)|xi ∈ Cl ∧ xj /∈ Cl ∧ xi ∈ Kh ∧ xj /∈ Kh}‖, esto es, el número de pares de
elementos que están en conjuntos diferentes en C y que también están en conjuntos
diferentes en K.
El ı́ndice de Rand no ajustado está dado por la razón del número de concordancias del
algoritmo y la clasificación externa (numerador), entre el número de posibles parejas (deno-
minador), formalmente:
24 2 Marco teórico





Se puede definir una formulación alternativa del ı́ndice Rand que se ajusta por el posible
agrupamiento casual de las parejas. El número de parejas que concuerdan puede estar sesgado
por efecto de la aleatoriedad, para esto se asume una distribución hipergeométrica para la
distribución de ocurrencias de los grupos y las clases. Con base en la distribución asumida
se puede encontrar E (φRI), y aśı puede definirse el ı́ndice ajustado de Rand como:
φARI =
φRI − E (φRI)
máx(φRI)− E (φRI)
(2-7)
El ı́ndice φARI toma un valor entre 0 y 1, un valor de 0 indicaŕıa que la partición inducida
por las clases no concuerda, en ningún par de objetos, con la agrupación encontrada por el
algoritmo, por otro parte si el ı́ndice toma el valor de 1 indicaŕıa que la partición encontrada
por el algoritmo es exactamente igual a la partición real de los datos.
2.4.1.3. Información mutua
El ı́ndice de información mutua es una de las medidas de validación externa que más ha sido
utilizada, debido principalmente a su fundamento teórico [17]. Esta basada en medidas de






























En 2-8, C y K representan dos variables aleatorias asociadas a los grupos y a las clases,
respectivamente. En la formulación de la entroṕıa, P (i) y P ′(j) representan la probabilidad
de que un objeto de análisis extráıdo aleatoriamente de C o de K sea clasificado en el grupo
l-ésimo o en la clase H-ésima, respectivamente. Estas probabilidades, tal como se puede ver
en la anterior formulación, pueden ser estimadas por las frecuencias de ocurrencias de los
grupos y las clases. Si H(.) es cercana, indica que la entroṕıa es máxima, es decir que las
categoŕıas no están concentradas en ninguna clase o grupo.
El ı́ndice de validez externa, denominada “información mutua”, se define como:
4 Medida de la incertidumbre existente ante un conjunto de datos, en este caso, el conjunto de etiquetas
(grupos o clases).






























2.4.1.4. Información mutua ajustada
La información mutua, al igual que su variante utilizando normalización, no se ajusta al
azar. Según se menciona en la literatura, a medida que aumenta el número de diferentes
grupos también aumenta el ı́ndice, independientemente de la cantidad real de “información
mutua” entre las grupos encontrados y las clases reales [47]. Por esta razón se hace el ajuste
















ai!bj !(N − ai)!(N − bj)!
N !nij !(ai − nij)!(bj − nij)!(N − ai − bj + nij)!
Utilizando el valor esperado, la información mutua ajustada puede entonces calcularse uti-





Los ı́ndices φMI y φAMI son simétricos en términos de U y V . Estos ı́ndices se encuentran
entre 0 y 1, donde 0 indicará que no existe una buena agrupación de los datos, es decir
no existe información común o mutua entre la partición real de los objetos y la partición
encontrada por el método. Un valor de 1 indicará que la agrupación encontrada por el método
tiene una “correlación perfecta” con las clases reales de los datos.
2.4.1.5. Índice V
Este ı́ndice se base en dos aproximaciones de entroṕıa: la primera es un ı́ndice de homo-
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Aqúı, h representa el ı́ndice de homogeneidad de los grupos encontrados por el algoritmo.
Estos grupos satisfacen el criterio de homogeneidad si al interior de los grupos los objetos
pertenecen a una misma clase [40]. Esto se cumple cuando el desorden al interior de los grupos
es mı́nimo con relación a las clases, es decir, si la distribución de las clases al interior de un
grupo determinado está concentrada en una sola etiqueta. El desorden de esta distribución
puede ser medida por H(U |V ) (la entroṕıa condicional de las clases dadas las asignaciones
de los grupos). Si esta entroṕıa es cercana a 0 y en consecuencia h es cercana a 1, indicaŕıa
que solo existe una clase prevalente en cada grupo encontrado. H(C) es la entroṕıa de los
























La medida c representa el ı́ndice de completitud de los grupos encontrados por el algoritmo
de agrupación. Contrario a la formulación del ı́ndice de homogeneidad, la completitud se
refiere a la caracteŕıstica ideal de que todos los objetos clasificados en una clase h sean
agrupados como elementos de un mismo grupo o cluster [40]. Para evaluar la completitud,
examinamos la distribución de asignaciones de cluster dentro de cada clase, esto se traduce
en evaluar la entroṕıa condicional de los cluster dada la asignación a las clases (H(K|C)).
c es máxima cuando H(K|C) es mı́nima, esto ocurre, por ejemplo, cuando se asignan todos
los objetos a un único grupo y, como consecuencia, todos los elementos de una clase estarán
en la clase y la entroṕıa será cero.
Tal como lo describen Rosenberg y Hirschberg [40], el ı́ndice V (V-measure, como es comúnmen-
te conocido en inglés) se define como la media armónica de las medidas presentadas ante-
riormente, es decir:




Análogo a los otros ı́ndices de validez externas expuestos con anterioridad, el ı́ndice φV , está
acotado entre 0,0 y 1,0, en donde 1 significa que las etiquetas o grupos, encontrados por el
método, concuerdan perfectamente con las clases reales de los objetos.
2.4.2. Medidas de validez internas
En oposición a las medidas de validez externa, los criterios de validación internas formulan la
calidad como una función de los datos o de similaridad de los puntoso o grupos. Por ejemplo,
cuando usamos el criterio de error cuadrático medio, el algoritmo puede evaluar su propio
rendimiento y afinar sus resultados en consecuencia [17].
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Cuando se utilizan criterios internos, el agrupamiento se convierte en un problema de op-
timización. Por ejemplo, al usar el criterio de mı́nimos cuadraros se busca encontrar los
grupos que minimizan el error bajo un criterio de distancia, y no bajo una estructura pre-
especificada de los datos, que es impuesta normalmente por un experto, como las clases
verdaderas [34]. En los siguientes apartados se presentan las tres medidas de validez interna
que fueron utilizadas para la evaluación de los diferentes métodos propuestos en el trabajo
de investigación.
2.4.2.1. Índice Davies-Bouldin
De acuerdo con la descrito por Davies y Bouldin [10], existen ciertas propiedades que son
importantes para la construcción de una medida de similaridad entre grupos. Para ello, se
construye una función de la dispersión al interior de los cluster, denotada Si, que depende
directamente de los objetos clasificados en Ci, es decir, Si = S(x1, . . . , xni), en donde Ci =
{x1, . . . xni}. El objetivo descrito por Davies y Bouldin [10] es encontrar RSi,Sj ,Mi,j , una
medida de similaridad entre dos grupos, tal que:
RSi,Sj ,Mi,j > 0. La función de similaridad es no-negativa.
RSi,Sj ,Mi,j = RCj ,Ci. Esta función cumple con la propiedad de simetŕıa.
RSi,Sj ,Mi,j = 0, si y solo si Si = Sj = 0. La medida de similaridad es 0 si la dispersión
de ambos grupos es 0.
Cuando Sj = Sk y Mi,j 6 Mi,k, entonces RSi,Sj > RSi,Sk . Esta propiedad indica que
cuando la dispersión se mantiene constante entre los grupos, a medida que la distancia
M(.) aumenta la similaridad, como es esperado, disminuirá.
Cuando Sj > Sk y Mi,k = Mi,k, entonces RSi,Sj ,Mi,j > RSi,Sk . Esta propiedad enuncia
que cuando la distancia entre los grupos se mantiene constante, pero la dispersión
aumenta, la medida de similaridad también aumentará.
Esta medida de similaridad, por definición, tiene que tener en cuentaMi,j , esto es, la distancia
entre el i-ésimo y el j-ésimo grupo. En el caso de una agrupación perfecta la distancia entre
grupos debe ser lo más grande posible. En nuestro caso, está dada por la expresión 2-12,
donde Ai representa el centroide de Ci, y ni es el tamaño del i-ésimo grupo, cuando p = 2
representa la distancia euclidiana de los puntos. La funciones de dispersión y similaridad de
un grupo describirse mediante las siguientes expresiones [10]:






















Es posible utilizar otras métricas en Mi,j, especialmente en problemas con datos de dimen-
sionalidad alta. Para casos en los que la distancia euclidiana no permite capturar la noción
de distancia, lo recomendable es usar la misma métrica que usa el algoritmo de agrupación











Figura 2-4.: Descripción del calculo para el ı́ndice Davies-Bouldin.
Un pequeño ejemplo del cálculo del ı́ndice φDB se presenta en la figura 2-4. En este se
encuentra la distancia promedio de cada punto a su centroide correspondiente, aśı se calcula
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Si; luego, se calculan las distancias entre los centroides de los diferentes grupos, para luego
calcular RSi,Sj ,Mi,j de acuerdo con las ecuaciones presentadas con anterioridad; a continuación
se calcula Di, que correspondeŕıa a la medida de similaridad con el cluster más “cercano”
bajo la distancia definida. La mejor selección de los grupos será entonces aquella que logre
minimizar φDB, es decir minimizar el promedio de las distancias Di [10].
2.4.2.2. Índice de cuantificación de error
Este ı́ndice, más conocido en inglés como cuantificación del error (QE, por sus siglas en
inglés), no es más que una modificación del conocido error cuadrático medio, en el cual se
mide la dispersión de los puntos en cada uno de los grupos encontrados usando el centroide
de cada grupo y la distancia de este a cada uno de los puntos, que conforman el grupo [17].
Formalmente, de acuerdo con el número de objetos en el cluster Cl según λ, el centroide














Figura 2-5.: Descripción del calculo para el ı́ndice Quantization-Error (QE).
Como se pretende construir una medida de calidad de los grupos que esté dentro del intervalo
0 a 1, donde 1 indicaŕıa una asociación perfecta, esto ocurriŕıa si SSE tiende a 0. En este
caso se define el ı́ndice como:
φQE = exp
−SSE(X,λ) (2-14)
Es conocido que minimizar SSE(.) es uno de los objetivos del algoritmo heuŕıstico de K -
medias, o también puede ser considerado análogo a la minimización de la función de vero-
similitud de los datos, cuando se asume que los datos y, por ende, la agrupación se generan
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por mixturas de funciones de distribución normales multivariadas [10]; como se mencionó
con anterioridad, φQE es máxima cuando SSE es mı́nimo. Un ejemplo de dicho cálculo se
presenta en la figura 2-5, en donde se calculan las diferencias |x−cl|, cuando los grupos son
homogéneos y estas diferencias son mı́nimas.
2.4.2.3. Coeficiente Silueta
Una de las estrategias cuando no se cuenta con las clases reales sobre un conjunto, es decir,
cuando no se cuenta con la información de una fuente externa, se conoce como coeficiente
Silueta. Este coeficiente puede calcularse para cada una de las muestras y se compone de
dos elementos esenciales [41, 44]:
ai: la distancia promedio entre un objeto y todos los demás puntos del i-ésimo grupo.
bi: la distancia promedio entre un objeto y todos los demás objetos que conforman el
grupo más cercano al grupo i-ésimo.
El coeficiente Silueta para una muestra simple se define entonces como en la expresión 2-15,
gráficamente se puede ver en la figura 2-6 un ejemplo con tres grupos encontrados por un
algoritmo, primero se encuentra el coeficiente silueta para cada uno de los puntos y luego se










Por la definición 2-15 se puede deducir que el ı́ndice cumple: −1 ≤ φSilueta ≤ 1. Aśı, una pun-
tuación alta cercana a uno, para φSilueta, se relaciona con un partición en donde los grupos
están mejor definidos, es decir mayor diferencia promedio entre grupos y menores diferencias
promedios intragrupos (homogeneidad dentro del grupo), esto ocurre cuando ai ≪ bi. Si
φSilueta es cercano a cero, indicaŕıa que algunos objetos están en la frontera de dos grupos,
implicaŕıa mayores diferencias promedio intragrupos y menores diferencias promedios entre
grupos. [41].
Breve śıntesis del caṕıtulo En esta sección de la tesis, se presentaron los algoritmos in-
volucrados en la construcción de una nueva metodoloǵıa para agrupación de textos cortos.
Las metodoloǵıas y las estrategias presentadas en este caṕıtulo se concentraron principal-
mente en apoyar el objetivo número 1 de desarrollar la representación para textos cortos
que logre un mejor semántica de los términos que componen los textos y que facilite la tarea
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Figura 2-6.: Descripción del calculo para el coeficiente Silueta.
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de agrupación de los mismos. En las siguientes secciones se desarrolló el marco teórico co-
rrespondiente al objetivo número 2, para lograr determinar un método de agrupamiento no
supervisado que utilice la representación construida para un determinado conjunto de textos
de extensión corta, en esta segunda parte se presentaron los diferentes métodos disponibles
y también las medidas de validez internas y externas que están disponibles en el estado del
arte para evaluar el desempeño de los algoritmos de agrupación.
3. Metodoloǵıa propuesta
El objetivo de este caṕıtulo es dar la descripción detallada de la propuesta metodológica
para la agrupación de textos cortos, haciendo uso de las representaciones distribucionales
de los términos. Se trata, entonces, del método que se utilizará en los experimentos para
obtener los grupos objetos de estudio de esta investigación.
La f́ıgura 3-1 presenta la visión general del método en sus diferentes etapas y procesos. El
método consta de cuatro etapas principales.
Figura 3-1.: Arquitectura general del método de agrupación de textos cortos.
En la etapa Procesamiento inicial de textos cortos se hace el pre-procesamiento de los textos
originales, lo cual consiste en la depuración y normalización de los términos de los textos. La
siguiente etapa del proceso se denomina Expansión de consultas, en la cual partiendo de los
textos depurados se construyen consultas, que se utilizan para la expansión de los términos,
esto es, para encontrar elementos textuales de mayor extensión, por ejemplo, resúmenes
de art́ıculos, t́ıtulos, citas, y/u otros elementos que pueden estar asociados a la temática
de los textos originales. En la etapa Expansión y representación de términos se extrae la
representación distribucional de los textos a partir de los elementos recuperados en la etapa
anterior, dicha representación se usa para encontrar el sentido semántico de los términos y
poder encontrar relaciones entre los textos que componen la colección. En la última etapa,
Moldeamiento de tópicos, se aplican los diferentes métodos de agrupamiento sobre la colección
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de textos cortos después de aplicar la expansión de los términos.
Partiendo de las etapas del proceso propuesto para obtener los vectores caracteŕısticos de
los textos cortos y el posterior proceso de agrupación de los textos, el tratamiento temático
de este caṕıtulo se ha organizado de la siguiente manera, en la sección 3.1 se presentara los
aspectos ligados a la etapa de Procesamiento inicial de textos cortos, por su parte la etapa
de Expansión y representación de términos, se divide a su vez en dos secciones: sección 3.2
en donde se presentan los aspectos relacionados con la construcción de las consultas para el
proceso de recuperación de información y la sección 3.3 en donde se describe el algoritmo
para DTR. La sección 3.3 también presenta el esquema metodológico propuesto para la
experimentación de los diferentes algoritmos de agrupación seleccionados, finalmente en la
sección 3.4 presenta los componentes del diseño usado para la implementación de las etapas
descritas con anterioridad.
3.1. Preprocesamiento inicial de textos cortos
Como podemos ver la figura 3-1, el primer paso del proceso propuesto, dentro de la actividad
de normalización de los textos, es la identificación del lenguaje, para lo cual se construye
un clasificador capaz de detectar el idioma, esto resulta necesario porque los proyectos de
investigación de la universidad pueden estar registrados tanto en inglés como en español.
El primer paso es entonces usar un clasificador para hacer la detección del idioma, para lo
cual dentro de la investigación, se usaron dos enfoques diferentes: el primero consiste en usar
las listas de palabras vaćıas (stopwords, en inglés) de los diferentes lenguajes para construir
un clasificador. La idea general de este clasificador es encontrar la frecuencia de ocurrencia
de estas listas y seleccionar el idioma en que aparezca un mayor número de palabras claves
[2]. El otro enfoque utilizado fue usar la función get languages1, que usan los recursos web de
Google, con el fin de identificar y devolver los códigos de idioma iso639-1, para los idiomas
admitidos en la API de Google Translate. Para mejorar el desempeño y los tiempos de la
tarea de clasificación se decidió utilizar el segundo enfoque, dado que permite de una manera
más ágil la identificación del lenguaje del texto original.
El paso siguiente a la detección del idioma consiste en traducir los textos cortos a un lenguaje
base, para tal fin se usa Google Translate API2. El lenguaje base que se ha elegido para el
método es el inglés, y en este mismo lenguaje se construirá y aplicará lo faltante del proceso,
debido a que muchos art́ıculos han sido escritos y publicados en libros y revistas en inglés.
Una vez traducidos los textos, en esta etapa eliminamos la lista tradicional de palabras de
paro inglesas para formular la consulta; este proceso se presentará en la siguiente sección.
La segunda actividad en la clasificación de documentos es el pre-procesamiento. Consiste en
transformar los documentos en una representación con la que un algoritmo de aprendizaje
1 get languages está disponible en el paquete goslate python (https://pypi.python.org/pypi/goslate).
2 Google Translate API puede convertir dinámicamente los textos entre ciertos pares de idiomas, esta API
está disponible en https://cloud.google.com/translate/docs/.
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pueda llevar a cabo la tarea de clasificación. Regularmente, para esta tarea se realizan algunos
de los siguiente procesos:
Limpieza de documentos: consiste en remover todo aquello que se considere ruido,
por ejemplo: etiquetas HTML o XML, que normalmente se usan para organizar las
colecciones de documentos en distintas categoŕıas o de alguna forma particular. Sin
embargo, estas etiquetas se tienen que remover para que el algoritmo de aprendizaje
únicamente tome en consideración la información del contenido del documento. Tam-
bién incluye la eliminación de encabezados, separadores, tablas, caracteres extraños,
entre otros, al igual que las palabras vaćıas, se trata de palabras muy frecuentes que
por lo general, no aportan información del contenido del documento (por ejemplo:
art́ıculos, pronombres, preposiciones y conjunciones).
Lematización de palabras: un lematizador obtiene las ráıces morfológicas de las
palabras eliminando desinencias por conjugación, número, género. Ejemplo: doctor se
obtiene como lema de doctora o de doctores.
3.2. Expansión de consultas
La siguiente etapa del proceso, que forma parte de la fase de recuperación de informa-
ción, es la formulación de consultas para enviar al motor de búsquedas y aśı poder obtener
documentos que estén relacionados con el texto original, en nuestro caso, resúmenes de
art́ıculos cient́ıficos. Para ello se parte de un texto particular una vez se ha sometido a la
depuración presentada en la sección anterior, dicho texto corresponde, como se ha men-
cionado, al t́ıtulo de un proyecto de investigación en el idioma seleccionado como base,
(di ∈ D = {d1, . . . , dN}). La mejor manera de ver esto es presentar un ejemplo que ilustra
qué consultas consideramos para expandir la representación. La siguiente figura presenta
un texto de ejemplo del conjunto original de datos después de su depuración, aśı como las
consultas construidas a partir del texto:
tj = “Multi dynamics algorithm for global optimization” ⇒
Q1 (tj) = “TITLE-ABS-KEY(Multi + dynamics + algorithm + global + optimization)”
Q2 (tj) = “TITLE-ABS-KEY(Multi + OR+ dynamics +OR+ algorithm + OR+ global
+OR+ optimization)”
Q3 (tj) = “AUTHKEY(Multi + dynamics + algorithm global + optimization)”
Tal como muestra el ejemplo anterior, se realizaron tres consultas diferentes. Estas se lanzan
en el motor de búsqueda de la siguiente manera: Q1 (.) realiza la búsqueda booleana que
devuelve los documentos donde aparecen simultáneamente todos los términos de la consulta.
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El motor de búsqueda, en nuestro caso Scopus o Sciencedirect, busca estas palabras dentro
del t́ıtulo, dentro de las palabras clave y dentro del resumen. Se considera que esta consulta
es exitosa cuando recupera al menos un documento, es decir, si en alguna de las partes del
documento se encuentran simultáneamente todos los términos que componen la consulta. Si
esto ocurre, ya no habŕıa necesidad de lanzar consultas adicionales. Si no se recupera ni un
documento relevante, se realiza una segunda consulta, esto es:Q2 (.), la cual está compuesta
por los mismos términos de la consulta anterior, excepto que devuelve los documentos que
contienen en el t́ıtulo, en el resumen o en las palabras clave al menos uno de los términos
que conforma la consulta (se le agrega el operador “OR”). Otro tipo de consulta realizada es
Q3 (.), que fue utilizada en la construcción para la representación Word2Vec y la construcción
de otro conjunto de validación adicional. El detalle de la base de datos creada a partir
de los documentos recuperados se describe en la sección 4.1, y los detalles del modelo de
representación fueron presentados ya en la sección 2.2.
Para lanzar las consultas previamente descritas, se diseñó un programa empaquetador que
se conecta con dos interfaces de programación de aplicaciones (API, por sus siglas en inglés).
Estas interfaces están en ĺınea, y se encargan de la integración del contenido y datos de
productos de Elsevier3. De estas herramienta se seleccionaron:
La API de búsqueda de ScienceDirect. Este recurso es la mayor base de datos de
investigación cient́ıfica y médica primaria revisada por pares, tiene 14 millones de
usuarios mensuales [39].
la API de Elsevier Scopus. Scopus es la base de datos de citas y estudios bibliográficos
más extensa del mundo, con más de 65 millones de registros de información de 5000
editores diferentes [39].
Estas dos APIs fueron seleccionadas por encima de los recursos de Web of Science, debido
a que daban la opción de almacenar los resúmenes de los art́ıculos cient́ıficos, los cuales
consideramos ser una importante información textual para la ampliación semántica de los
términos originales [39].
Se ha desarrollado un programa para almacenar una estructura de datos predefinida, la cual
se muestra en la figura 3-2. En dicha imagen podemos apreciar la información considerada
relevante en las consultas realizadas: el localizador uniforme de recursos (URL, por sus siglas
en inglés) de la consulta utilizada en la web. Adicionalmente, vemos que se guarda el texto
de la consulta que fue utilizado en el motor de búsqueda (searchTerms) y el lenguaje según la
clasificación Scopus (name); en el campo entry se almacenan todos los resúmenes de trabajos
que están relacionados con el texto original, un ejemplo de la información recuperada y
guardada en este campo se muestra en la Figura 3-3. Sin embargo, en las API de Elsevier
tenemos una restricción respecto de este punto solo podemos descargar hasta 100 documentos
relevantes.
3 Las APIs de Elsevier están disponibles en https://dev.elsevier.com/index.html.
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Figura 3-2.: Ejemplo de la estructura de almacenamiento del procedimiento para una con-
sulta en Scopus o Sciendirect.
Figura 3-3.: Ejemplo de la estructura de almacenamiento del procedimiento, de los art́ıcu-
los, para una consulta en Scopus o Sciendirect.
En la tabla 3-1 resumimos la secuencia de pasos que se toman para abordar la construcción
de una nueva representación a partir de documentos recuperados de nuestro método, inclu-
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yendo los procesos de las actividades relacionadas con el preprocesamiento de los textos y la
recuperación de la colección de documentos, esta puede ser considera la ruta critica para la








1. Búsqueda de resúmenes cient́ıficos
Lanzar la consulta Q1 (.)
Lanzar Q2 (.), si Q1 no encuentra resultados.
Lanzar Q3 (.), se usa únicamente en la construc-
ción de Word2Vec y en la construcción de la base
de datos de Scopus 4.2.
2. Etapa de Pre-procesamiento
Estructuración de la información.
Quitar caracteres especiales de las cadenas.
Quitar palabras vaćıas en el campo de resumen.
Lematización de palabras.
Detección de palabras con alta frecuencia de
aparición.
Construir nueva representación de acuerdo con
la metodoloǵıa descrita en la sección 2.2.
3.3. Representación DTR y agrupación
El siguiente paso en el método propuesto es la representación distribucional de los térmi-
nos y la ejecución de los algoritmos de agrupamiento. En esta sección se presenta toda una
nueva clase de métodos de agrupación para textos de extensión corta, basados en represen-
taciones distribucionales de los términos. De acuerdo con las definiciones de la sección 2,
sea W = (w1, ...,wd) la matriz de representación de los documentos originales, con base en
la nueva colección de documentos (usando DOR, TCOR o word2Vec); sea A la matriz de
representación de los términos en la colección original (usualmente tf-idf). El algoritmo 3.2
define todo un nuevo conjunto de métodos de agrupación para textos de longitud corta, co-
mo se puede ver, en el algoritmo los resultados dependen de la representación distribucional
seleccionada y del método de agrupación seleccionado.
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Algoritmo 3.2: Agrupación de textos cortos usando DTR.
Datos: Matriz de pesos A
Datos: Matriz de pesos W de acuerdo con las expresiones (2-2), (2-4) o (2-5)
Resultado: Los subconjuntos Ci 6= ∅ tal que
⋃k
i=1Ci = X y Ci ∩ Cj = ∅
para i 6= j.
1 inicio
2 Calcular representación DTR de los textos usando la ecuación 2-1.
3 Calcular matriz de similaridad de coseno Scos(xi, xj) =
xtixj
‖xi‖‖xj‖
4 para 1 ∈ {1, . . . , K} hacer
5 Usar el Algoritmo 2.1 o el Algoritmo 2.2
6 Validez Interna sección 2.4.2, calcular φDB, φQE y φSilueta
7 si κ vector de etiquetas de las clases “verdaderas”. entonces
8 Validez Externa sección 2.4.1, calcular φARI , φV , φAMI , φMI y
φpureza
9 Selección del mejor algoritmo de acuerdo con φ.
En particular, para la experimentación, se va a estudiar los clasificadores que surgen de
las combinaciones de las propuestas para representar los textos cortos, descritos en la sec-
ción 2.2 y de los métodos de agrupación presentados en esta disertación y descritos en la
sección 2.3. La tabla 3-3 presenta los diferentes combinaciones seleccionados y las abrevia-
turas o etiquetas con la cual serán presentados, mas adelante, en la sección de resultados
experimentales.











SPEC (DOR) Agrupación Espectral





SPEC (TCOR) Agrupación Espectral
NMF (TCOR) Factorización de matrices
no negativas
Continúa en la siguiente página
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KK (W2V G) word2Vec entrenado con
Google News
K-medias con Kernel
SPEC (W2V G) Agrupación Espectral
KK (W2V S) word2Vec entrenado con
Scopus
K-medias con Kernel
SPEC (W2V S) Agrupación Espectral
KK (W2V W) word2Vec entrenado con
Wikipedia
K-medias con Kernel
SPEC (W2V W) Agrupación Espectral
KK (TCOR * W2V S)
TCOR ⊗ word2Vec entre-
nado con Scopus
K-medias con Kernel
SPEC (TCOR * W2V S) Agrupación Espectral
NMF (TCOR * W2V S) Factorización de matrices
no negativas
Para aprovechar las múltiples caracteŕısticas exhibidas por diferentes medidas de similitud,
obtenidas a partir de diferentes representaciones distribucionales de los términos que com-
ponen los textos, existen propuestas para asignar pesos a la similitud medida de un par de
documentos por otra medida de similitud. Dadas dos matrices de similitud S1 y S2, se define
una nueva matriz de similitud como:
Y = S1 ⊗ S2
Donde ⊗ es la multiplicación elemento-elemento de las dos matrices. El enfoque propuesto
por[42] y depues usar algún metido de agrupación basada en la nueva matriz de similitud de
los elementos.
3.4. Diseño e implementación
En el desarrollo de esta investigación fue necesaria la estructuración del código de las diferen-
tes etapas del proceso. Se necesita de una herramienta con la que se puedan implementar y/o
adaptar los diferentes algoritmos de agrupación seleccionados, aśı como las representaciones
semánticas seleccionadas, las medidas de evaluación que se van a utilizar y, finalmente, los
reportes de resultados de las experimentaciones. Con el fin de implementar correctamente el
esquema presentado en la sección 3.3, tener un diseño de los procesos involucrados es pri-
mordial para una buena ejecución. En esta sección, explicamos el diseño y la implementación
de dicho proceso.
La implementación de la solución y el código fuente está escrito en el lenguaje de progra-
mación Python [16], este lenguaje de programación de uso general, orientado a objetos e
interpretado, se seleccionó como herramienta, dado que tiene muchas facilidades para la
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computación cient́ıfica. Como se puede ver en la figura 3-4 el programa se compone de seis
clases principales:
searchScopus es una clase que contiene las funciones necesarias para construir y lanzar
las consultas a la API de Elsevier Scopus. Los principales componentes de las clase
son: get search url y normalize query que permite la construcción de la Url que sera
utilizada para hacer la recuperación de los documentos, dicha url tiene incluida el
atributo scopusApyKey, suministrada por el servicio web de Elsevier; get abstract es
la encargada de enviar las consultas y guardarlas en objetos de la clase elsevierResult.
La clase searchScience, hereda los atributos y los métodos de la clase searchScopus, se
hace la redefinición de los métodos get search url y normalize query, para construir
adecuadamente las consultas que serán enviadas al sistemas de Elseivir. En esta clase
todas las funciones están orientadas a obtener los resultados de la API de búsqueda de
ScienceDirect.
La clase elsevierResult está diseñada para capturar la información relevante de una
consulta generada por searchScience o searchScopus. Los campos almacenados según
lo descrito en la figura 3-2 tienen dos métodos construidos limit str size y repl ,
los cuales son métodos programados con validaciones internas para excluir aquellos
elementos de las consultas que no contienen texto y/o no tienen la información minima
para identificar un articulo (Elsevier ID, autores, palabras claves, etc.).
Una vez se tengan el resultado de las consultas y el texto almacenado en el campo
abstractArticle, computeDTR es la clase encargada de calcular las representaciones
semánticas de los textos en el conjunto original, utilizando los métodos weight DTR
y compute DTR, con base en los textos recuperados y las formulaciones descritas en
la sección 2.2. Existen funciones adicionales para validar la frecuencia de ocurrencia
de los términos y poder depurar el diccionario de palabras con el que se calcularán las
representaciones.
resultCluster es la clase creada, a partir de una matriz de representación semántica
DTR encontrada usando la clase abstractArticle, descrita con anterioridad, esta fun-
cionalidad ejecuta los algoritmos programados como métodos implementados al interior
de la clase y descritos en la sección 2.3.
La última clase del procedimiento realiza la validación de los grupos encontrados en
los pasos anteriores, se trata de la clase oneCluster, que fue diseñada para calcular y
almacenar los resultados de las medidas de validez interna y externa. Al interior de
esta clase se encuentra la implementación de las diferentes validaciones descritas en la
sección 2.4.
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Figura 3-4.: Diagrama UML de clases utilizado para la implementación de la estrategia
agrupación de textos cortos.
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Breve śıntesis del caṕıtulo En este caṕıtulo, se describió el proceso metodológico usado en
la representación distribucional de los términos que componen los textos objeto de estudio.
En la primera parte de la sección se explica en detalle la metodoloǵıa para la búsqueda y
la recuperación de los textos relacionados por medio de la construcción de consultas, adi-
cionalmente se describe cual fue el preprocesamiento de los textos, esta sección aporta a
la resolución del objetivo general de esta investigación, describiendo en detalle la estrate-
gia diseñada para la detección de grupos o temas latentes en los textos de extensión corta.
Adicionalmente apoya la realización del objetivo número 2, puesto que describe la selección
de los métodos de agrupación y las combinaciones propuestas en para la experimentación.
Posteriormente se hace énfasis en el proceso para obtener los vectores caracteŕısticos de los
textos cortos, aśı como las fuentes utilizadas para la construcción de esos vectores carac-
teŕısticos. Al igual, se explica el diseño metodológico de la implementación del proceso con
la información, atributos y métodos que han sido implementados para el almacenamiento de
la información obtenida de las consultas. Esta información permitirá la ampliación semántica
de los textos de acuerdo con las estrategias discutidas en el caṕıtulo 2.
4. Evaluación Experimental
En esta investigación se hicieron diversas pruebas para evaluar los algoritmos de agrupación
seleccionados en todos los aspectos de interés: validez en la agrupación de los objetos, tiempo
de procesamiento y número de grupos resultantes. En este caṕıtulo se explicara en detalle
algunos experimentos para evaluar el desempeño y la precisión de la metodoloǵıa propues-
ta, comparándola con los diferentes métodos del estado del arte. El presente caṕıtulo está
organizado de la siguiente forma: En la primera parte (sección 4.1), se describe de manera
general los dos conjuntos de datos seleccionados para validar el método propuesto. En la se-
gunda parte (sección 4.2), mencionamos las caracteŕısticas del conjunto de datos constrúıdo
con Scopus y la evaluación de los diferentes experimentos realizados con este conjunto. Para
finalizar, en la tercera y última parte (sección 4.3), se presentan varios experimentos adicio-
nales que están relacionados con los textos cortos de las investigaciones que están en curso
en la Universidad Nacional de Colombia.













Scopus 1696 7373 13.43 20 22267
UN T́ıtulos 2138 7307 20.91 No disponible 20279
Tabla 4-1.: Descripción de los conjuntos de datos y número de textos utilizados en los
experimentos.
Para probar nuestro algoritmo realizamos experimentos en dos conjuntos de datos. La des-
cripción de estos conjuntos de datos se puede ver en la tabla 4-1. 1) Los t́ıtulos de proyectos
de investigación de la Universidad Nacional de Colombia: Este conjunto de datos contiene
(3718) documentos de texto no etiquetados almacenados en formato ”XLSX”, y como se
mencionó anteriormente no tienen las mismas caracteŕısticas del conjunto de datos de refe-
rencia. 2) Para la construcción del segundo conjunto de datos, se descargaron alrededor de
(1696) t́ıtulos de art́ıculos con sus respectivos resúmenes y palabras clave de la base de datos
Scopus. Estas palabras clave están categorizadas en la tabla 4-2 cuya búsqueda recupera los
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100 documentos más relevantes que contienen todos los términos de la consulta en el cam-
po keywords, utilizando el mismo procedimiento de descarga de la representación de texto
propuesta y descrita en la sección 3.2.
4.2. Conjunto de prueba scopus (Scopus T́ıtulos)
La tabla 4-2, muestra los resultados de las 20 consultas enviadas a la API de Elsevier
Scopus. Para recuperar nuevos art́ıculos, se usó la consulta Q3 (.) descrita en la sección 3.2.
Las palabras clave con las que se construyeron las consultas, fueron seleccionadas entre las
palabras clave de los art́ıculos recuperados en el proceso de agrupamiento de los proyectos
de investigación de la universidad, adicional a esto, se seleccionaron las palabras de acuerdo
con la categorización de las áreas mencionadas por Bellotti et al. [3]. La palabra clave con
la cual se recuperó el art́ıculo fue considerada la clase de los textos, y esta clase es la que se
quiere recuperar con la ampliación distribucional propuesta.





Palabra Clave Número de
Art́ıculos
Academic and achievement 78
Artificial and neural and network 79
Asphalt and mixture 98
Cultural and heritage 73
Ecological and compensation 93
Electrophysiology 89
Energy and savings 83
Image and analysis 78
Intracellular and trafficking 97
Ionotropic and glutamate and receptors 85
Logistics and clusters 93
Motivation 57
Mycobacterium and tuberculosis 97
Parallel and robot 90
Periodontal and diseases 83
Pharmacology 81
Rural and development 75
Social and capital 86
Thermal and cracking 89
Violent and behavior 92
Número total de t́ıtulos en la colec-
ción
1696
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4.2.1. Resultados representaciones distribucionales de documentos
Word2Vec
Para entrenar correctamente el modelo Word2Vec (descrito en la sección 2.3), se necesita de
mucha información textual con el fin de obtener una representación adecuada de las palabras.
En este experimento, utilizamos una implementación ya constrúıda para el entrenamiento
word2vec, dicha implementación se encuentra en python disponible en el paquete gensim [38].
Además, se utilizó los siguientes recursos para calcular la representación distribucional de
los términos con base en el modelo word2Vec:
Se construyó un CBOW word2vec usando la mayoŕıa de los parámetros establecidos
por Mikolov et al. [29]. Esta representación fue entrenada con un conjunto de datos de
Google News1, el cual contiene 3 millones de palabras en inglés. El modelo final tendrá
alrededor de 3 millones de vectores de una dimensión 300.
Otra de las fuentes disponibles en la web son los textos de Wikipedia. Estos han sido
una fuente confiable para la representación de palabras en otros experimentos. Los
modelos preconfigurados de word2vec, entrenados con Wikipedia, están disponibles en
el repositorio como wiki2Vec 2. Este repositorio tiene un total de 1,151,090 vectores de
palabras representados en un espacio de 1000 dimensiones.
Entrenamos otro CBOW mediante el uso de resúmenes recuperados de las diferen-
tes APIs de Elsevier. Este conjunto de datos se construyó utilizando un ı́ndice para
almacenar todas las keywords del repositorio de art́ıculos recuperados a lo largo de
los experimentos realizados. El repositorio fue compuesto por la búsqueda de tan-
tas consultas como fuera posible, haciendo uso de la formulación Q3 presentada en
la sección 3.2. En total, la API recuperó 1,045,144 diferentes art́ıculos, junto con la
información recuperada de acuerdo con lo descrito en la figuras 3-2 y 3-3.
Los textos que conforman los resúmenes de los art́ıculos recuperados se utilizaron como
corpus, con un mı́nimo de preprocesamiento (en este caso solo se eligió la conversión de
los textos a minúsculas). En el entrenamiento del modelo se seleccionó un tamaño de
ventana de 5 palabras, con el fin de la definición del largo de los contextos usados en el
entrenamiento. Para la generación de los embeddings o CBOW, en este experimento, se
probaron diferentes dimensiones del espacio de representación de salida con tamaños
de 200, 300 y 500.
Adicionalmente, en este ejercicio se contaban con dos conjuntos diferentes de documentos
recuperados: una primer conjunto de entrenamiento fue constrúıdo con resultados parciales
de la búsqueda, con alrededor de 400,000 art́ıculos recuperados. El segundo conjunto de
1https://github.com/mmihaltz/word2vec- GoogleNews-vectors
2https://github.com/idio/wiki2vec
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datos utilizados en el entrenamiento fue entrenando el modelo con 1,045,144 art́ıculos, es
decir la totalidad de los documentos. Los resultados de los experimentos con las diferentes
Método φDB φQE φSilueta φARI φHOM φV φAMI φMI φpureza
KK
(W2V SV400 200)
0.381 2.789 0.041 0.207 0.392 0.403 0.371 1.179 0.398
KK
(W2V SV400 300)
0.383 2.867 0.029 0.205 0.380 0.394 0.358 1.136 0.384
KK
(W2V SV1000 300)
0.379 2.934 0.040 0.212 0.394 0.401 0.370 1.179 0.407
SPEC
(W2V SV400 200)
0.386 2.957 0.048 0.192 0.369 0.371 0.344 1.103 0.378
SPEC
(W2V SV400 500)
0.384 3.231 0.040 0.203 0.379 0.380 0.354 1.132 0.398
SPEC
(W2V SV1000 500)
0.381 3.282 0.038 0.209 0.390 0.391 0.365 1.164 0.402
Tabla 4-3.: Resultados obtenidos en los diferentes métodos experimentos propuestos
word2vec (sección 3.3), constrúıdos con la base de datos Scopus Tı́tulos. Se
presentan los indices de validez interna (φDB, φQE y φSilueta) y los indices de
validez externa (φARI , φHOM , φV , φAMI , φMI y φpureza).
representaciones distribucionales descritas con anterioridad, se presentan en la tabla 4-3.
Tal como se observa por un pequeño margen, los mejores resultados se alcanzaron usando
un espacio vectorial de 300 dimensiones y usando la base de datos que conteńıa los 1,045,144
recuperados.
 Representación inicial tf-idf  Representación Word2Vec (Wikipedia-Inglés)































Figura 4-1.: Matriz de correlación usando tf-id (izquierda) y después de usar la represen-
tación distribucional word2Vec(derecha).
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Los algoritmos de agrupación que fueron seleccionados para la experimentación, se basan en
una medida de distancia que es calculada entre las representaciones distribucionales de los
diferentes textos que componen el conjunto de datos. A manera de ejemplo la figura 4-1,
presenta la medida de asociación antes y después de aplicar una representación distribucional
usando Word2Vec. En el gráfico entre más cercano sea un texto de otro mayor será la
intensidad del color. Tal como se puede observar en la gráfica (izquierda), usar los textos
originales no arroja suficiente información estad́ıstica, es decir, se puede conclúır que no
existe asociaciones entre los textos. Contrario a esto(gráfica derecha), después de hacer la
representación semántica de los textos, se observan algunos patrones de asociación. Esto
debido a que la representación semántica mejora, brindando mayor información para calcular
la similaridad entre los textos.
4.2.2. Tiempo de ejecución y exploración del número de art́ıculos
recuperados
Uno de los parámetros que pueden impactar el desempeño de las representaciones distribu-
cionales propuestas, es el número de documentos relevantes (en adelante, denotado por M)
que son recuperados en la búsqueda de la fuente externa (en este caso Scopus). El número
de elementos recuperados puede generar un incremento en el tiempo de procesamiento de
los textos. Adicionalmente, puede introducir una reducción en las frecuencias relativas de
los términos, influyendo directamente en las representación semánticas de los mismos que
componen un determinado documento. Otro de los parámetros que se debe tener en cuenta,
es la frecuencia máxima de documentos (DF , por sus siglas en inglés). Esta identificara
algunos términos que son muy frecuentes en la colección de documentos recuperados y que
en la representación podŕıan, en alguna medida, sobrestimar la similitud de los documentos.
Para esto se debe explorar la máxima DF permitida y eliminar los términos que tienen una
DF mayor a un determinado valor.
Para determinar estos parámetros, se iteró entre varias posibilidades. Para el parámetro M ,
se exploraron los resultados en el conjunto ΩM = {5, 10, 15, 20, 30, 40, 50, 75, 100} y para
cada uno de estos valores, se exploró el punto de corte de la DF de los términos, teniendo en
cuenta su distribución a lo largo de la colección recuperada con base en µDFM y σDFM , que
son respectivamente la media y la desviación estándar de la frecuencia de documentos para
la colección recuperada tomando M documentos relevantes en la búsqueda. Se construye
el conjunto ΩDFM = {µDFM + 3σDFM , ...,máx(DFM)}, restringido a |ΩDFM | = 10 como el
conjunto para explorar el corte de DF .
Para la evaluación de los parámetros se usaron dos criterios principalmente: el primero
corresponde al tiempo de ejecución del proceso, entendiéndose este, como el tiempo de la
búsqueda y recuperación de documentos relacionados, más el tiempo de la representación
distribucional de los términos, y adicional se tiene en cuenta el tiempo de procesamiento de
los grupos. El segundo criterio de evaluación, es la pureza de los grupos encontrados por el
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algoritmo. En este ejercicio se utilizó la agrupación espectral debido a que era el método que
mejores resultados arrojaba en experimentaciones previas.
En la figura 4-2 se muestra la matriz de dispersión de los tiempos de ejecución medidos frente
al número de elementos recuperados. En esta, se puede evidenciar los gráficos de dispersión
bivariados para cada par de variables, donde se puede ver una clara relacion lineal entre el
tiempo de construcción de la representación DTR y el número de resúmenes recuperados.
Igualmente, existe una relación lineal positiva, entre el número de elementos recuperados y
el tiempo de ejecución de los algoritmos de agrupación presentados con anterioridad.
Figura 4-2.: Distribución de tiempos de cálculo DTR (timeDTR), tiempos de ejecución del
algoritmo de agrupación(timeCluter) y número de documentos recuperados
(nQuery).
El número de elementos recuperados de la consulta puede afectar el tiempo de ejecución de
los procesos, si aumenta el número de documentos relacionados, mayor será el número de
términos en la representación distribucional, por ende, mayor será el tiempo de construcción
de la nueva representación y el tiempo de ejecución de los algoritmos. Evidencia de lo anterior
se puede ver en la figura 4-3, en donde a mayor número de resúmenes recuperados por
consulta, mayor fueron los tiempos de ejecución de los diferentes experimentos.
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Figura 4-3.: Histograma de tiempos en segundos para el cálculo DTR (timeDTR) y tiempos
del algoritmo de agrupación (timeCluster), dado el número de documentos
recuperados (nQuery)
Con relación al segundo criterio de evaluación en los experimentos, la figura 4-4 presenta
el ı́ndice de pureza encontrado para las diferentes configuraciones experimentales, iterando
sobre los conjuntos ΩM y ΩDFM , explicados con anterioridad. En la gráfica, podemos observar
que la efectividad de los grupos decrece a medida que se recuperan más elementos por
consulta (al incrementar M). También se puede observar que los mejores resultados, se
obtienen al disminúır la máxima DF permitida.
Figura 4-4.: Evaluación del ı́ndice de pureza de los grupos usando la representación TCOR,
explorando diferentes números de art́ıculos recuperados por consulta y diferen-
tes puntos de corte DF para los términos. En azul, se encuentran los resultados
usando los términos tales que DF (t, D) ≤ µDFM +3σDFM , que implica eliminar
un número mayor de términos; en rojo, se encuentran los resultados utilizando
la cota DF (t, D) ≤ máxDFM , lo cual implica eliminar un número menor de
términos.
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La disminución del ı́ndice de pureza al aumentar el número de elementos recuperados, podŕıa
deberse al efecto de la organización de los art́ıculos en los sistemas de búsqueda Elsevier. En
estos, los elementos son organizados por la relevancia del contenido con relación a la consulta
lanzada. Por lo tanto, incluir un gran número de art́ıculos en cada consulta, podŕıa recuperar
textos que no tengan mucha relación con el dominio/tema de la consulta e introducir sesgo
en la representaciones semánticas de algunos términos.
Por otra parte, el aumento del ı́ndice causado por la disminución del umbral de DF , podŕıa
explicarse por la exclusión de algunos términos que son comunes en los resúmenes de los
art́ıculos cient́ıficos, como lo son: addit, affect, aim, analysi, applic, approach, area, assess,
associ, etc.
4.2.3. Comparación métodos de agrupación
En la tabla 4-3 se presentan los resultados obtenidos para el conjunto de datos “Scopus
Tı́tulos”, con los diferentes algoritmos de agrupación seleccionados, descritos en la tabla 3-3.
Los resultados en negrilla representan el mejor desempeño de la agrupación, relativo a cada
uno de los ı́ndices utilizados. Tal como se mencionó en la sección 2.4.1, se espera que entre
mejor sea la agrupación encontrada, lo ı́ndices de validez externa (φARI , φHOM , φV , φAMI
y φMI) incrementen. Estos ı́ndices, en su gran mayoŕıa, se encuentran acotados entre 0,0 y
1,0, en donde 1 significa que la agrupación concuerda con las clases reales de los objetos.
Método φDB φQE φSilueta φARI φHOM φV φAMI φMI φpureza
SPEC (tf idf) 0.974 7.513 0.010 0.046 0.207 0.223 0.174 0.617 0.253
SPEC (TCOR) 0.405 4.540 -0.028 0.226 0.408 0.415 0.385 1.221 0.448
SPEC (W2V G) 3.033 4.127 0.014 0.147 0.305 0.306 0.277 0.912 0.327
SPEC (W2V W) 12.336 3.573 0.001 0.167 0.341 0.342 0.314 1.018 0.380
SPEC (TCOR
*W2V S)
0.383 3.014 0.049 0.200 0.397 0.404 0.372 1.185 0.392
KK (tf idf) 0.979 9.704 0.007 0.064 0.176 0.177 0.142 0.524 0.238
KK (TCOR) 0.406 5.002 -0.041 0.197 0.383 0.393 0.358 1.145 0.391
KK (W2V G) 3.006 4.025 -0.015 0.148 0.319 0.322 0.292 0.953 0.318
KK (W2V S) 0.379 2.934 0.041 0.212 0.395 0.402 0.371 1.179 0.407
KK (W2V W) 12.265 3.646 0.003 0.169 0.352 0.354 0.326 1.052 0.364
KK (TCOR *
W2V S)
0.379 2.934 0.041 0.212 0.395 0.402 0.371 1.179 0.407
NMF (TCOR) 0.338 13.628 -0.038 -0.001 0.033 0.033 -0.005 0.10 0.097
NMF (TCOR *
W2V S)
0.338 13.451 -0.041 0.001 0.040 0.040 0.002 0.12 0.101
Tabla 4-4.: Resultados obtenidos mediante el uso de TF-IDF original basado en el conjunto
de datos de t́ıtulos Scopus, mejor entrenamiento TCOR, y los mejores resul-
tados utilizando word2vec basado en la representación constrúıda a partir de
otras fuentes externas de información, presentadas en la sección 3.3(Wikipedia,
Google News y art́ıculos de Scopus)
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Por otra parte, los ı́ndices de validez interna φDB y φQE, presentados en la sección 2.4.2,
se basan en la medición de las similaridades intergrupos y/o intragrupos, la mejor parti-
ción de los objetos de análisis será aquella que logre minimizar las distancias intragrupos y
por ende logren ı́ndices más bajos (cercanos a cero). Contrario a estos dos ı́ndices, el ı́ndice
φSilueta, toma valores cercanos a uno, cuando los grupos encontrados por el algoritmo están
mejor definidos, es decir mayor diferencia promedio entre grupos y menores diferencias pro-
medios intragrupo (homogeneidad dentro del grupo), por otra parte, toma valores cercanos
a cero cuando se presentan mayores diferencias promedio intragrupo y menores diferencias
promedios entre grupos.
Teniendo en cuenta la descripción de los ı́ndices, se puede observar que el rendimiento de los
algoritmos usando la representación semántica W2V S (representación Word2vec entrenado
con las entradas de Scopus), presenta mejores resultados en comparación con los otros dos
CBOW utilizados (Word2vec entrenado con Wikipedia y otro entrenando con entradas de
Google News).
Según lo descrito en tabla 4-3, la representación de TCOR tiene un rendimiento competitivo
en comparación con W2V S, de hecho, obtuvo el mejor rendimiento para dos de las tres
medidas de validez interna. Podemos conclúır que el desempeño de los métodos usando la
representación distribucional, a partir de una colección de textos externos relacionados con
la colección de documentos, obtiene mejor desempeño que los métodos tradicionales.
Figura 4-5.: Exploración del número de grupos (k) para Scopus Tı́tulos, usando las me-
didas de validez interna: Índice Davies-Bouldin, Índice de cuantificación de
error (QError), Coeficiente Silueta (Silhouette); y utilizando los métodos de
agrupación seleccionados: espectral (spectral) y K-medias con Kernel (kernelK-
means).
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Los resultados previos se obtuvieron bajo una condición espećıfica, comprobar la calidad
de los grupos asumiendo el número de grupos encontrados igual al número existente de
categoŕıas, en nuestro caso 20 clases. A modo de ejemplo, las figuras 4-5 y 4-6, representan
la exploración de las medidas de validez internas y externas respectivamente, investigando si
la calidad de los grupos permanece igual bajo diferentes condiciones, con diferentes algoritmos
de agrupación y cuando se buscan estructuras con un número diferente de grupos, en nuestro
caso explorando K = {1, . . . , 50} y asumiendo la mejor representación distribucional TCOR.
Figura 4-6.: Exploración del número de grupos (k) para Scopus Tı́tulos, usando los ı́ndices
de validez externos seleccionados (pureza, Rand ajustado, información mutua,
información mutua ajustada y ı́ndice V) y utilizando los métodos de agrupación
seleccionados: espectral (spectral) y K-medias con Kernel (kernelKmeans).
En la figura 4-5, se puede observar que los ı́ndices φDB y φQE, disminuyen cuando mayor
es el número de grupos explorados. Esto tiene sentido, dado que a mayor número de grupos
pueden resultar particiones más homogéneas al interior de los mismos. Sin embargo, se puede
observar una inconsistencia con los resultados del ı́ndice φSilueta el cual, contrario a lo espe-
rado, decrece de forma monótona cuando crece el número de grupos explorados, idealmente
este ı́ndice debe ser máximo al acercase al número de particiones reales o clases del conjunto
de datos. Este comportamiento errático puede deberse en parte, a la alta dimensional del
espacio de caracteŕısticas, resultante de la representación distribucional aplicada, o deberse
a la medida de similaridad seleccionada para el cálculo del ı́ndice.
Desde otro ángulo, en la figura 4-6 se puede ver el comportamiento de los ı́ndices de validez
externa, como es de esperarse, se observa un leve incremento al acercarse al número de clases
reales de los datos, pero se mantiene constante o decrece al aumentar el número de grupos
en los algoritmos de agrupación, lo que podŕıa indicar que un número mayor de grupos,
arrojaŕıa peores particiones, es decir agrupaciones que no concuerdan con las clases reales
de los objetos.
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4.3. Proyectos de investigación de la Universidad
Nacional de Colombia (UN T́ıtulos)
Este conjunto de datos contiene t́ıtulos originales de proyectos de investigación de la Uni-
versidad Nacional de Colombia, extráıdos a partir de la base de datos de Vicerrectoŕıa de
Investigación para los periodos 2014-2015. Se cuenta con descripciones muy cortas de cada
tema de investigación, la mayoŕıa de ellos corresponden a los t́ıtulos de proyectos de inves-
tigación que adelanta la universidad, estos textos tienen una longitud promedio de 20,98
términos. La base contiene en total 3718 textos no etiquetados almacenados en formato
“XLSX”.
Expresión regular Expresión regular Expresión regular
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Tabla 4-5.: Primer grupo de expresiones regulares para la depuración de la base UN Tı́tulos
(Parte I).
Adicional a las actividades de pre-procesamiento de texto presentadas en la sección 3.1, se
han realizado esfuerzos sistemáticos para depurar los t́ıtulos de los proyectos de investigación,
eliminando algunos registros relacionados con la asistencia a eventos o conferencias de algunos
investigadores, aśı como también se eliminan términos espećıficos que se repiten a lo largo
de los textos, mediante el uso de expresiones regulares utilizando operaciones de búsqueda
y reemplazo. En la tabla 4-5, se encuentran enunciadas algunas de las expresiones regulares
que fueron anotadas y extráıdas de una revisión del conjunto de datos. Las demás expresiones
regulares son descritas en más detalle en el Anexo A.
Eliminar del texto estas expresiones es relevante, debido a que pueden introducir relaciones
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en los textos que no son propiamente debido al campo del conocimiento que abarca la
investigación. Las relaciones encontradas pueden ser espurias y podŕıan ser causadas por
fragmentos de los textos que se repiten en los t́ıtulos de investigación (por ejemplo, tesis de
maestŕıa, tesis de doctorado, trabajo de grado, etc.).
Después de la etapa de depuración de los textos por medio de las expresiones regulares men-
cionadas con anterioridad, se procedió, según lo descrito en la sección 3.1, con la traducción
de los textos cortos a un lenguaje base, en este caso inglés, usando Google Translate API3.
Luego de la traducción de los textos, se elimina las palabras vaćıas del idioma inglés y pos-
teriormente se realiza las consultas a la base de datos de Elsevier, de acuerdo con lo descrito
en la sección 3.2.
Después de los filtros y la depuración de los datos se eliminaron 1580 textos, debido a que
no conteńıan ningún termino después de la depuración, es decir, la base final está compuesta
por 2138 textos. La tabla 4-6 relaciona la cantidad de documentos recuperados de consultas
realizadas en el sistemas Scopus, aśı como una breve descripción del conjunto de datos que
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Tabla 4-6.: Descripción de art́ıculos recuperados en la colección UN Tı́tulos.
4.3.1. Depuración de términos
Como se describió en la sección 4.2.2, el número de documentos que son recuperados de
las consultas y la frecuencia máxima de documentos de los términos (DF , por sus siglas
en ingles), resultan ser dos parámetros relevantes en la representación distribucional del
conjunto de datos, cuando se usan las representaciones TCOR o DOR. Para evaluar estos
parámetros en el conjunto de datos UN Tı́tulos, el gráfico 4-7 presenta en la parte superior
la distribución en escala logaŕıtmica del número de términos de acuerdo con el número de
documentos en el que el término aparece, por otra parte en la figura inferior se presenta la
frecuencia de términos de acuerdo con su DF . Estas gráficas son utilizadas para identificar
algunos términos que son muy frecuentes en la colección de documentos recuperados y que
3 Google Translate API puede convertir dinámicamente los textos entre ciertos pares de idiomas, esta API
está disponible en https://cloud.google.com/translate/docs/
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en la representación podŕıan, en alguna medida, sobrestimar la similitud de los documentos,
para esto se debe explorar máximo DF permitido y eliminar los términos que tienen un DF
mayor a un determinado valor.
Figura 4-7.: (a): Presenta la distribución del número términos de un documento. (b): Mues-
tra la distribución de los terminos de acuerdo a las frecuencias de documentos
(DF, por sus siglas en inglés).
La gráfica 4-8 presenta el histograma de DF y el histograma del número de documentos,
de los términos que componen la colección de resúmenes del proceso de recuperación de
información, en esta se observa que la mayoŕıa de los términos que componen la colección
tienen una frecuencia de documentos muy baja, de al rededor de un solo documento. Con
base en estos gráficos y con los hallazgos encontrados en la sección 4.2.2 se decido utilizar
un punto de corte máximo de DF igual 0,07, eliminando aśı al rededor de 230 palabras que
tienen un DF mayor a ese criterio y que son palabras comunes en los resumes capturados
en el proceso de recuperación de información.
Figura 4-8.: (Izquierda) Histograma de la frecuencia de documentos “DF”. (Derecha) His-
tograma del número de términos en un documento “N t”.
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4.3.2. Comparación técnicas de agrupamiento
A manera de ejemplo, la figura 4-9 presenta la exploración de las medidas de validez interna
del conjunto UN Tı́tulos, investigando si la calidad de los grupos permanece igual bajo
diferentes condiciones de experimentación: con diferentes algoritmos de agrupación y cuando
se buscan estructuras con un número diferente de grupos, en nuestro caso explorando K =
{1, . . . , 50} y asumiendo la representación distribucional TCOR.
Figura 4-9.: Exploración del número de grupos (k) conjunto de datos UN Tı́tulos, usando
las medidas de validez interna: Índice Davies-Bouldin(φDB), Índice de cuantifi-
cación de error(φQError), Coeficiente Silueta(φSilhouette); y utilizando los méto-
dos de agrupación seleccionados: espectral (spectral) y K-medias con Kernel
(kernelKmeans).
En la figura 4-9, el ı́ndices Davies-Bouldin (φDB) y el ı́ndice de cuantificación de error
(φQE), disminuyen cuando mayor es el número de grupos explorados, esto tiene sentido,
dado que, a mayor número de grupos, el método de agrupación puede resultar particiones
más homogéneas al interior de los grupos, es decir, textos más parecidos entre śı.
Método φDB φQE φSilueta
SPEC (tf idf) 0.405 4.386 -0.008
SPEC (TCOR) 0.974 7.513 0.010
SPEC (DOR) 0.405 4.386 -0.008
KK (W2V S) 0.413 4.050 0.007
KK (W2V G) 0.433 4.159 -0.0004
KK (W2V W) 0.418 4.406 -0.002
Tabla 4-7.: Resultados obtenidos en la base UN Tı́tulos, mejor entrenamiento TCOR, y el
mejor resultado utilizando word2vec basado en la representación construida de
otras fuentes externas (Wikipedia, Google News y art́ıculos de Scopus).
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Sin embargo, existe un comportamiento errático con el tercer ı́ndice de validez interna, el
ı́ndice Silueta el cual decrece al aumentar el número de grupos explorados, contrario al
comportamiento esperado, el cual siguiere que el ı́ndice aumenta para aśı poder encontrar el
número de grupos existentes en el conjunto de datos. El anterior comportamiento puede ser
causado por la alta dimensionalidad del espacio de caracteŕısticas o puede ser causado por
la medida de similitud seleccionada para el cálculo de este ı́ndice.
La figura 4-9 apoya en gran medida la determinación del número de grupos que se pueden
seleccionar, en esta figura se observa un codo al acercarse a una cantidad de 20 grupos,
que supondŕıamos son el número de agrupaciones latentes que existen en el conjunto de
datos, y por esto se selecciona una cantidad de 20 grupos como insumo en los algoritmos
de agrupación. Cabe anotar que se encontraron comportamientos equivalentes, cuando se
probaron los diferentes métodos de representación distribucional seleccionados y descritos
en la sección 2.2.
Como se observa en la tabla 4-7, se encontraron conclusiones similares a los experimentos
realizados con el conjunto de datos Scopus Tı́tulos. En el caso de la generación de clústeres
temáticos utilizando la base de datos UN Tı́tulos, se demuestra que los algoritmos pro-
puestos basados en las representaciones distribucionales de términos (TCOR), presentan un
buen desempeño en las agrupaciones de textos cortos, incluso frente al enfoque de bolsa
de palabras continuas o comúnmente conocido como Word2Vec. Este experimento también
arroja conclusiones sobre el mejor algoritmo de agrupación, el mejor escenario de los resul-
tados obtenidos fue utilizando la representación TCOR y usando el algoritmo de agrupación
espectral.
Breve śıntesis del caṕıtulo En este caṕıtulo se presentaron los resultados experimentales
que validan el método de agrupación para textos con extensión corta propuesto en este
trabajo de investigación. Se presentaron dos escenarios de experimentación, el primero en el
cual se construyó un conjunto de datos en el que se conoce la verdadera categoŕıa de cada
texto. Con este conjunto se evaluó principalmente la consistencia externa de la agrupación,
es decir, que los grupos encontrados correspondieran a las clases originales de los textos.
El segundo conjunto de datos corresponde a los t́ıtulos de proyectos de investigación de la
Universidad Nacional de Colombia. Los experimentos y los resultados de la validación en
la agrupación de los objetos, tiempo de procesamiento y número de grupos resultantes, que
fueron presentados en este caṕıtulo, se concentraron principalmente en apoyar el objetivo
número 3 de evaluar el método desarrollado en un conjunto de datos concreto relacionado con
la tarea de detección de temas latentes en una colección de descripciones cortas de proyectos
de investigación de la Universidad Nacional de Colombia.
5. Conclusiones y Trabajo Futuro
5.1. Conclusiones
En esta investigación, hemos propuesto un método para la agrupación de texto con extensión
muy corta, basado en la representación distribucional de los términos (DTR), utilizando una
fuente de información externa, en nuestro caso, utilizando las bases de datos de Elsevier.
Dicha representación distribucional tiene como objetivo la obtención de conceptos/términos
que pueda ampliar la representación semántica de los términos que conforman los textos ori-
ginales, para lograr capturar mejor la similitud de los textos, y de esa manera poder mejorar
los resultados de las técnicas de agrupación.
Se realizó la evaluación experimental con dos conjuntos de datos diferentes: Uno en donde
se conoce las etiquetas reales de los datos, y el cual fue constrúıdo a partir de consultas
enviadas a la API de Elsevier Scopus; el otro conjunto de datos, consiste en la colección de
t́ıtulos depurados de los proyectos de investigación de la Universidad Nacional de Colombia.
Las principales conclusiones que se obtuvieron de los experimentos realizados son:
Tal como se mencionó en el caṕıtulo 4, como estudio experimental en los dos conjuntos
de datos, se concluyo que es posible lograr un rendimiento significativamente mejor
que los métodos tradicionales para la agrupación de textos. En comparación con la
representación tf-idf (conocida como BOW, Bolsa de palabras por sus siglas en inglés),
se logra una mejora de alrededor del 70% en los ı́ndices de validez externa de los
grupos. También se puede concluir que existe una mejora relativa de alrededor del
10% con relación a los métodos de bolsa de palabras continuas (CBOW, por sus siglas
en inglés), entrenados con el popular método word2Vec, el cual genera representaciones
usadas en métodos de vanguardia y que han mostrado buenos resultados en diferentes
problemáticas relacionadas con mineŕıa de textos.
Se demostró que el uso de DTRs (presentados en la sección 2.2) para la ampliación
semántica de los textos, permite obtener resultados aceptables, considerando que en-
cuentra relaciones entre los textos dada una representación más amplia de los términos
que los componen resolviendo el problema de baja frecuencia de los términos y las
representaciones dispersas de los mismos.
En la base de datos de los textos de la Universidad Nacional, se encontró que los
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métodos propuestos en este trabajo de investigación, sobre el agrupamiento de textos
cortos basados en el uso de DTRs, mostraron resultados igualmente útiles que en los
conjuntos de prueba que fueron construidos, permitiendo encontrar grupos temáticos
en una colección de descripciones cortas de proyectos de investigación. No obstante
las reglas de depuración establecidas y descritas en las sección 4.3 y A resultan ser
muy estrictas eliminando al rededor del 40% de los registros, esto podŕıa proponer
una acción de mejora al proceso de recolección de información de la Vicerrectoŕıa de
Investigación sobre las temáticas investigadas en la Universidad.
La metodoloǵıa que se presento en la sección 3, brinda una nueva herramienta para
las consultas sobre los recursos web de Elsevier, espećıficamente haciendo uso de la
API de Elsevier Scopus y la API de búsqueda de ScienceDirect. La construcción de
este programa en Python permite la captura de la información bibliográfica de muchos
art́ıculos disponibles en estas dos bases de datos. Una estructuración de esta informa-
ción podŕıa apoyar posteriores investigaciones sobre análisis bibliométricos de art́ıculos
cient́ıficos.
Otro resultado relevante de esta investigación, fue la construcción de nuestra propia
representación de bolsa de palabras continuas (CBOW), la cual se construye mediante
el uso de resúmenes recuperados de las diferentes APIs de Elsevier. Este conjunto de
datos compuesto por 1,045,144 diferentes art́ıculos cient́ıficos, junto con la información
recuperada de acuerdo con lo descrito en la sección 3.2 puede ser utilizada en la repre-
sentación semantica de los términos de documentos cient́ıficos en futuros problemas de
mineŕıa de textos.
Entre las limitaciones encontradas en el estudio se puede indicar que, si bien, el método
propuesto permite lograr los propósitos de la investigación encontrando grupos temáticos de
textos con extensión muy corta, al ser una primera aproximación al problema de estudio, no
cuenta con bases de datos del todo estandarizadas y con el conocimiento de cuáles son las
verdaderas clases, es decir, los temas latentes que se encuentran dentro de los conjuntos de
experimentación.
El idioma resulta ser una de las limitaciones del estudio, debido a que la mayoŕıa de los
textos con los que cuenta la base de datos de la vicerrectoŕıa de investigación son en español,
a diferencia de los recursos externos que están disponibles en la web: como las entradas de
Wikipedia, la información de los art́ıculos de las bases de datos de Elsevier y las descargas
de Google News, las cuales se encuentran en inglés, este aspecto limita en algunas ocasiones
la expansión distribucional de los términos en español.
Otra limitación del estudio se encuentra en el tipo de textos que se obtienen en el proceso
de recuperación de información (descrito en la sección 3.2), en vista de que la API de Else-
vier Scopus y la API de búsqueda de ScienceDirect, solo permiten recuperar como máximo
los resúmenes de los art́ıculos. Esto implica que las representaciones distribucionales de los
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términos se restringen a las relaciones entre las palabras que se encuentran en los resúme-
nes cient́ıficos, perdiendo información importante contenida en los textos completos de los
art́ıculos. Estas cuestiones de interés precisaŕıan un tratamiento complementario a los textos
y/o utilizar una metodoloǵıa de recuperación de información diferente a la que fue propuesta
en esta investigación.
5.2. Trabajo Futuro
Existen varios componentes relacionados con el método propuesto que podŕıan mejorar los
resultados encontrados, para esto es necesario realizar otras exploraciones e inclúır otro tipo
de información externa, que podŕıa capturar de una mejor forma el significado semántico y
sintáctico de los textos de extensión corta. Los siguientes son algunos componentes claves
detectados en el desarrollo de la investigación, considerados como trabajo futuro:
Se propone la reorganización de los campos capturados en la base de registro de la Vi-
cerrectoŕıa de Investigación de la Universidad Nacional de Colombia y la ampliación de
esta base con información como: el tipo de apoyo (si es participación a un conferencia,
congreso, u otro tipo de actividad académica), el dominio de la investigación (enten-
dido como el campo de la ciencia con el que se puede caracterizar la investigación) y
la descripción del proyecto o actividad (la cual debeŕıa contener una cantidad mı́nima
de palabras). La inclusión de una descripción de los proyectos facilitaŕıa posteriores
análisis con la información textual contenida en esta base de datos.
Como se mencionó en la sección 3.1, una de las decisiones para constrúır la representa-
ción distribucional, fue la traducción de los t́ıtulos de los proyectos de investigación de
español a inglés. La traducción de los textos podŕıa introducir un sesgo en la represen-
tación de las palabras cuya traducción no fue la correcta y, por ende, la representación
distribucional constrúıda estaŕıa sesgada. La construcción de la expansión distribucio-
nal (DOR, TCOR o Word2Vec) con otras fuentes textuales en español, podŕıa generar
una mejor representación de los textos y por consiguiente una mejor agrupación de
los mismos. Entre las fuentes de información identificadas en español se encuentran:
los textos completos de los trabajos de investigación de la universidad, como lo son
monograf́ıas, tesis, revistas, etc.; y la información bibliográfica de art́ıculos en español,
t́ıtulo, resumen, palabras claves, entre otros elementos.
Estudiar el impacto de la inclusión de otras distancias o distribuciones, para relacionar
los textos de extensión corta, incluyendo por ejemplo divergencias (como la distan-
cia de Kullback-Leibler, la distancia de Mahalanobis) o medidas de similitud de los
textos, diferentes a la similitud coseno ampliamente usada en esta experimentación.
La utilización de estas medidas podŕıan generar mejores resultados en los métodos de
agrupación seleccionados.
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Con relación al método de k-medias usando la transformación kernel, la exploración de
diferentes funciones kernel, las cuales proporcionan una forma de obtener relaciones de
los datos, podŕıa requerir una exploración y un análisis más profundo, y aśı seleccionar
el mejor método kernel de acuerdo con las caracteŕısticas de los textos que se están
trabajando.
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A. Anexo: Lista de expresiones regulares
En este anexo se encuentran los diferentes grupos formados, que fueron consideradas para el
proceso eliminación y depuración de las cadenas de texto, mediante operaciones de búsqueda
y reemplazo. Los grupos fueron conformados por la cantidad de expresiones y paréntesis que
se incluyen en las diferentes expresiones regulares.
Expresión regular Expresión regular Expresión regular
(EVENTO(-| ))?SEMINARIO
INTERNACIONAL (SOBRE)?
DIPLOMADO( EN)?:? CURSO INTERNACIONAL (DE)?



























Tabla A-1.: Primer grupo de expresiones regulares para la depuración de la base UN T́ıtulos
(Parte II).
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Tabla A-2.: Segundo grupo de expresiones regulares para la depuración de la base UN
T́ıtulos.
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Tabla A-3.: Tercer grupo de expresiones regulares para la depuración de la base UN T́ıtulos
(Parte I).
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Tabla A-4.: Tercer grupo de expresiones regulares para la depuración de la base UN T́ıtulos
(Parte II).
B. Anexo: Clasificador de idioma.
Después del proceso de lectura de los datos y de consolidación de la indicadora que determina
el lenguaje en el que se encuentra la descripción corta del proyecto de investigación, se decidió
construir un clasificador de idiomas basados en la frecuencia de aparición de las palabras
vaćıas (stop words en inglés). Dado un documento j, se clasificara en ’Ingles’ o ’Español’,
con base en la comparación de estas dos cantidades |Vi ∩ SWI | y |Vi ∩ SWE |, siendo Vj el
conjunto de tokens del texto j-esimo de la colección, SWI el conjunto de stop words en inglés
y SWE el conjunto de stop words en Español
1.
Figura B-1.: Matriz de confusión del clasificador de Idioma.
Como se puede ver en la matriz de confusión (Figura B-1), se obtuvieron buenos resultados
para el clasificador construido, teniendo en cuenta la evaluación manual realizada de cada
uno de los textos que conforman el conjunto de análisis.
1Las etiquetas para hacer la validación del lenguaje, es el resultado de la revisión manual del idioma original
de cada una de las descripciones cortas del proyecto de investigación.
C. Anexo: Certificación de participación
en Evento.
Figura C-1.: Anexo: Certificación de participación Global TechMining Conference
