We provide convergence rates for space approximations of semi-linear stochastic differential equations with multiplicative noise in a Hilbert space. The space approximations we consider are spectral Galerkin and finite elements, and the type of convergence we consider is almost sure uniform convergence, i.e. pathwise convergence. The proofs are based on a recent perturbation result for such equations.
Introduction
Recently, the authors obtained a perturbation result for stochastic differential equations in the class of umd Banach spaces [4] . This class of spaces includes the Hilbert spaces, and in this article we focus on the Hilbert-space setting only. We shall illustrate how this abstract perturbation result of [4] can be used to prove so-called pathwise convergence of Galerkin and finite-element approximations for stochastic differential equations in Hilbert spaces. By combining these results with, e.g., the time discretization results in [5, 21] , one can obtain pathwise convergence of a fully discretized scheme.
Recall that a stochastic differential equation in a Hilbert space arises when taking the functionalanalytic approach to a stochastic partial differential equation (SPDE), see [6] . In this article we consider equations of the following type:
dU(t) = AU(t) dt + F(t, U(t)) dt + G(t, U(t)) dW H (t), t ∈ [0, T ],
(SDE)
t, u(t, ξ)) dt + g(t, u(t, ξ)) dW (t, ξ),
Here, we assume that a ∈ L ∞ (0, 1) is bounded away from zero, and that f : [0, T ] × R → R and g : [0, T ] × R → R satisfy certain Lipschitz conditions, see also Section 2.2. This fits into the setting of (SDE) if we take
), F(t, U(t))(x) = f (t, u(t, x)), (G(t, U(t))h)(x) = g(t, u(t, x))h(x) for h ∈ L
2 (0, 1), θ F = 0 and θ G = −1/4 − ε (see [21] ). For more examples we refer to [19, Section 10] and the introduction of [21] .
In the subsections below we briefly elaborate on the approximation methods we consider, explaining our main results, and on the concept of pathwise convergence.
The spectral Galerkin method
Suppose the spectrum of A consists only of eigenvalues (λ n ) n∈N ⊂ (−∞, ω] for some ω ∈ R. Assume (λ n ) n∈N is ordered such that λ n+1 ≤ λ n for all n ∈ N and let φ n denote the eigenvector corresponding to λ n . Set H n := span{φ 1 , . . . , φ n } and let P n : H → H n be the orthogonal projection of H onto H n . The nth Galerkin approximation U (n) (t) = 
The adjoint of G(s, 
t).
As for an example with multiplicative noise, consider Example 1.1 with a ≡ 1. In that case
The right-hand side above involves 2n − 1 terms, which means that the system obtained from the equations for φ j , j = 1, . . . , n, involves n(2n − 1) stochastic integrals. However, one may check that taking the representation W L 2 := 2 ∞ =1 W sin π x leads to infinitely many stochastic integrals.
In Section 3 we prove the following to be a direct consequence of Proposition 3.1 below:
Suppose there exists an α > 0 and a constant C such that for all n ∈ N we have
Let η ∈ [0, 1] and p ∈ (2, ∞) be such that
In particular, for Example 1.1 with a ≡ 1 we have λ n = π 2 n 2 and thus the convergence rate is n −1/2+ε 0 for ε 0 arbitrarily small, both in
0 (0, 1) denotes space of functions f in the Sobolev space W 1,2 which satisfy f (0) = f (1) = 0.
The finite-element method
In Section 4 we prove convergence of a finite-element method for a class of elliptic second-order differential equations. However, in order to obtain convergence we shall need that G maps into
This generally translates to certain smoothness assumptions on the noise. In particular, no rates are obtained for Example 1.1.
The type of equations we consider includes the case that A is a self-adjoint second-order differential operator on H = L 2 (I), I ⊂ R an open interval, with suitable boundary conditions. For the precise assumptions on A, we refer to Section 4.
Let a :
, n ∈ N, be a family of finite-element spaces for which that the maximal diameter of the support of the elements of V n is n −1 . Set X n := ({f ∈ V n }, · L 2 (I) ). The finite-element approximation U (n) to the solution to (SDE) with A as above and initial condition
Here,
. Note that once again the stochastic integral in the equation above involves a (possibly) infinitedimensional Brownian motion. As before, it depends very much on the choice of (v n ) n∈N , G, and the representation of W H , whether the stochastic integral resolves into a integral with respect to finite-dimensional noise.
Assuming that the elements of V n are given by (piecewise) first-order polynomials, we obtain the following convergence result as a direct consequence of Proposition 4.2 in Section 4 below: 
Note that in order to obtain convergence from the theorem above it is necessary that θ G > 1/p, i.e., as mentioned above, θ G must be sufficiently large. The condition η ≥ 1/2 is due to the fact that the Riesz operator is not L 2 -stable, see Remark 4.3.
Pathwise convergence
We refer to the convergence of U (n) against U as provided in Theorems 1.2 and 1.3 as pathwise convergence, because it implies that one has convergence of the approximation process U (n) (ω) for almost every fixed ω in the probability space . This as opposed to convergence in moments, 2464 S. Cox and E. Hausenblas which concerns estimates of the following type:
for some constant C fixed. Pathwise convergence and convergence in moments are closely related: below we obtain pathwise convergence from convergence in moments by a Borel-Cantelli argument, and in the setting of Theorems 1.2 and 1.3 the reverse follows immediately as the random variable χ has finite pth moments. It should be noted that most results in the literature deal with a type of convergence which we shall refer to as pointwise convergence, being convergence of the following type:
for some constant C fixed. This type of convergence is weaker than convergence in moments, yet for spectral Galerkin the same convergence rates are obtained -see the discussion on 'related work' below. The advantage of pathwise convergence is that it allows us to weaken the assumptions on the non-linear terms F and G. To be precise, we may assume that F and G are locally Lipschitz (and of linear growth). This is described in Section 5, where we extend Theorems 1.2 and 1.3 to the case that F and G are locally Lipschitz and
. This advantage of pathwise convergence has already been investigated in [13] for equations with additive noise, and applied again in [5] for time discretizations of equations with multiplicative noise. The approach taken in [5, 13] translates directly to the results obtained in this article.
Related work
Results concerning pointwise convergence of the Galerkin method for stochastic differential equations with multiplicative noise have been obtained in [12] and extended to a setting comparable to the setting we study in [22] . This article seems to contain the first result concerning pathwise convergence of Galerkin space approximations for multiplicative noise. In fact, to our knowledge the only result concerning pathwise convergence of space approximations with multiplicative noise is given in [10] , where the author considers convergence of the finite difference method for the one-dimensional heat equation with space-time white noise. To be precise, the author considers the equation in Example 1.1 with a ≡ 1 and f and g not only time-dependent but also space-dependent. The author obtains pathwise convergence in probability, but without convergence rates.
For additive noise, various pathwise convergence results have been obtained. For example, in [16] the authors consider Galerkin approximations in the same setting as we do, but with additive noise and slightly stronger conditions on F. They obtain the same convergence rates as we do. A similar pathwise result is obtained in the aforementioned article [13] . In that article it is demonstrated how pathwise convergence for problems with globally Lipschitz coefficients can be used in a combination with localization to obtain convergence results for the case that F and G are merely locally Lipschitz. This work is extended to higher-order convergence rates in [14] for the same problem with slightly more general types of noise.
All of the above-mentioned articles concern fully discretized schemes. Recall that in order to obtain a fully discretized scheme from the results presented here and to maintain pathwise convergence, one would have to combine our results with pathwise convergence results for a time discretization scheme. We mentioned already that such results may be found in [5, 21] . We refer to [15] for a recent overview of such results.
Outline
In Section 2 we present the abstract perturbation result on which our approximation results are based (Theorem 2.4). In order to present this result, we first introduce the preliminaries which are necessary to formulate this result. The perturbation result is applied in the Sections 3 and 4 to prove Theorems 1.2 and 1.3. Finally, in Section 5 we demonstrate how the pathwise convergence result can be used to weaken the assumptions on F and G. 
Notation
. Generally, ( , F, P) denotes a probability space and (F t ) t≥0 a filtration on this probability space.
For an operator A on a complex Hilbert space H we denote by ρ(A) the resolvent set, i.e. all the complex numbers λ ∈ C for which λI − A is (boundedly) invertible. For λ ∈ ρ(A) we denote by 
the complement of ρ(A) in C, is denoted by σ (A). If H is a real Hilbert space, then ρ(A), σ (A) and R(λ :
A
. For brevity, we set L(H) := L(H, H) and L 2 (H) := L 2 (H, H).
We write A B to express that there exists a constant C > 0 such that A ≤ CB, and we write A B if A B and B A. Finally, for H 1 and H 2 Hilbert spaces we write H 1 H 2 if H 1 and H 2 are isomorphic as Hilbert spaces.
Preliminaries
In this section we recall shortly the definitions which are necessary to formulate our main result. Throughout this section H and H will denote Hilbert spaces.
Analytic semigroups
A C 0 -semigroup (S(t)) t≥0 on H is a
family of operators in L(H) satisfying S(0) = I, S(t + s) = S(t)S(s) for all s, t ≥ 0, and t → S(t)x is continuous as H-valued function for all x ∈ H. The generator A of a semigroup S is defined by
D(A) := x ∈ H : lim t↓0 S(t)x − x t exists in H , Ax := lim t↓0 S(t)x − x t , x ∈ D(A).
Note that generally D(A) = H, although one necessarily has that D(A) is dense in H.
Conversely, given a densely defined closed operator A on H, if the corresponding abstract Cauchy problem
has a unique (weak) solution for all x ∈ H then A is the generator of the semigroup defined by
We recall the definition of an analytic C 0 -semigroup, see also [20, Chapter 2.5] .
If there exist constants θ ∈ (0, π/2), ω ∈ R and K > 0 such that ω + π/2+θ ⊆ ρ(A) and for every λ ∈ ω + π/2+θ one has 
Moreover, we say that a semigroup S is of type (ω, θ , K) if its generator is of type
Suppose, moreover, that A is injective. Then for any ω ≥ 0 the operator A + ω is analytic of type
Proof We first prove this example for the case that ω = 0. Suppose −A is m-θ -accretive and injective. By [11, Proposition 7.1.1] the operator A generates an analytic C 0 -semigroup on θ for all θ ∈ (0, π/2 − θ). Moreover, by [11, Corollary 2.1.17] we have that for λ ∈ π −θ the following estimate holds:
Thus, for θ ∈ (0, π/2 − θ) fixed we find that for all λ ∈ π/2+θ we have
If A is self-adjoint and A ≤ 0 then by [11, Corollary 7.1.6] we have that A generates an analytic semigroup and
Now assume ω > 0. As A generates an analytic semigroup S, it follows that A + ω generates the analytic semigroup (e ωt S(t)) t≥0 with the same angle of analyticity, and because
As for the estimate on the resolvent; fix θ ∈ (0, π/2 − θ). One may check that for λ ∈ ω(1 + 2(cos θ )
or, for the self-adjoint case,
.
Our perturbation result involves estimates in certain abstract interpolation and extrapolation spaces of D(A). In applications, these spaces often correspond to the Sobolev spaces, as we will explain below. Interpolation and extrapolation spaces of D(A) may be defined for any operator A that generates an analytic semigroup of type (ω, θ , K) on H for some ω ∈ R, θ ∈ (0, π/2) and K > 0. We define the extrapolation spaces of A conform to [20 [20, Chapter 2] . One may check that regardless of the choice of λ, the extrapolation spaces and the fractional domain spaces are uniquely determined up to isomorphisms: for δ > 0 one has (λI − A)
where C(ω, θ, K, λ, μ) denotes a constant depending only on ω, θ, K, λ, and μ. Moreover, for δ, β ∈ R one has (λI − A)
Parabolic SPDEs
Let H be a Hilbert space and let W H be an H-cylindrical Brownian motion on ( , (F t ) t≥0 , P).
Recall from the introduction that we wish to approximate the solution to the following type of stochastic differential equation set in a Hilbert space H:
Here A, F and G are assumed to satisfy:
is uniformly Lipschitz continuous and uniformly of linear growth on H. That is to say, there exist constants C 0 and C 1 such that for all t ∈ [0, T ] and all x, y ∈ H one has
The least constant C 0 such that the above holds is denoted by Lip(F), and the least constant C 1 such that the above holds is denoted by M(F). Moreover, for all x ∈ H we have that
) is uniformly Lipschitz continuous and uniformly of linear growth on H. We denote the corresponding constants by Lip(G) and M(G). Moreover, we have that the mapping
is measurable for all x ∈ H and all h ∈ H.
Under these conditions it is well known (see [6, Theorem 7.4] for the case θ
This process is referred to as the mild solution to (SDE).
Returning to Example 1.1 we find that conditions (A), (F) and (G) are satisfied provided f and g are measurable and there exists a C such that for all t ∈ [0, T ] and x, y ∈ R we have
We define the operator F : 1) to be the associated Nemytski operator given for t ∈ [0, T ] and u ∈ L 2 (0, 1) by
and
As mentioned in the introduction, one may show that F satisfies (F) with θ F = 0 and G satisfies (G) with θ G = −1/4 − ε.
A perturbation result
Let H 0 be a subspace of H which may be finite dimensional. Let P 0 ∈ L(H, H 0 ) be a bounded projection of H onto H 0 . Let i H 0 represent the canonical embedding of H 0 into H (note, however, that we shall omit i H 0 when its usage is clear from the context).
Let A 0 be the generator of an analytic C 0 -semigroup S 0 on H 0 . Consider (SDE) with A, F and G satisfying (A), (F) and (G). Let x 0 ∈ L p ( , F 0 , H) for some p ≥ 2 and let U be the solution to (SDE). In [4] we have shown the following abstract result: 
and such that for some λ 0 ∈ C, Re(λ 0 ) > ω we have
Moreover, there exists constant
Here, C may be chosen such that it depends continuously on all the parameters on the right-hand side of Equation (6) and does not depend on any other parameters.
Remark 2.5
In [4] this result is in fact proven in the more general setting of umd Banach spaces. The class of umd Banach spaces has been introduced by Burkholder (see [3] for an overview), and includes all Hilbert spaces and most reflexive 'classical' function spaces such as the L p -spaces, p ∈ (1, ∞). In [4] the perturbation theorem is used to obtain convergence rates for the Yosida approximation in the umd setting.
Remark 2.6
An important issue to keep in mind when using this theorem to prove convergence of approximations is that the constant C in Equations (6) and (7) depends on ω, θ and K. Thus, given a sequence of approximating operators (A n ) n∈N for A, it is necessary that they are all of type (ω, θ , K) for some fixed (ω, θ , K). We call this property uniform analyticity of (A n ) n∈N .
By Example 2.3, if (A n ) n∈N are all self-adjoint then they are uniformly analytic. More generally, the operators (A n ) n∈N are uniformly analytic if they are all injective and m-θ-accretive for some θ ∈ (0, π/2).
Finally, note that the implied constant in Equation (7) depends on 1 + D δ (A, A 0 ) and on P 0 L(H,H 0 ) . In general this does not cause any difficulties: given a sequence of approximating operators (A n ) n∈N defined on subspaces (H n ) n∈N of H, one usually takes P 0 to be the orthogonal projection of H onto H n whence P 0 L(H,H 0 ) = 1 for all n ∈ N. Moreover, it is necessary that D δ (A, A n ) ↓ 0 as n → ∞ in order to obtain convergence, whence in particular 1 + D δ (A, A n ) is uniformly bounded in n.
Remark 2.7
In the next two sections we will demonstrate that estimates of the type (4) are quite natural for various types of 'approximating' operators A 0 . Note that if it is possible to find estimates for δ 2 ) , may generally be obtained by interpolation. This is described in Section 4.
Spectral Galerkin method
The relevance of Theorem 2.4 for proving convergence of approximation schemes is neatly demonstrated when considering spectral Galerkin methods.
Consider (SDE) under the assumptions (A), (F) and (G) with the additional assumption that A is a self-adjoint operator generating an eventually compact semigroup on a Hilbert space H (see [7, Definition II.4 .23]). By [7, Corollary V.3.2 and Section IV.1] it follows that the spectrum of A consists only of eigenvalues, and these eigenvalues lie in (−∞, ω] for some ω ∈ R. We denote the eigenvalues (which are listed in algebraic multiplicity) by (λ n ) n∈N , and assume (λ n ) n∈N is ordered such that λ n+1 ≤ λ n for all n ∈ N. Let (φ n ) n∈N be the eigenfunctions corresponding to (λ n ) n∈N (picked such that they are orthogonal), and define
Let U be the solution to (SDE) with A as described above and initial data x 0 ∈ L p ( , F 0 , H). Let U (n) be the nth Galerkin approximation; i.e. U (n) is the solution to the finite-dimensional problem in H n :
Note that by setting
, and testing against φ k , k = 1, . . . , n, this reduces to Equation (1) 
, that a solution to Equation (8) exists and
with implied constants independent of n, (λ n ) n∈N and x 0 . 
i.e. A n = P n Ai H n , where i H n is the canonical embedding of H n into H. Clearly A n − ω is again selfadjoint and A n − ω ≤ 0. Thus, by Example 2.3 A n is analytic of type (ω(1 + 2(cos θ )
It follows that (A n ) n∈N is uniformly analytic. Note that by the equivalence of strong and mild solutions in the finite-dimensional case, the process U (n) satisfying Equation (8) is precisely the solution to Equation (5) in Theorem 2.4 if we take H 0 = H n , P 0 = P n and A 0 = A n .
In order to apply Theorem 2.4, we must prove that condition (4) holds for some appropriate δ.
and for δ ≥ 0 and x ∈ H A δ we have
As |λ − λ i+1 | ≥ |λ − λ i | for all i ∈ N we have, for all δ ∈ [0, 1),
with implied constants depending on A only in terms of ω, θ , and K. Let η ∈ [0, 1] satisfying η < min{1 + θ F , 1/2 + θ G − 1/p} be given and fix T > 0. The desired result now follows by applying Theorem 2.4 with δ = η, H 0 = H n , P 0 = P n , A 0 = A n , and
Finite elements
It is not our intention to go into great detail concerning the question how a finite-element method is constructed, nor to state convergence results for finite-element methods in general. Instead, we wish to demonstrate by means of an example that the estimate necessary for the application of Theorem 2.4, namely estimate Equation (4) for δ = 1, is precisely the type of estimate sought after when trying to prove convergence of finite-element methods for time-independent problems. The example we consider is the case that A is a second-order differential operator. We follow the approach of [1, Section 5.6 and 5.7] where finite-element methods are treated for the problem Au = f for such an operator A.
is a second-order elliptic operator defined by
where the functions a ij ∈ L ∞ (D) satisfy the ellipticity condition, i.e. there exists an α > 0 such that for all x ∈ D and all ξ ∈ R n we have
Moreover, we assume boundary conditions as posed in [1, Section 5.6]; i.e. we assume Bu ≡ 0 on ∂D, where we define B by
where x ∈ ∂D and ν(x) is the normal of ∂D in x. This is well defined provided u ∈ W 2s,2 (D) for s > 3/4.
To incorporate these boundary conditions in the domain of A we define the space 
As A is positive and self-adjoint it follows from [18, Theorem 4.36] and [9, Section 8] that one has, for s ∈ (0, 1) and s = 3/4,
where [H 1 , H 2 ] θ denotes the complex interpolation space of the Hilbert spaces H 1 and H 2 with parameter θ ∈ (0, 1). (As our results are not sharp anyway we disregard the technicalities involving the special case that s = 3/4. The interested reader is referred to [9] .)
Let (V h ) h∈I be a set of finite-element spaces, where I ⊂ (0, ∞) is an index set. We assume V h ⊂ W 
Of course it suffices to check the above for (v
)v h can be interpreted as an H -valued process, whence the stochastic integral is real-valued.
We prove convergence of U (h) against U under the following assumption on the finite elements:
(V) There exists a constant C such that for any h ∈ I and u ∈ W 2,2 (D) we have 
B (D). Then there exists an h
given. Theorem 5.7.6 in [1] states that for A the second-order elliptic operator defined above, under the assumption (V), there exist constants C and h 0 such that for h ≤ h 0 and u ∈ W 2,2 (D) we have
where
. By Equation (11) this gives
which is precisely estimate (4) with δ = 1. By the ellipticity condition, the definition of u h , and the boundedness of the functions a ij there exists a constant C such that
i.e. by Equation (11) one has
By interpolation (see again Equation (11)) we obtain, for any δ ∈ [1/2, 1] and h < h 0 ,
with implied constant independent of h. Thus, we may apply Theorem 2.4 with δ = η to obtain the desired result. 
Localization
The pathwise convergence results of Theorems 1.2 and 1.3 remain valid if F and G are merely locally Lipschitz and satisfy linear growth conditions. The argument by which this is demonstrated is entirely analogous to the argument presented in [5] , and we provide it here only for the reader's convenience.
Thus, as before we consider (SDE) under condition (A), but instead of (F) and (G) we assume F and G to satisfy
is locally Lipschitz continuous and uniformly of linear growth on H. That is to say, for every m ∈ N there exists a constant C 0,m such that for all t ∈ [0, T ], and all x 1 , x 2 , ∈ H such that x 1 H , x 2 H ≤ m one has
Moreover, there exists a constant C 1 such that for all t ∈ [0, T ] and all x ∈ H one has
Finally, for all x ∈ H we have that
) is locally Lipschitz continuous and uniformly of linear growth on H. Moreover, we have that the mapping
It has been proven in [19] that if one assumes (F loc ) and (G loc ) instead of (F) and (G), and moreover assumes that
The solution is constructed by approximations, which are obtained as follows.
For 
Clearly, we may take η 0 = 0 in the above if our aim is only to construct a solution. However, when proving convergence of the numerical schemes, it is essential to have η 0 > 0. Similarly, we may define U n , the Galerkin approximation to U in H n with n ∈ N, by setting 
and m denotes the process obtained by applying the Galerkin scheme in H n , as considered in Section 3, to Equation (13) , and (n) 0 is defined to be the set on which the limit in Equation (14) exists. Note that by Theorem 1.2 this set is of full measure. Before providing a proof, let us state the analogous result for the finite-element method of Section 4.
Consider the setting of Section 4, i.e. we have
where D is open and bounded, and A is of the form (9) subject to the boundary condition (10) . Let U be the solution provided by the approximations described above applied to equation (SDE) in this setting, with initial value x 0 = u 0 ∈ L 0 ( , F 0 , W 2η 0 ,2 B (D)) for some η 0 ≥ 0. Suppose the index set is N and suppose the finite-element spaces (V n ) n∈N consists of piecewise first-order polynomials, in which case it was mentioned in Remark 4.1 that (V n ) n∈N satisfies (V). For n ∈ N one may define U (n) , the finite-element approximation to U in V n with n ∈ N, by setting
and 0 is defined to be the set on which the limit in Equation (15) exists. By Theorem 1.3 this set is of full measure. Then there exists a random variable χ η ∈ L 0 ( ) such that for all n ≥ 1 we have
We only provide a proof for Corollary 5.1; the proof of Corollary 5.2 is entirely analogous.
