We present a new family of one-coincidence sequence sets suitable for frequency hopping code division multiple access (FH-CDMA) systems with dispersed (low density) sequence elements. These sets are derived from one-coincidence prime sequence sets, such that for each one-coincidence prime sequence set there is a new one-coincidence set comprised of sequences with dispersed sequence elements, required in some circumstances, for FH-CDMA systems. Getting rid of crowdedness of sequence elements is achieved by doubling the size of the sequence element alphabet. In addition, this doubling process eases control over the distance between adjacent sequence elements. Properties of the new sets are discussed.
Introduction
In the early 1980s a survey of one-coincidence multilevel sequence sets for FH-CDMA had been presented in [5] . Each multilevel sequence is used to specify which frequency will be used, by any pair of users (or a single radar), for transmission (reception) at any given time. At the same time, this hopping sequence should be designed in a way that insures minimum mutual interference between different users of the channel. This interference can be measured by the Hamming cross-correlation between different sequences used by different pair of users. Let {F 1 , . . . , F q } be a set of frequencies. For L ≤ q, let X = (X 0 , . . . , X L−1 ) and Y = (Y 0 , . . . , Y L−1 ) be two hopping frequency sequences with X i , Y i ∈ {F 1 , . . . , F q } for all 0 ≤ i ≤ L − 1. The periodic Hamming cross-correlation between the pair of sequences X and Y is defined as in [4] :
for all 0 ≤ τ < L, where the subcript i + τ in the sum above is taken modulo L and
Equation (1) represents the number of coincidences (hits) between sequences X and Y for relative time delay τ . A one-coincidence sequence set is a set of non-repeating elements for which the peak of the Hamming cross-correlation function equals one for any pair of sequences belonging to the set, i.e. the maximum number of hits between any pair of sequences from the set is one for any relative shift τ . The one-coincidence sequences discussed and constructed in [5] possess the following properties:
(1) All of the sequences are of the same length.
(2) Length L of each sequence is close to the size q of the alphabet used: extremely crowded sequences. (3) All of the sequences are non-repeating, that is, each frequency is used at most once within the sequence period. This property facilitates a simple synchronization scheme. (4) The maximum number of hits between any pair of sequences for any time shift τ equals one.
Using crowded sequences presents a certain advantage, since in that case the system needs a smaller band of frequencies, providing frequency space for other friendly systems. On the other hand, there is also a disadvantage, because it means heavy mutual interference between friendly systems. Doubling the size of the alphabet gives the chance of less crowded environments and allows for larger distances between hopped frequencies. To quote [1] :
"In the frequency-hopping spread spectrum systems, it is desirable for the transmitter to hop to a frequency far from the previous one, that is, any adjacent frequencies in any sequences are spaced far apart."
This property can improve the receiver's resistance to various interferences. Therefore, one-coincidence sequences with the property that the distance between any adjacent symbols in any sequence is greater than a specified amount are considered in [1] . The construction presented in [1] has a small drawback: it is easy to discover all sequences of the other pairs of users from only one sequence. This could jeopardize the main objective of frequency hopping systems.
Bluetooth systems use adaptive frequency-hopping (AFH) spread spectrum to improve resistance to radio frequency interference by avoiding crowded frequencies in the hopping sequence [3] . This can be carried out through assigning hopping patterns to users, which have no fading frequencies. This assigning process is much easier by selecting sequences from our non-crowded sequence sets of large size. This note is organized as follows. In Section 2 we present the construction of a new one-coincidence sequence sets with elements distributed in a non-crowded manner on the axis of positive integers, as derived from prime sequence sets [5] , such that for each prime sequence set there is a new one-coincidence set comprised of sequences with dispersed element distribution, suitable for frequency hopping systems. This construction is clarified through examples. In Section 3 we discuss the properties of these sequence sets. We finish in Section 4 with a short summary of the main results and a question for further research.
HMC sequence set construction and examples
We construct here a new family of sequence sets, which we call HMC after the Harvey Mudd College, acknowledging the support it provided to the first author. Let p ≥ 3 be a prime and F p be the corresponding prime field, equal to {0, 1, . . . , p− 1} as a set with addition + p and multiplication · p operations modulo p; in particular, we will distinguish between a + b (usual sum) and a + p b (sum mod p), as well as ab (usual product) and a · p b (product mod p). Then for each k ∈ F p , define a prime
which is just a permutation of a fixed ordering of F p , given by mod p-multiplication by k. Now we define the HMC sequence
where multiplication is again mod p, but addition is not; in other words, the j-th element of the sequence H k is the sum of j-th and (j +1)-st elements of S k viewed as integers for
We present examples of this simple construction when p = 7 in Table 1 (the sequence set S 0 , . . . , S 6 ) and Table 2 (the sequence set H 1 , . . . , H 6 ). Table 1 . Set of prime sequences for p = 7 j ∈ F 7 0 1 2 3 4 5 6 Sequence S 0 = 0 · 7 j 0 0 0 0 0 0 0 Sequence S 1 = 1 · 7 j 0 1 2 3 4 5 6 Sequence S 2 = 2 · 7 j 0 2 4 6 1 3 5 Sequence S 3 = 3 · 7 j 0 3 6 2 5 1 4 Sequence S 4 = 4 · 7 j 0 4 1 5 2 6 3 Sequence S 5 = 5 · 7 j 0 5 3 1 6 4 2 Sequence S 6 = 6 · 7 j 0 6 5 4 3 2 1 Table 2 . Set of HMC sequences for p = 7 with minimum distance d between consecutive elements Sequence H 1 1 3 5 7 9 11 6 d = 2 Sequence H 2 2 6 10 7 4 8 5 d = 3 Sequence H 3 3 9 8 7 6 5 4 d = 1 Sequence H 4 4 5 6 7 8 9 3 d = 1 Sequence H 5 5 8 4 7 10 6 2 d = 3 Sequence H 6 6 11 9 7 5 3 1 d = 2
To design a sequence set with required minimum distance d req between any two consecutive elements in each of its sequences, we can simply drop all sequences of consecutive minimal distance less than the required distance d req . Alternatively, we may want to drop sequences which contain "bad" frequencies. This dropping process will be easy if sequence sets are big.
We should remark that "bad" frequencies are only bad for certain pairs (locations), hence a given sequence which contains a bad frequency for a specific user may not be bad for another user. Then the sequence assignment coordinator can swap sequences between users; if this is not possible, then the sequence can be dropped. This will have a minor effect on the set, especially if the original set of sequences was large.
The example presented in Tables 1 and 2 is suitable for clarifying the construction, however we need a larger example to demonstrate the idea of dropping "bad" sequences. Prime sequence set for p = 19 is shown in Table 3 , and the corresponding HMC sequence set, with dispersed elements, is shown in Table 4 . Say, now we wanted to design a sequence set with required minimum distance d req = 3. Examining the minimum consecutive distance of each of the 18 onecoincidence sequences of Table 4 , we find four sequences of minimum consecutive distance less than 3: H 1 , H 9 , H 10 , and H 18 . Dropping these four sequences, we obtain a set of fourteen sequences each of length 19 and of adjacent distance at least 3. Table 5 presents this set. 
Properties of HMC sequences
We now discuss some interesting properties of the sequences H k that we constructed above over a field F p for a fixed prime p. It is clear that the length of each such sequence is p and there are at most p − 1 sequences in the set. Notice also that, since each prime sequence S k is uniquely indexed by k ∈ F p , the set of these sequences can be identified with the additive group Z/pZ. The basic properties of our operations that we will use throughout are, for any integers a, b, c, d, k, Proof. Suppose not, then for some integers 0 ≤ i = j ≤ p − 1 we have i · p k + (i + p 1) · p k = j · p k + (j + p 1) · p k.
Then the same equality must also hold for addition mod p, and so we have an equation in the field F p :
meaning that 2i + 1 = 2j + 1 modulo p. This means that, viewed as an integer, (2i + 1) − (2j + 1) is divisible by p, i.e. p | 2(i − j). Since p > 2, this means p | i − j, however 0 < i − j ≤ p − 1, which is a contradiction. Proof. Let a be an element of H k for some k ≥ 1, then a = i · p k + (i + p 1) · p k for some 0 ≤ i ≤ p − 1, 1 ≤ k ≤ p − 1, where again multiplication is mod p and addition is not. Since i · p k, (i + p 1) · p k are distinct elements of F p , a ≤ (p − 1) + (p − 2) = 2p − 3.
The conclusion now follows, since elements of H k are distinct and there are p of them.
Lemma 3.3. Let t ∈ Z be such that p = 2t + 1. If we write a 2 , . . . , a t+1 , . . . , a 2t , a p }, then a t+1 = p, a p = p − a 1 and for all 2 ≤ i < t, a p−(i−1) = 2p − a i .
Proof. We number elements of S k from 0 to p − 1 and elements of H k from 1 to p. First notice that for any 1 ≤ j ≤ p,
i.e. the j-th and (p − j)-th elements of the prime sequence S k add up to p, while the 0-the element of S k is 0. Then notice that for any 2 ≤ i < t,
In particular,
meaning that a t+1 = p. On the other hand, by (2)
Proof. Suppose that for some 0 ≤ τ < p,
Reducing modulo p, we obtain an equation in the field F p :
which can then be written as
Equation (5) has precisely one solution in i, namely
which means that (4) has at most one solution, and so H H k ,H l (τ ) ≤ 1 for any 0 ≤ τ < p. Proof. Applying equations (2) and (3), we see that
The implications readily follow.
Lemma 3.6. Let us write d(H k ) for the minimum distance between consecutive elements of H k , and let p = 2t + 1, as above. Then
Proof. The fact that d(H 1 ) = d(H p−1 ) and d(H t ) = d(H t+1 ) follows from Lemma 3.5. Now notice that for 1 ≤ j ≤ p−1, j-th element of H 1 is of the form a j = (j −1)+j = 2j − 1 and a p = p − 1. Hence any two consecutive elements of H 1 are at least two apart, and a 1 , a 2 are precisely two apart, i.e. d(H 1 ) = 2.
To prove that d(H t ) = 1, we show that the distance between a t and a t+1 is 1. Notice that
This implies that a t+1 = a t − 1, and so we are done.
Conclusion
In this note, we presented a new family of one-coincidence sequence sets with dispersed elements, one for each prime number. These sets are derived from onecoincidence prime sequence sets, such that for each one-coincidence prime sequence set there is a new one-coincidence set comprised of sequences with dispersed sequence elements, required in some circumstances, for FH-CDMA systems [2] . Each sequence belonging to any constructed set has controlled minimum distance between its adjacent elements. The out-of-phase Hamming auto-correlation function of each sequence belonging to the set is zero. The Hamming cross-correlation between any pair of sequences belonging to any sequence set is at most one. Illustrative examples were presented. Properties of the presented one-coincidence sequence sets are listed and proved.
The approach adopted in this note can be considered as parallel to the approach of [1] : both aim to solve the problem of the small distance between adjacent elements, where [1] does it by making the sequence length smaller than the size of the sequence elements alphabet set, while we reduce sequence set size. Our approach ensures existence of a one-coincidence sequence set for each prime number, while the approach of [1] does not guarantee the existence of what they call "generator sequence" for each prime number.
As a question for future research, it would be interesting to understand the relation between the required minimum consecutive distance d req of a one-coincidence sequence set, length of sequences, and the sequence set size. For instance, in our example in Table 4 we started with a set of 18 sequences of length 19, and in order to have d req = 3 we had to drop 4 sequences, hence obtaining a set of 14 sequences in Table 5 . Thus one can ask how big can a one-coincidence set of sequences of prescribed length and d req be?
