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11 Johdanto
Martin  Fowlerin  määrittelmän  [FoB99]  mukaan  refaktorointi  on  prosessi,  jossa
ohjelmistojärjestelmää parannetaan siten,  että  sen ulkoinen toiminnallisuus ei  muutu,
mutta sisäinen rakenne paranee. Refaktorointi on käytännössä hyvin keskeinen työkalu
ohjelmiston  pitämisessä  kehityskelpoisena  ja  toimintakykyisenä  koko sen  elinkaaren
ajan.  Lähtökohtaisesti  esimerkiksi  ohjelmistoarkkitehdit  ja  -kehittäjät  pitävät
refaktorointia  arvokkaana  ja  onnistuneen  refaktoroinnin  katsotaan  parantavan
ohjelmakoodin ymmärrettävyyttä ja uudelleenkäytettävyyttä [LML15].
Refaktorointia  staattisen  analyysin  pohjalta  lähestyvät  tapaustutkimukset  antavat
aiheesta kuitenkin erilaisen kuvan sekä myös ristiriitaista tietoa, sillä osa tutkimuksista
sanoo, että refaktorointi parantaa ohjelmiston laatua, osa sanoo, että se huonontaa sitä,
ja  osa  väittää,  ettei  refaktoroinnilla  ole  mitään  vaikutusta  koodin  laatuun  [SAG13].
Staattisella  analyysillä  viitataan  sellaiseen  koneelliseen  analysiin,  joka  suoritetaan
yleensä ohjelman lähdekoodille. Staattista analyysiä voidaan suorittaa myös esimerkiksi
jollekin  välikielelle  käännetylle  ohjelmalle,  mutta  staattisen  analyysin  kantavana
ajatuksena on se, että ohjelmaa ei suoriteta. 
Ristiriitaiset  tulokset  herättävät  väistämättä  kysymyksen  siitä  miksi  suurin  piirtein
samasta  asiasta  tehdyt  tutkimukset  ovat  päätyneet  keskenään  niin  erilaisiin
lopputuloksiin:  onko  vika  tutkimuksien  menetelmissä  tai  kysymystenasettelussa  vai
kenties käytetyissä mittareissa? On hankala kuvitella, että ohjelmistoalan asiantuntijat
olisivat väärässä pitäessään refaktorintia hyödyllisenä, sillä refaktoroinnissa on kysymys
nimenomaan  ymmärrettävyyden,  luettavuuden  ja  ylläpidettävyyden  parantamisesta.
Nämä  kolme  piirrettä  ovat  subjektiivisia  asioita,  joten  refaktoroinnin  hyötyjen
mittaaminen  staattisen  analyysin  keinoin  saattaa  olla  lähtököhtaisesti  väärä
lähestymistapa. On silti kuitenkin outoa, että koodin rakenteellinen parantaminen voisi
huonontaa laatumittareita kautta linjan.
Näiden  seikkojen  vuoksi  tutkielman  keskeisiksi  tutkimukskysymyksiksi  muodostui
kaksi  keskeistä  asiaa.  Ensinnäkin  merkittävää  on  se,  sopiiko  staattinen  analyysi
refaktoroinnin arviointimenetelmäksi,  sillä kirjallisuudessa yleisesti  esiintyvät  mittarit
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myös  se,  millaisia  vaikutuksia  refaktoroinnilla  oikeasti  on  koodin laatuun  erityisesti
kehittäjien  näkökulmasta,  sillä  refaktorointi  on  ennen  kaikea  menetelmä  ohjelman
ylläpidettävyyden  parantamiseksi  ja  staattiseen  analyysiin  pohjautuvissa
tapaustutkimuksissa näytetään tehneen merkittävällä tavalla vääriä oletuksia.
Kirjallisuuden  perusteella  näyttää  siltä,  että  refaktoroinnin  arvioiminen  staattisesti
lähdekoodista  käyttäen  erilaisia  ohjelmiston  laatuun  sidottavissa  olevia  mittareita  on
todella  vaikeaa  ellei  jopa  mahdotonta.  Tapaustutkimukset  antavat  keskenään  niin
erilaisia tuloksia, että niihin on vaikea luottaa. Tämä johtunee enimmäkseen siitä, että
arviointia  vaikeuttavia  tekijöitä  on niin paljon, että  niitä  on käytännössä mahdotonta
saada suljettua kokonaan pois. Tällaisia tekjöitä ovat esimerkiksi yksittäisten kehittäjien
refaktorointitaito, lähdekoodin hallintajärjestelmien käyttötaito ja oikeaoppinen käyttö,
ymmärrys refaktoroinnista, ohjelmointikielten väliset erot sekä mittareiden epäsopivuus
tai epäkypsyys. Ohjelmistokehittäjät kuitenkin mieltävät refaktoroinnin arvokkaaksi ja
uskovat,  että  refaktorointiin  käytetty  aika  maksaa  itsensä takaisin  jossain kehityksen
myöhemmässä  vaiheessa  [LML15].  Se koetaan  sekä ylläpitoa,  että  uuden toiminnan
lisäämistä  helpottavaksi  asiaksi,  ja  kehittäjien  todetaan  olevan  motivoituneempia  ja
tyytyväisempiä,  jos  heille  annetaan  aikaa  refaktorointiin.  Se  siis  koetaan  yleisesti
hyväksi ja positiiviseksi asiaksi [LML15]. 
Johdantoluvun jälkeisessä toisessa luvussa määritellään ohjelmiston laatu, perehdytään
erilaisiin kirjallisuudessa usein esiintyviin mittareihin sekä tarkstellaan niiden suhteita
laatupiirteisiin.  Tarkoituksena  on siis  ymmärtää  mitä  tietyt  yleisesti  käytetyt  mittarit
oikein mittaavat koodista ja millä tavoin ne kytkeytyvät tiettyihin ohjelmiston sisäisen
laadun piirteisiin.
Kolmannessa  luvussa  käydään  läpi  refaktoroinnin  määritelmä,  miten  sitä  tehään
käytännössä,  tarkastellaan  erilaisia  Fowlerin  määrittelemiä  refaktorointioperaatioita
sekä  pohditaan,  miten  refaktoroinnin  onnistumista  voitaisiin  arvioida.  Kun  laatu,
refaktorointi,  mittarit ja mittareiden suhde laatuun on määritelty,  voidaan neljännessä
luvussa  viimein  pureutua  siihen,  millä  tavalla  refaktorointi  oikeastaan  vaikuttaa
mittaustuloksiin  sekä  ohjelmistojen  sisäiseen  laatuun.  Vaikutuksien  selvittämistä
jatketaan toisesta perspektiivistä viidennessä luvussa, jossa esitellään tutkielmaa varten
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ja  suhdetta  kirjallisuuteen  analysoidaan  luvussa  kuusi.  Seitsemäs  luku  koostuu
tutkielman tuloksien yhteenvedosta. Tutkielman lähtökohtaisena oletuksena siis on, että
refaktorointi  parantaa ohjelmiston laatua,  mutta  mikäli  se huonontaa mittaustuloksia,
täytyy tutkia minkä takia näin on sekä tarkastella alkuperäisen oletuksen oikeellisuutta.
Asetelma on havainnollistettu kuvassa 1.1.
Tutkielmassa  siis  käydään  läpi  ohjelmiston  laadun  sekä  refaktoroinnin  määritelmät,
tutustutaan  yleisimpiin  mittareihin  sekä  toteutetaan  kysely,  josta  saatuja  tuloksia
peilataan  muhinin  kysely-  ja  haastattelututkimuksiin  sekä  esiteltyihin  staattiseen
analyysiin perustuviin tutkimuksiin. Tuloksien toivotaan selkeyttävän syitä sille, miksi
staattisen analyysin tulokset heittelehtivät ja ovat ainakin osittain ristiriidassa kehittäjien
yleisten  näkemyksien  kanssa.  Lähtokohtainen  oletus  heittelehtimiselle  on  se,  että
yksittäisten  kehittäjien  kyky  ja  tietämys  refaktoroinnista  sekä  versionhallinnan
käyttötapojen  moninaisuus  ja  epäyhtenäisyys  vaikuttavat  huomattavasti  tutkimusten
otantaan. Näiden asioiden vuoksi odotetaan että tutkielma osaltaan vahvistaa käsitystä
siitä,  että  refaktoroinnin  tulosten  mittaaminen  staattisen  analyysin  keinoin  ei  ole
mielekästä, mutta sen onnistumista voidaan arvioida laadullisen analyysin kautta.
Kuva 1.1: Tutkielman asetelman havainnollistus
42 Ohjelmistojen laatu ja sen mittaaminen
Syntymästään  lähtien  ohjelmistoala  on  kasvanut  alati  kiihtyvällä  vauhdilla.
Ohjelmistoilla voidaan helpottaa ihmisten jokapäiviäisiä toisteisia toimia, mutta myös
erittäin kriittisiä ja tarkkuutta vaativia tehtäviä. On helppo ymmärtää, että esimerkiksi
ydinvoimalassa  fissioreaktiota  ohjaavia  säätösauvoja  hallitseva  järjestelmä  ei  saa
missään  tilanteessa  menettää  toimintakykyään  tai  sauvojen  hallintaa.
Lähitulevaisuudessa ohjelmistot tulevat vastaamaan entistä suuremmassa mittakaavassa
ihmisten  terveydestä  ja  turvallisuudesta  esimerkiksi  autonomisesti  toimivien
robottiautojen  muodossa.  Koska  ohjelmistot  vastaavat  koko  ajan  tärkeämmistä  ja
vaativammista  tehtävistä,  täytyy  niiden  olla  mahdollisimman  virheettömiä  ja
laadukkaita ja näitä ominaisuuksia täytyy myös pystyä mittaamaan ja valvomaan. Jotta
laatua voitaisiin jotenkin mitata, täytyy ensin määritellä, mitä laatu on ja mistä osista se
koostuu. 
Ohjelmistojen  laatua  voidaan  mitata  staattisen  ja  dynaamisen  analyysin  keinoin.
Staattisella  analyysillä  tarkoitetaan  sellaista  lähdekoodille  tehtävää  koneellista
analyysiä,  jonka  aikana  ohjelmaa  ei  suoriteta  lainkaan.  Staattista  analyysiä  voidaan
tehdä  myös  esimerkiksi  konekielelle  tai  jollekin  välikielelle  käännetylle  ohjelmalle,
kuten  vaikkapa  Javan  virtuaalikonen  tulkitsemalle  tavukoodille  (Byte  Code).
Dynaaminen analyysi  puolestaan keskittyy  ohjelman suorituksenaikaiseen  analyysiin.
Sen piiriin kuuluvat esimerkiksi yksikkötestaus, integraatiotestaus, järjestelmätestaus ja
hyväksymistestaus.
Tässä  luvussa  perehdytään  ohjelmiston  laadun  määritelmään  SquaRE  -standardin
[SQR11] pohjalta, käydään läpi kirjallisuudessa usein esille nousevat laatumittarit sekä
selvitetään millä tavalla kyseiset laatumittarit kytkeytyvät laatustandardissa esiteltyihin
laatupiirteisiin.
2.1 SQuaRE -määritelmän mukaiset laatumallit
Kansainvälisen  standardointijärjestön  ISOn  (the  International  Organization  for
Standardization) ja kansainvälisen elektroteknisen komission IEC:n (the International
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Requirements  and  Evaluation)  [SQR11]  on  määritelmä  ohjelmistojen  laadulle.
Käytännössä  standardi  määrittelee  laatumallin,  joka  jakautuu  käytönaikaisen  laadun
sekä tuotelaadun malleihin.
Laatumalleissa  laatupirteet  ovat  jaettu  sisäisiin  ja  ulkoisiin  laatupiirteisiin.  Ulkoiset
laatupiirteet  liittyvät  ohjelman kykyyn  täyttää sille asetetut vaatimukset siten, että ne
voidaan  validoida  käytön  aikana.  Käytännössä  kyse  on  siis  ominaisuuksista,  jotka
ohjelmaa  käyttävä  tai  testaava  ihminen  voi  huomata.  Ulkoisten  laatupiirteiden
määritelmä kuuluu seuraavasti: ”taso, jolla käyttäjä voi käyttää tuotettta tai järjestelmää
saavuttaakseen tavoitteensa tietyssä kontekstissa vaikuttavasti, tehokkaasti, riskittömästi
ja tyytyväisyyttä aiheuttavalla tavalla”.
Sisäiset laatupiirteet puolestaan liittyvät järjestelmän toteutukseen sekä siihen, mitä sen
sisällä tapahtuu ja miten. Malli jakaa tuotteen kahdeksaan laatupiirteeseen, josta kukin
jakautuu  edelleen  alipiirteiksi.  Kun  käsitellään  refaktorointia,  haluamme  etupäässä
tutkia  nimen  omaan  ohjelmiston  sisäistä  laatua,  erityisesti  lähdekoodin  luettavuutta,
ymmärrettävyyttä,  ylläpidettävyyttä  sekä  uudelleenkäytettävyyttä.  Näitä  kuvastaa
parhaiten  laatupiirre  ”Ylläpidettävyys”  sekä  sen  alipiirteet  (Modulaarisuus,
Testattavuus, Uudelleenkäytettävyys, Analysoitavuus ja Uudelleenkäytettävyys).
Tutkielman  kontekstissa  tuotelaadun  malli  on  siis  huomattavasti  merkityksellisempi,
joskin  on  syytä  ymmärtää  että  tuotelaadun  ongelmat  yleensä  heijastuvat  myös
käytönaikaiseen laatuun. Käytännössä monimutkainen ja huonosti ylläpidettävissä oleva
ohjelmisto  on  vika-alttiimpi,  mikä  saattaa  ilmentyä  loppukäyttäjälle  esimerkiksi
käyttömukavuuden ja luotettavuuden puutteena. Tätä kutsutaan laadun vaikutusketjuksi.
2.1.1 Käytönaikainen laatu
SQuaRE -standardi  jakaa  käytönaikaisen  laadun  viiteen  laatupiirteeseen,  joista  osa
jakautuu alipiirteiksi. Piirteet liittyvät järjestelmän käytön tuloksiin, kun sitä käytetään
tietyssä  sille  tarkoitussa  kontekstissa.  Käytöniakaisen  laadun  malli  koskee  koko
järjestelmää  ohjelmistoineen  ja  käyttäjineen.  Käytännössä  kyse  on  siis  siitä  miten
järjestelmää  käytetään  ja  mitä  seurauksia  käytöllä  on  sekä  käyttäjän  että  kaikkien
sidosryhmien  kannalta.   Käytönaikaisen  laadun  jako  piirteisiin  ja  alipiirteisiin  on
6havainnollistettu kuvassa 2.1 ja niiden tarkempi kuvaus löytyy liitteestä 1.
Käytönaikaisen  laadun  mittaaminen  staattisen  analyysin  keinoin  on  hyvin  vaikeaa.
Tiettyjä pieniä palasia voidaan pyrkiä tulkitsemaan koodista suoraan, kuten esimerkiksi
riskittömyyttä  ja  tehokkuutta.  Nämä  analyysit  rajoittuvat  kuitenkin  esimerkiksi
muistivuotojen, rinnakkaistamisen ja muistinkäytön tehokkuuden analysointiin,  joskin
näitä analysoidaan yleisemmin dynaamisen analyysin keinoin.
Dynaamisen  analyysin  osalta  tilanne  on  hieman  erilainen.  Kun  ohjelmaa  voidaan
suorittaa,  on  mahdollista  määritellä  laaja  patteristo  erilaisia  testejä.  Näillä  voidaan
esimerkiksi  varmistua  siitä,  että  tietyt  määritellyt  toiminnot  (Käyttötilanteiden
kattavuus) löytyvät ohjelmistosta ja toimivat (Riskittömyys). Samalla tavalla voitaisiin
esimerkiksi  mitata  tiettyä  osaa  käyttömukavuudesta  määrittelemällä  järjestelmän
vasteajoille rajat, joiden puitteissa sen täytyy toimia. Vastaavasti voitaisiin asettaa rajoja
esimerkiksi  prosessorikuormalle  tai  muistinkäytölle.  On kuitenkin mahdotonta mitata
ohjelmasta  sen  käyttäjien  tyytyväisyyttä  ja  siihen  liittyviä  alipiirteitä.  Ainoastaan
käyttäjät itse pystyvät kertomaan mielipiteitään ja mielikuviaan järjestelmästä. 
Kuva 2.1: Käytönaikaisen laadun malli SQuaRE -standardin mukaan
72.1.2 Tuotelaatu
Tuotelaatu  puolestaan  jakautuu  kahdeksaan  osa-alueeseen,  joista  kukin  jakautuu
edelleen joukoksi alipiirteitä. Jako on esitetty kuvassa 2.2 ja piirteiden sekä alipiirteiden
tarkempi  kuvaus  löytyy  liitteestä  2.  Toisin  kuin  käytönaikaisen  laadun  malli,
tuotelaadun malli koskee ainoastaan ohjelmistoa ja järjestelmää yleisesti. Käyttäjää ei
siis oteta mallissa samalla tavalla huomioon kuin käytönaikaisen laadun mallissa, vaan
malli  keskittyy  lähinnä  sellaisiin  ominaisuuksiin,  jotka  ovat  näkyvissä  ohjelmiston
ylläpidon  ja kehittämisen kanssa tekemisissä oleville ihmisille. 
SQuaRE -standardi  määrittelee  sisäisen  tuotelaadun  seuraavasti:  ”Staattisten
attribuuttien  joukon  kyky  tyydyttää  määritellyt  ja  määrittelemättömät  tarpeet  kun
ohjelmistotuotetta  käytetään  tietyissä  olosuhteissa.  Staattisten  attribuuttien  joukko
koostuu  sellaisista  attribuuteista,  jotka  liittyvät  ohjelmiston  arkkitehtuuriin,
rakenteeseen ja komponentteihin.”
Koska  Fowlerin  esittämän  refaktoroinnin  määritelmän  [FoB99]  mukaisesti  sen
tavoitteena  on  vaikuttaa  nimenomaan  ylläpidettävyyteen  ja  sen  alipiirteisiin,  on
tutkielman  kannalta  mielekästä  tutkia  lähinnä  ylläpidettävyyttä.  Toki  lähdekoodin
parantaminen voi vaikuttaa myös muihin piirteisiin epäsuorasti,  mutta ennen kaikkea
sen  tarkoituksena  refaktoroinnin  kontekstissa  on  ikään  kuin  mahdollistaa  muiden
laatupiirteiden  toteutuminen  saattamalla  lähdekoodi  siihen  tilaan,  että  ohjelmistosta
voidaan tehdä mahdollisimman esimerkiksi  vikasietoinen tai  toiminnallisesti  tehokas.
SquaRE -standardi määrittelee Ylläpidettävyys -laatupiirteen ja sen alipiirteet listauksen
2.1 mukaisesti.
Ylläpidettävyys
Tehokkuuden ja tehollisuuden taso, jolla ylläpitäjät voivat muokata järjestelmää
• Modulaarisuus
Taso, jolla järjestelmä on rakennettu erillisistä komponenteista siten, että 
yksittäisten komponenttien muokkaaminen aiheuttaa mahdollisimman vähän muutoksia muissa 
komponenteissa.
• Uudelleenkäytettävyys
Taso, jolla yksittäisiä resursseja voidaan käyttää uudelleen joko samassa tai muissa 
8järjestelmissä
• Arvioitavuus
Taso, jolla voidaan arvioida muutosten tekemisen vaikutuksia, etsiä vikoja ja puutteita tai 
tunnistaa osia joita tarvitsee muuttaa
• Muokattavuus
Taso, jolla olemassaolevaa tuotetta tai järjestelmää voidaan muokata huonontamatta sen laatua 
tai luomatta vikoja
• Testattavuus
Taso, jolla testikriteereitä voidaan tunnistaa järjestelmä, tuote ja komponenttitasolla ja suorittaa 
testejä niiden kriteereiden täyttymisen varmistamiseksi
Listaus 2.1: SQuaRE -standardin määritelmä Ylläpidettävyys -laatupiirteestä ja sen alipiirteistä
Käytännössä ylläpidettävyys siis tarkoittaa nimen omaan ohjelmoijan näkokulmasta sitä
miten helposti kehittäjä kykenee hahmottamaan mitä ohjelmakoodissa tapahtuu (kyky 
sekä lukea että ymmärtää koodin tarkoitus),  kuinka helppo sen olemassa olevia osia on 
käyttää uudelleen, kuinka helppoa toiminnallisuuden lisääminen tai muokkaaminen on 
ja kuinka helppoa ohjelmiston testaaminen on.
2.2 Keskeiset laatumittarit ja niiden suhde laatupiirteisiin
Laadun mittaamisen keskeinen ongelma on oikean asian mittaaminen. Sopiva mittari
pitäisi aina valita huolella, sillä väärän asian mittaaminen saattaa jopa olla huonompi
asia kuin mittaamatta jättäminen. Tämä pätee erityisesti mikäli mittaustulosten pohjalta
tehdään merkittäviä päätöksiä. Monet mittarit ovat jokseenkin kapea-alaisia eikä niiden
pohjalta  tulisi  tehdä  liian  suuria  yleistyksiä.  Esimerkiksi  McCaben  syklomaattinen
kompleksisuus kertoo vain ja ainoastaan funktioiden suoritushaarojen lukumäärästä, ei
suoranaisesti siitä onko jokin ohjelmisto laadukas vai huono. Korkea kompleksisuus voi
kieliä  ongelmista  ohjelmiston  arkkitehtuurissa,  mutta  sillä  ei  välttämättä  ole  asian
kanssa mitään tekemistä.
Keskeisiä tutkimuksissa usein käytettyjä  laatumittareita ovat Luokan vaste (Response
for Class, RFC), Kytkentä (sekä luokkienvälinen kytkentä, (Coupling Between Objects,
9CBO),  Pakkauksen sisääntuleva  kytkentä  (Afferent  Coupling,  Ca)  että  Pakkauksesta
lähtevä kytkentä (Efferent Coupling, Ce)), Syklomaatinen kompleksisuus (Cyclomatic
Complexity, CC), Koheesion puute (Lack of Cohesion in Methods, LCOM),  Luokan
painotetut funktiot (Weighted Methods Per Class, WMC), Perintäpuun syvyys (Depth
of Inheritance Tree, DIT) sekä Lapsien lukumäärä (Number of Children, NOC). Nämä
mittarit  ovat  yleisiä  siksi,  että  ne  ovat  Chidamberin  ja  Kemererin  määrittelemä
mittarikokoelma  [ChK91]  oliopohjaisten  ohjelmistojen  mittaamiselle.  Sisääntuleva
Kuva 2.2: Tuotelaadun malli SQuaRE -standardin mukaan
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kytkentä ja lähtevä kytkentä eivät kuulu varsinaiseen alkuperäiseen kokoelmaan, vaan
ne ovat myöhemmin määriteltyjä osajoukkoja kytkennästä.
McCaben syklomaattinen kompleksisuus (CC)
McCaben  syklomaattinen  kompleksisuus  [McC76]  kuvaa  funktioiden  loogista
monimutkaisuutta.  Kaikkien  funktioiden lähtökohtainen kompleksisuus  on yksi  ja  se
lisääntyy aina yhdellä, kun koodi haarautuu esimerkiksi if, for, while tai switch lauseen
muodossa.  Se  siis  kuvaa  koodin  mahdollisten  suorituspolkujen  lukumäärää.
Syklomaattinen  kompleksisuus  käydään  läpi  hieman  muita  mittareita  syvällisemmin,
sillä  se esiintyy  monessa lähteessä  liittyen  refaktoroinnin  analysointiin.  Se on hyvin
tunnettu  mittari,  joten  sen  rooli  on  hyvin  näkyvä.  Sen  suhde  laatuun  on  kuitenkin
hieman  kyseenalainen,  sillä  lähtökohtaisesti  suurempi  määrä  koodia  on  aina
kompleksisempaa. Syklomaattinen kompleksisuus kuvaa vain yhtä kapeaa osa-aluetta
koodissa, joten sen pohjalta ei voi tehdä suoraan tulkintoja ohjelmiston laadusta.
Syklomaattinen  kompleksisuus  perustuu  siis  ohjelman  kontrollivuon  mahdollisiin
polkuihin eli  erillisiin  ohjelman suorituspolkuihin.  Ajatus mittarin  taustalla  on luoda
matemaattinen  kvantitatiivinen  työkalu,  jolla  voidaan  analysoida  koodin
monimutkaisuutta, koska koodin määrä itsessään ei sitä kerro. Korkean syklomaattisen
kompleksisuuden omaavia ohjelmien osia olisi siis vaikea testata ja ylläpitää [McC76].
Esimerkkinä  McCabe antaa 50-rivisen ohjelman,  joka koostuu 25 peräkkäisestä  "IF-
THEN"  rakenteesta.  Tällaisella  ohjelmalla  olisi  jopa  33,5  miljoonaa  erilaista
suorituspolkua,  jolloin  kaikkien  uniikkien  tapausten  testaaminen  olisi  työlästä  ja
muutosten tekeminen hankalaa ja riskialtista. 
Syklomaattinen  kompleksisuus  perustuu  verkkoteoriaan.  Suoritettava  koodi  voidaan
ajatella suunnattuna verkkona ja sen syklomaattinen kompleksisuus on v(G) = e-n+1,
jossa n on solmujen määrä ja e on kaarien määrä . Jos kyseessä on joukko useampia
toisiinsa yhteydessä olevia komponentteja, määritellään kompleksisuus kaavalla v(S) =
e-n+2p,  jossa  p  on  toisiinsa  yhteydessä  olevien  komponenttien  määrä  [McC76].
Ohjelmakoodi  mallinnetaan  siis  suunnattuna  verkkona,  jossa  koodisegmenttit  ovat
solmuja ja hypyt  segmenttien välillä  kaaria.  Solmut edustavat  siis yhtä  tai  useampaa
lauseketta,  jotka  suoritetaan  aina  peräkkäin  ilman  haarautumisia  tai  hyppyjä.
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Esimerkkinä ohjelman pseudokoodi kuvassa 2.3 ja siitä piirretty verkko kuvassa 2.4.
Kuvan  2.3  tapauksessa  funktion  kompleksisuus  olisi  v(G)  =  8-6+1  =  3.
Kompleksisuuden  laskentaan  on  olemassa  yksinkertaistuksia,  mutta  ne  eivät  tämän
tutkielman kannalta ole relevantteja. On hyvä huomata, että esimerkiksi mielivaltaisen
lausekkeen  lisääminen  ohjelmaan  ei  kasvata  sen  syklomaattista  kompleksisuutta.
Syklomaattinen kompleksisuus kasvaa ainoastaan jos siihen lisätään uusia segmenttejä
tai  kulkua  haarauttavia  rakenteita.  Esimerkiksi  uuden  haarautumia  sisältämättömän
funktion lisääminen ohjelmaan lisää sen kompleksisuutta yhdellä. Switch -lauseiden tai
useamman ehdon if -lauseiden tapauksessa jokainen ehto tulkitaan erilliseksi haaraksi,
koska esimerkiksi kuvan 2.5 koodi on syklomaattisen kompleksisuuden näkökulmasta
täysin saman arvoinen kuin kuvan 2.6 koodi.
Kuva 2.3: Syklomaattiseen kompleksisuuteen liittyvä
pseudokoodiesimerkki
Kuva 2.4: Syklomaattisen
kompleksisuuden
havainnollistamisen pseudokoodiin
liittyvä verkko
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Syklomaattista kompleksisuutta kohtaan on esitetty paljon kritiikkiä. Esimerkiksi Myers
kritisoi  syklomaattista  kompleksisuutta  siitä,  että  se  ei  suoraan  laske  else  -haaroja
kompleksisuuteen. Tämä johtuu siitä, että else -haaran tuoma solmu ja kaari peruuttavat
toisensa.  Tästä  johtuen  esimerkiksi  kuvan  2.7  koodihaarat  ovat  syklomaattiselta
kompleksisuudeltaan saman arvoiset, koska v(G1)=2-1+1=2 ja v(G2)=3-2+1=2. Tämä
on epäintuitiivista,  sillä  selkeästi  kaksihaarainen If  -lause on lähtökohtaisesti  hieman
monimutkaisempi  [Mye77].  Sheppard  tosin  esittää  kritiikissään,  että  koska
peruspolkujen  määrä  pysyy  muuttumattomana,  tämän  voidaan  katsoa  olevan  vakava
puute vain jos puhutaan kompleksisuudesta  koodin ymmärtämisen kannalta  [She88].
Koska  refaktoroinnin  kontekstissa  kyse  on  nimenomaan  ylläpidettävyydestä  ja
ymmärrettävyydestä, tämän voidaan perustellusti katsoa olevan ongelmallista.
Kuva 2.5 ja Kuva 2.6: Syklomaattiselta kompleksisuudeltaan samanarvoiset rakenteet.
Alkuperäinen esimerkki esitetty Shepperdin kritiikissä [She88].
Kuva 2.7: Syklomaattiselta kompleksisuudeltaan samanarvoiset haarat. Else -haaran
tuoma kaari ja solmu peruuttavat toisensa. Alkuperäinen esimerkki esitetty Shepperdin
kritiikissä [She88].
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Myös  lähestymistä  switch  -lauseisiin  ollaan  kritisoitu,  sillä  esimerkiksi  Hansenin
mielestä ne ovat helpompia ymmärtää kuin niihin rinnastetut sisäkkäiset if-rakenteet.
Hän  tuokin  esille  omassa  mallissaan,  että  switch-case  -lauseet  kasvattaisivat
kompleksisuutta kokonaisuutena vain yhdellä sen sijaan, että jokainen tapaus kasvattaisi
sitä yhdellä, koska erilliset tapaukset eivät ole yhtä monimutkaisia kuin vastaava määrä
peräkkäisiä  if  -lauseita  [Han78].  Basili  ja  Reiter  ehdottivat  switch  -lauseiden  osalta
log2(n)  -suhdetta,  jossa  n  olisi  tapausten  määrä  switch  -lauseen  sisällä  [BaR79].
Molemmat lähestymistavat siis kuitenkin perustuvat ajatukseen siitä, että sellaisenaan
McCaben  syklomaattinen  kompleksisuus  on  liian  ankara  switch-case  -rakenteiden
osalta. Kaikkien ohjelmointikielien osalta koodin muuntaminen verkoksi ei myöskään
ole täysin yksikäsitteistä.
Peräkkäin  suoritettavan,  haarautumattoman  koodin  kompleksisuus  pysyy
syklomaattisessa  kompleksisuudessa  aina  samana.  Myös  tätä  kohtaan  on  esitetty
kritiikkä  sekä vaihtoehtoisia  tapoja mittaamiseen,  kuten  esimerkiksi  operandien  sekä
dataviittausten laskeminen.
Syklomaattinen kompleksisuus voi myös kasvaa, kun käytetään yleisesti hyväksyttyjä
tekniikoita  ohjelmakoodin  rakenteen  parantamiseksi,  eli  siis  refaktorointitekniikoita.
Niiden  vaikutuksista  kompleksisuuteen  kerrotaan  lisää  luvussa  3.  Syklomaattinen
kompleksisuus on myös täysin kontekstiton, joten kaikki kompleksisuutta kasvattavat
valinnat ovat täysin samanarvoisia riippumatta esimerkiksi sisäkkäisyydestä. Tämä siis
tarkoittaa  sitä,  että  riippumatta  siitä  onko jokin  kompleksisuutta  kasvattava  rakenne
(esimerkiksi for-toisto) aivan funktion juuressa vai kymmenen ehtolauseen sisällä, se
itsessään kasvattaa syklomaattista kompleksisuutta täsmälleen saman verran.
Yksi keskeinen ongelma on se, että syklomaattinen kompleksisuus on herkkä ohjelman
funktioiden määrälle. Funktioita kohdellaan irrallisina komponentteina, jolloin ohjelman
kokonaiskompleksisuus  kasvaa,  vaikka  monimutkaisia  kokonaisuuksia  pilkottaisiin
pienempiin ja ainakin teoriassa yksinkertaisempiin moduuleihin [She88]. Myös tämä on
refaktoroinnin kannalta ongelmallista, koska pienempiin kokonaisuuksiin pilkkominen
väistämättä  kasvattaa  funktioiden  kokonaismäärää.  Kaiken  kaikkiaan  McCaben
syklmaattinen kompleksisuus siis mittaa vain yhtä kapeaa osa-aluetta koodin laadusta,
eikä siitä voida sen vuoksi vetää yleistä johtopäätöstä ohjelmiston laadusta.
14
Koheesion puute (Lack of Cohesion in Methods , LCOM)
Funktioiden koheesiota mittaava LCOM on eri tahojen puolesta määritelty useammalla
eri  tavalla.  Chidamberin  ja  Kemererin  alkuperäinen  määritelmä  [ChK91]  on
seuraavanlainen: ”Olkoon luokka C sellainen luokka, jolla on metodit M1, M2, ... , Mn.
Olkoon {Ii} funktion Mi käyttämien  oliomuuttujien  joukko.  Tällaisia  {I1},  …, {In}
joukkoja on n kappaletta.  LCOM on niiden erillisten  joukkojen määrä  joka saadaan
näiden n joukon leikkauksen tuloksena” [Chk91].
Käytännössä tämä tarkoitaa siis sit, että LCOM on sellaisten funktioparien määrä, jotka
eivät  jaa  mitään  oliomuuttujia  vähennettynä  sellaisten  funktioparien  määrällä,  jotka
jakavat  keskenään oliomuuttujia.  Periaatteessa  siis  kyse on siitä  millä  tasolla  luokan
funktiot  liittyvät  toisiinsa  kun  arviointikriteerinä  on  samojen  oliotason  muuttujien
käsittely.
Chidamber ja Kemerer nostavat esiin neljä näkökulmaa koheesiosta:
1) Koheesio on haluttava ominaisuus, koska se viestii luokan kapseloinnista.
2) Koheesion puute implikoi, että luokka kannattaisi mahdollisesti pilkkoa kahdeksi tai
useammaksi luokaksi.
3) Funtioiden erilaisuudesta viestivä mittari auttaa tunnistamaan heikkouksia luokkien
suunnitelussa.
4)  Matala  koheesio  kasvattaa  monimutkaisuutta,  jonka  vuoksi  myös  toteutuksen
virheiden todennäköisyys kasvaa [ChK91].
Tämän  määritelmän  pohjalta  LCOM  näyttää  mahdollisesti  mielekkäältä  mittarilta
refaktoroinnin tekemien muutosten mittaamiseen, sillä koheesion pitäisi parantua kun
sekalaisia  kokonaisuuksia  refaktoroidaan  pienemmiksi  kokonaisuuksiksi.  Mikäli
koheesion puute johtuu toisiinsa liittymättömistä funktioista luokassa, on selvää että se
saattaa myös hankaloittaa ohjelmiston ylläpitoa. Täten voidaan katsoa, että LCOM on
kytköksissä ylläpidettävyyteen.
Kytkentä (Coupling Between Objects, CBO sekä Afferent Coupling, Ca ja Efferent
Coupling, Ce)
Kytkentä  on  mittari,  joka  kertoo  millä  tavoin  jokin  luokka  on  kytkeytynyt  toisiin
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luokkiin. Luokat katsotaan kytkeytyneiksi,  mikäli jokin luokan funktio käyttää toisen
luokan  funktioita  tai  luokkamuuttujia.  Suoraan  perittyjä  funktioita  ja  muuttujia  ei
lasketa mukaan kytkentään.
Ajatus  kytkennän  taustalla  on  se,  että  mitä  enemmän  muiden  luokkien  tarjoamia
resursseja  käytetään  ristiin  perimisen  ulkopuolella,  sitä  vähemmän  itsenäinen  jokin
luokka on ja sitä heikommin uudelleenkäytettävää sen koodi on. Kytkentä siis rikkoo
ohjelmiston  modulaarista  rakennetta  ja  kapselointia,  sillä  mitä  suurempi
kytkentämittarin  arvo  on,  sitä  suurempi  on  todennäköisyys  sille  että  jonkin  luokan
muuttaminen  rikkoo  toiminnallisuutta  myös  muissa  luokissa.  Tällöin  ylläpito
hankaloituu  huomattavasti.  Kytkentä  liittyy  siis  suoraan  ylläpidettävyys
-laatupiirteeseen ja sen alipiirteisiin.
Kytkentä ei ole assosiatiivista, eli mikäli luokka A on kytkeytynyt luokkaan B ja luokka
B luokkaan C, ei luokan A katsota olevan suoraan kytköksissä luokkaan C [ChK91].
Sekä afferent että efferent coupling mittarit ovat oikeastaan alijoukkoja CBO mittarin
joukoista.  Afferent  couping  mittaa  sisääntulevien  riippuvuuksien  määrää  ja  Efferent
puolestaan  lähtevien.  Jos  siis  olisi  esimerkiksi  luokat  a  sekä b ja  luokka b käyttäisi
luokassa  a  määriteltyä  funktiota,  olisi  luokan  a  afferent  coupling  yksi  ja  luokan  b
efferent coupling yksi.  Kytkennän mittarit  siis kertovat kuinka toisiinsa kietoutuneita
ohjelmiston komponentit  ovat.  Mitä kietoutuneempia toisiinsa komponentit  ovat,  sitä
herkempiä  ne  ovat  muutoksille  toisissa  komponenteissa.  Tästä  johtuen  kytkennän
mittarit ovat vahvasti kytköksissä ylläpidettävyyteen [ChK91].
Luokan  painotetut  funktiot  (Weighted  Methods  Per  Class/Weighted  Method
Complexity, WMC) 
Luokan painotetut funktiot on mittarina suhteellisen yksinkertainen. Käytännössä se on
luokan funktioista  laskettujen syklomaattisen kompleksisuuden arvojen summa.  Mitä
suurempi  funktioiden  määrä  on,  sitä  suurempi  potentiaalinen  vaikutus  luokan
muokkaamisella on, sillä aliluokat perivät kaikki sen funktiot. Luokat, joilla on paljon
funktioita, ovat suuremmalla todennäköisyydellä johonkin erikoistuneita ja siksi niiden
uudelleenkäytettävyyden todennäköisyys on pienempi. Kaikkiaan funktioiden määrä ja
niiden  kompleksisuus  kuvastaa  sitä  työn  määrää,  joka  luokan  ylläpitämisestä  ja
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kehittämisestä  koituu  [ChK91].  Täten  siis  myös  WMC  liittyy  ylläpidettävyys
-laatupiirteesen ja sen alipiirteisiin.
Luokan vaste (Response for Class, RFC)
Luokan vaste on kaikkien niiden funktioiden lukumäärä, joita voidaan kutsua luokan
avulla eli yhteenlaskettuna luokan funktioiden lukumäärä ja kaikkien niiden funktioiden
lukumäärä, joita voidaan kutsua luokan sisältä. Ajatuksena taustalla on, että luokka on
sitä monimutkaisempi, mitä useampaan funktiokutsuun sille lähetetty viesti voi johtaa.
Luokan testaaminen ja  vikojen löytäminen on siis  sitä  hankalampaa,  mitä  enemmän
funktiokutsuja  se  voi  tehdä,  ja  samoin  voidaan  myös  ajatella,  että  mitä  enemmän
luokalla  on kutsuttavia  funktioita,  sitä suurempaa ymmärrystä  se vaatii  testaajaltaan.
[ChK91]. Logiikka mittarin takana ei ole täysin aukoton, koska funktioiden lukumäärä
voi  kyllä  korreloida  huonon ymmärrettävyyden  kanssa,  mutta  tämä ei  merkitse,  että
ilmiössä  olisi  välttämättä  kausaliteettia.  Useampi  yksinkertainen  funktio  on  monesti
helpompi ymmärtää kuin esimerkiksi yksi monoliittinen kokonaisuus. RFC:n voidaan
katsoa  olevan  tekemisissä  ylläpidettävyyden  kanssa,  mutta  suhde  ei  ole  täysin
yksioikoinen.
Perintäpuun syvyys (Depth of Inheritance Tree, DIT)
Perintäpuun syvyys on yksinkertainen mittari, joka kertoo, kuinka monta hierarkista esi-
isäluokkaa  luokalla  on.  Se  siis  kertoo  kuinka  moni  luokka  voi  suoralla  perinnällä
vaikuttaa tähän luokkaan. Mitä enemmän funktioita luokka perii, sen monimutkaisempi
se on [ChK91]. Voidaan ajatella, että kaikkia perittyjä funktioita ei tarvitse ymmärtää tai
käyttää,  mutta  siinä  tapauksessa  herää  kysymys,  kuuluuko  funktioiden  ylipäätään
periytyä  kyseiselle  tasolle.  Perintäpuun syvyys  siis  indikoi  kyllä  jotain,  mutta  ei  ole
täysin selvää mitä. Mittarin arvon heikkeneminen kertoo siitä, että perittäviä tasoja on
tullut  lisää,  mutta  tämä  ei  yksinään  kerro  mitään,  sillä  ekstraktoitu  yliluokka  voi
hyvinkin olla ylläpitoa helpottava eikä haittaava tekijä.
Suuuri DIT -mittarin arvo implikoi kuitenki myös, että luokka perii paljon funktioita,
jolloin todennäköisyys niiden uudelleenkäytölle on suurempi. Eli DIT -mittarin arvon
voidaan  katsoa  kertovan  positiivisella  tavalla  modulaarisuudesta  ja
uudelleenkäytettävyydestä,  mutta  toisaalta  myös  negatiivisesti  kompleksisuudesta  ja
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testattavuudesta.
Lapsien lukumäärä (Number of Children, NOC)
Lapsien  lukumäärä  on  yksinkertainen  mittari,  joka  kertoo  kuinka  monta  välitöntä
perillistä luokalla on. Yleisesti ottaen luokkahierarkiassa tulisi olla enemmän leveyttä
kuin  syvyyttä,  sillä  ketjussa  periytyvät  funktiot  edesauttavat  kertaalleen  kirjoitetun
koodin uudelleenkäyttöä. Täten myös hierarkiassa ylempänä olevilla luokilla tulisi olla
enemmän lapsia  kuin hierarkiassa alempana olevilla  [ChK91].  Lapsien lukumäärä ei
välttämättä  suoraan  kerro  mitään  ohjelmiston  ylläpidettävyydestä,  sillä  suuri  määrä
lapsia voi olla sekä ylläpitoa helpottava että vaikeuttava tekijä.
Churn (”Koodikuohu”)
Churn  (suomeksi  Koodikuohu)  on  mittari,  joka  kertoo  muutosten  määrästä  tietyssä
moduulissa.  Käytännössä  mittari  laskee  lisättyjen,  poistettujen  ja  muutettujen  rivien
määrän. Mittarin avulla voidaan siis esimerkiksi tunnistaa moduuleita, joihin kohdistuu
usein  muutoksia.  Koodikuohu  ei  varsinaisesti  kerro  suoraan  ohjelmiston
ylläpidettävyydestä,  mutta  sitä  voidaan  hyödyntää  esimerkiksi  potentiaalisia
refaktorointikohteita etsiessä.
2.3 Mittareiden suhde laatupiirteisiin
Mittaukset  kertovat  aina  jotain  mittauksen  kohteesta,  mutta  ne  ovat  itsessään
hyödyttömiä, ellei mittauksen seurauksena synny jotain tarkasti määriteltyä, aiheeseen
liittyvää  ja  ymmärrettävissä  olevaa  tietoa.  Mittareiden  täytyy  siis  olla  mielekkäällä
tavalla kytköksissä siihen, mistä halutaan oikeasti saada selkoa, ja mittaustulosten tulee
olla merkityksellisiä, ja niitä pitää tulkita oikealla tavalla.
Briandin,  Wüstin ja kumppaneiden tutkimuksen [BWD99] perusteella  monet  mittarit
kuten  koheesio,  kytkentä  ja  perintä  perustuvat  osittain  päällekäisiin  ja  verrattavissa
oleviin ajatuksiin,  joten ne myös mittaavat  osittain samoja ohjelmiston ulottuvuuksia
ollen siten siis myös osittain redundantteja. Tutkimus kertoo, että perinnän syvyyden
(Depth  of  Inheritance  tree)  ja  kytkennän  mittarit  ovat  vahvasti  kytköksissä  vikojen
todennäköisyyteen luokassa [BWD99]. Vikojen ilmenemisen luokassa voidaan katsoa
vaikuttavan potentiaalisesti ainakin ylläpidettävyyteen, turvallisuuteen, käytettävyyteen,
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luotettavuuteen sekä toiminnan tehokkuuteen.
Koheesio  puolestaan  ei  Briandin  ja  kumppaneiden  mukaan  näytä  olevan  vahvasti
kytköksissä vikojen todennäköisyyteen todennköisesti siksi, että sitä on vaikea mitata
pelkästään  staattisen  syntaktisen  analyysin  perusteella  ja  siksi,  että  sen  mittaamaa
ulottuvuutta ei ymmärretä kunnolla [BWD99]. Tämä on hieman ristiriitaista, sillä mikäli
koheesio viestii kapseloinnista, sen pitäisi korreloida myös kytkennän kanssa, joka taas
Briandin ja kumppaneiden mukaan on vahvasti kytköksissä vikojen todennäköisyyden
kanssa.
Li ja Henry toteavat tutkimuksessaan, että mittarit DIT, NOC, MPC (Message-passing
coupling), RFC, LCOM, DAC (Data Abstraction Coupling), WMC ja NOM (Number of
Methods) korreloivat  vahvasti  ohjelmiston ylläpidettävyyden kanssa [LiH93]. Heidän
mukaansa  ylläpidon  työläyden  voi  ennustaa  yhdistelmästä  staattisen  analyysin
mittareita.  Mielenkiintoista  on  kuitenkin  se,  että  he  päättivät  jättää  Chidamberin  ja
Kemererin ehdottamista mittareista [ChK91] kytkennän analyysinsä ulkopuolelle. 
Kaiken  kaikkiaan  mittarien  suhde  laatupiirteisiin  on  kirjallisuudessa  määritelty
jokseenkin  heikosti.  SQuaRE  -sarjaan  kuuluva  standardi  25023  [SQR15]  pyrkii
määrittelemään miten laatumalleissa esiteltyjä piirteitä [SQR11] voidaan mitata, mutta
standardissa  esitellyt  mittarit  eivät  ole  samoja,  jotka  ovat  yleisesti  käytettyjä
ohjelmistojen laadun tutkimuksessa. Esitellyt  mittarit ovat lähinnä erilaisten mittarien
raja-arvojen määrittelyä, esimerkiksi kytkennästä mainitaan kaava X = A / B, jossa A on
sellaisten komponenttien määrä,  jotka eivät vaikuta toisiin komponentteihin,  ja B on
sellaisten  komponenttien  määrä,  jotka  vaikuttavat  muihin  komponentteihin.  Tällä
kaavalla voitaisiin sitten laskea, ylittyykö jokin organisaation määrittelemä kytkennän
raja-arvo. Samanlaisia kaavoja esitellään muun muassa uudelleenkäytettävyydelle sekä
syklomaattiselle  kompleksisuudelle.  Ongelma  on  siis  siinä,  ettei  tämäkään  standardi
varsinaisesti määrittele varsinaisia mittareita ylläpidettävyydelle ja sen alipiirteille.
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3 Refaktorointi
Suurinta  osaa  ohjelmistoista  ei  voida  ajatella  staattisina  kokonaisuuksina,  vaan
ohjelmistoon  kohdistuvat  vaatimukset  muuttuvat  ja  täydentyvät  koko sen  elinkaaren
ajan.  Esimerkiksi  muutokset  liiketoiminnassa,  palvelinympäristöissä  ja  muissa
ohjelmistoon   liittyvissä  tekijöissä  kohdistavat  siihen  muutospaineita.  Itse  asiassa
ohjelmiston kehittämisen elinkaaren (Software Development Life-Cycle, SDLC) aikana
suurin  osa  kustannuksista  koituu  nimenomaan  sen  ylläpitämisestä  [Zel78].  IBM:n
tutkijat  Lehman  ja  Belady  totesivatkin  ohjelmistojen  kehittämisen  lainalaisuuksista
seuraavaa: ohjelman, jota käytetään oikeassa tuotantoympäristössä, täytyy kehittyä tai
sen hyödyllisyys  kyseisessä ympäristössä laskee ajan saatossa. Kun ohjelma kehittyy,
siitä  tulee monimutkaisempi ja  sen rakenteen säilyttämiseen ja yksinkertaistamiseen
täytyy  kohdistaa  ylimääräisiä  resursseja  [LeB85].  Lehmanin  ja  Beladyn  mainitsema
rakenteen säilyttäminen ja yksinkertaistaminen tehdään refaktoroimalla, ja ylimääräiset
resurssit  ovat  refaktorointia  tekevät  ohjelmistokehittäjät  sekä  heidän  työhön
käyttämänsä aika.
Refaktoroiminen on siis  prosessi,  joka pyrkii  ratkaisemaan rapautuvan tai  alun perin
huonosti  suunnitellun  rakenteen  ongelman.  Termin  refaktorointi  esitti  ensimmäistä
kertaa William Opdyke väitöskirjassaan vuonna 1992 [Opd92]. Tunnettu olioanalyysiin
ja  suunnitteluun  erikoistunut  ohjelmistosuunnittelija  ja  kirjailija  Martin  Fowler
määrittelee [FoB99] refaktoroinnin seuraavalla tavalla: ”Refaktorointi on prosessi, jossa
ohjelmistojärjestelmää parannetaan siten,  että  sen ulkoinen toiminnallisuus ei  muutu,
mutta  sisäinen rakenne paranee.  Se on kurinalainen menetelmä koodin siivoamiseksi
siten,  että  uusien  vikojen  riski  on  mahdollisimman  pieni.  Refaktorointi  on  siis
jälkikäteen tehtyä ohjelmiston rakenteen ja koodin parantamista.”
Ylläpidon  ja  jatkokehityksen  kohteena  olevan  ohjelmiston  koodia  muutetaan  vähän
kerrallaan  ja  sen  myötä  suunniteltu  rakenne  rapautuu  helposti  ajan  saatossa.
Rapautuminen on myös kumulatiivista, sillä mitä vaikeampi suunniteltua rakennetta on
erottaa koodista, sitä hankalampaa sen säilyttäminen on ja sitä nopeammin puolestaan
ohjelmiston  rakenne  rappeutuu  [FoB99].  Esimerkiksi  aikataulullisten  rajoitusten,
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ylläpitävien  kehittäjien  taitojen  ja  käytettyjen  työkalujen  kypsyyden  seurauksena
joudutaan  usein  ennen  pitkää  tilanteeseen,  jossa  koodin  laatu  ei  ole  riittävää.
Ohjelmistotaloissa onkin yleistä asettaa uudet kehittäjät (varsinkin vastavalmistuneet tai
vielä  opiskelevat)  ylläpitotehtäviin  ja  asettaa  kokeneemmat  kehittäjät  uusiin
projekteihin. Tämä johtuu pohjimmillaan siitä, että kokemattomammat ohjelmoijat ovat
työnantajalle  halvempia  ja  ylläpidossa  olevista  ohjelmistoista  saatava  voitto  riippuu
paljolti siitä, miten saadaan minimoitua ylläpidon kustannukset. Lisäksi aikataululliset
paineet eivät yleensä kohdistu samalla tavalla stabiileihin jo tuotantokäytössä oleviin
ohjelmistoihin kuin vasta kehitteillä oleviin. On myös syytä huomata, että kokematon
kehittäjä  voi  tulla  hyvinkin  kalliiksi,  mikäli  jokin  uuden  ohjelmiston
perustavanlaatuinen arkkitehtuuripäätös  tai  jokin muu menee pahasti  pieleen.  Tämän
vuoksi  ylläpidon  parissa  tuoreen  ohjelmoijan  on  helpompi  oppia,  sillä  virheillä  ei
yleensä ole niin kauskantoiset seuraukset.
Avainajatus refaktoroinnin taustalla on uudelleenjakaa luokkia, muuttujia ja metodeita
luokkahierarkiassa  siten,  että  tulevat  muutokset  on  helpompi  toteutta  [MeT04].
Huonosti  suunniteltu  koodi  käyttää  yleensä  enemmän  koodirivejä  saman  asian
tekemiseen, koska usein sama asia tehdään kirjaimellisesti useassa paikassa [FoB99].
Yksi  refaktoroinnin  tärkeimmistä  tehtävistä  onkin  poistaa  duplikaattikoodia  juuri
jakamisen  ja  uudelleenrakenteistamisen  avulla.  Duplikaattikoodin  hävittämisellä  on
merkittävä  vaikutus  siihen,  miten  helppoa  toiminnallisuuden  lisääminen  tai
muuttaminen  on.  Merkittävää  on,  että  refaktorointi  ei  ole  lähtökohtaisesti  työkalu
ohjelmiston laadun parantamiseen kokonaisuudessaan tai sen suorituskykyoptimointiin,
vaan tarkoituksena on nimenomaan tehdä ohjelmakoodista ihmisille ymmärrettävämpää
eli siis tehdä ohjelmistosta ylläpidettävämpi.
Yksinkertaisia  refaktorointeja  ovat  esimerkiksi  yksittäisen  suurehkon  funktion
pilkkominen  pienemmiksi  kokonaisuuksiksi  tai  monen  luokan  käyttämän  funktion
siirtäminen  luokkahierarkiassa  ylöspäin  niin,  että  sitä  käyttävät  luokat  perivät  sen.
Tällöin  ei  tarvitse  viitata  ristiin  muihin  luokkiin  eikä  kopioida  funktion  toteutusta
luokasta toiseen. Tämä puolestaan merkitsee sitä, että ohjelmistoa on helpompi ylläpitää
ja ymmärtää, kun muutoksia tarvitsee tehdä vain yhteen selkeästi loogiseen paikkaan,
kun tarve funktion muuttamiselle nousee.
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Refaktoroinnin tarkoituksena on siis saada koodista luettavampaa, sillä koodia, joka ei
ole luettavaa, on hankala ylläpitää. Jos rakenne on pirstoutunut ja epäselvä, on vaikeaa
hahmottaa toiminnan vuota, ja silloin on myös hankalaa nähdä mihin muutoksia tulisi
tehdä.  Jos  kokonaisuuden  hahmottaminen  on  puutteellista  ja  muutosten  tekeminen
hankalaa,  on  todennäköistä,  että  ohjelmoija  saa  tahtomattaan  aikaan  uusia  vikoja
[FoB99].
Refaktorointi  sekoitetaan  terminä  usein  restrukturointiin  (restructuring)  ja
uudelleensuunnitteluun  (re-engineering).  Nämä  liittyvät  toisiinsa  läheisesti  ja  jotkut
lähteet  käsittelevätkin refaktorointia  ja restrukturointia  synonyymeinä.  Martin Fowler
määrittelee  kuitenkin  restrukturoinnin  astetta  isommaksi  operaatioksi  (ikään kuin iso
refaktorointi),  joka  voidaan  suorittaa  sarjana  yksittäisiä  refaktorointioperaatioita
[Fow14]. Tällöin ohjemisto pysyy käyttökelpoisena koko ajan,  vaikka restrukturointi
kestäisi esimerkiksi usean sprintin ajan. Ideana siis on, että ulkoinen toiminnallisuus ei
muutu lainkaan.  Uudelleensuunnittelussa sen sijaan aloitetaan ohjelmiston tai  jonkun
sen  osan  suunnittelu  ja  toteutus  puhtaalta  pöydältä.  Sen  toteuttaminen  tekemällä
refaktorointioperaatioita  ei  sinänsä  ole  mahdollista,  joskin  ulkoinen  toiminnallisuus
saattaa silti pysyä samana.
Tässä  luvussa  esitellään  ensin  yksinkertaistetun  esimerkkitapauksen  avulla,  miten
refaktorointia  voidaan  käytännössä  hyödyntää  ohjelmiston  rakenteen  parantamisessa.
Esimerkin  jälkeen  käydään  läpi  keskeisimpiä  refaktorointioperaatioita  ja  juurisyitä
refaktoroinnin tarpeeseen sekä tarpeen tunnistaminen. Lopulta pohditaan, millä tavalla
refaktoroinnin seurauksia voitaisiin analysoida.
3.1 Refaktoroiminen käytännössä
Käytännössä  siis  refaktorointi  koostuu  funktioiden  pilkkomisesta,  muuttujien  sekä
funktioiden uudelleennimeämisestä, toiminnallisuuden siirtämisestä sekä toisteisuuden
karsimisesta. Esimerkiksi leikkaa ja liimaa -tyyppinen ohjelmointi aiheuttaa ongelmia,
kun  olosuhteet  muuttuvat,  koska  muutos  joudutaan  tekemään  moneen  paikkaan
ohjelmakoodissa sen sijaan, että se voitaisiin tehdä keskitetysti. Tällöin koodia pitäisi
refaktoroida  siten,  että  yhteinen  osa  koodista  olisi  joko perittävissä  tai  kutsuttavissa
toisesta luokasta ja luokka- tai olikohtaiset asiat olisi toteutettu asiaankuuluvalla tasolla.
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Ajatellaan  esimerkiksi  verkkokauppaa,  joka  on  alun  perin  myynyt  pelkästään
urheiluvälineitä.  Urheiluvälineitä  varten  on  verkkokaupan  koodiin  toteutettu  luokka
nimenomaan välineille spesifinen luokka. Liikevaihdon kasvaessa kauppa päättää ottaa
valikoimaansa myös urheiluun liittyviä elintarvikkeita, mutta koska urheiluvälineet ja
elintarvikkeet  eroavat  toisistaan  jokseenkin  paljon,  ei  urheiluvälineluokkaa  voida
käyttää  elintarvikkeisiin  sellaisenaan.  Elintarvikkeet  päädytään  toteuttamaan
verkkokauppaan omana luokkanaan (kuva 3.1). Ajan saatossa kauppa laajentaa myös
muunlaisiin  tuotteisiin,  joista  kukin  toteutetaan  aikaisempaan  tyyliin  kopioimalla
pohjaksi  vanha  luokka  ja  muokkaamalla  sitä  tarpeen  mukaan.  Muutaman  vuoden
kuluttua  laki  muuttuu  ja  jokaisessa  myytävässä  artikkelissa  täytyy  mainita  sen
alkuperämaa.  Kuvaillun  kaltaisessa  tapauksessa  alkuperämaa  täytyisi  periaatteessa
käydä muokkaamassa jokaiseen erilliseen luokkaan, joka käsittelee tuotteita (kuva 3.2).
Oikea tapa toteutukseen olisi kuitenkin ollut yksi geneerinen tuoteluokka, jota oltaisiin
joko voitu käyttää sellaisenaan tai periä aliluokille. Tällöin alkuperämaa olisi tarvinnut
toteuttaa ainoastaan yliluokkaan. Esimerkki on melko yksinkertainen, mutta on helppo
kuvitella  vastaavanlainen  tilanne  paljon  monimutkaisempiin  sovelluksiin.  Tässä
tapauksessa pitäisi  siis  refaktoroida siten,  että  luokista  ekstraktoidaan yliluokka jolta
perittäisiin kaikki luokille yhteiset funktiot ja kentät (kuva 3.3).
Kuva 3.1: Rinnakkaiset kopioluokat
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Toisaalta  myös  esimerkiksi  toiseen  suuntaan  epäonnistunut  luokkahierarkia  vaatii
refaktorointia.  Jos esimerkiksi  yliluokan määrittelemät  funtkiot  eivät  oikeasti  sovellu
kovin hyvin aliluokkien tarpeisiin siten, että aliluokat joutuvat ylikirjoittamaan perittyjä
funktioita,  tulisi  hierarkiaa  selventää.  Tämä voitaisiin  tehdä  esimerkiksi  pilkkomalla
yliluokan funktioita pienempiin ja geneerisempiin osiin, jolloin aliluokka voisi koostaa
tarvitsemansa  toiminnallisuuden  niitä  hyödyntämällä.  Toki  tässä  tilanteessa  validi
kysymys  on myös se, onko perittävien funktioiden paikka ylipäätään yliluokassa, jos
niitä ei voida käyttää tai niille ei ole tarvetta aliluokissa. Edellä mainittua esimerkkiä
voisi  refaktoroida  juurikin  rakentamalla  toteutukseen  jonkinlainen  luokkahierarkia.
Sellainen voisi olla esimerkiksi geneerinen yliluokka ”Tuote”, joka määrittelee joukon
Kuva 3.2: Tekninen velka kasvaa duplikaattikoodin muodossa
Kuva 3.3: Tekninen velka maksetaan takaisin refaktoroimalla luokkarakenne järkevämmäksi
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kaikille  tuotteille  yhteisiä,  tarpeeksi  pieniin  osiin  pilkottuja  funktioita.  Tuoteluokan
perivät  aliluokat,  kuten  esimerkiksi  ”Urheiluväline”  ja  ”Elintarvike”  määrittelisivät
kumpikin itselleen perittyjen funktioiden lisäksi tarpeelliset funktiot ja muuttujat.
Refaktoroinnin  tekemiseen  liittyy  kuitenkin  myös  riskejä.  Koska  kysymys  on  jo
olemassa olevan koodin muokkaamisesta, on aina olemassa mahdollisuus siihen, että
toiminnallisuus rikkoutuu tai muuttuu huomaamatta erilaiseksi. Tämä voisi esimerkiksi
ohjelmointirajapintojen  kohdalla  olla  hyvinkin  merkittävää,  sillä  silloin  myös
rajapintafunktioista  riippuvat  muut  ohjelmat  rikkoutuisivat.  Lisäksi on aina olemassa
mahdollisuus  siihen,  että  refaktoroiva  ohjelmoija  luo  vahingossa  uusia  vikoja
ohjelmistoon.  Riskien  minimoimiseksi  refaktoroinnin  ensimmäinen  askel  onkin
varmistaa automaattisten testien riittävyys.  Tarpeen vaatiessa refaktoroijan täytyy siis
kirjoittaa refaktoroitavalle toiminnallisuudelle riittävät testit.
Refaktorointia  voi  suorittaa  monella  tavalla,  mutta  sen  toteuttamiseen  on  olemassa
joukko  toimenpiteitä,  joiden  soveltaminen  yksitellen  muokkaa  askeleittain  koodia
rakenteellisemmaksi. 
Fowler  kirjoittaa,  että  refaktoroinnin  tulisi  olla  ennemmin  jatkuvaa  kehityksen
yhteydessä tapahtuvaa rakenteen parantamista kuin erillistä toimintaa, jota varten pitäisi
varata aikaa. Hän mainitsee noudattavansa kolmen palon lakia, jonka mukaan sama asia
saa tulla vasstaan kolmesti: ensimmäisellä kerralla toiminnallisuus toteutetaan, toisella
kerralla  toisteisuus huomataan,  mutta  siihen ei  reagoida,  ja kun sama asia joudutaan
tekemään kolmannen kerran, suoritetaan refaktorointi. Fowlerin mukaan refaktorointia
on  hyvä  tehdä  funktioiden  lisäämisen,  vikakorjausten  sekä  koodikatselmoinnin
yhteydessä.  Periaatteessa jokaisessa kohdassa on taustalla ajatus siitä,  että koodia on
helpompi  tulkita,  kun  sen  kanssa  työskentelee  aktiivisesti  refaktoroimalla  sitä,  ja
samanaikaisesti  sen  ylläpidettävyys  paranee,  kun  ohjelmistokehittäjä  muokkaa  sitä
yleisesti ymmärrettävämpään muotoon.
3.2 Refaktorointioperaatiot ja työstämistavat
Refaktorointia  suoritetaan  yksittäisillä  refaktorointioperaatioilla,  joilla  varsinainen
asteittainen  muutos  saadaan  aikaan.  Kun  puhutaan  refaktoroinnista  substantiivina,
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tarkoitetaan  siis  yksittäistä  kokonaista  toimenpidettä,  jolla  saadaan  aikaan  jokin
rakenteellinen muutos. Tällainen voisi esimerkiksi olla yhden metodin lohkaiseminen
suuremmasta kokonaisuudesta.  Yleisiä refaktorointeja ovat kentän kapselointi,  tyypin
generalisointi,  ehtolauseiden  korvaaminen  polymorfismilla,  luokan  ekstraktointi,
metodin  ekstraktointi,  metodin  tai  muuttujan  siirtäminen,  metodin  tai  muuttujan
uudelleennimeäminen,  metodin  siirtäminen  luokkahierarkiassa  ylöspäin,  metodin
siirtäminen luokkahierarkiassa alaspäin ja metodin upottaminen koodiin. Yleensä jonkin
komponentin,  esimerkiksi  kokonaisen  luokan,  refaktorointi  koostuu  sarjasta  näitä
yksittäisiä  refaktorointeja.  Yleisimmät  kuusi  refaktorointia  on  listattu  taulukossa  3.2
käännöksineen  niiden  tutkimuksessa  esiin  tulleiden  käyttötapausten  määrän  mukaan
järjestettynä. 
Refaktoroinnin nimi englanniksi Refaktoroinnin nimi suomeksi
Rename Field Kentän uudelleennimeäminen
Rename Method Metodin/Funktion uudelleennimeäminen
Move Field Kentän liikuttaminen
Add Parameter Parametrin lisääminen
Move Method Metodin/funktion liikuttaminen
Pull Up Method Metodin siirtäminen yliluokkaan
Taulukko 3.2: Yleisimmät refaktoroinnit käännöksineen [CHL06]
Käsittelemme muutamia refaktorointeja esimerkin omaisesti, jotta voisimme paremmin
ymmärtää,  minkä  kaltaisia  muutoksia  refaktorointi  tekee  koodille  ja  miten  ne
vaikuttavat esimerkiksi mittareihin. Esitellyistä yleisimmistä refaktoroinneista useimmat
ovat  jokseenkin  triviaaleja,  sillä  uudelleennimeämiset  ja  siirtämiset  tarkoittavat
käytännössä siis  juurikin sitä,  että  jonkun funktion tai  kentän  nimi  muutetaan  tai  se
siirretään esimerkiksi toiseen luokkaan. 
Metodin siirtäminen yliluokkaan (Pull  Up Method) on jo hieman mielenkiintoisempi
kohde. Siinä funktio siirretään yliluokkaan,  ja vastaava duplikaattitoteutus poistetaan
ali/sisarluokista.  Tällöin  päästään  siis  eroon  toisteisesta  koodista,  ja  useammassa
paikassa tarvittu  koodi voidaan ajaa metodikutsun kautta.  Olkoon C0 kompleksisuus
ennen  refaktorointia,  C1  kompleksisuus  refaktoroinnin  jälkeen,  x  refaktoroitavan
metodin  kompleksisuus  ja  c  määrä  kuinka  monta  kertaa  sama  metodi  ilmeni
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lähdekoodissa.  Tällöin  on  kompleksisuus  metodin  siirtäminen  yliluokkaan
-refaktoroinnin  jälkeen C1 = C0 + x – cx.  Tällöin  kompleksisuus  kasvaa jos c = 0
(jolloin siis vain lisätään uusi metodi), pysyy samana jos c = 1 (eli siis yksinkertaisesti
siirretään  metodi  yliluokkaan)  ja  laskee jos c  > 1 (eli  jos duplikaattikoodia  poistuu,
jolloin funktioiden kokonaismäärä laskee).
Hieman  harvinaisemmassa  metodin  ekstraktointi  (Extract  Method)  -refaktoroinnissa
lohkaistaan  uusi  metodi  isommasta  koodikokonaisuudesta.  Tämän  lohkaistun  koodin
vastaavan  toiminnallisuuden  esiintymät  poistetaan  vanhasta  ja  korvataan  kutsuilla
luotuun metodiin. Olkoon c niiden koodiesiintymien määrä, jotka korvataan lohkaistun
metodin kutsulla. Tällöin kompleksisuuden muutos on C1 = C0 + x - (x-1)
Tässä  tapauksessa  kompleksisuus  nousee,  jos  esiintymiä  on  vain  yksi,  koska  tällöin
luodaan  uusi  metodi  ja  lohkaistaan  sama  toiminnallisuus  uuteen  metodiin.
Kompleksisuus puolestaan laskee, jos lohkaistun koodin esiintymiä on enemmän kuin
yksi  ja  lohkaistun koodin kompleksisuus  on yli  yksi.  Poikkeustapauksena  jos uuden
metodin  kompleksisuus  on kaksi  ja korvattujen esiintymien määrä  oli  kaksi.  Tällöin
kompleksisuus pysyy samana [SoD10].
Metodin upottaminen koodiin (Inline method) -refaktorointi  on periaatteessa metodin
ekstraktointi -refaktoroinnin käänteisrefaktorointi. Siinä jokin metodi poistetaan ja sen
sisältö upotetaan osaksi jotain valmista funktiota. Mikäli metodin kutsuja on vain yksi,
sen siirtäminen osaksi jotain muuta metodia laskee kompleksisuutta yhdellä. Olkoon c
puretun  metodin  alkuperäinen  kutsujen  määrä,  tällöin  C1  =C0  −x+(x−1)c.  Samaan
tapaan kuten metodin ekstraktointi -refaktoroinnissa, mikäli kutsuja on kaksi ja puretun
metodin  komplesisuus  on kaksi,  pysyy kokonaiskompleksisuus  samana [SoD10].  On
selvää,  että  siirtämällä  metodin  koodi  osaksi  toista  metodia,  on  mahdollista  laskea
syklomaattista  kompleksisuutta,  mutta  tehdä  koodista  tosiasiallisesti
vaikeaselkoisempaa. 
Yksittäisiä  refaktorointitekniikoita  siis  on paljon enemmänkin,  mutta  niiden kaikkien
listaaminen ja käsitteleminen ei tämän tutkielman kontekstissa ole tarpeellista. On syytä
huomata,  että  uudelleennimeämiset  ja  liikuttelut  eivät  vaikuta  suurimpaan  osaan
esitellyistä  mittareista.  Esimerkiksi  liikuttelurefaktorointi  ei  vaikuta  lainkaan
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kompleksisuuteen [SoD10]. Esitellyt  refaktoroinnit ovat keskeisiä ja havainnollistavat
hyvin,  miksi  niiden  suhde  mittareihin  voi  olla  ongelmallinen.  On  jokseenkin
harhaanjohtavaa,  että  mikäli  aiemmin  julkinen  muuttuja  muutetaan  luokan
privaattimuuttujaksi ja sallitaan pääsy siihen aksessorimetodien kautta suorien muuttuja-
aksessointien sijaan (Kentän kapselointi, Encapsulate Field -refaktorointi), huononevat
esimerkiksi RFC, kytkennän mittarit sekä Syklomaattinen kompleksisuus kautta linjan.
Eli  siis  muutos  sinänsä  yleisesti  hyväksi  todettuun  kapseloivaan  tyyliin  aiheuttaakin
mittarien  antamien  lukujen  huononemista,  siis  tässä  kontekstissa  ohjelmiston  laadun
huononemista.
Fowler  määrittelee  refaktorointiohjeessaan [Fow14] kuusi  erilaista  refaktorointitapaa,
joita  kaikkia  sopivasti  käyttämällä  refaktorointi  uppoaa  osaksi  normaalia
ohjelmistotuotantoprosessia,  ja  lähdekoodi  pysyy  siistinä  tai  jopa  paranee.
Refaktorointityypit  käännöksineen löytyvät  taulukosta 3.1 Testilähtöinen refaktorointi
liittyy  läheisesti  TDD (Test  Driven Development)  -tekniikkaan,  jonka ajatuksena on
kirjoittaa  yksikkötesti  ennen  varsinaisen  toiminnallisuuden  toteuttamista.  Samaan
henkeen testilähtöisessä refaktoroinnissa on ajatuksena tuottaa ensin testit (tai varmistaa
että  sellaiset  ovat  olemassa)  ja  refaktoroida  siten,  että  testit  voidaan  suorittaa
onnistuneesti  sekä  ennen  että  jälkeen  refaktoroinnin.  Näin  varmistutaan  siitä,  että
refaktorointi  on  puhdas  eikä  muuta  varsinaisesti  ulkoapäin  havaittavaa
toiminnallisuutta.  Toinen  refaktorointitapa  on  niin  sanottu  roskienkeruurefaktorointi,
joka käytännössä tarkoittaa sitä, että refaktorointia suoritetaan sitä mukaa kun jollain
tavalla  puutteellista  koodia  tulee  vastaan.  Kolmas  refaktorointitapa  on
ymmärrysrefaktorointi.  Ajatus  sen  taustalla  on  yksinkertaisesti  refaktoroida  koodia
ymmärtääkseen  mitä  se  tekee.  Samalla  tulisi  pyrkiä  jollain  tapaa  kirjoittamaan
saavutettu  ymmärrys  koodiin  siten,  että  seuraava  ihminen,  joka  koodin  parissa
työskentelee,  pystyy  ymmärtämään  sen  nopeammin  ja  helpommin.  Neljäs  tapa
refaktoroida  on  valmistaututumisrefaktorointi,  joka  tähtää  siihen,  että  koodi
refaktoroidaan etukäteen juuri, ennen kuin lähdetään lisäämään uutta toiminnallisuutta.
Ajatus on siis tehdä koodi etukäteen sopivaksi uudelle laajennukselle sen sijaan, että
refaktoroitaisiin  sekaisin  uuden  toiminnallisuuden  lisäämisen  kansa.  Viides
refaktorointitapa  on  suunniteltu  refaktorointi.  Kuten  nimi  kertoo,  kyse  on  yleensä
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hieman  isommista  refaktoroinneista,  jotka  suunnitellaan  esimerkiksi  osaksi  ketterän
kehityksen  yksittäistä  sprinttiä.  Refaktorointitavoista  viimeinen  eli  pitkän  tähtäimen
refaktorointi  on  hyvin  samankaltainen  kuin  suunniteltu  refaktorointi,  mutta  tässä
kontekstissa muutokset ovat sen verran suuria, ettei niitä voi suorittaa esimerkiksi yhden
sprintin sisällä. Tällaista suuren skaalan restrukturointia tehdään siis pitkään, ja siksi se
tulisikin toteuttaa pieninä refaktorointeina. Tällöin koodi pysyy kaikkien käytettävissä
koko operaation ajan eikä riko toiminnallisuutta.
Alkuperäinen nimi Suomenkielinen käännös
TDD Refactoring Testilähtöinen refaktorointi
Litter-pickup Refactoring Roskienkeruurefaktorointi  (vrt.  Floss-
refactoring eli hammaslankarefaktorointi)
Comprehension Refactoring Ymmärrysrefaktorointi
Preparatory Refactoring Valmistautumisrefaktorointi
Planned Refactoring Suunniteltu refaktorointi
Long-Term Refactoring Pitkän tähtäimen refaktorointi
Taulukko 3.1: Fowlerin esittelemät erilaiset refaktorointityypit [Fow14]
3.3 Refaktoroinnin syyt ja sen tarpeen tunnistaminen
Ohjelmiston rakenteen heikkenemiseen on monia syitä, joista keskeisin lienee tekninen
velka.  Teknisellä  velalla  tarkoitetaan  yleensä  erilaisia  ohjelmiston  kehittämisen  ja
ylläpidon aikana tehtyjä päätöksiä, joiden avulla voidaan esimerkiksi nopeuttaa jonkin
toiminnallisuuden  valmistumista.  Tämä  saattaa  tarkoittaa  esimerkiksi  koodin  suoraa
kopiointia  tai  modulaarisen  rakenteen  laiminlyömistä.   Tällaiset  huonot  ja  nopeat
ratkaisut  aiheuttavat  usein  sen,  että  ne  keräävät  ympärilleen  lisää  saman  kaltaisia
ratkaisuja.   Huonot ratkaisut aiheuttavat ohjelmiston rakenteen rappeutumista,  jolloin
sen ylläpitämisestä tulee vaikeampaa ja siihen kuluu enemmän aikaa. Tällöin teknisen
velan  katsotaan  kasvavan  korkoa  [Cun92].  Tekninen  velka  maksetaan  takaisin
refaktoroimalla epäkypsät tai epäkelvolliset ohjelmiston osat.
Jotta  refaktorointia  voidaan  suorittaa,  täytyy  ensin  tunnistaa  potentiaaliset
refaktoroinnin kohteet. Kent Beck ja Martin Fowler esittivät termin ”Code Smells” eli
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pahat hajut koodissa. Tällä tarkoitetaan tietynlaisia rakenteita koodissa, jotka yleensä
kielivät  syvemmästä  ongelmasta  järjestelmässä  [FoB99].  Refaktoroinnin  kontekstissa
tämä  tarkoittaa  tietenkin  potentiaalista  refaktorointikohdetta.  He  toteavat  myös,  että
heidän  kokemuksensa  perusteella  mikään  yhdistelmä  mittareita  ei  pärjää  tämän
arvioinnissa ohjelmoijan intuitiolle. Fowler ja Beck listaavat 22 kappaletta rakenteita,
jotka  viestivät  refaktoroinnin  tarpeesta.  Rakenteet  ovat  listattuna  käännöksineen
taulukossa 3.3.
Englanninkielinen termi Suomennettu termi
Duplicated Code Koodin toisteisuus
Long Method Pitkät funktiot
Large Class Suuri luokka
Long Parameter List Pitkät parametrilistat
Divergent Change Laajenevat muutokset
Shotgun Surgery Hakuammunta
Feature Envy Ominaisuuskateus
Data Clumps Tietoryppäät
Primitive Obsession Primitiivityyppien ylikäyttö
Switch Statements Switch -lauseiden käyttö
Parallel Inheritance Hierarchies Rinnakkaiset perintähierarkiat
Lazy Class Laiskat luokat
Speculative Generality Spekulatiivinen generalisointi
Temporary Field Väliaikaiset kentät
Message Chains Viestiketjut
Middle Man Välittäjäoliot
Inappropriate Intimacy Liiallinen läheisyys
Alternative  Classes  with  Different
Interfaces
Vaihtoehtoiset  luokat  erilaisilla
rajapinnoilla
Incomplete Library Class Epätäydelliset kirjastoluokat
Data Class Tietosäiliöluokat
Refused Bequest Kieltäydytty perintä
Comments Kommentit
Taulukko 3.3: Fowlerin ja Beckin listaamat pahat hajut koodissa [FoB99]
Ainakin  osan  pahoista  hajuista,  kuten  koodin  toisteisuuden  ja  pitkien  funktioiden,
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voidaan  katsoa  olevan  teknisen  velan  ilmentymiä.  Joitakin  näistä  voidaan  tunnistaa
luotettavasti  myös  staattisen  analyysin  keinoin  kuten  esimerkiksi  koodin  toisteisuus,
luokan  koko,  parametrien  määrä  sekä  switch  lauseiden  käyttö.  Ohjelmoijan
näkökulmasta  esimerkiksi  duplikaattikoodi,  pitkät  funktiot  ja  kommenttien  suuri
käyttöaste kielivät ohjelmiston olevan hankalasti ylläpidettävissä. Kommenttien osalta
on syytä mainita, että se katsotaan pahaksi hajuksi koodissa sen vuoksi, että huonosti
kirjotettu  ja hankalasti  ymmärrettävissä  oleva  koodi  kerää  ympärilleen  kommentteja,
sillä huonosti kirjoitettua koodia on hankala ymmärtää ja kommenteilla lievitetään usein
tämän kaltaisia ongelmia.
Refaktorointia joudutaan tekemään myös esimerkiksi sen takia, että ohjelmistoprojektin
alussa ei välttämättä ole vielä selkeää kuvaa siitä, mitä kaikkea joudutaan toteuttamaan,
koska  määrittely  on  jäänyt  epäselväksi  [LML15].  Tämän  lisäksi  kehittäjät  oppivat
ohjelmiston  kehittämisen  aikana  uusia  asioita  teknologiasta  sekä  järjestelmän
toimialueesta, jolloin olemassa olevat rakenteet nähdään uudessa valossa [LML15].
Refaktoroinnin  määritelmästä,  siis  siitä  että  sen  tavoite  on  saada  lähdekoodista
luettavampaa, ymmärrettävämpää ja ylläpidettävämpää, seuraa ilmiselvästi myös yksi
syy  refaktoroinnille.  Refaktorointia  tehdään  toki  siis  silloin,  kun  ohjelmakoodi  ei
kehittäjien  mielestä  täytä  edellä  esitettyjä  kriteereitä.  Ohjelmistojen  ylläpitämisen
keskeisin  asia  on  kuitenkin  muutosten  tekeminen.  Kent  Beck  nostaakin  Fowlerin
kirjassa esille kaikille ohjelmistojen ylläpitoa joskus tehneille tutut ongelmat: ohjelmia
on  vaikea  muuttaa,  mikäli  niitä  on  vaikea  lukea,  niissä  on  paljon  toisteista  ja/tai
mutkikasta  logiikkaa  tai  jos  jotain  käytössä  olevaa  toiminnallisuutta  täytyy  muuttaa
saadakseen aikaan uutta toiminnallisuutta [FoB99].
Refaktorointia  vaativien  kohteiden  löytämisessä  voisi  hyödyntää  aikapohjaista
kytkentää  (temporal  coupling).  Kyseiselle  mittarille  löytyy  erilaisia  toisistaan  täysin
eriäviä  määritelmiä,  mutta  tiivistettynä  Adam  Tornhill  määrittelee  sen  kirjassaan
seuraavalla tavalla:  Aikapohjaisen kytkennän ideana on seurata koodin muutoksia eri
koodiversioiden  välillä  ja  siten  tunnistaa  yksiköitä,  jotka  muuttuvat  usein  yhdessä
[Tor15a]. Näin nähdään potentiaalisia refaktorointikohteita, vaikka moduulien välillä ei
olisikaan  paljon  tavallista  kytkentää.  Tällä  tavalla  löydetyt  kytkökset  voivat  kieliä
esimerkiksi leikkaa-liimaa tyylisestä koodin toisteisuudesta tai kapseloinnin puutteesta
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[Tor15a]. Toisaalta kytkökset voivat myös olla tuottaja-kuluttaja -tyyppisiä, jossa toinen
yksikkö tuottaa jotakin tietoa, jota toinen yksikkö käyttää hyväkseen [Tor15a]. Tällöin
on  luonnollista,  että  yksiköt  muuttuvat  samanaikaisesti.  Näissä  tapauksissa  täytyy
luottaa refaktoroijan omaan ammattitaitoon ja intuitioon. Taustalla on joka tapauksessa
ajatus siitä, että mikäli jotkut moduulit muuttuvat usein samanaikaisesti, saattaa niiden
välillä olla kytköksiä vaikka niitä ei suoraan voitaisi havaita esimerkiksi funktiokutsujen
perusteella.
Moduulin yhdessä muuttumisesta on olemassa useampia määritelmiä. Yksi tapa on sitoa
aika  osaksi  analyysiä  ja  katsoa,  kuinka  pitkän  ajan  kuluessa  toisistaan  yksiköt
muuttuvat.  Tämä  perusteella  annetaan  enemmän  painoarvoa  sen  mukaan,  mitä
lähempänä toisiaan muutokset yksiköissä ovat tapahtuneet. Toinen tyyli,  jota Tornhill
kirjassaan käyttää, on laskea prosentuaalisia osuuksia niistä koodiliitoksista, joissa kaksi
moduulia ovat muuttuneet samaan aikaan. Joka tapauksessa mikäli kaksi moduulia ovat
historiallisesti muuttuneet usein yhdessä, on todennäköistä, että ne muuttuvat yhdessä
myös  tulevaisuudessa  [Tor15a].  Tämän  kytköksen  jatkuvuuden  analysointia  voisi
hyödyntää myös refaktoroinnin onnistumisen arvioinnissa.
Koska useamman moduulin muuttaminen jonkun muutoksen seurauksena on työlästä ja
virhealtista,  parantaisi  näiden  kohteiden  refaktoroiminen  kokonaisylläpidettävyyttä
mikäli  jatkossa  muutoksia  saman  asian  tiimoilta  tarvitsisikin  tehdä  vain  yhteen
moduuliin.
Ajallisen  kytkennän  voi  myös  yhdistää  churn  -mittariin  (”Koodikuohu”),  joka  siis
mittaa  yksinkertaisesti  lisättyjen,  muokattujen  sekä  poistettujen  rivien  määrää  per
yksikkö.  Mikäli  jonkin  yksikön  muuttaminen  aiheuttaa  suurella  todennäköisyydellä
muutoksia myös muissa yksiköissä, tarkoittaa suuri churn -mittarin arvo myös sitä, että
muutoksia toisiin yksiköihin tarvitsee tehdä useammin [Tor15a]. Tällöin usein muuttuva
yksikkö,  jonka  muuttamisella  on  suuri  todennäköisyys  aiheuttaa  muutoksia  myös
toisissa yksiköissä, on selkeästi potentiaalinen kohde refaktoroinnille.
Nagappanin  ja  Ballin  tutkimus  relative  churn  -mittarin  (Suhteutettu  koodikuohu)  ja
järjestelmän  vikatiheyden  välisestä  korrelaatiosta  osoittaa,  että  suuri  relative  churn
-mittarin  arvo  ennustaa  erinomaisesti  vikatiheyttä  ainakin  suurissa
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ohjelmistojärjestelmissä  [NaB05].  Relative  churn  on  mittari,  joka  skaalaa  churnin
määrää  yksikön  koon  mukaan.  Bellin  ja  kumppaneiden  tukimuksen  mukaan
skaalaamton churn on kuitenkin hieman parempi mittari. Windows 2003:n [sic] (tällä
tarkoitetaan  todennäköisesti  Windows  Server  2003  käyttöjärjestelmää)  koodia
tutkittaessa  relative  churn  ei  ollut  lainkaan  parempi,  vaan  itse  asiassa  skaalaamaton
churn  oli  hieman  parempi  vikojen  ennustamisessa.  Paras  tulos  syntyi  käyttämällä
lisättyjen,  poistettujen  ja  muokattujen  rivien  määrien  summaa  [BOW11].  Churnia
mitattaessa  kannattaa  kuitenkin  ottaa  huomioon  refaktorointi,  sillä  koodin
refaktoroiminen on käytännössä pohjimmiltaan rivien poistamista ja lisäämistä, joten se
näyttää mittarin näkökulmasta huonolta. Mittaukset tulisi siis tehdä pitkältä ajalta siten,
että nähdään miten churn -mittarin antamat arvot ovat muuttuneet refaktoroinnin jälkeen
suhteessa aikaisempaan.
3.4 Refaktoroinnin vaikutusten arvioiminen
Refaktorointia  voidaan  arvioida  tietyillä  koneellisilla  menetelmillä,  ja  siten  on
mahdollista mitata, millä tavoin se vaikuttaa tiettyihin mittareihin. Voidaan siis tietyssä
mielessä  arvioida,  miten  refaktorointi  vaikuttaa  koodiin.  Tällaisia  koneellisia
menetelmiä  voisivat  olla  esimerkiksi  jatkuvan tarkistamisen  (Continuous  Inspection)
työkalut,  joilla  suoritetaan  staattista  analyysiä  koodille  esimerkiksi  jokaisen  uuden
koodiversion  yhteydessä.  Esimerkiksi  koodin  laaduvalvonnan  automatisointityökalu
Sonarqube  [Son17]  voidaan  konfiguroida  valvomaan  haluttuja  kriteereitä  siten,  että
voidaan asettaa laatuportteja, jotka lähdekoodin tarvitsee läpäistä edetäkseen linjaston
(pipeline)  läpi  kohti  julkaisua.  Linjastolla  tarkoitetaan  tässä  kontekstissa  erillisten
ohjelmistojen  muodostamaa  integroitua  putkea,  jonka läpi  esimerkiksi  jokainen uusi
koodin kommitointi viedään. Tämä voisi esimerkiksi toimia siten, että uusi kommitointi
laukaisee  automaattisesti  koodin  laaduntarkastuken,  kääntämisen  ja  paketoinnin,
testaamisen,  artifaktin  tallentamisen  ja  asennuksen  palvelimelle.  Näin  voitaisiin  siis
automaattisesti  havaita  tiettyjä  rakenteellisia  ongelmia  lähdekoodista,  kun  jokainen
koodin kommitointi laukaisisi automaattisen tarkastuksen lähdekoodin laadulle. Mikäli
lähdekoodin laatu ei täytä sille asetettuja vaatimuksia, ei eteneminen linjaston läpi jatku,
ja automaattiset notifikaatiot lähetetään halutuille tahoille.
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On  kuitenkin  syytä  pohtia  mitä  kaikkea  koodista  voidaan  mitata  automaattisesti.
Refaktoroinnin  tavoite  on  kuitenkin  tehdä  ohjelmakoodista  ymmärrettävämpää  ja
muokattavampaa [FoB99]. Käytännössä tämä tarkoittaa sitä, että koodia on helpompi
ylläpitää.  Esimerkiksi  suorituskykyoptimointi  ei  sinänsä  ole  määritelmän  mukaista
refaktorointia, vaikka se helposti sellaiseksi mielletäänkin. Suorituskykyoptimointi itse
asiassa  monesti  huonontaa  koodin  luettavuutta  ja  ymmärrettävyyttä  [FoB99].
Tämänhetkisillä työkaluilla on  käytännössä mahdotonta arvioida esimerkiksi luokkien,
pakkausten, funktioiden ja muuttujien nimeämistä ja nimien muuttamista refaktoroinnin
yhteydessä.  Jo  pelkästään  nimien  muuttaminen  niiden  käyttöä  kuvaaviksi  voi  olla
hyvinkin merkityksellistä ylläpidon kannalta. Tämän analysoiminen koneellisesti vaatisi
analysoivalta  ohjelmalta  jonkinnäköistä  ymmärrystä  esimerkiksi  ohjelmiston
kontekstista,  sidosryhmistä  ja  kyseisen  ohjelmamoduulin  tarkoituksesta.  Käytännössä
näiden asioiden ja niiden yhteyksien ymmärtäminen vaatisi edistynyttä tekoälyä. On siis
selvää,  ettei  refaktorointia  voida  täysin  analysoida  stattisen  koodianalyysin  keinoin.
Puolestaan tietyt osat, kuten koodin toisteisuus, ovat  helposti analysoitavissa.
Yksi  mielenkiintoinen  mahdollisuus  refaktoroinnin  seurausten  mittaamiseen  olisi
käyttää  Adam  Tornhillin  kirjassaan  [Tor15a]  esittelemää  koodin  kuumien  pisteiden
analyysiä  (Code  Hotspot  Analysis).  Hotspot  analyysi  yhdistää  kompleksisuuden  ja
moduuliin  kohdistuvien  muutosten  määrän  siten,  että  ohjelman  “hotspotteja”  ovat
sellaiset kompleksiset moduulit, joihin kohdistuu usein muutoksia. Idea ei ole sidottu
mihinkään tiettyyn kompleksisuuden mittariin tai tiettyyn koodiversioon, vaan taustalla
on nimen omaan ajatus siitä,  että jollain tavalla monimutkainen kokonaisuus muuttuu
useiden koodiversioiden välillä  hyvin usein,  jolloin se on todennäköisesti  myös  oiva
kohde refaktoroinnille. Kompleksisuutta voitaisiin hyvin mitata esimerkiksi McCaben
syklomaattisen  kompleksisuuden mittarilla,  koodirivien  määrällä  (LOC) tai  vaikkapa
sisennysten  määrällä,  joka  ei  olisi  niin  altis  funktioiden  eriyttämisen  tuomille
muutoksille kuten syklomaattinen kompleksisuus. Tämän kaltaiset keskittymät ovat siis
ikään kuin ongelmallisia solmukohtia, jotka saattavat olla kytköksissä moneen paikkaan
ja hankalia muuttaa. Hotspot -analyysillä voitaisiin siis pidemmän ajan kuluessa mitata
sitä,  onko  refaktorointi  onnistunut,  koska  refaktoroinilla  voitaisiin  vähentää
solmukohtien kompleksisuutta  ja erityisesti  kytköksiä  muihin kokonaisuuksiin.  Tämä
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näkyisi analyysissä sekä laskeneena kompleksisuutena, että erityisesti kokonaisuuteen
kohdistuvien muutosten määrän vähenemisenä.
Ylläpidollisesti  muutosten  määrän  väheneminen  implikoi  ylläpidon  helpottumista,
mutta  tätä  täytyisi  tutkia  tarkemmin,  jotta  asiasta  voitaisiin  olla  varmoja.  Joka
tapauksessa tämän tyyppisen analyysi ei olisi niin riippuvainen jonkun tietyn mittarin
sopivuudesta,  vaan  muutosten  frekvenssi  itsessään  kertoisi  kuumien  pisteiden
muutoksista.  Tällöin  toki  tulisi  myös  tarkkailla  ohjelmistoa  kokonaisuutena,  jolloin
nähdään mikäli  jokin muu kokonaisuus alkaa muodostua kuumaksi pisteeksi.  Tämän
tarkkailu  onnistuu  esimerkiksi  niin  ikään  Adam  Tornhillin  kehittämällä  työkalulla
nimeltään  Code  Maat  [Tor15b]  ja  siitä  jatkokehitetyillä  Codescene  -palveluilla
[Tor15c].
Bart Du Bois ja kumppanit tutkivat refaktoroinnin vaikutuksia mittareihin [DDV04] ja
saivat  selville,  että  tietyillä  refaktoroinneilla  (Metodin  siirtäminen,  metodin
korvaaminen metodioliolla, data-arvon korvaaminen oliolla ja luokan ekstraktointi) oli
positiivinen  vaikutus  kytkentään  ja  koheesioon.  Metodin  ekstraktointi  puolestaan
heikensi koheesiota.
Toisessa tutkimuksessaan Du Bois tutki Tom Mensin kanssa [BoM03] keinoja, joilla
ohjelmistokehittäjät  voisivat  ylläpitää  ja  parantaa  ohjelmiston  siäistä  laatua
refaktoroinnin  avulla.  He  esittivät  muutaman  refaktorointioperaation  kohdalla
minkälaisia vaikutuksia kullakin niistä on eri mittareihin. Näiden tulosten yhteenveto on
esitetty taulukossa 3.4. Taulukossa ”0” tarkoittaa, että refaktorointi ei vaikuta mittariin,
”+” tarkoittaa että refaktorointi saattaa kasvattaa mittarin arvoa (mutta ei ainakaan laske
sitä) ja ”-” tarkoittaa, että se saattaa laskea mittarin arvoa (mutta ei ainakaan nosta sitä).
On syytä huomata, että ”+” ei välttämättä tarkoita, että vaikutus olisi positiivinen, vaan
nimen  omaan  mittarin  arvon  kasvua.  Sama  logiikka  pätee  myös  ”-”  merkittyihin
refaktorointeihin.
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Refaktorointi NOM NOC CBO RFC LCOM
Kentän kapselointi + 0 0 + +
Metodin siirtäminen yliluokkaan
(vaikutus aliluokkaan)
- 0 - - -
Metodin siirtäminen yliluokkaan
(vaikutus yliluokkaan)
+ 0 + + +
Metodin ekstraktointi + 0 0 + +
Taulukko 3.4: Du Boisin ja Mensin [BoM03] havaitsemat refaktorointioperaatioiden vaikutukset
koodimittareihin. Taulukossa esiintyvät mittarit vasemmalta oikealle: Metodien määrä (Number of
Methods), Lapsien lukumäärä (Number of Children), Kytkentä (Coupling Between Objects), Luokan
vaste (Response for Class) sekä Koheesion puute (Lack of Cohesion Between Methods). 
36
4 Refaktoroinnin vaikutus ohjelmiston laatuun
Koska  refaktoroinnin  tarkoituksena  on  parantaa  koodin  rakennetta,  luettavuutta  ja
ylläpidettävyyttä,  on hankala kuvitella, että se huonontaisi ohjelmiston sisäistä laatua
ainakaan  ylläpidettävyyden  näkökulmasta.  Eri  tutkimukset  antavat  tästä  kuitenkin
ristiriitaista tietoa, sillä osa tutkimuksista sanoo, että refaktorointi parantaa ohjelmiston
laatua, osa sanoo että se huonontaa laatua ja osa väittää ettei refaktoroinnilla ole mitään
vaikutusta  koodin  laatuun  [SAG13].  Esimerkiksi  Stroggylos  ja  Spinellis  totesivat
tutkimuksessaan  [StS07]  refaktoroinnin  vaikuttaneen  negatiivisesti  laatumittareihin
eräiden avoimen lähdekoodin ohjelmistojen kohdalla.  Mittausten mukaan esimerkiksi
LCOM (Lack of Cohesion in Methods), Ca (Afferent Coupling) sekä RFC (Response
For a Class) -mittareiden antamat arvot huononivat [StS07]. Tämä on mielenkiintoista,
sillä kytkennän ja koheesion mittareita pidetään yleisesti  kaikkein todennäköisimpinä
ohjelmistojen ylläpidettävyyden indikaattoreina [DDV04]. 
Tässä  luvussa  käydään  ensin  läpi  refaktoroinnin  vaikutusta  ohjelmiston  sisäiseen
laatuun  staattiseen  analyysiin  perustuvien  tutkimusten  näkökulmasta.  Vaikutuksiin
haetaan myös toinen näkökulma selvittämällä mitkä refaktoroinnin vaikutukset laatuun
ovat kvalitatiivisten haastattelu- ja kyselytutkimuksien perspektiivistä.
4.1 Staattinen analyysi
Stroggyloksen  ja  Spinelliksen  staattiseen  analyysiin  perustuvan
refaktorointitutkimuksen  [StS07]  tulokset  eivät  kuitenkaan  ole  täysin  selvät,  sillä
esimerkiksi  luokan  metodien  koheesion  mittaaminen  ei  ole  täysin  suoraviivaista
[BWD99].  Vaikka  luokan  metodit  näyttäisivät  koneellisesti  analysoituna
epäyhteenkuuluvilta,  ne  voivat  silti  olla  esimerkiksi  loogisessa  mielessä  järkevästi
sijoiteltuna.  Koheesiota  voidaan  kuitenkin  ajatella  olevan  monenlaista,  joista
funktionaalinen  koheesio  (siis  se  käsittelevätkö  luokan  funktiot  esimerkiksi  samoja
muuttujia) lienee mitatuin. On kuitenkin mahdollista, että ylläpidettävyyden kannalta on
helpompaa ryhmitellä koodi jollain toisella tavalla. Myös RFC:n arvon huononemisen
merkitys  on  itsessään  kyseenalainen,  sillä  periaatteessa  monimutkaisten
kokonaisuuksien pilkkominen pienemmiksi metodeiksi huonontaa mittaustulosta. Tämä
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johtuu  siitä,  että  RFC  heikkenee  funktioiden  määrän  lisääntyessä.  Olisi  kuitenkin
vähintäänkin  kyseenalaista  väittää,  että  ohjelmiston  sisäinen  laatu  on  huonontunut
mikäli  viisisataarivinen  funktio  on  pilkottu  kymmeneksi  pienemmäksi,
muokatattavammaksi  ja helpommin ymmärrettävämmäksi kokonaisuudeksi. On myös
selvää,  että massiivisten kokonaisuuksien pilkkominen kokoelmaksi  funktiokutsuja ja
funktioiden  ekstraktointi  ja  siirtäminen  kirjastoluokkiin  tai  ylemmäksi
luokkahierarkiassa huonontaa kytkennän mittareiden tuloksia. 
Ennen kaikkea näyttäisi siltä, että kyseisessä tutkimuksessa refaktorointien valitseminen
on  tehty  hieman  kyseenalaisesti.  Tutkimus  ei  ota  lainkaan  kantaa  siihen  miten
refaktorointia  on  tehty,  luottaa  siihen  että  refaktoroinniksi  merkityt  muutokset  ovat
oikeasti  refaktorointeja  (eivätkä  esimerkiksi  sisällä  lainkaan  uusia  ominaisuuksia  tai
tominnallisuuden  muutoksia)  ja  että  ohjelmoija  on  oikeasti  osannut  refaktoroida
oikeaoppisesti. Esimerkiksi uuden toiminnallisuuden lisääminen osana refaktoroinniksi
merkittyä  koodikommitointia  (commit)  estää  kyseisen  kommitoinnin  analysoinnin
refaktoroinnin  kannalta,  sillä  uuden  toiminnallisuuden  lisääminen  voi  vaikuttaa
mittareihin  merkittävästi.  Tutkimuksessa  itsessään  todetaan,  että  saatujen  tulosten
valossa  näyttää  siltä  ettei  refaktorointi  aina  paranna  järjestelmän  laatua  mitattavalla
tavalla  tai  että  kehittäjät  eivät  ole  pystyneet  käyttämään  refaktorointia  onnistuneesti
ohjelmistojen laadun parantamisessa [StS07]. Geppert ja kumppanit totesivat kuitenkin
tutkimuksessaan [GMR05], että vaikka he saivat vanhojen järjestelmien (legacy system)
refaktorointimittauksissaan  ristiriitaisia  tuloksia,  havaitsi  tutkimuksessa  mukana  ollut
asiakas kuitenkin vikatiheyden ja muutoksiin vaadittavan vaivan vähentyneen.
Soetens  ja  kumppanit  puolestaan  selvittivät  tutkimuksessaan  [SoD10]  miten
refaktorointi  vaikuttaa  McCaben  syklomaattiseen  kompleksisuuteen.  He  analysoivat
Javakielistä lähdekoodia automaattisesti etsien kommitointeja, joissa kompleksisuus on
laskenut.  Näitä  löydöksiä  verrattiin  toiseen  joukkoon,  johon  oli  valittu  sellaiset
kommitoinnit,  joiden kommitointiviesti viittasi sen olevan refaktorointi - käytännössä
jokin  muoto  verbistä  ”refactor”.  Otanta  oli  siis  tässä  mielessä  samanlainen  kuin
Stroggyloksella ja Spinelliksellä. Soetens et al huomasivat, että kompleksisuuden lasku
implikoi, että koodia on refaktoroitu. Refaktorointi puolestaan ei kuitenkaan välttämättä
johtanut  kompleksisuuden  laskuun.  He  totesivat,  että  refaktorointeina  käsitellyt
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koodikommitoinnit  vaikuttivat  vain harvoin syklomaattiseen  kompleksisuuteen.  Tälle
esitettiin  kolme  syytä.  Ensinnäkin  vain  muutama  löydetyistä  refaktoroinneista  poisti
duplikaattikoodia.  Monet  refaktoroinnit,  kuten  erityisesti  liikuttelurefaktorointi,  eivät
vaikuta  kompleksisuuteen  lainkaan.  Toiseksi  moni  refaktoroinniksi  merkitty
kommitointi  sisälsi  itse  asiassa  uutta  toiminnallisuutta.  Tämä  viestii  siis  siitä,  että
ohjelmistokehittäjien  tekemät  kommitoinnit  eivät  ole  puhdasta  refaktorointia  vaikka
viesti implikoisikin sen olevan refaktorointi.  Kolmanneksi monet refaktoroinnit olivat
pieniä,  esimerkiksi  yksittäisten  metodien  siirtämisiä  sen  sijaan  että  oltaisiin  tehty
suurempia refaktorointeja kuten luokkien poimimista (class extraction) tai ehtolauseiden
korvaamista  polymorfismilla.  Tutkimuksessa  mainitaan  että  valintatavassa  on
ongelmallista se ettei liitosviesteille ole mitään yhtenäistä tiukkaa käytäntöä. Tällöin jää
löytämättä  refaktorointeja  jotka  ovat  yksinkertaisesti  nimetty  poikkeavalla  tavalla
[SoD10]. Tämän kaltainen aineiston analysointi olisi varmasti ollut hyödyllinen myös
Stroggyloksen ja Spinelliksen tutkimuksessa.
Soetensin  ja  kumppaneiden  tutkimuksessa  löydettiin  neljätoista  tapausta,  jossa
syklomaattinen kompleksisuus laski ja kommitointi oli myös merkitty refaktoroinniksi.
Syklomaattista  kompleksisuutta  kasvattaneita  refaktoroinniksi  merkittyjä  tapauksia
löydettiin  kaksitoista  kappaletta,  mutta  näistä  seitsemässä  lisättiin  myös  uutta
toiminnallisuutta.  Refaktorintitapaukset,  joissa  kompleksisuus  pysyi  samana,  pitivät
sisällään  selittävien  muuttujien  lisäämistä  sekä  muuttujien  ja  metodien
uudelleennimeämistä  [SoD10].  Stroggyloksen  ja  Spinelliksen  tutkimuksessa  tällaista
syvempää analyysiä ei tehty, vaan RFC:n, LCOM:in sekä Ca:n todettiin yksinkertaisesti
keskimääräisesti  huonontuneen.  Saman  kaltaista  analyysiä  tekivät  myös  Sokol  ja
kumppanit  [SoD10]  Soetensin  ja  Demeyerin  tutkimuksen  päälle  jatkavassa
tutkimuksessaan  [SAG13].  Heidän  tutkimuksessaan  syklomaattista  kompleksisuutta
laskeneiden koodikommitointien keskuudessa kompleksisuus laski koodin poistamisen
seurauksena 68% tapauksista. Näistä 20%:ssa havaittiin luokan ekstraktointi -tyyppistä
refaktorointia,  joka  siis  tarkoittaa  sitä,  että  toiminnallisuutta  on  poimittu  jostain  ja
siirretty  kokonaan  uuteen  luokkaan.  Syklomaattista  kompleksisuutta  kasvattaneiden
koodikommitointien  keskuudessa  puolestaan  60%:ssa  itse  asiassa  lisättiin  uutta
toiminnallisuutta. On huomattavaa, että siis suurin osa kompleksisuutta kasvattaneista
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koodiliitoksista  olivat  nimenomaan  joko  virheellisesti  refaktoroituja  tai  virheellisesti
sellaisiksi merkittyjä. 
Heitto  kommitointien  sisällössä  selittyy  huonoilla  versionhallintakäytännöillä  ja
puutteellisella  refaktorointiymmärryksellä.  Refaktorointia  tulisi  harjoittaa  jatkuvasti,
mutta ne pitäisi kuitenkin aina toteuttaa erillisinä kommitointeina. Eli siis jos kesken
toiminnallisuuden  lisäämisen  tulee  vastaan  tilanne,  jossa  koodia  täytyy  refaktoroida,
pitäisi  jo tehdyt  muutokset  väliaikaisesti  tallettaa ja tehdä refaktorointi  ensin koodin
alkuperäiseen  versioon.  Tällöin  siitä  siis  saataisiin  erillinen  kommitointi.  Tämän
kaltainen refaktoroinnin lomittaminen osaksi muita koodimuutoksia on yleinen käytäntö
[MPB12],  mutta  väärin  tehtynä  sotii  perustavanlaatuisella  tasolla  sellaista
versionhallintakäytäntöä vastaan, jossa tarkoituksena on tehdä yksittäisiä kommitointeja
yksittäisistä  asioista.  Toiminnallisuuden  lisäämistä  ja  refaktorointia  sisältävät
yhteiskommitoinnit  käytännössä  estävät  pelkän  refaktoroinnin  arvioinnin  staattisen
analyysin avulla. Fowler kutsuu oikeaoppista tapaa kahden hatun tyyliksi. Se tarkoittaa
siis sitä, että kehittäjä voi kerrallaan tehdä vain yhtä asiaa, siis joko toiminnallisuuden
lisäämistä  tai  refaktorointia.  Hänellä  voi  vertauskuvallisesti  olla  päässään  kerrallaan
vain refaktorointihattu tai kehityshattu [Fow14]. 
Kokonaisten  järjestelmien  kompleksisuutta  Soetens  ja  Demeyer  [SoD10]  mittasivat
laskemalla sen kaikkien metodien kompleksisuudet yhteen. Tällöin siis uuden metodin
lisääminen kasvattaa koko ohjelmiston kokonaiskompleksisuutta aina vähintään yhdellä.
Tästä seuraa, että esimerkiksi haarattoman pitkän metodin pilkkominen useammaksi itse
asiassa kasvattaa ohjelmiston kokonaiskompleksisuutta, vaikka ohjelmisto muuttuisikin
ohjelmoijan  näkokulmasta  ylläpidettävämmäksi.  Syklomaattisen  kompleksisuuden
mielekkyyden  mittarina voikin refaktoroinnin näkökulmasta  kyseenalaistaa,  mutta  on
vaikeaa määrittää missä raja metodin pituuden ja liiallisen pilkkomisen välillä kulkee.
Oletus  järjestelmän  kokonaiskompleksisuudesta  luokkien  kompleksisuuden  summana
mainittiin  tutkimuksessa  myös  uhkana  tutkimuksen  validiteetille.  Oletus  on
yksinkertainen ja helppo tehdä, mutta sillä voi olla merkittävä vaikutus siihen kuinka
hyvin syklomaattista kompleksisuutta voidaan käyttää järjestelmän monimutkaisuuden
arviointiin. Tämän tutkimuksen osalta johtopäätös oli kuitenkin se, ettei refaktoroinnin
voida  näiden  tulosten  valossa  todeta  ainakaan  parantavan  syklomaattista
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kompleksisuutta [SoD10]. 
Sokol ja kumppanit havaitsivat paljon erilaisia yksittäisiä refaktorointeja, kuten metodin
liikuttaminen,  metodin  uudelleennimeäminen,  yliluokan  ekstraktointi,  luokan
ekstraktointi  sekä  metodin  siirtäminen  yliluokkaan.  Nämä  refaktoroinnit  saattavat
periaatteessa  kasvattaa  tai  olla  kasvattamatta  syklomaattista  kompleksisuutta,  kuten
aliluvun  3.2  refaktorointiesimerkeissä  nähtiin.  Manuaalisessa  tarkastelussa  löydettiin
myös  metodin  ekstraktointi  ja  rajapinnan  ekstraktointi  (Extract  Interface)  -tyyppistä
refaktorointia. Sokol tutkimusryhmineen teki myös samankaltaisia havaintoja koskien
koodikommitointien viestejä kuin Soetens ja kumppanit.   He kuitenkin totesivat, että
vaikka  kvantitatiivinen  analyysi  implikoi  ettei  refaktorointi  vähennä  koodin
kompleksisuutta,  voidaan  kvalitatiivisen  analyysin  perusteella  sanoa  refaktoroinnin
parantavan koodin laatua.  Tämäkin on siis hyvin samankaltainen havainto kuin mitä
Soetens tutkimusryhmineen teki. Syklomaattinen kompleksisuus itsessään mittaa vain
yhtä  kapeata  ulottuvuutta  koodista,  ja  kun  materiaalia  arivioitiin  uudelleen
kvalitatiivisesti,  todettiin  luettavuuden  sekä  ylläpidettävyyden  kannalta  suurimmalla
osalla tehdyistä refaktoroinneista olleen itse asiassa positiivinen vaikutus koheesion ja
kytkennän  saralla  [SAG13].  Kuten  aikaisemmin  luvussa  mainittiin,  koheesiota  ja
kytkentää  pidetään  siis  yleisesti  todennäköisimpinä  ylläpidettävyyden  indikaattoreina
[DDV04]. Näyttää siis siltä, että refaktorointi vaikuttaa positiivisesti ylläpidettävyyden
perspektiivistä keskeisiin mittarihin.
Termit hammaslankarefaktorointi (floss-refactoring) ja kokonaisvaltainen refaktorointi
(root-canal  refactoring  eli  suoraan  käännettynä  juurihoitorefaktorointi)  esiteltiin
Murphy-Hillin ja Blackin artikkelissa [MuB08]. Hammaslankarefaktoroinnilla viitataan
jatkuvaan refaktorointiprosesiin,  jossa pieniä  refaktorointeja  tehdään jatkuvasti  osana
muuta  ohjelmistokehittämistä  ja  kokonaisvaltaisella  refaktoroinnilla  viitataan
surempaan kertaluontoiseen refaktorointien kokoelmaan. Ensimmäisellä pidetään koodi
terveenä ja jälkimmäisellä korjataan huomoon kuntoon rapautunutta koodia [MuB08].
Vertauskuvallisesti siis olisi parempi käyttää jatkuvasti hammaslankaa, jotta ei tarvitse
tehdä  juurihoitoa.  Murph-Hillin  ja  Blackin  mukaas  termit  olisivat  linjassa  aiemmin
esitellyn Fowlerin kahden hatun tyylin kanssa [Fow14], mutta artikkelin esimerkin voi
kuitenkin ymmärtää siten, että refaktorointia tehdään saumattomasti muun kehittämisen
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yhteydessä. Tässä tapauksessa refaktoroinnit sekoittuisivat kommitoinneissa tavalliseen
kehittämiseen,  jolloin  niin  sanottu  hammaslankarefaktorointi  hankaloittaisi
refaktoroinnin staattista analysointia.
Murphy-Hill  ja  Black  tutkivat  kahta  Eclipse  IDE:n  (Integrated  Development
Environment  eli  integroitu  ohjelmointiympäristö)  alijärjestelmää  (Sub-system),  jotka
liittyivät CVS-versionhallintajärjestelmään (Concurrent Versions System), vertailemalla
ja  analysoimalla  niiden  kommitointeja.  Vertailun  kohteina  olivat  tehtävänhallintaa
koskeva  Mylyn  CVS sekä  itse  versionhallinnan  integraatiota  koskeva  Eclipse  CVS.
Kaikista  kommitoinneista  hammaslankarefaktorointia  esiintyi  30%:ssa  ja
kokonaisvaltaista  refaktorointia  vain  3%:ssa.  Mylyn  CVS:n  kohdalla  kyseiset  luvut
olivat  54% ja  11%.   Eclipsen  kohdalla  avainsanoilla  merkittyjä  kommitointeja  (eli
kommitointeja,  jotka  omasivat  jonkun  avainsanan  sisältävän  kommitointiviestin)
hammaslankarefaktorointiin  liittyen  oli  5  ja  viestittömiä  (eivät  sisältäneet  lainkaan
kommitointiviestiä)  6.  Mylynin  kohdalla  vastavat  luvut  olivat  9  viestillistä  ja  11
merkitsemätöntä.
Kokonaisvaltaisen  refaktoroinnin  osalta  Eclipsessä merkittyjä  oli  6 ja  viestittömiä  0,
kun  taas  Mylynin  kohdalla  4  merkittyä  ja  2  viestitöntä.  Luvut,  jotka  ovat  kuvattu
taulukossa 4.1, eivät toki sinänsä ole suoraan yleistettävissä, mutta ne implikoivat, että
refaktoroinnin  arvioiminen  kommitointiviestien  perusteella  valiten  ei  todennäköisesti
ole hyvä tapa saada edustavaa otantaa ja tämän huomasivat myös Murphy-Hill ja Black
[MPB12].  Tämän  pohjalta  he  kyseenalaistavatkin  Stroggyloksen  ja  Spinelliksen
tutkimuksen  luotettavuuden.  Ongelma  pitää  paikkansa  etenkin  jos  edellisessä
kappaleessa  esitetty  huoli  hammaslankarefaktoroinnin  sekoittumisesta  muuhun
kehittämiseen  pitää  paikkansa.  Pelkän  viestin  perusteella  valitseminen  jättää  osan
refaktorintiliitoksista  otannan  ulkopuolelle,  mutta  myös  sotkee  todennäköisesti
keskenään refaktorointia  sekä uuden toiminnallisuuden lisäämistä.  Tällöin staattisella
koodianalyysillä päädytään mittaamaan keskenään poikkeavia asioita. Nämä havainnot
ovat siis hyvin linjassa sekä Soetensin ja kumppaneiden että Sokolin ja kumppaneiden
tutkimusten havaintojen kanssa.
Kaiken kaikkiaan staattista analyysiä käyttäneistä tutkimuksista ilmenee, että oikeiden
refaktorointien  havaitseminen  ja  merkityksellinen  mittaaminen  on erittäin  haastavaa.
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Ohjelmistokehittäjien  osaaminen  sekä  refaktoroinnin,  että  versionhallinnan
oikeaoppisen  käytön  suhteen  vaikuttavat  merkittävästi   tutkimusmateriaalina
käytettävän  otannan  laatuun  ja  siten  myös  tutkimuksen  tuloksiin.  Tämän  lisäksi
McCaben  Syklomaattinen  kompleksisuus  ei  ainakaan  yksittäisenä  mittarina  vaikuta
olevan  mielekäs  refaktoroinnin  kontekstissa,  sillä  se  ei  mittaa  tarpeeksi  hyvin  niitä
ulottuvuuksia, joita refaktoroinnilla on tarkoitus parantaa. 
Eclipse CVS Mylyn CVS
Muutos Kommitointiviestillisi
ä
Viestittömiä Kommitointiviestillisiä Viestittömiä
Tyhjä kommitointi 1 3 1 1
Ei refaktorointia 8 11 6 6
Hammaslankarefaktor
ointia
5 6 9 11
Kokonaisvaltaista
refaktorointia
6 0 4 2
Yhteensä 20 20 20 20
Taulukko 4.1: Eclipse CVS:n ja Mylyn CVS:n tutkittujen koodiliitosten sisältö [MPB12]
4.2 Ohjelmistoalan ammattilaisten näkemys
Vaikka  staattinen  koodianalyysi  antaa  eriäviä  tuloksia  refaktoroinnista,  näyttäisivät
ohjelmistoalan  ammattilaiset  kysely-  ja  haastattelututkimusten  perusteella  olevan
jokseenkin  yksimielisiä  refaktoroinnin  tuloksista  ja  merkityksestä.  Yksi  olennainen
huomio  näyttäisi  kuitenkin  olevan  se,  että  käytännössä  refaktoroinnin  käsite  eroaa
kirjallisuudessa  määritellystä  tiukasta  määrittelystä.  Tiukan  määritelmän  mukaan
refaktorinti on siis koodin muokkaamista sillä tavalla, ettei sen toiminnallisuus muutu.
Kuitenkin  useamman  kyselytutkimuksen  perusteella  ohjelmistoalan  ammattilaiset
käsittivät  esimerkiksi  suorituskyvyn  parantamisen refaktorointina.  Tämä käy selväksi
sekä  Leppäsen  ja  kumppaneiden  [LML15]  että  Kimin  ja  kumppaneiden  [KZN12]
tutkimuksista.  Fowler  mukaan  suorituskykyoptimointi  ei  kuitenkaan  sinänsä  ole
refaktorointia:  refaktoroiminen voi kyllä  parantaa suorituskykyä,  mutta  se ei  ole  sen
varsinainen tavoite.  Itse asiassa suorituskykyoptimointi  jopa usein huonontaa koodin
luettavuutta  ja  ymmärrettävyyttä  ja  aiheuttaa  siis  potentiaalisesti  jopa  täysin
päinvastaisen tuloksen kuin mitä refaktoroimalla haluttaisiin saavuttaa [FoB99]. 
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Leppänen  ja  kumppanit  haastattelivat  osana  tutkimustaan  [LML15]  suomalaisia
ohjelmistokehittäjiä ja -arkkitehteja. He pitivät refaktorointia arvokkaana, mutta eivät
osanneet perustella sitä asiakkaalle tai johdolle. Molemmat ryhmät olivat sitä mieltä,
että  refaktorointiin  käytetty  aika  maksaa  itsensä  takaisin  jossain  kehityksen
myöhemmässä  vaiheessa  ja  refaktorointi  käsitettiin  yleisesti  ottaen  hyväksi  ja
positiiviseksi  asiaksi.  Kehittäjien  katsottiin  myös  olevan  motivoituneempia  ja
tyytyväisempiä  kun heille  annetaan  aikaa  refaktorointiin.  Lähes  kaikki  haastateltavat
olivat sitä mieltä, että refaktoroimalla sekä helpotetaan ohjelmiston ylläpitoa että uuden
toiminnallisuuden  kehittämistä.  Refaktorointia  tehtiin  jatkuvasti  esimerkiksi
vikakorjausten ja uuden toiminnallisuuden lisäämisen ohessa. On syytä huomata, että
tämä  saattaa  vaikuttaa  negatiivisella  tavalla  esimerkiksi  edellä  mainittujen  staattista
analyysia hyödyntävien tutkimusten otantaan mikäli kommitointeja ei kunnolla erotella
toisistaan. Päätökset refaktoroinnin tekemisestä perustuivat enemmänkin intuitioon sekä
kehittäjien ja arkkitehtien kokemukseen kuin esimerkiksi erilaisten mittausten tuloksiin.
Mittareita ei mielletty kovinkaan käyttökelpoisiksi.
Haastattelujen  vastausten perusteella  kehittäjät  eivät  pitäneet  pieniä  muutoksia  kuten
funktioiden nimien muuttamista tai niiden liikuttamista paikasta toiseen refaktorointina.
Tämä voi  hyvinkin  vaikuttaa  siihen millä  tavoin  koodiliitoksia  tehdään,  nimetään ja
yhdistetään  koodikantaan.  Nämä  kuitenkin  kuuluvat  Fowlerin  määrittelemien
refaktorointioperaatioiden joukkoon [FoB99, Fow13]. Toisin sanoen myös kehittäjien
käsitykset refaktoroinnista  vaikuttavat  siihen,  löytyykö esimerkiksi edellä  mainittujen
staattista analyysia hyödyntävien tutkimusten materiaalista tällaisia kommitoitneja ja jos
löytyy, miten ne vaikuttavat lopputulokseen. Leppäsen ja kumppaneiden tutkimuksessa
haastateltujen mainitsemat refaktorointiin liittyvät riskit ja koetut hyödyt ovat näkyvillä
taulukossa 4.2.
Riskit Hyödyt
Jokin rikkoutuu Helpompi kehittää tulevaisuudessa
Aiheutetaan ulkoisesti havaittavia
muutoksia
Ymmärrettävyys
Koodin laadun huononeminen Uudelleenkäyttö
Ajan haaskaaminen Laatupiirteiden kuten suorituskyvyn parantaminen
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Motivaation ja moraalin parantaminen
Taulukko 4.2: Refaktorointiin liittyävt riskit ja hyödyt haastateltujen mukaan [LML15]
Kim ja kumppanit  teettivät  kyselyn  [KZN12] 1290:lle  Microsoftin  kehittäjälle,  jotka
olivat  viimeisen  kahden  vuoden  aikana  liittäneet  koodia  Windows  Phoneen,
Exchangeen, Windowsiin, Officeen tai Office Communication and Servicesiin (OSC)
viestillä, joka sisälsi sanan "refactor" jossain muodossa. Kysely sisälsi 22 monivalinta-
ja vapaamuotoista  kysymystä  ja siihen vastasi  328 ihmistä,  joista 83% oli  kehittäjiä,
16% testi-insinöörejä,  0,9% build-insinöörejä ja 0,3% esimiehiä.  Kyselystä  kävi ilmi
esimerkiksi  se,  että  käytännössä refaktorointi  eroaa tiukasta  määritelmästä  toiminnan
säilyttävinä rakenteellisina muutoksina ohjelmassa. Vastaajista 78% oli sitä mieltä, että
refaktorointi  on  koodimuunnos,  joka  parantaa  ohjelmaa  jollain  tavalla  kuten
luettavuuden, ylläpidettävyyden tai suorituskyvyn saralla. Suorituskyvyn parantaminen
ei  kuulu  tiukkaan  määritelmään  refaktoroinnista  ja  kuten  aiemmin  samassa  luvussa
mainittiin,  Fowlerin mukaan se itse  asiassa useimmiten tekee  koodista hankalammin
ymmärrettävää ja ylläpidettävää [FoB99]. Lisäksi vastanneista 46% ei edes maininnut
ulkoisen toiminnallisuuden säilyttämistä refaktoroinnin osana. Käytännön suhtautumista
refaktorointiin kuvaavat myös seuraavat lainaukset kyselyyn osallistuneilta:
”[Refaktorointi  on]  koodin  uudelleenkirjoittamista  tehden  siitä  jollain  tavalla
parempaa.”
”[Refaktorointi  on]  Koodin  muuttamista,  jotta  sitä  oli  helpompi  ylläpitää.  Tarkasti
ottaen   refaktorointi  tarkoittaa  sitä  että  koodin  toiminnallisuus  ei  muutu,  mutta
realistisesti  puhuen  sitä  tehdään  yleensä  toiminnallisuutta  lisättäessä  tai  virheitä
korjattaessa.”
Lähdekoodista  on  siis  turha  etsiä  puhtaita  refaktorointeja,  jos  kehittäjät  itse  eivät
yleisesti  ottaen  näe  niiden  tekemistä  tarpeelliseksi,  vaan  sekoittavat  niitä
tarkoituksellisesti  muun  kehittämisen  sekaan.  Tämä  selittää  osaltaa  staattiseen
analyysiin  perustuvien  tutkimusten  tulosten  ailahtelua.  Kyselyyn  osallistuneista  46%
kertoi  suorittavansa  refaktorointia  virheen  korjaamisen  ja  uuden  toiminnallisuuden
lisäämisen yhteydessä [KZN12]. 
Myös  Kimin  ja  kumppaneiden  teetättämän  kyselyn  perusteella  ohjelmistoalan
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ammattilaisilla  on  selkeä  kuva  refaktoroinnin  riskeistä  ja  hyödyistä.  Molempien
tutkimusten pohjalta onkin perusteltua sanoa, että refaktorointi vaikuttaa ainakin alan
ammattilaisten mielipiteen mukaan positiivisella tavalla ohjelmiston sisäiseen laatuun.
Osuus
vastaajista
Vastaus
43,3% Parantaa koodin luettavuutta
29,9% Parantaa koodin ylläpidettävyyttä
27,15% Helpottaa uusien toimintojen lisäämistä
26,8% Vähentää virheitä
18,56% Tekee koodista modulaarisempaa
12,03% Parantaa suorituskykyä
12,03% Parantaa testattavuutta
6,19% Vähentää duplikaattikoodia
5,5% Vähentää aikaa, joka kuluu version julkaisuun (Time to market)
4,12% Vähentää koodin kokonaismäärää
Taulukko 4.3 Refaktoroinnin hyödyt kehittäjien mukaan [KZN12]
Osuus
vastaajista
Vastaus
75,41% Tuo takaisin vanhoja virheitä (regression) tai luo uusia
23,61% Testaamisen kustannukset nousevat
18,69% Käytetty aika pois kaikesta muusta tekemisestä
11,15% Koodiversioiden yhdistämisen ongelmat (Merge conflict)
6,89% Koodikatselmointi vaikeutuu
1,64% Koodin lisääminen ja poistaminen tuo sekalaisuutta (Churn)
Taulukko 4.4: Refaktoroinnin riskit kehittäjien mukaan [KZN12]
Osuus
vastaajista
Vastaus
20,25% Koodi on heikosti luettavaa
10,76% Koodi on toisteista
10,13% Koodi ei ole uudelleenkäyetttävää
9,18% Koodi on vaikeasti ylläpidettävää
8,54% Koodi on vanhaa (Legacy code)
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7,91% Koodi on vaikeasti testattavaa
6,65% Heikko suorituskyky
3,48% Looginen poikkeama koodissa
1,9% Vian selvittämisen vaikeus
Taulukko 4.5: Kehittäjät aloittavat refaktoroinnin, kun... [KZN12]
Kimin  ja  kumppaneiden  tutkimuksessa  [KZN12]  oli  myös  havaittavissa  korrelaatio
refaktoroinnin ja moduulien välisten riippuvuuksien sekä julkaisun jälkeisten vikojen
määrässä.  Tämän  tutkimuksen  perusteella  näyttäisi  siltä,  että  nimen  omaan
refaktoroimalla tehdyt muutokset olivat  luotettavampia kuin muutokset keskimäärin.
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5 Kyselytutkimus refaktoroinnista
Tutkielmassa  oli  alun  perin  tarkoitus  tehdä  koe  refaktoroinnista  käyttäen  saman
tyyppistä  otantatapaa  kuin  Stroggylos  ja  Spinellis.  Tutkimuksen  suunnitteluvaiheen
jälkeen päädyttiin kuitenkin kyselytutkimukseen, sillä sen ajateltiin olevan lähempänä
refaktoroinnin  varsinaista  ydinajatusta  eli  ymmärrettävyyden,  luettavuuden  ja
ylläpidettävyyden parantamista. Näistä piirteistä on luonnollista kerätä tietoa kysymällä
sitä  kehittäjiltä  itseltään,  sillä  lähdekoodista  niitä  on  aiempien  tutkielman  vaiheiden
perusteella aika lailla mahdotonta mitata.
5.1 Kyselytutkimuksen metodologia
Kyselytutkimuksen  tausta-ajatuksena  on  yleensä  luoda  jonkinlainen  otannan
ulkopuolelle yleistettävä käsitys kysymysten perusteella [WHH03] eli siis perusjoukon
ominaisuuksien tutkiminen otannan perusteella. Esimerkiksi sadan ohjelmistokehittäjän
refaktorointikykyä ja tietämystä mittaavan kyselyn pohjalta voitaisiin muodostaa käsitys
siitä, minkälainen refaktorointikyvyn ja tietämyksen taso on viidellä sadalla kehittäjällä.
Kysely rakennetaan siten, että sillä saadaan tutkimukseen tarvittavaa tietoa [WHH03].
Kyselyyn vastaa haluttu kohderyhmä, kuten esimerkiksi joukko ohjelmistokehittäijä, ja
kerätty  tieto  käsitellään  sellaiseen  muotoon  että  sitä  voidaan  analysoida
kvantitatiivisella ja/tai kvalitatiisivella tavalla.
Kyselytutkimuksella  voidaan  saada  sekä  kvalitatiivista  että  kvantitatiivista  tietoa
riippuen  siitä,  millä  tavalla  kysymykset  on  aseteltu  [WHH03].  Empiirisellä
tutkimuksella,  kuten  kyselytutkimuksella,  voidaan  arvioida  tieteellisellä  tavalla
esimerkiksi  kahden  asian  paremmuusjärjestystä.  Matemaattinen  lähestymistapa  sopii
joihinkin  ongelmiin,  kuten  esimerkiksi  ohjelmiston  luotettavuuden  arviointiin,  mutta
useimpien asioiden arviointiin empiirinen tukimus on parempi vaihtoehto. Tämä johuu
siitä,  että  ohjelmistokehitys  on  ihmislähtöistä  työtä,  johon  tietynlaiset  analyyttiset
lähestymistavat eivät sovellu kovin hyvin [WHH03].
Kvalitatiivisen  tutkimuksen perustana on ajatus  siitä,  että  asioita  voi  tulkita  monella
tavalla.  Tutkimuksen  avulla  pyritään  siis  ymmärtämään  esimerkiksi  vastaajien
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näkökulmia suhteessa tutkimuskysymyksiin [WHH03]. Kvantitatiivinen tutkimus pyrkii
löytämään  jonkinlaisia  syy-seuraussuhteita  luokittelemalla  vastauksia  ryhmiin.
Kvantitatiivisen  tutkimuksen etu on se,  että  sen tuottamaa tietoa  voidaan analysoida
tilastollisin  menetelmin  ja  havaita  sitä  kautta  asioiden  korrelointia  [WHH03].  On
kuitenkin  syytä  huomata  korrelaation  ja  kausaliteetin  ero,  sillä  se  että  kaksi  asiaa
näyttävät esiintyvän yhdessä ei välttämättä tarkoita sitä että yksi asia johtuu toisesta.
Mikäli tuloksia käsitellään väärin, saatetaan helposti tehdä oletuksia joilla ei välttämättä
ole  todellisuuspohjaa.  Tulosten  esittämisellä  voidaan  myös  johtaa  lukijoita  tahallaan
harhaan esittämällä puolitotuuksia ja ikään kuin implikoimalla kausaliteettia mitattujen
asioiden välillä.
Kyselytutkimuksen toteuttaminen koostuu kolmesta  vaiheesta;  valmistelu,  toteutus  ja
analysointi. Valmisteluvaiheessa valitaan kohderyhmä, laaditaan kysymykset, päätetään
kyselyn skaala ja testataan kyselylomake. Toteutusvaiheessa laadittu lomake välitetään
halutulle kohderyhmälle täytettäväksi. Viimeisenä tulee analysointivaihe, jossa saadut
tulokset  esimerkiksi  syötetään  johonkin  järjestelmään  ja  vastauksista  lasketaan
tilastojakaumat ja tulkitaan tulokset. 
Kyselytutkimuksissa käytetään kysymyksinä yleensä avoimia kysymyksiä (käytännössä
tekstikenttä,  johon  kirjoitetaan  itse  vastaus),  valintakysymyksiä  (valitaan  yksi
vaihtoehto),  monivalintakysymyksiä  (yksi  tai  useampi  vaihtoehto)  sekä  lineaarisia
asteikkoja.
Eräs  yleisesti  kyselytutkimuksissa  käytetty  lineaarinen  vastausasteikko  on  Likert-
asteikko,  joka  määrittelee  usein  viisiportaisen  skaalan,  joka  kuvaa  kysymyksen  tai
väitteen paikkaansapitävyyttä vastaajan mielestä. Likert-asteikon tyypillinen muoto on
esimerkiksi kuvan 5.1 kaltainen. Kuvassa vastausvaihtoehdot voisivat olla esimerkiksi
1. Täysin eri mieltä 2. Jokseenkin eri mieltä 3. Ei samaa eikä eri mieltä 4. Jokseenkin
samaa mieltä 5. Täysin samaa mieltä.
Kuva 5.1: Esimerkki tyypillisestä likertin asteikosta, jossa vaihtoehdot kuvastavat väitteen tai
kysymyksen paikkaansapitävyyttä vastaajan mielestä
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5.2 Toteutettu refaktorointikysely
Toteutetun refaktorointikyselyn kohdalla kohderyhmäksi valittiin työelämässä olevat tai
olleet  ohjelmistoalan työntekijät,  jotka ovat tai  ovat olleet  tekemisissä refaktoroinnin
kanssa työnsä parissa. Kysely avattiin helmikuun 15. päivänä ja suljettiin maaliskuun
ensimmäisenä. Se oli siis avoinna tasan kaksi viikkoa. Tänä aikana kyselyyn vastasi 41
ohjelmistoalan  ammattilaista.  Tähän  kyselytutkimukseen  viitataan  jatkossa  nimellä
”Kysely refaktorointitietämyksestä ja -käytännöistä.”
Kysymyksistä  laadittiin  lomakemuodossa  raakaversiot,  ja  niihin  saatiin  palautetta
tutkielman  ohjaajilta,  diplomityötä,  gradua  tai  opinnäytetyötään  kirjoittavilta
ohjelmistoalan työntekijöiltä sekä erään yrityksen lopputöiden luotsaamisesta vastuussa
olevilta henkilöiltä. Samassa kontekstissa tavoittelluksi vastausmääräksi asetettiin 40-70
vastausta.  Palautteen  pohjalta  huomattiin,  että  avoimet  kysymykset  voivat  olla
jokseenkin  ongelmallisia,  joten  suurin  osa  kysymyksistä  muutettiin
monivalintakysymyksiksi,  valintakysymyksiksi  tai  Likert-asteikkoa  vastaavaan
lineaariseen muotoon. Raakakysymykset sekä niiden jaottelu  jalostettiin tämän jälkeen
lopulliseen muotoonsa, ja lomake koeponnistettiin tietojenkäsittelytieteen opiskelijoiden
avulla.  Varsinainen  kyselylomake  toteutettiin  Google  Forms  -työkalulla,  ja  linkki
kyselyyn  jaettiin  sähköisesti  halutun  kohderyhmän  edustajille.  Käytännössä  jako
tapahtui sellaisten keskustelukanavien kautta, joilla läsnä oli lähes yksinomaan kyseisen
populaation edustajia. Varsinaisessa kyselyssä ei aluksi ollut kohderyhmää rajoittavaa
tietotekstiä,  vaan sellainen  lisättiin  kesken kyselyn.  Käytetty  työkalu  tarjosi  suoraan
tilastot  vastauksista,  joten  erillistä  tilasto-ohjelmaa  ei  tulosten  käsittelyyn  tarvinnut
käyttää.
Itse kyselyllä  oli tarkoitus selvittää yleisesti tavallisen ohjelmoinnin ja refaktoroinnin
kanssa työskentelevän tai työskennelleen ihmisen käsitystä refaktoroinnista käsitteenä,
yleistä refaktorointitietämystä, refaktorointi- ja siihen liittyvän versionhallinta-aspektin
käytäntöjä  sekä  yleisesti  kartoittaa  mielipiteitä  refaktoroinnin  vaikutukesta
ohjelmakoodiin  ja  ohjelmistoon.  Tämän  lisäksi  esitettiin  joukko  taustakysymyksiä,
joiden  avulla  voitaisiin  kenties  löytää  korrelaatioita  esimerkiksi  työkokemuksen,
työtehtävien,  varsinaisen  kehitettävän  tuotteen  tyypin  sekä  annettujen  vastauksien
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välillä.  Tausta-ajatuksena  oli  siis  kartoittaa  ovatko  esimerkiksi  pidempään
työskennelleet  ohjelmistokehittäjät  paremmin  tietoisia  refaktorointitekniikoista  ja
refaktoroinnin  määritelmästä  yleensä.  Kaikki  tämä  oli  tarkoitus  sitoa  siihen,  ovatko
sellaiset  esitellyt  tutkimukset  valideja,  jotka  ovat  todenneet  staattisen  analyysin
perusteella  refaktoroinnista  olevan  esimerkiksi  haittaa  ohjelmiston  laadulle.
Lähtökohtana refaktorointikäytäntöjen ja tietämyksen selvittämisessä oli kyseenalaistaa
Stroggyloksen  ja  Spinelliksen  tutkimuksen  otanta  kysymällä  kehittäjiltä  esimerkiksi
millä tavoin he toteuttavat refaktorointia, ja miten he sen merkitsevät versionhallintaan.
Refaktoroinnin vaikutuksien, hyödyllisyyden jne. tiedustelussa oli ideana peilata näitä
tuloksia  sekä  staattiseen  analyysiin  perustuvien  tutkimuksien  että  esiteltyjen
kyselytutkimuksien  tuloksiin.  Oletuksena  oli,  että  staattisen  analyysin  tutkimuksien
otanta  ja  tulokset  ovat  pielessä,  koska  tutkimuksissa  tehdyt  olettamukset
refaktorointiedoista, taidoista ja versionhallinan käyttötavoista eivät vastaa todellisuutta.
Toisaalta  haluttiin  hakea  yhtymäkohtia  muihin  kyselytutkimuksiin  ja  haastatteluihin,
joissa refaktoroinnista saadut vastaukset ovat yleisesti ottaen olleet positiivisia.
5.3 Validiteettiuhat
Kyseltyn valmistelu- ja toteutusvaiheiden jälkeen huomattiin tiettyjä ongelmia kyselyn
suhteen.  Ensinnäkin  perinteisen  Likertin  asteikon  sijaan  olisi  voinut  käyttää  mallia,
jossa olisi ollut erikseen vaihtoehto ”en osaa sanoa”. Tällöin oltaisiin vältytty siltä, että
kyselyn  vastaaja  ei  osaa  vastata  kysymykseen  ja  merkitsee  pakon  edessä
vastausvaihtoehdoksi neutraaleimman mahdollisen vaihtoehdon eli lineaarisen skaalan
vaihtoehdon 3.  Kyselyn  ollessa jo levityksessä ei  muutosten tekeminen kysymyksiin
enää ollut  mahdollista,  koska muuten vastaukset olisivat  menneet sekaisin tai  kysely
olisi pitänyt aloittaa kokonaan alusta. Ensimmäinen vaihtoehto olisi tehnyt vastausten
tulkitsemisesta  lähes  mahdotonta,  joten  se  päätettiin  hylätä.  Jälkimmäinenkään
vaihteohto  ei  tullut  kysymykseen,  koska  vastaajien  haaliminen  jo  ensimmäiseen
iteraatioon  oli  muutenkin  haastavaa  saati  sitten  vastaavan  tai  suuremman
vastaajamäärän saaminen.  
Kyselystä  saadun  palautteen  perusteella  osa  kysymyksistä  oli  myös  liian
kontekstisidonnaisia tai sisälsivät jonkun ennakko-oletuksen. Näiden kysymysten osalta
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olisi  ollut  suotavaa mahdollistaa joko niiden ohittaminen (eli  asettaa vapaaehtoiseksi
kysymykseksi)  tai  lisätä  ”Muu,  mikä?”  -tyyppinen  vaihtoehto.  Esimerkkinä
kontekstisidonnaisuudesta  on  kysymys  ”Kuinka  hyvin  refaktoroinnilla  on  mielestäsi
saavutettu  se  mitä  on  lähdetty  tavoittelemaan?”,  joka  olisi  pitänyt  muotoilla
yleisempään muotoon, vaikkapa ”kuinka hyvin refaktoroinnilla  on yleensä mielestäsi
saavutettu se, mitä on lähdetty tavoittelemaan?”. Nyanssi on pieni, mutta se voisi ohjata
vastaajien  ajattelua  yksittäisistä  helpoista  tai  vaikeista  refaktorointikokemuksista
yleisempään  mielikuvaan  refaktoroinnista.  Ennakko-oletukset  toki  kuuluvat  omalta
osaltaan  tällaiseen  kyselyyn,  sillä  tarkoituksena  on  saada  tietoa  nimen  omaan
refaktoroinnin kanssa tekemisissä olevien ammattilaisten käsityksistä.
Muutamaa kysymystä laadittaessa päädyttiin välimallin ratkaisuun avoimen ja suljetun
kysymyksen välillä koska avoin kysymys olisi ollut erittäin ongelmallinen analysoida ja
toisaalta  taas  kaikkien  vastausvaihtoehtojen  asettaminen  näkyville  etukäteen  ei  ollut
mahdollista. Tämä johtui siitä, että vastauksia olisi ollut erittäin paljon sekä siitä, että
kyselyn laatija ei voinut mitenkään tietää etukäteen kaikkia mahdollisia kiinnostavia ja
tutkimuksen  kannalta  relevantteja  vastausvaihtoehtoja.  Esimerkiksi  kysymys  ”Millä
tavalla  refaktorointi  mielestäsi  vaikuttaa ohjelmistoon?” oli  juuri  tämän takia  erittäin
haastava.   Ongelmaa pyrittiin  lievittämään antamalla  vastaajille  myös  ”Muu, mikä?”
-tyyppinen  vaihtoehto.  Kuitenkin  on  mahdollista,  että  esittämällä  tietyt
vastausvaihtoehdot  ohjattiin  vastaajia tiettyyn  suuntaan, mikä ei  ollut  haluttua taikka
tarkoituksellista.
Eräiden kysymysten kohdalla oltaisiin voitu ohjeistaa vastaajaa hieman paremmin, jotta
avoimien  kysymyksien  vastaukset  sekä  ”Muu,  mikä?”  -tyyppiset  vastaukset  olisivat
osuneet paremmin esitettyyn kysymykseen. Toisaalta tämä on yleisesti juuri avoimien
kysymyksien ongelma, minkä johdosta alun perinkin tehtiin päätös siirtää suurin osa
kysymyksistä  suljetuiksi.  Myös  kysymys  refaktorointitekniikoista  (Kun  refaktoroit,
käytätkö  jotain  tuntemiasi  refaktorointitekniikoita  (esim.  pull  up  method,  extract
class)?) osoittautui  ongelmalliseksi,  sillä  se oli  asettelunsa puolesta  virheellinen eikä
siitä niin ollen voinut tehdä sellaisia johtopäätöksiä, kuin oli alun perin tarkoitus.
Esitellyt  ongelmat  ovat  sisäisiä  validiteettiongelmia,  sillä  ne  kaikki  liittyvät  nimen
omaan  mittareiden  itsensä  validiteettiin.   Tämä  siis  tarkoittaa  sitä,  että  tiettyjen
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kysymyksien osalta vastaukset eivät välttämättä ole yleistettävissä.
5.4 Tulokset
Kyselyssä oli yhteensä 19 kysymystä, joista 4 oli taustakysymyksiä ja 15 refaktorointiin
liittyviä kysymyksiä. Kyselyssä käytetyt kysymykset ovat esitetty liitteessä 3.
Luvun  kuvissa  (5.2  –  5.16)  esitetään  graafisesti  kyselyn  vastauksien  jakaumat.
Avoimien  kysymyksien  tai  ”Muu”  -tyyppisten  vastauksien  kohdalla  on  vastaukset
kirjoitettu  taulukkoon  tai  osaksi  kuvan  selostetta.  Kuvan  selosteesta  löytyy  myös
kysymyksen vastausvaihtohedot mikäli ne eivät ole mahtuneet kokonaan näkyviin itse
kuvaan.
Ensimmäisessä  taustakysymyksessä  kartoitettiin  vastaajien  työkokemusta,  joka  oli
yllättävän tasaisesti  jakautunut.  Taustakysymyksen taka-ajatuksena on selvittää miten
vastaajan  kokemus  korreloi  refaktorointiin  liittyvien  vastauksien  kypsyyden  ja
oikeellisuuden kanssa. Vastauksien jakauma näkyy kuvassa 5.2.
Toisen taustakysymyksen eli työnantajan kokoluokan motivaationa on selvittää miten
organisaation koko korreloi refaktorointivastausten kanssa. Tällaista korrelaatoita voisi
olla  esimerkiksi  se,  vaikuttaako  organisaation  koko  refaktorointikäytäntöihin  jollain
tavalla.  Vastausten  jakauma  näkyy  kuvassa  5.3.  Tämä  ei  kuitenkaan  paljastanut
juurikaan mitään, sillä suurin osa vastaajista kuului samaan suuruusluokkaan eli välille
51-200 henkilöä.
Kuva 5.2: 1. kysymyksen vastausjakauma
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Kolmas taustakysymys ”Mitä tuotatte?” esitettiin, jotta voitaisiin tarkkailla vaikuttaako
tuotteen  tyyppi  jollain  tavalla  refaktorointiin.  Mikäli  esimerkiksi  yksikkötestien
kirjoittaminen jää jonkin tyyppisillä tuotteilla usein välistä, se merkitsee myös sitä että
refaktoroinnin onnistumisen varmistaminen on hankalampaa. Vastauksien jakauma sekä
vastausvaihtoehdot ja muu -vastaukset ovat esitelty kuvassa 5.4. 
Web-palvelut 32 78%
Mobiiliohjelmistot 23 56.1%
Fyysiset tuotteet (sulautetut järjestelmät) 9 22%
Back end 29 70.7%
Muu 14 34.1%
 Muina vastauksina kysymykseen annettiin IT-palvelut, Konsultointi, DevOps, Ketterät Menetelmät
Kuva 5.4: 3. kysymyksen vastausjakauma
Kuva 5.3: 2. kysymyksen vastausjakauma
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Neljännen taustakysymyksen eli  työtehtävien kysymisen tausta-ajatuksena oli lähinnä
varmistaa,  että  vastaajat  ymmärtävät  täyttävänsä  kyselytutkimusta  joka  on suunnattu
nimen  omaan  töissä  käyville  alan  ammattilaisille.  Tarkoituksena  oli  saada  sellainen
vastaajajoukko,  jotka  voisivat  tehdä  refaktorointia  ja  kommitoida  refaktorointejaan
versionhallintaan. Kysymyksestä voidaan myös analysoida millä tavalla vastaajan rooli
ohjelmistoprojektissa tai organisaatiossa korreloi refaktorointiasenteiden ja tietämyksen
kanssa. Vastauksien jakauma sekä vastausvaihtoehdot ja muu -vastaukset ovat esitelty
kuvassa 5.5.
Ensimmäinen  varsinainen  refaktorointikysymys  oli  avoin  kysymys  ”Määrittele  mitä
refaktorointi  mielestäsi  tarkoittaa”.  Tällä  kysymyksellä  pyrittiin  kartoittamaan
vastaajien tietämystä refaktoroinnista, erityisesti sitä vastaako se Fowlerin määritelmän
mukaista rakenteen muuttamista ilman, että toiminnallisuus muuttuu. Tausta-ajatuksena
oli  sitoa  refaktorointitietämys  refaktorointikäytäntöihin,  koska  se  vaikuttaa  suuresti
Ohjelmistokehittäjä 21 51.2%
Ohjelmistoarkkitehti 5 12.2%
Projektipäällikkö 5 12.2%
Konsultti 25 61%
Muu 4 9.8%
Muina vastauksina kysymykseen annettiin Big Data Specialist, System Specialist, DevOps-arkkitehti sekä
Tuotekehityksen erityisasiantuntija
Kuva 5.5: 4. kysymyksen vastausjakauma
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esimerkiksi tiettyjen refaktorinnista tehtyjen staattisen analyysin tutkimuksien otannan
validiteettiin.  Avoimet  vastaukset  kysymykseen  ovat  listattuna  liitteessä  4.  Kaikki
vastaajat  määrittelivät  refaktoroinnin  jonkinlaiseksi  olemassa  olevan  koodin
uudelleenkirjoittamiseksi  tai  parantamiseksi,  mutta  ainoastaan  noin  34%  vastaajista
määritteli,  että  ohjelman toiminnallisuuden ei  ulkoa päin tarkasteltuna  tulisi  muuttua
refaktoroinnin  seurauksena.  Tämä  on  merkittävää,  sillä  se  implikoi  että
refaktorointikommitoinnit saattavat sisältää uuden toiminnallisuuden lisäämistä. Tämä
puolestaan  tukee  osaltaan  ajatusta  siitä,  että  refaktorointikommitointeja  on  vaikea
poimia ja analysoida staattisesti.
Toinen  refaktorointikysymys  ”Millä  tavalla  refaktorointi  mielestäsi  vaikuttaa
ohjelmistoon?”  (kuva  5.6)  sekä  sitä  seuranneet  kysymykset  ”Kuinka  suuri  vaikutus
refaktoroinnilla on mielestäsi koodiin/ohjelmistoon?” (kuva 5.7), ”Kuinka hyödylliseksi
koet  refaktoroinnin?  ”  (kuva  5.8),  ”Kuinka  hyvin  refaktoroinnilla  on  mielestäsi
saavutettu se mitä on lähetty tavoittelemaan?” (kuva 5.9) ja ”Onko refaktoroiminen ollut
yleensä haastavaa?” (kuva 5.10) olivat tarkoitettu kysymyksiksi, joilla voitaisiin mitata
asenteita  refaktorointia  kohtaan,  jotta  voitaisiin  selvittää  millä  tavalla  vastaukset
korreloivat  muiden aikaisemmin esiteltyjen kysely- ja haastattelututkimuksien kanssa.
Lisäksi  haluttiin  selvittää  ovatko  vastaukset  millään  tavalla  linjassa  aikaisemmin
esiteltyjen staattiseen analyysiin perustuvien refaktorointitutkimuksien kanssa. Yleisesti
ottaen aikaisemmin esiteltyjen kysely-  ja haastattelututkimuksien antama positiivinen
kuva refaktoroinnista heijastui myös tämän kyselyn vastauksissa. Vastauksien jakaumat
sekä  vastausvaihtoehdot  ja  mahdolliset  muu  -vastaukset  ovat  esitelty  kuhunkin
kysymykseen liittyvässä kuvassa.
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Parantaa ohjelmiston laatua 35 85.4%
Huonontaa ohjelmiston laatua 1 2.4%
Parantaa ylläpidettävyyttä 38 92.7%
Heikentää ylläpidettävyyttä 1 2.4%
Parantaa koodin ymmärrettävyyttä 38 92.7%
Huonontaa koodin ymmärrettävyyttä 1 2.4%
Rikkoo testejä 12 29.3%
Parantaa koodin uudelleenkäytettävyyttä 33 80.5%
Huonontaa koodin uudelleenkäytettävyyttä 1 2.4%
Tekee ohjelmasta vähemmän vika-alttiin 22 53.7%
Tekee ohjelmasta vika-alttiimman 3 7.3%
Huonontaa koodin luettavuutta 3 7.3%
Parantaa koodin luettavuutta 34 82.9%
Muu 4 9.8%
Muina vastauksina kysymykseen annettiin ”Hyvin ja oikein tehtynä parantaa kaikkia/jotaiin 
ylläolevia, huonosti tehtynä puoelstaan huonontaa”, ”Vähentää teknistä velkaa”, ”Tehokkuus, 
suorituskyky”
Kuva 5.6: 6. kysymyksen vastusjakauma
Kuva 5.7: 7. kysymyksen vastausjakauma
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Kuva 5.8: 8. kysymyksen vastausjakauma
Kuva 5.10: 10. kysymyksen vastausjakauma
Kuva 5.9: 9. kysymyksen vastausjakauma
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Kysymyksen ”Missä vaiheessa toteat refaktoroinnin tarpeelliseksi? Toisin sanoen mikä
saa sinut aloittamaan refaktoroinnin?” tarkoituksena oli luoda lisää kontekstia vastaajien
refaktorointiosaamisesta  ja  refaktoroinnin  kypsyydestä.  Kysymykseen  on
tarkoituksellisesti  lisätty  vastausvaihtoehto  ”Yksittäiset  suorituskykyongelmat”,  josta
voidaan päätellä  refaktorointitietämyksen tasoa,  sillä  suorituskykyoptimointi  ei  kuulu
Fowlerin alkuperäiseen määritelmään. Vastauksien jakauma sekä vastausvaihtoehdot ja
muu -vastaukset ovat esitelty kuvassa 5.11. On huomattavaa, että vastaajista vain pieni
osa  (17,1%)  hyödyntää  staattista  koodianalyysiä  refaktorointitarpeen  määrittelyssä.
Lisäksi  suorituskykyoptimointi  mainittiin  yllättävän  usein  (39%),  joka  puolestaan
implikoi, ettei refaktorointia menetelmänä tunneta kovin hyvin ainakaan sen formaalin
määritelmän muodossa.
Kysymykset ”Kun refaktoroit, teetkö siitä versionhallintaan erillisen kommitin?” (kuva
5.12),  ”Kun  olet  refaktoroinut  jotain  ja  viet  koodia  versionhallintaan,  merkitsetkö
viestissä  jollain  tavalla  että  koodia  on  refaktoroitu?”  (kuva  5.13)  ja  sen  avoin
jatkokysymys  ”Jos  vastasit  edelliseen  kysymykseen  "Kyllä"  tai  "Joskus",  miten
merkitset  kommitoinnin  (kirjoitatko  esimerkiksi  jotain  avainsanoja
kommitointiviestiin)?”  (Liite  5)  olivat  tarkoitettu  kartoittamaan  vastaajien
refaktorointikäytäntöjä.  Tällä  pyrittiin  arvioimaan  nimen  omaan  aiemmin  esiteltyjen
staattiseen analyysiin  perustuvien tutkimuksien otannan validiteettia.  On merkittävää,
että  kyselyyn  vastanneista  vain  19  kertoi  eksplisiittisesti  kirjoittavansa  kommitointi
viestiin sanan ”refactor” tai ”refaktorointi” jonkun muodon. Myös tämä tukee osaltaan
ajatusta  siitä,  että  kommitointiviesti  ei  ole  kovin  luotettava  tapa  tunnistaa
refaktorointeja.
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Analytiikkatyökalut viestivät että koodissa on ongelmia 7 17.1%
Lisään toiminnallisuutta joka vaatii esim. perittävän yliluokan toteuttamista 14 34.1%
Huomaan, että koodia on vaikea lukea ja ymmärtää 34 82.9%
Ohjelmiston arkkitehtuuri on ongelmallinen ja vaatii uudistamista 30 73.2%
Ongelmat skaalutuvuuden kanssa 18 43.9%
Yksittäiset suorituskykyongelmat (suorituskykyoptimointi) 16 39%
Pyrkimys ymmärtää toiminnallisuutta 20 48.8%
Muu 2 4.9%
Muina vastauksina annettiin ”Joka vaiheessa” sekä ”Refaktorointi on tarpeellista koko ajan”
Kuva 5.11: 11. kysymyksen vastausjakauma
Kuva 5.12: 12. kysymyksen vastausjakauma
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Kysymyksen ”Refaktoroitko samanaikaisesti kun kehität muuta toiminnallisuutta? (Eli
teetkö  refaktorointia  muun  kehittämisen,  esimerkiksi  toiminnallisuuden  lisäämisen,
yhteydessä?)” (kuva 5.14) tarkoituksena oli  jatkaa vastaajien refaktorointikäytäntöjen
selvittämistä.  Myös  tämän  kysymyksen  tausta-ajatuksena  oli  arvioida   aiemmin
esiteltyjen  staattiseen  analyysiin  perustuvien  refaktorointitutkimuksien  otannan
validiteettia.   Vastauksista  ei  voi  suoraan  tulkita  miten  refaktorointi  sekoittuu
toiminnallisuuden lisäävien  kommitointien  joukkoon, mutta  kun vastauksia  verrataan
kysymyksen 12 ja 13 vastauksiin, on todennäköistä, että sekoittumista tapahtuu ainakin
jonkin verran.
Kuva 5.14: 15. kysymyksen vastausjakauma
Kuva 5.13: 13. kysymyksen vastausjakauma
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Kysymys ”Käytätkö joitain automaattisia työkaluja apunasi, kun refaktoroit tai kartoitat
refaktoroitavia  kohteita?”  (kuva  5.15  sekä  kysymys  ”Kun  refaktoroit,  sovellatko
tietoisesti  jotain  tuntemiasi  refaktorointitekniikoita  (esim.  pull  up  method,  extract
class?)” (kuva 5.16)  olivat  tarkoitettu  niin  ikään refaktorointiprosessin  kypsyyden  ja
näin  ollen  myös  Fowlerin  määrittelemän puhtaan refaktoroinnin  näkökulmasta  myös
vastaajien refaktorointikyvyn arviointiin. Kysymyksestä ei siis kuitenkaan voi suoraan
päätellä osaavatko kehittäjät refaktoroida vai eivät,  mutta se antaa hieman kontekstia
sille, ovatko Fowlerin määrittelemät refaktorointioperaatiot tunnettuja vai eivät.
Kuva 5.16: 17. kysymyksen vastausjakauma
Kuva 5.15: 16. kysymyksen vastausjakauma
Vastaus, joka on liian pitkä näkyäkseen on "IDEn sisäänrakennetut työkalut (Eclipse, Netbeans, 
Visual Studio...)"
Muina vastauksina annettiin "Testejä", "Robot Framework Lint", "rubyn työkalut", "shell 
check", "Ja muut lint--työkalut, kielestä riippuen"
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Kysymys  ”Varmistatko  jotenkin,  että  refaktorointi  onnistuu  eikä  esimerkiksi  riko
toiminnallisuutta?” (kuva 5.17) suunniteltiin valottamaan refaktoroinnin onnistumisen
varmistamista siitä näkökulmasta, että varmistamattomuus johtaa ainakin vikatiheyden
kasvamiseen. Suurempi vikatiheys refaktoroinnin jälkeen näyttäisi staattisen analyysin
näkökulmasta  siltä,  että  refaktorointi  on  huonontanut  laatua,  joka  kyllä  on  siinä
kontekstissa  totta,  mutta  syy  voi  hyvin  piillä  prosessin  epäkypsyydestä  eikä
refaktoroinnista itsestään.
Avoimella  kysymyksellä  ”Jotain  muuta  sanottavaa  yleisesti  liittyen  refaktorointiin?”
(taulukko 5.3.4) annettiin  vastaajille  mahdollisuus  tuoda mielenkiintoisia  näkökulmia
refaktorointiin  tai  yleisesti  joitain  muita  refaktoroinnin  kannalta  merkityksellistä
En varmista 0 0%
Testaan toiminnallisuuden käsin 37 90.2%
Tarkistutan koodin muilla 18 43.9%
Hyödynnän yksikkötestejä 29 70.7%
Hyödynnän integraatiotestejä 27 65.9%
Hyödynnän hyväksymistestejä 25 61%
Muu 1 2.4%
Muina vastauksina annettiin ”Yleensä yksikkötestit jäävät tekemättä, mutta niiden pitäisi ehdottomasti mennä läpi 
edelleen kun refaktoroidaan.”
Kuva 5.17: 18. kysymyksen vastausjakauma
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seikkoja.  Lähes  kaikki  kommentit  liittyivät  siihen,  että  refaktorointi  on  hyväksi
mielletty asia. Vastauksissa mainittiin refaktoroinnin hyötyjen mittaamisen hankaluus
sekä itse refaktoroinnin vaikeus testien puutteen vuoksi.
Avoimet vastaukset (”Jotain muuta sanottavaa yleisesti liittyen refaktorointiin?”)
Refaktorointiin on harvemmin aikaa ja/tai resursseja
5/5  (kirjoittajan  lisäys:  vastaus  implikoi  refaktoroinnin  olevan  hyvä  ja  tavoiteltava
asia)
ennen refaktorointia  pitää  kirjoittaa  kattavat  testit,  jos  niitä  ei  ennestään  ole.  Tällä
varmistetaan että refaktorointi ei muuta toiminnallisuutta, mikä ei ole refaktoroinnin
tarkoitus.
Refaktoroinnin hyötyjä on toisinaan hankala mitata: se yleensä tehdään teknisen velan
vähentämiseksi  ja  sen  laajuus  saattaa  vaihdella  yhden  metodin  extraktoimisesta
(anteeksi finglish) koko ohjelmiston osan refaktorointiin.
Voi kumpa olisi aikaa enemmän käytettävänä refaktorointiin!
Harvoin tähän varataan tarpeeksi aikaa budjetista. Tämä pitäisi olla hyvin olennainen
osa koko agilea, koska vaatimukset voi muuttua, niin myös aikaa pitäisi varata koodi
muutoksiin jälkeenpäin. Esimerkiksi ymmärrys asiakkaan tarpeista voi selkeytyä vasta
kun ensimmäinen versio on julkaistu.
Voi tehdä myös erittäin huonosti.
Erittäin  kannatettavaa  mutta  jotta  sitä  uskaltaa  käyttää  vaatii  luotettavat
yksikkötestit/hyväksyntätestit. Nämä usein puuttuu joten koodiiin ei uskalleta koskea.
Taulukko 5.1: Avoimen kysymyksen ”Jotain muuta sanottavaa yleisesti liittyen refaktorointiin?”
vastaukset
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6 Keskustelu
Koska käsitellyt tutkimukset jakautuivat selkeästi kahteen eri luokkaan eli staattisieen
analyysiin  perustuviin  kvantitatiivisiin  sekä  haastatteluihin  ja  kyselyihin  perustuviin
kvalitatiivisiin,  käsitellään  myös  tulokset  kahdessa  osassa.  Kummallekin  tyypille  on
oma  aliluku,  jossa  toteutetun  kyselytutkimuksen  myötä  saatuja  vastauksia  peilataan
aiemmin  käsiteltyihin  tutkimuksiin  ja  analysoidaan  selittävätkö  kyselyssä  nyt  saadut
vastaukset jollain tavalla tutkimuksissa askarruttamaan jääneitä ilmiöitä.  Tutkimuksia
tarkastellaan myös suhteessa muihin lähteisiin.
6.1 Tulokset suhteessa staattisen analyysin kvantitatiivisiin 
tutkimuksiin
Yksi tutkielman keskeisimmistä lähteistä ja kipinä tutkielman aiheelle oli Stroggyloksen
ja  Spinelliksen  refaktorointitutkimus,  jonka  mukaan  refaktorointi  vaikuttaa
negatiivisesti ohjelmiston laatuun. He sanovat tutkimuksessaan sen otannan perustuvan
kommitointilokeihin,  sillä  he  luottavat  kehittäjien  tietämykseen  refaktoroinnissa  ja
säännönmukaisuuteen  järjestelmän  muutosten  dokumentoinnissa.  He  kuvaavat
prosessinsa seuraavasti:
1. Haetaan kommitointiloki tutkittavan lähdekoodin repositoriosta
2.  Haetaan  kommenteitsta  ”refactor”  verbin  eri  muotoja  (esimerkiksi  refacoring,
refactored)
3.  Luodaan lista  versiopareista,  joiden välillä  on suoritettu  peräkkäistä  refaktorointia
(esimerkiksi  1,5  tarkoittaisi  että  versiot  1,  2,  3,  4  ja  5  olisivat  peräkkäisiä
refaktorointikommitointeja)
4. Etsitään tiedostot, jotka ovat kunkin parin kohdalla muuttuneet
5.  Haetaan  repositoriosta  kunkin  versioparin  kaikki  versiot  (esimerkiksi  parissa  1,5
haettaisiin repositoriosta  versiot 1, 2, 3, 4 ja 5) ja käännetään ne.
6.  Käytetään  staattisen  analyysin  työkaluja  ja  mitataan  arvoja  kunkin  versioparin
jokaisen  version  kustakin  muuttuneesta  tiedostosta  (joko  lähdekoodisesta  tai
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käännetystä versiosta)
7. Tarkkaillaan miten mittarien arvot muuttuivat
Tutkielmassa  tehdyn  ”Kysely  refaktorointitietämyksestä  ja  -käytännöistä”  -kyselyn
perusteella sekä muiden kvalitatiivisten tutkimuksien perusteella näyttää suoraan siltä,
että mennään pahasti metsään mikäli luotetaan kehittäjien refaktorointitietämykseen ja
muutosten  dokumentointitapoihin.  Populaatioiden  yhteneväisyyksistä  ei  voida  olla
varmoja,  mutta  refaktorointikysely  pyrittiin  toteuttamaan  mahdollisimman
heterogeeniselle joukolle, jotta tulokset olisivat mahdollisimman yleistettävissä. 
Kyselyyn  vastanneista  ohjelmistoalan  ammattilaisista  90,2%  kyllä  sanoo  tekevänsä
refaktoroinnista  versionhallintaan  erillisen  kommitoinnin,  mutta  ainoastaan  68,3%
sanoo merkitsevänsä  refaktoroinnin  jollain  tavalla  kommitointiviestiin  (24,4% sanoo
tekevänsä  niin  joskus  ja  7,3%  ei  koskaan).  Jatkokysymykseen  ”miten  merkitset
kommitoinnin” vastasi  35 ammattilaista  ja näistä 21 vastausta mainitsi  kirjoittavansa
vastaukseen verbin refactor (tai jonkun siihen rinnastettavan termin). Tämä luku on siis
suopea tulkinta vastauksista. Tämän perusteella voi kuitenkin vetää sen johtopäätöksen,
että läheskään kaikkia refaktorointeja ei löydetä etsimällä kommitointiviesteistä tietyn
avainsanan  eri  muotoja.  Yleisesti  saman  kaltaisia  havaintoja  laittoivat  merkille
tutkimuksessaan  myös  Soetens  ja  kumppanit  [SoD10].  Tästä  seuraa  myös  se,  että
esitelty tapa poimia versiopareja, joiden väliset versiot ovat peräkkäisiä refaktorointeja,
ei  yksinkertaisesti  toimi.  Tämä  johtuu  siitä,  että  välistä  saattaa  jäädä  yksittäisiä
kommitointeja joissa ei mainita avainsanaa, jolloin voidaan tulla  lopputulokseen jossa
on esimerkiksi  kaksi  erillistä  versioparia  ja yksi  välistä  puuttuva  versio.  Jos otetaan
esimerkiksi  versiopari  1,5  jonka  kolmannessa  versiossa  ei  olisikaan
kommitointiviestissä  sanaa ’refactor’,  saisimme versioparit  1,2 ja 4,5 jotka eivät  ole
omassa kontekstissaan välttämättä edustavia refaktorointeja. Versiota 3 ei siis koskaan
edes  analysoitaisi.  Jos  nämä  kaikki  ovat  kontekstillisesti  yhtä  refaktorointia,  sen
analysointi  staattisin  keinoin  ei  voi  millään  tavalla  edustaa  järkevästi  ennen-jälkeen
-tilannetta.
Tämän lisäksi mittarien arvojen tutkiminen ei näytä refaktoroinnin kontekstissa olevan
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kovin  mielekästä.  Koska  refaktoroinnista  puhutaan  nimen  omaan  ylläpidettävyyden,
ymmärrettävyyden,  luettavuuden ja uudelleenkäytettävyyden  parantamisen työkaluna,
on  nurinkurista  tutkia  miten  se  vaikuttaa  esimerkiksi  McCaben  syklomaattisen
kompleksisuuden arvoihin. Vaikka kompleksisuus tietyssä mielessä korreloikin koodin
ymmärrettävyyden  kanssa,  se  ei  välttämättä  kerro  laisinkaan  onko  koodia  hankala
ymmärtää  vai  ei.  Kun  koodin  määrä  kasvaa,  kasvaa  myös  mitattu  absoluuttinen
kompleksisuus.  Tästä  siis  seuraa,  että  suurempi  ohjelma  on  aina  lähtökohtaisesti
kompleksisempi kuin pienempi ohjelma, mikä puolestaan ei kerro ohjelmiston laadusta
oikeastaan yhtään mitään, vaan se pitäisi suhteuttaa kokoon. Mittari itsessään vaikuttaa
siis heikolta, kuten luvussa 2 todettiin. Tutkimuksessa tehtyjen mittausten mukaan myös
esimerkiksi LCOM (Lack of Cohesion in Methods), CA (Afferent Coupling) sekä RFC
(Response For a Class) -mittareiden antamat tulokset huononivat,  mutta kukin näistä
mittareista  on  refaktoroinnin  kontekstissa  parhaimmillaankin  kyseenalainen,  kuten
luvussa 2 perusteltiin.
Kyselyyn  vastanneista  vain  34%  osasi  määritellä  että  refaktoroinnin  tulisi  säilyttää
ulkoapäin  tarkasteltuna  toiminnallisuutensa  samanlaisena.  Tähän  liittyen  95,1%
vastanneista  ilmoitti  tekevänsä  refaktorointia  muun  kehittämisen,  esimerkiksi
toiminnallisuuden  lisäämisen  yhteydessä.  Kun  ottaa  huomioon  vielä  sen,  että
vastanneista 68,3% tekee erilisen kommitoinnin refaktoroinneista ja niin ikään 68,3%
merkitsee kommitoinnin aina refaktoroinniksi näyttää vahvasti siltä, että refaktoroinnin
analysoiminen Fowlerin puhtaan määritelmän mukaan on Stroggyloksen ja Spinelliksen
menetelmällä käytännössä mahdotonta. Kaiken kaikkiaan tämä siis tarkoittaa sitä, että
analysoidussa  datassa  on  todennäköisesti  vakavia  puutteita,  koska  siitä  puuttuu
refaktorointeja (kommitointiviesti ei ole vastannut oletuksia), refaktorointeja on voitu
niputtaa yhteen väärin perustein sekä refaktoroinnit eivät välttämättä ole olleet puhtaita
refaktorointeja.  Viimeisimpänä  mainittu  johtuu  siitä,  että  kehittäjät  eivät
kyselytutkimuksen  vastausten  valossa  ymmärrä  refaktorointia  riittävästi  eivätkä  osaa
myöskään  tehdä  sitä  oikeaoppisesti  ja  tehden  erillisistä  opreraatioista  erillisiä
kommitointeja. Kommitointeihin on siis hyvin todennäköisesti sotkettu mukaan myös
koodia  joka  ei  liity  refaktorointiin,  vaan  uusien  ominaisuuksien  kehittämiseen.
Ylläpidettävyys, ymmärrettävyys ja luettavuus ovat subjektiivisia käsitteitä, joten niiden
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arvioiminen staattisen analyysin keinoin suoraan ohjelmakoodista on hyvin hankalaa.
Paremman  kuvan  vaikutuksista  saa  kartoittamalla  ohjelmistokehittäjien  näkemystä
jonkun tietyn refaktoroinnin seurauksista.
Sokol ja kumppanit puolestaan analysoivat 256 projektia ja noin 250000 kommitointia
[SAG13],  joista  dokumentoituja  refaktorointeja  (merkittynä  kommitointiviestissä)  oli
6637  ja  muita  kommitointeja  250  964.  Dokumentoituja  refaktorointeja  oli  siis  vain
2,64% kaikista kommitoinneista.
Tehdyn  staattisen  analyysin  mukaan  dokumentoidut  refaktoroinnit  vähensivät
syklomaattista  kompleksisuutta  suhteessa  enemmän  kuin  tavalliset  kommitoinnit.
Syklomaattinen  kompleksisuus  laski  noin  22,6%:ssa  dokumentoiduista
refaktorointikommintoinneista, kun taas tavallisten kommitointien keskuudessa lukema
oli vain n. 12%. Dokumentoiduista refaktoroinneista siis 53% kasvatti syklomaattista
kompleksisuutta  ja noin 24,4%:ssa arvo pysyi  samana.  Kasvanut tai  samana pysynyt
kompleksisuus  selittynee  suurimmilta  osin  mittarin  heikkouksilla  sekä
refaktorointitaidon, budjetin tai tietämyksen puutteella.
Kvalitatiivisen  analyysin  osuudessa  Sokol  ja  kumppanit  poimivat  merkityistä
refaktorointikommitoinneista  25  kappaletta  kompleksisuutta  kasvattaneista  ja  25
kappaletta kompleksisuutta laskeneista kommitoinneista ja analysoivat näitä tarkemmin.
Kompleksisuutta  laskeneissa  refaktorointikommitoinneissa  oli  käytännössä  poistettu
koodia  tai  luokkia  taikka  ekstraktoitu  luokkia,  funktioita  tai  rajapintoja  (Interface)
[SAG13].  Tämä  ei  ole  kovin  yllättävä  tulos,  sillä  käytännössä  se  implikoi  tiettyjen
oikein tehtyjen refaktorointien laskevan kompleksisuutta.
Kompleksisuutta kasvattaneiden refaktorointien analyysissä löytyi niin ikään jokseenkin
ilmiselvä, mutta kuitenkin erittäin mielenkiintoinen tulos. Oikeita refaktorointeja näistä
oli  vain  40%  (funktion  siirtäminen,  funktion  uudelleennimeäminen,  yliluokan
ekstraktoiminen,  luokan  ekstraktoiminen,  funktion  siirtäminen  yliluokalle)  ja
kompleksisuuden kasvusta oli 60% tapauksista vastuussa toiminnallisuuden lisääminen
[SAG13]. On syytä myös pistää merkille, että edellä luetelluista refaktoroinneista vain
ekstraktoinnit  kasvattavat  kompleksisuutta.  Käytänössä  tämä  siis  tarkoittaa  sitä,  että
kommitointeja oli joko virheellisesti merkitty refaktoroinneiksi, tai refaktorointi ei ole
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ollut yksittäisissä kommitoinneissa tapahtunutta "puhdasta" refaktorointia. 
Soetens  ja  kumppanit  toivatkin  tutkimuksessaan  ilmi,  että  mikäli  kompleksisuus
yhdessä kommitoinnissa laskee, se implikoi että koodia on refaktoroitu. Samanaikaisesti
refaktorointi ei välttämättä aina johda kompleksisuuden laskuun [SoD10]. Tämä viittaa
siihen,  että  eri  refaktoroinnit  vaikuttavat  mittareihin  eri  tavoin  (esimerkiksi,  kuten
aikaisemmin todettiin, liikuttelurefaktorointi ei vaikuta lainkaan kompleksisuuteen) ja
että  refaktoroinneiksi  merkityt  kommitoinnit  sisältävät  usein  oikeasti  myös
toiminnallisuuden  lisäämistä.  Tämän  saman  epäkohdan  huomasivat  myös  Sokol  ja
kumppanit  [SAG13].  Tämän  lisäksi  Soetens  ja  kumppanit  totesivat,  että  vaikka
kvantitatiivisen  analyysin  perusteella  ei  voida  sanoa  refaktoroinnin  vähentävän
kompleksisuutta,  voidaan  kuitenkin  kvalitatiivisesti  analysoituna  todeta  että
refaktorointi  parantaa  koodin  laatua.  Heidän  tutkimusmateriaalissaan  esiintyi  paljon
luokan ekstraktointi -tyyppisiä refaktorointeja, jotka vaikuttivat kvalitatiivisen analyysin
perustella  positiivisesti  sekä  koheesioon  että  kytkentään.  Suurimmalla  osalla
refaktorointeja  oli  siis  kvalitatiivisen  analyysin  perusteella  positiivinen  vaikutus
ylläpidettävyyden  ja  luettavuuden kannalta.  Kompleksisuus  siis  on vain yksi  aspekti
koodin laadusta, joka mittaa vain yhtä kapeaa ulottuvuutta [SAG13].
Kvantitatiivisen  tutkimuksen  tulokset  täytyy  siis  osittain  kyseenalaistaa,  sillä  kuten
luvussa  2  totesimme  syklomaattinen  kompleksisuus  ei  välttämättä  ole  kovin  hyvä
mittari  refaktoroinnin  tulosten  arviointiin.  Dokumentoitujen  refaktorointien
syklomaattisen kompleksisuuden kasvaminen 53%:ssa tapauksista tukee osaltaan tätä
väittämää,  mutta  tulokseen  vaikuttavat  todennäköisesti  myös  tässä  tutkielmassa
toteutetussa kyselytutkimuksessa ilmenneet seikat. Näitä ovat yleisen refaktorintitiedon
ja taidon puute sekä versionhallinnan virheellinen ja/tai epästandardoitu käyttäminen.
Myös  Sokolin  ja  kumppaneiden  tutkimuksen  kvalitatiivinen  osuus  implikoi  edellä
mainittuja  seikkoja.  Tämä  tarkoittaa  siis  refaktoroinnin  kehnoa  laatua  (ei  toteuteta
määritelmän  mukaista  refaktorointia  ja/tai  sitä  tehdään summan mutikassa)  sekä sen
toteuttamista ja kommitointia muun ohjelmoinnin lomassa. Tutkimuksen kvalitatiivisen
osuuden  tulokset  näyttäisivät  niin  ikään  olevan  linjassa  ”Kysely
refaktorointitietämyksestä ja -käytännöistä” -kyselytutkimuksen kanssa niiltä osin, että
kyselytutkimukseen vastanneista:
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1)  95,1%  ilmoitti  refaktoroivansa  ainakin  joskus  samanaikaisesti  toiminnallisuuden
lisäämisen ohessa
2)  92,7% ilmoittaa  merkitsevänsä  viestiin  kommitoinnin  olevan  refaktorointi,  mutta
kuitenkin vain karkeasti 2/3 vastanneista käytti viestissä sanan refactor jotain muotoa.
3) vastaajista 78% ei käyttänyt mitään refaktorointitekniikoita
Nämä seikat siis vääristävät refaktoroinnin staattisen analyysin tuloksia, sillä tällaisia
tekijöitä huomataan vain syvällisemmällä kvalitatiivisella analyysilla. 
Staattisen analyysin ja kvalitatiivisen tutkimuksen erojen näkökulmasta mielenkiintoista
on myös se, että Geppert ja kumppanit [GMR05] saivat ristiriitaisia tuloksia mitatessaan
refaktoroinnin  vaikutuksia,  mutta  tutkimuksessa  mukana  ollut  asiakas  kertoi
raportoidujen  vikojen  määrän  pudonneen  ja  muutoksien  tekemisen  vaivalloisuuden
vähentyneen.
6.2 Tulokset suhteessa kysely- ja haastattelututkimuksien tuloksiin
Tutkielmassa  käsiteltiin  kvalitatiivisesta  perspektiivistä  keskeisinä  lähteinä  kahta
haastatteluun  tai  kyselyyn  perustuvaa  refaktorointitutkimusta:  Leppäsen  ja
kumppaneiden tutkimus [LML15] sekä Kimin ja kumppaneiden [KZN12] tutkimus.
Leppäsen  ja  kumppaneiden  tutkimuksessa  haastatellut  ohjelmistokehittäjät  ja
-arkkitehdit nostivat esille hyvin samankaltaisia asioita refaktoroinnista kuin tutkielmaa
varten  toteutettuun  kyselytutkimukseen  vastanneet  alan  ammattilaiset.  Molempien
tutkimusten  kohteet  olivat  lähes  kaikki  sitä  mieltä,  että  refaktoroimalla  voidaan
helpottaa  sekä  ylläpitoa  että  uuden  toiminnallisuuden  kehittämistä.  Tutkielmaan
liittyvässä kyselyssä tiedusteltiin vastaajilta refaktoroinnin hyviä ja huonoja vaikutuksia
monivalintakysymyksen muodossa ja kukin negatiivinen vaihtoehto sai vain 2,4 – 9,3%
merkintää  siinä  missä  positiiviseksi  miellettävät  vaikutukset  merkittiin  kukin  80,5  –
92,7% vastauksista  (kuva 5.3.5).  Samoilla  linjoilla  olivat  myös  haastatellut,  sillä  he
kokivat refaktoroinnin yleisesti positiiviseksi ja hyväksi asiaksi. He kuitenkin totesivat
myös  ettei  refaktorointi  aina  onnistu,  vaan  rakenteita  voidaan  vahingossa  jopa
huonontaa.
Leppäsen ja kumppaneiden haastattelutukimukseen [LML15] osallistuneet arkkitehdit ja
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ohjelmistokehittäjät pitivät refaktorointia arvokkaana, mutta eivät osanneet selittää tai
perustella sitä yrityksen johdolle tai asiakkaille. ”Kysely refaktorointitietämyksestä ja
-käytännöistä”  -kyselyn  avoimeen  ”Jotain  muuta  sanottavaa  yleisesti  liittyen
refaktorointiin?”  -kysymykseen   tuli  muutamia  samansuuntaisia  vastauksia:
”Refaktorointiin  on  harvemmin  aikaa  ja/tai  resursseja”,  ”Voi  kumpa  olisi  aikaa
enemmän käytettävänä refaktorointiin!” sekä ”Harvoin tähän varataan tarpeeksi aikaa
budjetista. Tämä pitäisi olla hyvin olennainen osa koko agilea, koska vaatimukset voi
muuttua,  niin  myös  aikaa  pitäisi  varata  koodi  muutoksiin  jälkeenpäin.  Esimerkiksi
ymmärrys  asiakkaan  tarpeista  voi  selkeytyä  vasta  kun  ensimmäinen  versio  on
julkaistu.” Kyselytutkimukseen  vastanneista  puolestaan  refaktorointia  jokseenkin
hyödyllisenä  (22%),  hyödyllisenä  (43,9%)  tai  erittäin  hyödyllisenä  (31,7%)  piti
yhteensä lähes jokainen vastaaja, yhteensä 97,6%. 
Refaktorointiin  ryhdytään  molempien tutkimusten  mukaan useimmiten  nimen omaan
oman  kokemuksen ja  intuition  perusteella,  ei  niinkään erilaisten  mittausten  tulosten.
Haastattelututkimuksessa  arkkitehdit  ja  kehittäjät  katsoivat,  että  mittarit  eivät  tuota
hyödyllistä  tietoa,  ja  samankaltaista  suuntausta  voi  tulkita  myös
Refaktorointitietämyskyselystä;  Monivalintakysymyksen  ”Missä  vaiheessa  toteat
refaktoroinnin tarpeelliseksi? Toisin sanoen mikä saa sinut aloittamaan refaktoroinnin?”
vastauksissa analytiikkatyökalut oli valittu vain 17,1% tapauksista. Intuitioon liittyvät
vastaukset  mainittiin  puolestaan  vaihtoehdosta  riippuen  34,1  –  82,9%  kaikista
vastauksista.
Molemmissa  tutkimuksissa  nousi  myös  selkeästi  esille  se,  että  refaktorointia
harjoitetaan uuden toiminnallisuuden lisäämisen ja vikojen korjaamisen ohessa. Tämä
itsessään  tukee  väitettä  siitä,  että  esiteltyjen  staattiseen  analyysiin  perustuvien
tutkimusten otanta on ollut virheellinen.
Leppäsen ja kumppeneiden haastattelututkimuksessa [LML15] useimmat haastateltavat
ymmärsivät  refaktoroinnin  tarkoittavan  rakenteen  parantamista  ilman  ulkoisen
toiminnallisuuden  muutoksia,  mutta  kyselytutkimuksessa  vain  osa  vastanneista  osasi
määritellä  refaktoroinnin  näin.  Yksi  mahdollinen  syy  tähän  on  se,  että  Leppäsen  ja
kumppaneiden tutkimuksessa haastateltavat  olivat  yli  kymmenen vuotta  alalla  olleita
vanhempia arkkitehteja ja kehittäjiä kun taas kyselytutkimuksessa vastaajien kokemus
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oli hyvin tasaisesti jakautunut alle vuoden ja yli kymmenen vuoden kokemuksen välillä.
Kimin ja kumppaneiden tutkimus [KZN12] antoi  hyvin  samankaltaisia  tuloksia  kuin
tutkielmaa  varten  toteutettu  kyselytutkimus  sekä  Leppäsen  ja  kumppaneiden
haastattelututkimus.  Kimin ja  kumppaneiden tutkimuksen vastaukset  on relevanteilta
osin  esitelty  luvun  4.1  taulukoissa  4.3,  4.4  ja  4.5.  He  saivat  selville,  että
reaalimaailmassa  suoritettu  refaktorointi  eroaa  Fowlerin  tiukasta  määritelmästä
toiminnan  säilyttävinä  rakenteellisina  muutoksina  ohjelmassa.  Kim et  al  toteuttaman
kyselyn vastaajista siis 78% oli sitä mieltä, että refaktorointi on koodimuunnos,  joka
parantaa  ohjelmaa  jollain  tavalla  kuten  luettavuuden,  ylläpidetävyyden  tai
suorituskyvyn saralla. Vastanneista 46% ei edes maininnut ulkoisen toiminnallisuuden
säilyttämistä  refaktoroinnin  osana.  Eräs  vastaajista  määrittelikin  refaktoroinnin
seuraavasti: ”[Refaktorointi on] koodin muuttamista, jotta sitä olisi helpompi ylläpitää.
Kurinalaisesti puhuen refaktorointi tarkoittaa sitä että toiminnallisuus ei muutu, mutta
realistisesti  puhuen  sitä  tehdään  yleensä  toiminnallisuutta  lisättäessä  tai  vikoja
korjattaessa.” Kuten tutkielman kyselytutkimuksen tuloksista käy ilmi, tämä on hyvin
yleistä myös siihen vastanneiden keskuudessa. 
Yksi usein esille nostettu ongelma oli  automaattisten testien puute. Fowler määritteli
yhdeksi refaktoroinnin ehdottomaksi edellytykseksi nimenomaan kattavat yksikkötestit,
mutta  monien  vastausten  valossa  kuitenkin  yksikkötestejä  ei  täysin  hyödynnetä
refaktoroinnin  parissa.  Toteutetun  kyselytutkimuksen  mukaan  70,7%  hyödyntää
refaktoroinnin onnistumisen varmistamisessa yksikkötestejä (integraatiotestejä 65,9% ja
hyväksymistestejä  61%),  mutta  tämä  kuitenkin  jättää  vielä  suhteellisen  paljon
refaktorointeja  varmistamatta.  Lisäksi  monet  vastanneista  työskentelevät  mm.
testiautomaatioon  erikoistuvassa  yrityksessä,  joten  prosentuaaliset  osuudet  ovat
todennäköisesti  keskimääräistä  korkeampia.  Staattiseen  analyysiin  perustuvissa
tutkimuksissa  ei  otettu  lainkaan kantaa  siihen,  oliko  ohjelmistoille  toteutettu  kattava
testiautomaatio  vai  ei.  Testien  puute  vaikuttaa  siihen,  miten  hyvin  refaktoroinnin
tuloksen oikeellisuus voidaan varmistaa. Täten puute näkyy ainakin mitattaessa vika-
alttiutta.
Tutkimuskysymysten  kannalta  tulokset  ovat  hieman  epäselvät.  Ensimmäinen
tutkimuskysymys  ”Soveltuuko  staattinen  analyysi  refaktorinnin
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analysointimentelmäksi?” jää tutkielmassa hieman hämärän peittoon, sillä kirjallisuus ja
toteutettu kyselytutkimus implikoivat, että oikean asian mittaaminen on hyvin vaikeaa.
Mikäli otanta saataisiin kohdilleen ja mittarit valittaisiin huolellisesti, voitaisiin kylläkin
saada  hyödyllistä  tietoa  siitä  miten  refaktoirinti  vaikuttaa  erilaisiin  ulottuvuuksiin
ohjelmistossa. Näyttäisi kuitenkin siltä, että esimerkiksi Stroggyloksen ja Spinelliksen
tutkimuksen  olettamus  refaktorointikommitointien  atomisuudestä  sekä
kommitointiviestikäytännöistä  ei  pidä  paikkaansa  ja  tämä  voi  kyseisen  tukimuksen
osalta hyvinkin selittää sen tulokset.
Vastaus  toiseen  tutkimuskysymykseen,  ”Millaisia  vaikutuksia  refaktoroinnilla  on
ohjelmiston  laatuun  ohjelmoijien  näkokulmasta”,  vaikuttaisi  kuitenkin  olevan
suhteellisen  selvä.  Kaikissa  kvalitatiiviseen  analyysiin  pohjautuvissa  haastattelu-  ja
kyselytutkimuksissa nousi esille se, että refaktorointia pidetään hyvin merkittävänä ja
arvokkaana  työkaluna  ohjelmiston  sisäisen  laadun  parantamisessa.  Ohjelmistoalan
työntekijät  kokevat  refaktoroinnin  positiivisena  asiana,  jolla  mahdollistetaan
ohjelmiston jatkokehitys ja helpotetaan ylläpitoa.
73
7 Yhteenveto
Refaktoroinnin  arvioiminen  staattisen  analyysin  keinoin  on  hyvin  hankalaa,  koska
kunnollista  otantaa  on  todella  vaikeaa  saada.  Kehittäjien  refaktorointikäytännöt  ja
-tuntemus  sekä  erilaiset  tavat  käyttää  versionhallintaa  johtavat  tilanteeseen,  jossa
yksittäisiä  nimen  omaan  oikeaoppisia  refaktorointeja  on  todella  vaikeaa  poimia
tutkittavaksi  etenkin  suurissa  määrin  ja  jotenkin  automatisoidusti.  Oikeaoppisella
refaktoroinnilla tarkoitetaan tässä sellaista muutosta koodiin, joka ei lisää mitään uutta
toiminnallisuutta  ja  joka  viedään  versionhallintaan  erillisinä
refaktorointikommitointeina.  Murphy-Hill  ja  kumppanit  totesivat  kuitenkin
tutkimuksessaan, että kommitointiviesti ei indikoi luotettavalla tavalla, onko kyseinen
kommitointi  oikeasti  refaktorointi  vai  ei  [MPB12].  Tämän  lisäksi  monet  mittarit
näyttävät olevan refaktoroinnin kontekstissa vähintäänkin kyseenalaisia,  varsinkin jos
otanta on vähänkään pielessä. Esimerkiksi Soetens ja kumppanit totesivat, että heidän
tutkimuksessaan  monet  refaktoroinneiksi  merkityt  kommitoinnit  sisälsivät  oikeasti
myös toiminnallisuuden lisäämistä [SoD10]. Myös Sokol ja kumppanit havaitsivat, että
kompleksisuutta kasvattaneiden kommitointien kskuudessa itse asiassa 60%:ssa lisätiin
samalla toiminnallisuutta. Nämä seikat käyvät  ilmi myös teetetyn kyselytutkimuksen
vastauksista [SAG13]. Muutokset laadussa riippuvat hyvin paljolti piirteistä, jotka ovat
tarkastelun  kohteena.  Jos  tarkkaillaan  esimerkiksi  lapsien  määrää  mittaavaa  mittaria
(NOC),  ei  sen  arvon  perusteella  voida  suoraan  sanoa  mitään  ohjelmiston
ylläpidettävyydestä tai sen alipiirteistä.
Olisi  tietyssä  mielessä  syytä  tehdä  jako  reaalimaailman  ja  ihannetilanteen  välillä
refaktoroinnin tutkimisessa, sillä tulosten valossa näyttää kovasti siltä ettei keskiverto
ohjelmistokehittäjä  omaa  sellaista  tietoa  ja  taitoa  refaktorointiin  liittyen,  että  sitä
osattaisiin toteuttaa oikeaoppisesti. Oikeastaan yleisesti toteutetaan enemmänkin jotain
uudelleensuunnittelun  (reengineering),  uudelleenstrukturoinnin  (restructuring)  ja
refaktoroinnin  väliltä.  Termit  siis  näyttävät  reaalimaailmassa  sekoittuvan  keskenään.
Haastattelu  ja  kyselytutkimukset  osoittavat,  että  refaktorointia  tehdään  niin  usein
sekaisin  muun  kehitystyön  kanssa,  että  puhtaita  refaktorointikommitointeja  on
käytännössä suhteessa todella vähän. Soetens ja kumppanit mainitsivat myös, että koska
74
kommitointiviesteille  ei  ole  mitään  yhtenäistä  käytäntöä,  jää  osa
refaktorointikommitoinneista  huomaamatta.  Tällöin  laajat  staattiset  analyysit  eivät
yksinkertaisesti voi toimia, vaan niiden otanta ja siten myös tulokset vääristyvät. Tämä
tarkoittaa  pohjimmillaan  sitä,  että  otannan  alkiot  eivät  ole  keskenään  täysin
vertailukelpoisia. Tutkimuksien tulokset siis riippuvat paljolti myös siitä miltä kantilta
niitä  analysoi;  mikäli  kyse  on  reaalimaailman  refaktoroinnin  arvioinnista,  mittarien
tulokset  pitävät  tietyssä  mielessä  paikkansa.  Se,  mitataanko  niillä  sitä  mitä  oikeasti
halutaan  mitata,  on  asia  erikseen.  Laadun  mittaamisessa  ylipäätään  on  ensisijaisen
tärkeää ymmärtää mitä mitataan ja valita myös mittarit huolella sen mukaan.  
Jos halutaan tutkia refaktorointia puristisessa mielessä, käsitellyt staattiseen analyysiin
perustuvat  tutkimukset  eivät  kuvasta  refaktoroinnin  vaikutuksia  realistisesti.
Käsiteltyjen staattiseen analyysiin perustuvien tutkimuksien pohjalta on siis mahdotonta
sanoa  miten  refaktorointi  vaikuttaa  ohjelmiston  sisäiseen  laatuun,  koska  ideaalista
refaktorointia  edustavaa  otantaa  on  erittäin  vaikeaa  saada.  Tämä  johtuu  siitä,  että
käytännössä  refaktorointi  sekoittuu  uuden  toiminnallisuuden  lisäämiseen  [SAG13,
SoD10], kommitointiviesteistä ei voida päätellä tarpeeksi hyvin mitä kukin kommitointi
sisältää [MPB12] ja refaktoroitaessa kaikki kehittäjät eivät ole tietoisia refaktoroinnin
luonteesta  toiminnallisuuden  säilyttävinä  muutoksina  [SAG13]  kuten  tutkielmassa
toteutettu  refaktorointikyselykin  osoittaa.  Esimerkiksi  Stroggyloksen  ja  Spinelliksen
tutkimuksen [StS07] otanta vaikuttaa kärsivän huomattavasti näistä ongelmista.
Koska staattiseen analyysiin perustuvat tukimukset näyttävät osittain heikkolaatuisilta ja
refaktoroinnin  tavoitteena  on  saada  koodista  parempaa  nimen  omaan  kehittäjän
näkökulmasta,  voidaan  sen  onnistumista  parhaiten  analysoida  kysymällä  kehittäjiltä
itseltään  miten  he  kokevat  refaktoroinnin  yleisesti.  Sekä  käsitellyt  kysely-  ja
haastattelututkimukset  että  tutkielmaa  varten  toteutettu  kyselytutkimus  viittaavat
vahvasti  siihen,  että  refaktorointi  koetaan  hyvin  positiiviseksi  asiaksi,  jota
hyödyntämällä  myös  ohjelmiston  laatu  paranee.  Sillä  koetaan  olevan  suuri  vaikutus
ohjelmistoon  ja  se  koetaan  hyödylliseksi,  mutta  sen  toteuttaminen  on  yleensä  ollut
jokseenkin haastavaa. Kimin ja kumppaneiden tutkimukseen vastannut ohjelmistoalan
ammattilainen  kiteytti  asian  erittäin  hyvin:  ”Refaktoroinnin  arvoa on vaikea  mitata.
Miten  mitataan  kuinka  paljon  arvoa  saadaan  vioista,  joita  ei  koskaan  syntynyt  tai
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kuinka paljon aikaa säästetään myöhemmin toteutettavan toiminnallisuuden osalta?”
[KZN12] Tämä itsessään on hyvin merkittävä näkökulmakysymys, sillä refaktoroinnin
tulosten mittaaminen heti refaktoroinnin jälkeen ei ota lainkaan huomioon sitä aspektia,
että refaktorointi on itse asiassa sijoitus ohjelmiston tulevaisuuteen.
Kimin ja kumppaneiden tutkimuksessa [KZN12] Windows refaktorointitiimin tekemä
refaktorointi  laski  merkittävästi  moduulien  välisiä  riippuvuuksia  ja  julkaisunjälkeisiä
vikoja.  Ainakin  kyseisen  tutkimuksen  kontekstissa  näyttäisi  siltä,  että  vikojen
perspektiivistä  refaktoroimalla  tehdyt  muutokset  olivat  huomattavasti  luotettavampia
kuin  muut  muutokset.  Siis  refaktorointimuutoksien  seurauksena  vikatiheys  oli
pienempi, kuin muiden muutoksien jälkeen. Tämä puhuu merkittävästi refaktoroinnin
puolesta, sillä refaktorointi on nimen omaan sijoitus ohjelmiston ylläpidettävyyteen ja
sen  alipiirteisiin.  Vikatiheyden  lasku  siis  viestii  siten  nimen  omaan  refaktoroinnin
onnistumisesta  paljon  paremmin  kuin  esimerkiksi  McCaben  syklomaattisen
kompleksisuuden muutokset.
Soetens  ja  kumppanit  totesivat,  että  kompleksisuuden  lasku implikoi  että  koodia  on
refaktoroitu,  joskaan  refaktorointi  ei  aina  johtanut  kompleksisuuden  laskuun.  Tämä
johtuu  osittain  erilaisten  refaktorointien  luonteesta  [SoD10].  Kuten  Sokolin  ja
kumppaneiden  tutkimusta  arvioivassa  osiossa  sanottiin,  he  totesivat,  että  vaikka
kvantitatiivinen analyysi  indikoi,  ettei  refaktorointi  vähennä koodin kompleksisuutta,
näytti  kvalitatiivisen  analyysin  pohjalta  kuitenkin  siltä,  että  refaktorointi  parantaa
koodin  laatua.  Luettavuuden  ja  ylläpidettävyyden  kannalta  suurimmalla  osalla
refaktorointeja oli positiivinen vaikutus [SAG13].
Toteutetun kyselytutkimuksen lisäksi monessa yhteydessä esiin tuli selkeästi myös se,
että  erilaisia  mittareita  ei  pidetä kovin luotettavina tiedonlähteinä [KZN12, LML15].
Tästä johtuen refaktorointipäätökset nojaavat useimmiten kehittäjien omaan intuitioon
ja  samansuuntaisesti  myös  Martin  Fowler  totesi,  etteivät  erilaiset  mittarit  kykene
voittamaan  ohjelmoijan  intuitiota  [FoB99].  Samankaltaisesti  myös  refaktoroinnin
automaatiotyökaluja käytetään kyselyiden mukaan suhteellisen vähän.
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7.1 Mahdolliset jatkotutkimukset
Lähtökohtaisesti refaktorointi on sijoitus ohjelmiston tulevaisuuteen ja tapa saada siitä
helpommin  käsiteltävä  ohjelmoinnin  näkökulmasta.  Laadun  tutkiminen  välittömästi
ennen ja jälkeen refaktoroinnin on siis merkillinen premissi tutkimukselle. Tätä voisi
verrata  taloudelliseen  tutkimukseen  jossa  mitataan  sijoitusrahaston  kannattavuutta
välittömästi rahojen sijoittamisen jälkeen kun summasta on lohkaistu alun hoitokulut,
mutta tuottoa ei ole vielä kertynyt.  Analysointiin soveltuisivat paremmin menetelmät,
jotka ottavat huomioon tämän luonteen. Yksi tällainen menetelmä voisi olla luvussa x
esitelty kuumien pisteiden analyysi, sillä sen avulla voitaisiin tunnistaa paremmin onko
jonkin  tietyn  moduulin  tai  moduulien  joukon  refaktorointi  onnistunut  vai  ei;  Onko
refaktorointiin  tehty sijoitus  kasvanut  korkoa,  tai  pikemminkin  onko sillä  onnistuttu
lyhentämään teknistä velkaa? Tällöinkin olisi toki tärkeää tukia myös onko muutosten
tarve yleisesti vähentynyt, vai ovatko muutokset vain siirtyneet moduulista toiseen. 
Toinen tapa tutkia refaktoroinnin onnistumista olisi tarkastella ohjelmiston vikatiheyttä
ajan saatossa esimerkiksi tarkkailemalla, kuinka paljon ohjelmistosta yleisesti kirjataan
vikoja  ennen  ja  jälkeen  refaktoroinnin.  Kolmas  mielenkiintoinen  tapa  tukia
refaktorointia ylipäätään olisi ottaa kaksi ryhmää ohjelmistokehittäjiä, kouluttaa toiselle
perinpohjaisesti  refaktorointi  ja  sen  jälkeen  teettää  saman  ohjelmiston  refaktorointi
kummallakin  ryhmällä  ja  lopuksi  analysoida  staattisesti  esimerkiksi  syklomaattista
kompleksisuutta,  koheesiota  ja  kytkentää.  Tästä  voitaisiin  saada  tietoa  siitä,  kuinka
paljon  refaktorointitaito  vaikuttaa  kyseisten  mittareiden  antamiin  tuloksiin
refaktoroinnin yhteydessä. Tässä lähestymistavassa tulisi kuitenkin ottaa huomioon, että
myös yksittäisten kehittäjien ohjelmointitaito ja kokemus vaikuttavat tuloksiin.
Refaktorointia  olisi  myös  mielenkiintoista  tutkia  taloudellisesta  näkökulmasta,  sillä
motivaationa  refaktorointiin  kaupallisessa  ohjelmistokehityksessä  on  kuitenkin  myös
ylläpitoon  käytetyn  ajan  minimointi,  siis  ylläpitokustannusten  leikkaaminen.  Mitä
vähemmän  ohjelmistokehittäjä  käyttää  aikaa  jonkin  ohjelmiston  ylläpitoon,  sitä
enemmän  hän  pystyy  käyttämään  aikaa  uusien  ohjelmistojen  tekemiseen.  Mikäli
ylläpitotehtävät  kuuluvat  joko  kuukausiperustaiseen  laskutukseen  tai  ovat  takuun
piirissä, on niihin käytetty aika suoraan pois ylläpitoprojektin tuotosta. Olisi esimerkiksi
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valaisevaa  nähdä,  miten  täsmälleen  sama  lähtökohtaisesti  heikkolaatuinen  ohjelma
pärjää kahdessa eri kaupallisessa ympäristössä siten, että toista verrokkia refaktoroidaan
ja  toista  ei.  Tässäkin  tapauksessa  kuitenkin  refaktoroijan/ylläpitäjän  taidot
vaikuttavaisivat huomattavsti lopputulokseen.
78
Lähteet
BaR79 Basili, V.R.,  Reiter, R.W., Evaluating automatable measures of s/w 
development, Proceedings of IEEE Workshopon Quantitative Software 
Models, 1979, pp. 107 – 116
BWD99 Briand, LC., Wüst, J., Daly, JW., Porter VD., Exploring the relationships 
between design measures and software quality in object-oriented systems, 
Journal of Systems and Software, Volume 51, Issue 3, 1 May 2000, pp. 245-
273
ChK91 Chidamber, S.R., Kemerer, C.F., Towards a metrics suite for object-oriented
design, PROCEEDINGS: OOPSLA ’91, July 1991, pp. 197-211.
CHL06  Counsell, S., Hassoun, Y., Loizou, G., Najjar, R., ”Common Refactorings, 
a Dependency Graph and some Code Smells: An Empirical Study of Java 
OSS”, ISESE 06 Proceedings of the 2006 ACM/IEEE international 
symposium on Empirical software Engineering, pp. 288-296
Cun92 Cunningham, W. the Wycash portfolio management system. ooPSla 1992,
experience report. http://c2.com/doc/oopsla92.html [23.1.2017]
DDV04 Du Bois, B., Demeyer, S., Verelst, J., Refactoring – Improving coumping 
and Cohesion of Existing Code, Proceedings of the 11th Working 
Conference on Reverse Engineering (WCRE’04), November 2004
DuM03 Du Bois, B., Mens, T., Describing the impact of refactoring on internal 
program quality, Proceedings of the International Workshop on Evolution of
Large-scale Industrial Software Applications, 2003, pp. 37-48
FoB99 Fowler, M., Beck, K., Refactoring: Improving the Design of Existing Code, 
Addison-Wesley 1999
Fow13 Fowler, M., ”Catalog of Refactorings” https://refactoring.com/catalog/ 
[18.4.2017]
Fow14 Fowler, M., ”Workflows of Refactoring” 
79
https://martinfowler.com//articles/workflowsOfRefactoring/ [12.4.2017]
GMR05 Geppert, B., Mockus. A., Rossler, F., ”Refactoring for changeability – A 
way to go?”, Proceedings of the 11th IEEE International Software Metrics 
Symposium, Sept. 2005
Han78 Hansen, W., Measurement of program complexity by the pair:(Cyclomatic 
Number, Operator Count), ACM SIGPLAN Notices, Volume 13 Issue 3, 
March 1978, pp. 29-33
KZN12 Kim, M., Zimmermann, T., Nagappan, N., A field study of refactoring 
challenges and benefits, FSE ’12 Proceedings of the ACM SIGSOFT 20th 
International Symposium on the Foundations of Software Engineering, 
Article No. 50.
LeB85 Lehman, M., Belady, L., Program evolution: process of sofware change, 
Academic Press Professional, Inc. San Diego, CA, USA 1985
LiH93 Li, W., Henry, S., ”Object-oriented metrics that predict maintainability”, 
Journal of Systems and Software, Volume 23, Issue 2, November 1993, pp. 
111-122
LML15 Leppänen, M., Mäkinen, S., Lahtinen, S., Sievi-Korte, O., Tuovinen, A-P., 
Männistö, T., Refactoring – a Shot in the Dark?, IEEE Software, Volume: 
32, Issue: 6, Nov.-Dec. 2015, pp. 62-70
McC76 McCabe, T.J., A Complexity Measure, IEEE Transactions on Software 
Engineering, Volume: SE-2, Issue: 4, Dec. 1976
MeT04 Mens, T., Tourwé, T., A Survey of Software Refactoring, IEEE 
Transactions on Software Engineering, Vol 30, No. 2, February 2004 pp. 
126-139
MPB12 Murphy-Hill, E., Parnin, C., Black, A.P., How We Refactor, and How We 
Know It, IEEE Transactions on Software Engineering, Volume: 38, Issue: 1,
Jan.-Feb. 2012
MuB08 Murphy-Hill., E., Black, A.P.,  ”Refactoring Tools: Fitness for Purpose”, 
IEEE Software, Volume 25, Issue 5, Sept.-Oct. 2008
80
Mye77 MYERS, G.J., An extension to the cyclomatic measure of program 
complexity, ACM SIGPLAN Notices, Volume 12, Issue 10, October 1977 
pp. 61-64
Opd92 Opdyke, F.W., Refactoring Object-Oriented Frameworks, Thesis, 
University of Illinois at Urbana-Champaign, 1992
SAG13 Sokol, F.,  Aniche, M., Gerosa, M.,  Does the act of refactoring really make 
code simpler? a preliminary study, 4th Brazilian Workshop on Agile 
Methods, 2013
She88 Shepperd, M., A critique of cyclomatic complexity as a software metric, 
Software Enigeering Journal, Volume 3, Issue 2, March 1988
SoD10 Soetens, Q., Demeyer, S., Studying the Effect of Refactorings: A 
Complexity Metrics Perspective, Seventh International Conference on the 
Quality of Information and Communications Technology (QUATIC), 2010, 
Pages 313-318
Son17 Sonarqube, ”Continuous Code Quality Platform” 
https://www.sonarqube.org/ [14.4.2017]
StS07 Stroggylos, K., Spinellis, D., Refactoring – Does it improve software 
quality?,  WoSQ '07 Proceedings of the 5th International Workshop on 
Software Quality Page 10
SQR11 ISO/IEC 25010:2011 Systems and software engineering--Systems and 
software Quality Requirements and Evaluation (SQuaRE) – System and 
software quality models 
SQR15 ISO/IEC 25023:2015 Systems and software engineering--Systems and 
software Quality Requirements and Evaluation (SQuaRE) – Measurement 
of  system and software product quality
Tor15a Tornhill, A., ”Your Code as a Crime Scene, Use Forensic Techniques to 
Arrest Defects, Bottlenecks and Bad Design in Your Programs”,  Pragmatic 
Bookshelf, March 2015
Tor15b Tornhill, A., ”code-maat” https://github.com/adamtornhill/code-maat 
81
[25.1.2017]
Tor15c Tornhill, A., ”Codescene”, https://codescene.io/ [19.4.2017]
WHH03 Wohlin, C., Höst, M., Henningsson, K., ”Empirical Research Methods in 
Software Engineering”, Chapter ”Empirical Methods and Studies in 
Software Engineering”,  Volume 2765 of the series ”Lecture Notes in 
Computer Science” pp. 7-23
Zel78 Zelkowitz, M. V., “Perspectives in Software Engineering”, ACM 
Computing Surveys (CSUR), Volume 10 Issue 2, June 1978, pp. 197-216
1Liite 1. SQuaRE -standardin kuvaus ohjelmiston 
käytönaikaisen laadun piirteistä ja alipiirteistä
Vaikuttavuus (effectiveness)
Tarkkuus ja täydellisyys, jolla käyttäjät saavuttavat tietyt tavoitteet.
Tehokkuus (efficiency)
Käytetyt  resurssit  suhteessa  tarkkuuteen  ja  täydellisyyteen,  jolla  käyttäjät  
saavuttava titetyt tavoitteet.
Tyytyväisyys (satisfaction)
Taso,  jolla  käyttäjän  tarpeet  on  tyydytetty   kun  tuotetta  tai  järjestelmää  käytetään
määritellyllä tavalla.
Tyytyväisyyden alipiirteet
◦ Käyttömukavuus (comfort)
Tuotteen fyysinen käyttömukavuus
◦ Luottamus (trust)
Taso,  jolla  käyttäjä  tai  sidosryhmä  luottaa  järjestelmän  käyttäytyvän  
halutulla tavalla.
◦ Käyttämisen ilo (pleasure)
Mielihyvän taso, jonka käyttäjä saa tarpeidensa täyttämisestä
◦ Hyödyllisyys (usefulness)
Käyttäjän tyytyväisyyden taso tuotteen käytön tuloksiin ja seurauksiin.
Riskittömyys
Taso,  jolla  ohjelmisto  tai  järjestelmä  lieventää  tai  estää  mahdolliset  taloudelliset,
terveydelliset tai ympäristöllsiet vahingot.
Riskittömyyden alipiirteet
• Taloudellisten riskien hallinta
Taso,  jolla  ohjelmisto  tai  järjestelmä  lieventää  tai  estää  mahdolliset  riskit
2taloudelliselle  tilalle,  tehokkaalle  toiminnalle,  kaupalliselle  omaisuudelle,
maineelle tai muulle resurssille käytön asiayhteydessä.
• Terveys- ja turvallisuusriskien hallinta
Taso, jolla ohjelmisto tai  järjestelmä lieventää tai  estää mahdolliset  ihmisiin  
kohdistuvat riskit käytön asiayhteydessä
• Ympäristöriskien hallinta
Taso, jolla ohjelmisto tai järjestelmä lieventää tai estää mahdolliset ympäristöön 
kohdistuvat riskit käytön asiayhteydessä
Käyttötilanteiden kattavuus
Taso,  jolla  ohjelmistoa  tai  järjestelmää  voi  käyttää  vaikuttavasti,  tehokkaasti,
riskittömästi  ja  tyydyttävästi  sekä  alkuperäiseen  määrittelyyn  sopivalla  että  siitä
poikkeavalla tavalla.
Käyttötilanteiden kattavuuden alipiirteet
• Joustavuus
Taso jolla ohjelmistoa tai  järjestelmää voi käyttää vaikuttavasti,  tehokkaasti,  
riskittömästi ja tyydyttävästi alkuperäisestä määrittelystä poikkeavalla tavalla.
• Käyttötilanteiden täydellisyys
Taso, jolla ohjelmistoa tai järjestelmää voi käyttää vaikuttavasti,  tehokkaasti,  
riskittömästi ja tyydyttävästi alkuperäiseen määrittelyyn sopivalla tavalla.
Liitteet ovat tässä vain sisällysluettelon ja esitystavan mallina. Jokainen liite aloitetaan
yleensä uudelta sivulta, jonka alkuun tulee liitteen numero ja nimi. Kunkin liitteen sivut
numeroidaan erikseen.
Liite on paitsi dokumenttia täydentävä osuus myös itsenäinen kokonaisuus. Liite ei siten
voi olla pelkästään kuva tai ohjelmanpätkä,  vaan liitteessä on ilmaistava sen sisällön
laatu ja tarkoitus.
3Liite 2. SQuaRE -standardin kuvaus ohjelmiston tuotelaadun 
piirteistä ja alipiirteistä
Tominnallinen sopivuus
Taso,  jolla  tuote  tai  järjestelmä  tarjoaa  toiminnot,  jotka  vastaavat  määriteltyjä  tai
implikoituja tarpeita tietyissä olosuhteissa.
• Toiminnallinen kattavuus
Taso, jolla toiminnot kattavat määritellyt tehtävät ja käyttäjien tarpeet
• Toiminnallinen oikeellisuus
Taso, jolla tuote tai järjestelmä tuottaa oikeat ja tarpeeksi tarkat lopputulokset
• Toiminnallinen soveltuvuus
Taso,  jolla  tominnallisuus  soveltuu  määriteltyjen  tehtävien  ja  tarpeiden  
toteuttamiseen
Toiminnan tehokkuus
Suorituskyky  suhteessa  resursseihin,  kun  järjestelmää  käytetään  määritellyissä
olosuhteissa
• Vasteaika
Taso,  jolla  järjestelmän  vaste-  ja  suoritusajat  sekä  läpivienti  (throughput)  
vastaavat asetettuja vaatimuksia määriteltyjä toimintoja suoritettaessa
• Resurssien käyttö
Taso,  jolla  järjestelmän  resurssienkäyttö  vastaa  vaatimuksia  määriteltyjä  
toimintoja suoritettaessa
• Kapasiteetti
Taso, jolla järjestelmän äärirajat vastaavat määriteltyjä rajoja
Yhteensopivuus
Taso, jolla tuote, järjestelmä tai komponentti voi vaihtaa tietoa muiden 
tuotteiden, järjestelmien tai komponenttien kanssa ja suorittaa siltä vaaditut 
toiminnot jakaen saman palvelin- tai ohjelmistoympäristön
4• Rinnakkaistoiminta
Taso, jolla tuote voi suorittaa siltä vaaditut toiminnot jakaessaan ympäristön ja 
resurssit muiden tuotteiden kanssa siten, että sen toiminta ei hankaloita muiden 
tuotteiden toimintaa
• Yhteistoiminta
Taso, jolla kaksi tai useampi järjestelmä, tuote tai komponentti voi vaihtaa 
keskenään tietoa ja hyödyntää sitä
Käytettävyys
Taso, jolla tietyt käyttäjät voivat käyttää tuotetta tai järjestelmää saavuttaakseen 
määritellyt tavoitteet vaikuttavasti, tehokkaasti ja tyydyttävästi määritellyssä 
asiayhteydessä
• Oikeellisuuden tunnistaminen
Taso, jolla käyttäjät voivat tunnistaa tuotteen tai järjestelmän oikeellisuuden 
tarpeidensa täyttämiseen
• Opittavuus
Taso, jolla määritellyt käyttäjät voivat käyttää järjestelmää tai tuotetta 
oppiaksene käyttämään sitä vaikuttavasti, tehokkaasti, riskittömästi ja 
tyydyttävästi määritellyssä asiayhteydessä
• Käyttämisen hallinta
Taso, jolla tuotteessa tai järjestelmässä on ominaisuuksia, joiden avulla sitä on 
helppo käyttää ja hallita
• Käyttäjän tekemien virheiden suojaus
Taso, jolla järjestelmä estää käyttäjiä tekemästä virheitä
• Käyttöliittymän estetiikka
Taso, jolla käyttöliittymä mahdollistaa järjestelmän miellyttävän ja tyydyttävän 
käytön käyttäjälle
• Esteettömyys
Taso, jolla eri tasoiset ja kykyiset käyttäjät voivat käyttää järjestelmää tai 
5tuotetta
Luotettavuus
Taso, jolla järjestelmä, tuote tai komponentti suorittaa määritellyt toiminnot 
määritellyissä olosuhteissa tietyn aikajakson aikana
• Kypsyys
Taso, jolla järjestelmä, komponentti tai tuote täyttää käyttäjän 
luotettavuustarpeet normaalissa käytössä
• Saatavuus
Taso, jolla järjestelmä, komponentti tai tuote on toimintakykyinen ja 
käytettävissä
• Vikasietoisuus
Taso, jolla järjestelmä, komponentti tai tuote toimii tarkoitetulla tavalla laite- tai 
ohjelmistovioista huolimatta
• Elpymiskyky
Taso, jolla tuote tai järjestelmä voi elpyä normaalitilaan vikatilanteen sattuessa
Turvallisuus
Taso, jolla tuote tai järjestelmä suojelee tietoa siten, että käyttäjillä tai muilla 
tuotteilla on pääsy vain heille tarkoitettuun tietoon
• Luottamuksellisuus
Taso, jolla tuote tai järjestelmä pitää huolta siitä että tieto on saatavailla vain 
sellaisille toimijoille, joilla on valtuutus sen näkemiseen
• Eheys
Taso, jolla järjestelmä, komponentti tai tuote estää luvattoman pääsyn ohjelmiin 
tai tietoon
• Osoitettavuus
Taso, jolla järjestelmä voi todistaa asioiden tapahtuneen siten, että niitä ei voi 
myöhemmin kiistää
6• Vastuullisuus
Taso, jolla toimijan teot voidaan yksilöivästi jäljittää toimijaan
• Aitous
Taso, jolla kohteen tai resurssin voidaan osoittaa olevan se, joka ilmoittaa 
olevansa
Ylläpidettävyys
Tehokkuuden ja tehollisuuden taso, jolla ylläpitäjät voivat muokata järjestelmää
• Modulaarisuus
Taso, jolla järjestelmä on rakennettu erillisistä komponenteista siten, että 
yksittäisten komponenttien muokkaaminen aiheuttaa mahdollisimman 
vähän muutoksia muissa komponenteissa.
• Uudelleenkäytettävyys
Taso, jolla yksittäisiä resursseja voidaan käyttää uudelleen joko samassa 
tai muissa järjestelmissä
• Arvioitavuus
Taso, jolla voidaan arvioida muutosten tekemisen vaikutuksia, etsiä vikoja 
ja puutteita tai tunnistaa osia joita tarvitsee muuttaa
• Muokattavuus
Taso, jolla olemassaolevaa tuotetta tai järjestelmää voidaan muokata 
huonontamatta sen laatua tai luomatta vikoja
• Testattavuus
Taso, jolla testikriteereitä voidaan tunnistaa järjestelmä, tuote ja 
komponenttitasolla ja suorittaa testejä niiden kriteereiden täyttymisen 
varmistamiseksi
Siirrettävyys
7Taso, jolla järjestelmä, tuote tai komponentti voidaan siirtää tehokkaasti 
laitteistosta, ohjelmistosta tai muusta ympäristöstä uuteen
• Sovitettavuus
Taso, jolla tuote tai järjestelmä voidaan tehokkaasti sovittaa uuteen laite-, 
ohjelmisto- tai muuhun ympäristöön
• Asennettavuus
Tehokkuus, jolla tuote tai järjetselmä voidaan asentaa tai poistaa ympäristöstä
• Korvattavuus
Taso, jolla tuote voi korvata toisen samaan tarkoitukseen käytetyn tuotteen 
samassa ympäristössä
8Liite 3. Tutkielmassa toteutetun refaktorointikyselyn 
kysymykset
Kysymys Kysymyksen tyyppi
1) Kuinka pitkä kokemus sinulla on IT-alalta? Valintakysymys
2) Työnantajasi kokoluokka Valintakysymys
3) Mitä tuotatte? Monivalintakysymys
4)  Missä  tehtävissä  toimit,  mikä  kuvaa  parhaiten
työtehtäviäsi?
Monivalintakysymys
5) Määrittele mitä refaktorointi mielestäsi tarkoitta Avoin kysymys
6)  Millä  tavalla  refaktorointi  mielestäsi  vaikuttaa
ohjelmistoon?
Monivalintakysymys
7)  Kuinka  suuri  vaikutus  refaktoroinnilla  on  mielestäsi
koodiin/ohjelmistoon?
Lineaarinen asteikko (Likert)
(Ei lainkaan vaikutusta – Suuri
vaikutus)
8) Kuinka hyödylliseksi koet refaktoroinnin? Lineaarinen asteikko (Likert)
(En  lainkaan  hyödylliseksi  –
erittäin hyödylliseksi)
9) Kuinka hyvin refaktoroinnilla on mielestäsi saavutettu se
mitä on lähdetty tavoittelemaan?
Lineaarinen asteikko (Likert)
(Ei lainkaan – Erittäin hyvin)
10) Onko refaktoroiminen ollut yleensä haastavaa? Lineaarinen asteikko (Likert)
(Erittäin  haastavaa  –  Ei
lainkaan haastavaa)
11)  Missä  vaiheessa  toteat  refaktoroinnin  tarpeelliseksi?
Toisin sanoen mikä saa sinut aloittamaan refaktoroinnin?
Monivalintakysymys
12)  Kun  refaktoroit,  teetkö  siitä  versionhallintaan  erillisen
kommitin?
Valintakysymys
13)  Kun  olet  refaktoroinut  jotain  ja  viet  koodia
versionhallintaan,  merkitsetkö  viestissä  jollain  tavalla  että
koodia on refaktoroitu?
Valintakysymys
14) Jos vastasit edelliseen kysymykseen "Kyllä" tai "Joskus",
miten merkitset kommitoinnin (kirjoitatko esimerkiksi jotain
avainsanoja kommitointiviestiin)?
Avoin kysymys
15)  Refaktoroitko  samanaikaisesti  kun  kehität  muuta
toiminnallisuutta?  (Eli  teetkö  refaktorointia  muun
kehittämisen,  esimerkiksi  toiminnallisuuden  lisäämisen,
yhteydessä?)
Valintakysymys
16)  Käytätkö  joitain  automaattisia  työkaluja  apunasi,  kun
refaktoroit tai kartoitat refaktoroitavia kohteita?
Monivalintakysymys
17)  Kun  refaktoroit,  sovellatko  tietoisesti  jotain  tuntemiasi
refaktorointitekniikoita (esim. pull up method, extract class)?
Valintakysymys
18)Varmistatko  jotenkin,  että  refaktorointi  onnistuu  eikä
esimerkiksi riko toiminnallisuutta?
Monivalintakysymys
919) Jotain muuta sanottavaa yleisesti liittyen refaktorointiin? Avoin kysymys
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Liite 4. Tutkielmassa toteutetun refaktorointikyselyn 5. 
kysymyksen vastaukset
Avoimet vastaukset (”Määrittele mitä refaktorointi mielestäsi tarkoittaa”)
Olemassa olevan koodin laadun parantamista
Koodin laadun parantamista sen jälkeen, kun se on kerran "saatu valmiiksi"
Koodin uudelleenkirjoittamista parempaan muotoon
Koodin ylläpitoa selkeämpään suuntaan
Ohjelmistokoodin muokkausta niin, että koodi toimii ulkoapäin tarkasteltuna samalla
tavalla kuin aiemminkin, mutta koodin toteutusta on muutettu.
Koodin muokkaamista toimivampaan, selvempään ja luettavampaan muotoon
Kompleksiteetin vähentämistä ja deprekoinnin lisäystä
Ohjelman  uudelleen  järjestelyä  luettavuuden,  ylläpidettävyyden  ja  muokattavuuden
parantamiseksi
Koodin parantamista ja kiilloitusta.
Eräänlaista refaktorointia on esimerkiksi keittiön kaapin siivoaminen, missä poistetaan
vanhentuneeksi menneet elintarvikkeet, ostetaan ehkä muutama containeri (kjeh kjeh)
eri tavaroille ja muuten järjestellään asiat loogiseen järjestykseen.
Koodin  laadun  ja  ylläpidettävyyden  parantamista  ilman  muutosta  ohjelmiston
toimintaan.
Parantaa ohjelmiston laatua
Koodin uudelleen kirjoittamista/pilkkomista paremmin luettaviksi ja ylläpidettäviksi,
yleensä  myös  pienemmiksi,  kokonaisuuksiksi  pääasiassa.  Refaktorointi  voi  myös
jossain tapauksissa tarkoittaa että osa koodista kirjoitetaan uudelleen: voidaan tarvita
esimerkiksi arkkitehtuuriin muutoksia, jotka eivät onnistu ilman kokonaan uudelleen
kirjoittamista.
Ohjelmiston osien/koodin uudelleen järjestelemistä tai muokkaamista selkeämmäksi,
sekä koodin siivoamista.
Asioiden parantamista retroperspektiivistä
koodin uudelleenjärjestelyä joka ei muuta toiminnallisuutta
Koodin uudelleenkirjoittamista
Valmiin koodin parantamista.
Ohjelman  sisäistä  uudistamista.  Parannetaan  koodia  ilman  että  ohjelman  toiminto
muuttuu.
Koodin suorituksen ja ymmärrettävyyden parantamista
Refaktoronnissa uudelleenmuotoillaan ohjelmiston rakennetta ja arkkitehtuuria
Koodin selkeyttämistä
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Ohjelmistokoodin  tai  -arkkitehtuurin  muuntaminen  huonoksi  todetusta  parempaan
muotoon.
Koodin hieromista paremmaksi ilman että sen toteuttama funktio muuttuu.
paskasta koodista tulee hyvää.
ohjelmiston rakenteen muokkausta ilman että sen toiminnallisuus muuttuu
Koodin  muuttamista  niin,  että  koodi  on  ymmärrettävämpää/luettavampaa/helposti
muokattavampaa, tekemättä muutoksia softan toimintaan
Ei  muuteta  ulos  päin  näkyvää  toiminnallisuutta,  mutta  muutetaan  toiminnallisuutta
sisältä. Yleensä esimerkiksi koodikannan siistimistä ymmärrettävän muotoon.
Koodin muokkaamista uudelleen
Jonkin koodin osan kirjoittamista uudelleen ei tavalla jonkin koodissa tai ohjelmassa
olevan ongelman ratkaisemiseksi
Koodin uudelleen harkintaa, siistimistä, järjestelyä
Muutetaan koodia selkeämpään suuntaan ilman että  tarkoituksellisesti  tuodaan lisää
ominaisuuksia.
Olemassa  olevan  koodin  muuttamista  niin  että  toiminnallisuus  itsessään  ei  muutu
mutta toteutuksen laatu, jollain mittarilla (luettavuus, tehokkuus jne.) paranee.
Koodin  uudelleenkirjoittamista  selkeämmäksi  /  tehokkaammaksi  /  siistimmäksi
toiminnallisuuden säilyen entisellään
Koodin läpikäynti ja muunto parempaan/ymmärrettävämpään muotoon
Ohjelmakoodin muuttaminen ilman että ohjelman toiminnallisuus muuttuu
Koodin sisäisen rakenteen muuttamista toiminnallisuutta muuttamatta
Ohjelmiston (tai menetelmän) uudelleen tekemistä siten, että se on ylläpidettävämpi
sekä helpommin laajennettavissa
Koodin  uudelleen  jäsentelyä  ja  siistimistä  helpommin  luettavaksi  ja  parhaassa
tapauksessa jopa tehokkaammaksi.
Koodin  siirtämistä,  pilkkomista  yms  juttuja  jotka  eivät  muuta  sen  toimintaa,  eikä
rajapintoja.
Ohjelmiston rakenteen muokkaamista "parempaan" suuntaan
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Liite 5. Tutkielmassa toteutetun refaktorointikyselyn 14. 
kysymyksen vastaukset
Avoimet vastaukset (”Jos vastasit edelliseen kysymykseen "Kyllä" tai "Joskus", miten merkitset
kommitoinnin (kirjoitatko esimerkiksi jotain avainsanoja kommitointiviestiin)?”)
Refactor xyz
versionhallinnan  viestin  sisällössä  kerron,  että  kyseessä  on  refaktorointi.  esim:
"refactored xyz to bla bla"
Refactored/Improve/Fix
refactored x by making y
"Refactored x" / "Changed implementation of x"
Mainitsen refaktoroidut asiat refactored-merkinnällä
Commit-viestin pitäisi olla tarpeeksi selvä.
"Refactoring",  jonka perään luokat/funktiot/tiedostot,  jotka muutettu ja miten.  Esim.
"Refactoring, changed all do_y functions to use new function do_y"
jottain kirjotan refaktoroinnista
No intended changes to behavior
Kirjoitan mitä osaa olen refaktoroinut, sisältäen avainsanat siis
Refactored structure/section XX / Refoctored unnecessary repetition
Kommitointiviestissä lukee sana refactoring tai  jos on issue managementti  käytössä
niin siitä on ollut oma taski mihin viitata
reafactored x
Kommitointiviestillä
parannus to something on something
Refactored on hyvä avainsana kertomaan refaktoroinnista
"refactoring"
Changed X to (work like/support) Y tms.
Kirjoitan kommittiin mitä osia on refaktoroitu.
Kuvailen mikä muutoksen tarkoitus oli mahdollisimman lyhyesti ja ytimekkäästi
Refactored X
En tee refaktorointia koskaan jonkun featuren kanssa samassa commitissa. Luultavasti
commit message alkaa tai vähintäänkin yksi ensimmäisistä sanoista on refactoring.
refactored <refaktoroinnin kohde>
esim. refaktoroitu funktio x, y, ja z
komponentin a toiminnallisuuksia yhdenmukaistettu, redudant koodia poistettu, kaikki
double quatet korvattu single quateilla ... (in english)
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Tarkoituksenmukainen commit viesti aivan kuten kaikissa muissakin tapauksissa
Käytän termiä "refactoring" git kommentissa.
esim: "Refactored class x"
Mainitsen  että  koodia  on  refaktoroitu  ("refactored"/"refactor")  tai  joskus  että  on
yksinkertaistettu ("simplified")
Tarkempi kuvaus tai vain maininta refaktoroinnista jos on triviaalimpi muutos
Kerron refaktoroinnin kohteen sekä mahdolliset hyödyt.
Ihan vaan refaktorointi ja muokattujen luokkien yms. nimet
Refactored this and that because foo. tai vastaavaa
Refaktorointi  tarkoittaa  yleensä  koodin  muokkamista  eli  committiin  tulee  normaali
viesti siitä mitä on muutettu. Refaktorointi on niin laaja käsite että yleensä parempi on
konkreettisesti  selvittää  miksi  jotain  on  muokattu  kuin  viitata  noin  geneeriseen
käsitteeseen kuin refaktorointi.
