Political scientists frequently study the public communications of members of Congress to better understand their electoral strategies, policy responsiveness, ability to influence public opinion and media coverage of Congress. However, di↵erent studies base their conclusions on di↵erent communication channels, including (among others) member websites, newsletters, press releases, and social media. These scholars have taken these individual sources as fully representative of the communication strategy of the elected o cial as a whole. However, what has not been asked is whether members communicate the same or di↵erent messages across these di↵ering channels? In this paper we look at the members' press releases, Twitter, and Facebook messages sent from August to December 2014 in order to study to what extent their communication strategy is consistent across channels. We use an automatic semi-supervised method to classify the messages into political issues and to assess the validity of inferring broader communication patterns from a single source. Do members tend to highlight the same or di↵erent issues, and attempt to appeal to the same or di↵erent audiences across di↵erent communications channels? Does message consistency vary over time or context such as district competitiveness? Through this work we aim to give an empirical grounding to the implied notion that studying one communication channel is a proxy for studying all communication channels.
Introduction
Congressional communication scholars study the communication strategy of members of Congress in order to better understand their interests, their policy positions and how political representation works (e.g. Mayhew 1974; Fenno 1978; Franklin 1991; Lipinski 2004; Groeling 2010; Carson et al. 2010; Grimmer 2013) . However, although these scholars study the same phenomenon, they often use di↵erent data sources. For example, Fenno (1978) follows members of Congress to their district and uses close qualitative observations, Lipinski (2004) looks at newsletters, Groeling (2010) at TV coverage, and Grimmer (2013) at senators' press releases. These authors make the assumption that any of these data sources is a good proxy to study the communication strategy of political representatives as a whole. However, there are currently no empirical works showing that this is actually the case.
Moreover, ever since the rise of the Internet and social media platforms such as Twitter, Facebook, and Instagram, political representatives today can use a broader range of media channels to communicate their message to the public. In fact, recent research indicates that a large majority of representatives and senators are very active in social media (e.g. Straus et al. 2013 ) while also suggesting that the target audience of social media messages may be di↵erent than the audience of newsletters, TV messages or press releases (Barbera 2014) . This begs the question Do members of Congress adopt the same communication strategy independently of the media channel they use to communicate?
In this paper we aim to fill this empirical gap in the literature by studying the issues members of Congress discussed in three media channels (press releases, Twitter, and Facebook) from August 1 st to December 31 st 2014. After collecting all the messages, we use a semi-supervised classifier (Nigam et al. 2006) to label all of them according to the Policy Agendas Project (PAP) topicclassification. The results show that members use the three media channels to discuss the same issues about 95% of the time. However, the di↵erence increases as the number of press releases that a member issues decreases and the number of social media messages increases; suggesting that by only using press releases to measure a member's political agenda, researchers may be getting a slightly biased measurement as a result of having fewer data points. Moreover, despite the small size of the di↵erence between the topics discussed in press releases compared to social media, the ideology of a member and the electoral competitiveness of her district predicts di↵erent levels of discordance between media channels.
The rest of the paper proceeds as follows. First we introduce some of the most relevant studies about the communication strategy of members of Congress and also about their social media presence and activity. Second we describe the data we collect and use in the study. Third we present the semi-supervised method we use to classify the messages into PAP topics. Then we present the results of the study and finally we conclude by discussing the implications of the findings.
Congressional Communications Research
Past research on Congressional communications (Mayhew 1974; Fenno 1978 , Grimmer 2013 Lipinski 2004) use di↵erent methods and data sources to study how legislators present their work to their constituents. These works build on each other and compare their findings assuming that legislators adopt the same strategy independently of the media channel they use. For example, Fenno (1978) follows some members of Congress to their districts in order to test whether the perception that they have about their constituencies shape their behavior. Based on his qualitative observations, Fenno (1978) Fenno (1978) and Mayhew (1974) to study whether di↵erent home styles correlate to di↵erent electoral connection. In other words, he studies if the electoral competitiveness of a district shapes the way legislators communicate to their constituents. Grimmer (2013) collects the press releases that all senators sent from 2005 to 2007 and measures the senators' strategy by looking at the issues they discuss in them.
However, it is theoretically possible that members use a di↵erent strategy when talking to constituents face to face than when sending them newsletters or press releases, and Lipinski (2004) and Grimmer do not directly compare the messages in newsletters and press releases to the members' home style. Fenno (1978) distinguishes di↵erent levels of constituencies (geographic, reelection, primary, and personal) and argues that members have the interest to adopt di↵erent behavior when dealing with them. Whereas it is easier for a legislator to know the type of constituent with whom she is having a face-to-face conversation, it is harder to know that when mailing a mass newsletter or press release. Thus, since the messages that members send using di↵erent media channels may have di↵erent target audiences, we argue that there is a need for further empirical knowledge on whether members adopt the same communication strategy across media channels or not.
Moreover, as more recent studies posit (Barbera 2014) , and near-total adoption by members of Congress substantiates, social media is a significant part of the overall communication strategies.
In the late 2000s, as social media began reaching a tipping point in adoption, and mainstream appeal (Larsson and Moe 2012 , Marwick and boyd 2011 , Case and King 2011 , Williams and Gulati 2007 , it also started gaining attention with Congressional members (Klotz 2007) . Simply joining at first, and then starting to "tweet" and write Facebook statuses, members integrated social media into their communication strategy. This meant that it also popped up in the adjacent literature, which focused primarily on adoption (Druckman et al. 2007 , Straus et al. 2013 , Lassen and Brown 2011 , Chi and Yang 2011 . This initial foray into congressional use of social media was limited and mostly descriptive Williams 2013, Peterson 2012) , and was primarily structured around the literature on di↵usion of innovation. According to Zimmer and Proferes (2014, p.253) there have been 13 works in political science dealing with Twitter between 2007 and 2012, 2 in law, and 52 in communication, out of the total 382 that they found through bibliometric research. As a recent study (Pew 2015) notes, Facebook and Twitter have as their user base only a section of the overall population 1 , one that is not necessarily an accurate representation of the general population. Based on this, it would be reasonable to believe that members of Congress adapt their message to each specific audience. Even more, according to Barbera (2014) , the more active users, and thus, the ones that would constitute the target audience, are those that are more ideologically-extreme.
As the use of social media progressively grew within the halls of Congress, so did the explorations of it. For instance, Shogan (2010) (Straus et al. 2013 , Barbera 2014 , Esterling et al 2011 . Others are arguing for the complexity of the use of social media (Barbera (2014) ) without drawing any parallels. There have been cases of specific research looking at how Twitter is being used (Golbeck et al. 2010 , Shapiro et al. 2012 , Graf 2008 ), but they were also structured around the same old framework and typologies of understanding Congressional communications. These frameworks, being crafted in an age when communication between elected o cials and the citizen was comparatively limited, may be out of date.
In sum, in this paper we aim to provide further empirical evidence on the assumption that legislators use similar communication strategies across media channels while bridging the gap between the traditional literature on congressional communications and how members use social media platforms.
Data
We test whether members of Congress use a similar communication strategy across di↵erent media channels by studying their press releases, Twitter, and Facebook messages from August 1 st to December 31 st 2014. In particular we look at whether or not they use these three media channels to talk about the same issues. We believe that this five-month period is large enough (it represents about a fourth of the 113th Congress) to have a general sense of how members behave on average.
First, we collect the press releases of members of Congress using Derek Willis' Ruby gem statement 2 . This gem extracts press releases and statements by members of Congress. For each member and statement, the gem returns the title of the press release and also a link to the full text. However, for the purpose of this paper, since we are interested specifically in detecting the topics of the press releases, we collect only the titles (which we consider a summary of the press releases' topic) and not their full content. Second, we collect the messages sent by each member with a Twitter account using the Twitter REST API; and finally, we collect the member Facebook messages using Facebook's API. We build our own list of member Twitter and Facebook accounts and we complement it with the 'legislators-social-media' list in the @unitedstates GitHub 3 . In total, we collect 156,793 messages from 473 Members of Congress. In order to compare the member messages across channels, we need to use one media channel as a baseline. In this paper we use press releases (which is the most traditional and consolidated media channel) as such a baseline.
For this reason we do not include any messages (Twitter or Facebook messages) from members that did not issue a press release during the period of analysis. In the following Table 1 we provide further information about the nature of the messages in the data set. Once we have the messages from the Members of Congress, the next step is to classify them into issues in order to compare whether those that were sent at the same time but using di↵erent media channels were about the same topics. To perform this classification, we use a semi-supervised algorithm.
The Method: Semi-Supervised Naive Bayes Classifier Using EM
Political and social scientists often use written documents as data sources to test their theories and hypotheses. In the past, when text-analysis was only a manual task, researchers had to either look at a small number of texts or obtain a amount of funding to hire numerous research assistants (e.g. Baumgartner and Jones 1993, Adler and . Thanks to improvements in computation, in the last decade computer and social scientists have developed numerous automated methods to study political text (for a review see Grimmer and Stewart 2013) . Existing automated methods serve di↵erent purposes (e.g. ideological scaling and text classification). However, for the purpose of the paper, we focus here on automated methods that classify text-documents into topics.
There are two general types of automated methods to classify text into issues: supervised and unsupervised methods. On the one hand, supervised methods are a strong and useful resource because researchers can easily check the validity of any algorithm by comparing the predicted labels with the actual labels used to train the algorithm. On the other hand, one of the main weaknesses of supervised methods is that they do not use information from the unlabeled text and so they often lack adaptability. The predictive models do not account for relevant features in the unlabeled text. This decreases the algorithm's accuracy especially when the language of the labeled and unlabeled text di↵er. Fully unsupervised methods have higher adaptability than supervised methods because they generate predictive models using only features of the unlabeled text. However, contrary to supervised methods, it is harder to check the validity of unsupervised methods and the resulting classification is highly dependent to the number of clusters k used by the algorithm. Some researchers have solved this validity issue by manually validating the output of several models with di↵erent k specifications (e.g. Quinn et al. 2010 , Grimmer 2010 , Grimmer and Stewart 2013 or using an ensemble approach to look for topics that are consistent across di↵erent k specifications (Chuang et al. 2014 ). However, unsupervised methods have other weaknesses apart from validation. First, the resulting classifications are case-specific and they are hard to compare to other classifications and studies. Second, they do not take advantage of existing datasets of documents that have been manually labeled following contrasted classifications and criteria (e.g. Policy Agendas Project, Congressional Bills Project, and Party Manifesto Project).
In performing our classification we are interested in some of the advantages of supervised methods but also some of the advantages of unsupervised algorithms. We want to use an existing and contrasted topic classification (in this case the PAP codebook) so that other researchers can easily compare the findings of this study to others. But we also want to use a method that incorporates features from the unlabeled text into the generative model because we know that the language of our unlabeled messages could be highly di↵erent from the language of existing documents labeled according to the PAP classification (e.g. bills, hearings, news stories...). For example, a Twitter message and a bill title can be about the same topic but their language may be very di↵erent. In sum, for these multiple reasons we decide to use a semi-supervised algorithm.
The Model
A method that satisfies this criteria is Nigam et al. (2006) semi-supervised method using naive bayes and expectation-maximization (EM). In implementing this method we make the following assumptions, which are a combination of Nigam et al. (2006) and Grimmer (2010) . We model the member communication strategy using a hierarchical structure (see Figure 1 for a graphical representation) with the Members of Congress (MCs) i = {1,. . . ,473} at the top and we assume that messages are the result of a mixture of multinomials model ✓ with one mixture component for topic k. We also assume that during the period of analysis each MC decides the attention she wants to pay to each topic k = {1,. . . ,k}, P (K i |✓). Then, we consider the way an MC distributes the attention among di↵erent topics represents the MC's agenda ⇡ i (what Grimmer 2010 calls 'expressed agenda').
At the next level of the hierarchy there are the MCs' messages (press releases, Twitter and Facebook messages, etc.). Since we're looking at very short and specific messages, we assume that each message j is only about one topic and that the probability of a message j belonging to a topic k is given by the MC's agenda (⇡ i ). We allow the attention that each MC i pays to each topic k to vary but the number of topics K is fixed across MCs in order to facilitate comparisons across them. Since each message can only be about one topic, the topic of a specific message (⌧ ij ) is a draw from a multinomial distribution. Finally at the bottom of the hierarchical model is the content (the words) of the messages (y).
We assume that the content of the message depends on its topic and so the words that compose the message (n ij ) are determined by a topic-specific parameter ✓ k that contains information about the probability of each unique word to belong to the topic k.
In sum, the full model that generates a message y ij can be expressed as follows, where y ij is a specific message j from a MC i, ✓ is a vector with the parameters of the mixture model that express a topic-probability distribution, n ij is the words that compose the message, k is the topic of the message, and n ijw is the number of counts of a specific unique word in the message.
First we estimate each parameter in ✓ using a fully supervised mode. We use labeled documents to calculate a Maximum Posteriori Estimate -MAP-(arg max ✓ P (✓|X, Y )) and find the values of ✓ that are most likely to generate the given documents (highest posterior probability).
For each parameter in ✓ we assume the following Dirichlet prior distribution (a conjugate prior for multinomial distributions), with ↵ initially set to 2 in order to favor a prior uninformative distribution.
We first use this prior and the labeled data to estimate the probability of each unique word belonging to each topic and also to estimate the probability of a topic being in a document (see equations 1.5 and 1.6 in Nigam et al. 2006) . We use political text that has been labeled into 19 di↵erent topics according to the PAP classification. Because of the di↵erent nature of the unlabeled messages in our data set (press releases, Twitter, and Facebook messages), and because there is a possibility that the language used in them di↵ers, we use data from three di↵erent PAP data sets as training documents in order to improve the accuracy of the predictive model: New set. Previous work using supervised algorithms to predict PAP topics show that the accuracy of di↵erent algorithms stabilizes after few thousand training documents (Collingwood and Wilkerson 2012) . However, we also end up removing from the training set those documents that have some special topics that only the NYT index have (PAP codes 23, 24, 26, 27, 29, 30 , and 31) and also those documents that the coders labeled as non-informative (PAP codes -9, 0, and 99). As a result we use a training set of 13,009 labeled documents.
Then, we proceed with the semi-supervised labeling process. Since the new data (the 156,793 messages in our data set) has no labels, we cannot apply the equations we used in the supervised mode. Instead, we estimate a MAP using the EM technique (Dempster et al. 1977 , Grimmer 2010 . First, we start by implementing a fully supervised method and we use the parameters estimated in the previous naive Bayes model to predict the topic of each unlabeled message. Then we build a new generative model using both the labeled and unlabeled text, and by taking the predicted topics as 'true' topics. We then predict the unlabeled data again and we keep repeating the process (rebuilding the generative model and predicting) until the algorithm converges and the predictions stabilize (for a full description of the algorithm see Nigam et al. 2006) . A fully unsupervised model usually uses random parameterization as starting point to find locally MAP.
However in this case we use the labeled data to choose a more accurate and informative starting point.
Preprocessing
In order to improve the accuracy of the classifier we process the labeled and unlabeled text before using it to estimate political topics. We transform all the text to lower case, remove punctuation, remove stopwords, and we also stem all words using NLTK's Porter stemmer. We use as stopwords the list in the NLTK python module plus a set of uninformative keywords (because they appear very often in messages related to all issues) that help to speed up the computation: congressman, congresswoman, senator, rep., congressmember, bill, authorize, extend, amend, provide, promote, require, implement, direct, reauthorize, prohibit. As part of the punctuation-removal process we also remove all #hashtag symbols from Twitter and Facebook messages while keeping the text of the hashtag. For example, for the messages containing the hashtag #immigration we delete the symbol # but keep the word 'immigration' because it is a very informative feature that facilitates the topic modeling. However, in all Twitter and Facebook messages we remove the @at symbol that indicates that another user is being mentioned as well as the @user's name because it is an uninformative feature. Finally, we also remove all words with a length smaller than 3 because they usually are not informative and we also remove all Internet links.
Validation
One of the advantages of including a supervised component in the model is that it is easier to evaluate its validity by comparing the actual topics of the labeled text with the topics that the model predicts for them. We check how well the semi-supervised model predicts political topics by looking at the algorithm's precision and recall. Precision is the percentage of the total documents that the algorithm predicts as belonging to a specific topic that actually belong to it whereas recall is the percentage of the total documents that belong to a topic that the algorithm correctly predicts. Table 2 shows how the algorithm performs in predicting the labels of the PAP's text we use as training documents. The results show that the average precision of the model is 78% and the overall recall is 73%. Although the precision and recall for some specific topics is quite low (e.g.
the precision for the topic Macro Economy or the recall for Science and Tech, Social Welfare, Housing, and Rights), on average the algorithm produces satisfactory labels. Moreover, as the confusion matrix in Appendix I indicates, the imprecisions of the method are close to be randomly distributed since they are not systematically biased towards any specific topic. This means that the results of this study are not likely to be biased as a result of the algorithm's imprecisions. 
Variable of Interest
To test whether the communication strategy of members of congress is similar across di↵erent media channels we build a variable that measures topic-discrepancy between the issues discussed in press releases on the one hand and political topics discussed in Twitter and Facebook messages on the other hand. For each member, month and media channel we count the number of messages related to each PAP topic. Then we use the counts to calculate the relative attention that each member paid to each topic each month in each media channel. Afterwards, for each member, topic, and month we calculate the absolute di↵erence between the relative attention paid to that topic in press releases and the relative attention paid to the same topic in Twitter and in Facebook.
Finally, for each member and month we average those absolute di↵erences across topics and we use that measure (discrepancy scores) as a key variable of interest. We obtain a general discrepancy score (IV) that indicates the topic di↵erences between press releases on one hand and Twitter and Facebook messages on the other one; and we also obtain partial scores (IVt and IVf) for the di↵erences between press releases and Twitter, and press releases and Facebook. r discrepancy scores mean that the topics of a member's messages were di↵erent across media channels. The following table illustrates the process. Table 3 : Example of how the discrepancy score is calculated for a specific MC i = 1 and for k = 3 number of topics. 
Results
A first look to the variable of interest indicates that on average members of Congress talk about the same issues in press releases, Twitter, and Facebook messages. However, this issue-correlation is not perfect. In particular, the results show that, on average and compared to how members distribute their attention across topics in press releases, each month they distribute their attention di↵erently in about 5% of the Twitter messages and also about 5% of the Facebook messages (see Figure 2a) . This means that, on average, if a member of Congress issues 100 press releases and sends 100 Twitter messages and 100 Facebook messages, 95 of the messages in each social media platform are about the same topic as 95 press releases while 5 of them are not. Moreover, these di↵erences are constant across di↵erent types of members. For example, when we subset all the members of Congress in di↵erent groups by party (Republicans-Democrats) and by chamber (House-Senate) we observe practically the exact same di↵erences (see Figure 2b ). Hence, the di↵erence between the issues discussed in press releases and in social media does not seem to be relevant. However, how is that di↵erence distributed? Is there any systematic component related to that di↵erence? In other words, is there any specific topic that captures most of the 5% di↵erential attention in press releases or social media? in press releases, Twitter and Facebook. The figures show that the attention to each issue is very similar across the three media channels. There are only some small di↵erences when it comes to the attention that members paid to Macro Economy, Government Operations, and Defense and International A↵airs. For example, Democrats paid a little more attention to macro economic issues (about 6%) in press releases than they did in social media (about 14% in Twitter and 15%
in Facebook) and they paid less attention to topics related to government operations in social media (9% in Twitter and 11% in Facebook) than in press releases (17%).
However, the topic with the st di↵erence of attention between press releases, Twitter and
Facebook is the combination of Defense and International A↵airs 4 . Members of Congress talk about these two issue in 25.5% of their Press Releases while they do it in 34% of their Twitter messages and 39.5% of their Facebook messages. One potential explanation for these di↵erences is that they are the result of a bad algorithm's performance. In fact, the algorithm scores the lowest precision scores when it comes to the topics Macro Economy, International A↵airs, and Defense (see Table 2 ). However this is unlikely because such error should equally a↵ect the classification of text in press releases, Twitter and Facebook messages, and also because we are here considering defense and international a↵airs as one macro-topic and each of these two topics collect a part of the classification errors of the other category (see confusion matrix in Appendix I). 
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A second possible explanation is that, since members of Congress send more Twitter and Facebook messages than they issue press releases (see Table 1 ), when we use press releases to measure the political agenda of a member we get a slightly biased or a di↵erent measurement as a result of having fewer data points. To check the validity of this explanation we model the di↵erence in attention between press releases and social media (the key variable of interest) using covariates that are frequently used by congressional scholars when explaining the communication strategy of members (e.g. Fenno 1978 , Lazarus and Steigerwalt 2009 , Grimmer 2013 , Casas and Wilkerson 2014 : the chamber a member serves in (House), the party a member represents (Republican), the number of days a member has been in o ce (Seniority), the member's ideology (Conservatism) measured using DW-NOMINATE scores, whether a member has a leadership role in one of the chambers 5 (Leader), the competitiveness of the district 6 , whether the member is in an election cycle (=1 for all House representatives and a third of the senators), and we also add the number of press releases, Twitter messages and Facebook messages that each sent on average every month. The result of fitting an ordinary least-squares regression 7 to the variable of interest ( Figure 6) shows how, in fact, the average number of press releases that a member of Congress issues every month has a significant e↵ect on the di↵erence between how a member distributes their attention across topics in press releases compared to how the member does it in Twitter and Facebook. The fewer press releases a member issues (or the more social media messages sent), the r the di↵erence between the topics discussed in them compared to social media. In particular, the standardized coe cient for the number of press releases in Figure 6a (Press Rel. (n)) indicates that if a member increases the average number of monthly press releases from 9 to 21, the di↵erence between the attention-distribution in press releases and the attention-distribution in social media decreases 5 We consider that a member performs a leadership role when he/she is a chair or ranking member of a committee or subcommittee, or he/she is the Speaker of the House, the President Pro Tempore of the Senate, or the Majority or minority leader or whip of any of the chambers.
6 We use Grimmer's (2013) methods to calculate the competitiveness of the district; which is to calculate the absolute di↵erence between the national electoral share of Obama in the '12 elections and the electoral share that Obama obtained in the district or state of each member of Congress. We also reverse the sign of the values so that as the values increase, the higher the competitiveness of the district: |Obama 0 12 National Obama 0 12 district i | 7 Given that the dependent variable is a proportion from 0 to 1, we also modeled the data using a Beta regression. However, since the results of that regression were very similar to the OLS, we report here the results of the OLS regression in order to facilitate the interpretation of the results.
around .9% (.7% -1.1%) percentage points. As Figure 6b indicates, this 1% change is quite substantial given that, compared to the topics members discuss in press releases, they usually talk about di↵erent topics in 10% of the messages in social. These results suggest that, depending on what media source researches use to measure the political agenda and the communication strategy of members of Congress, they may obtain slightly di↵erent results. In particular, these results also suggest than, since the correlation between how members distribute their attention in press releases and how they distribute it in social media converges as a member issues more press releases, social media messages may be a better source when measuring the communication strategy of members of Congress. Moreover, the coe cient for conservatism (statistically significant at the .1 level) also suggests that as more conservative a member is, the more similar that member distributes the attention in press releases and social media. In fact, a similar model with an interaction e↵ect between ideology (Conservatism) and the number of press releases indicates that more conservative members are more likely to issue more press releases and so to have a more similar discourse across all media channels (see Model 1b in Appendix II).
Finally, another potential explanation is that a member-specific component explains why members distribute their attention slightly di↵erently in press releases compared to social media messages. The Conservatism coe cient in the model in Figure 6 suggests that this may actually be the case. To explore this possibility a little further, we pay closer attention to how the covariates in the previous model explain the di↵erences in attention related to the most salient issue: Defense and International A↵airs.
On one hand, the literature on the communication strategy of members of Congress suggests that those members running in districts or states that are highly competitive are less likely to discuss their policy positions and also less likely to focus on issues that are highly ideological (e.g. Mayhew 1974 , Fenno 1978 , Carson et al. 2010 , Grimmer 2013 . On the other hand, the literature on issue-ownership (e.g. Petrocik 1996; Petrocik et al. 2003) shows that issues such as defense and international a↵airs benefit the electoral expectations of Republicans more than Democrats' when they are salient. Moreover, whereas press releases have a broad target (all media outlets), Barbera's (2014) findings suggest that the target audience of social media messages of members of Congress are individuals with extreme ideological positions and core supporters of the party and the member. Drawing from this literature one can argue that members from competitive districts may have the interest to keep a less ideological profile in press releases (to appeal to moderate voters and increase their chances of being reelected) while being more clear about their policy positions in social media (to appeal to their party base). In particular, members (especially Republicans) running in competitive districts may be interested in talking more about defense and international a↵airs in social media than in press releases.
To test this argument we model the di↵erence between the relative attention that members paid to the PAP topics defense and international a↵airs in press releases and the mean of the relative attention they paid to the same topics in Twitter and Facebook. We use the same covariates of the model in Figure 6 . When we include all the members of Congress in the model (Figure 7a) we observe again that the number of press releases and the number of social media messages that a member sends has a significant e↵ect in explaining the di↵erence in attention between media channels. As the number of social media messages increases, a member pays a r relative attention to those issues in social media than in press releases; and as the number of press releases increases, the opposite e↵ect happens. Moreover, we find evidence to support the argument that members running in competitive districts are more likely to talk more about defense and international a↵airs in social media than they do in press releases. As district competitiveness increases, the r the di↵erence between the relative attention in press releases and social media.
Since this is a macro issue that is more electorally relevant for Republicans than for Democrats, we also run another model including only Republican members of Congress (Figure 7b ). The results are very similar but in this case the e↵ect of district competitiveness is even more substantial and significant. Figure 8 
Discussion
Scholars studying the communication strategy of members of Congress often use di↵erent data sources (e.g. newsletters, TV coverage, and press releases) while assuming they are all a good proxy for the members' strategy as a whole. However, no empirical evidence exists indicating that this is actually the case. In this paper we compared the issues members of Congress discussed in three di↵erent media channels: press releases, Twitter, and Facebook. We find that members usually talk about the same issues in these three media channels (about 90-95% of the time) but we also find that this di↵erence increases when the members issue a small number of press releases, a number of social media messages and, for specific topics, when the member represents a highly competitive districts.
These findings provide some empirical evidence to support the assumption that, on average, members of Congress use a very similar communication strategy independently of the media channel they use. However, the findings also show that researchers may obtain a slightly di↵erent measurement of the members strategy depending on the data source they use. For example, since members usually issue less press releases than they send social media messages, researchers using press releases to measure the individual agenda of a member may conclude that the member discussed a slightly smaller number of topics than if they measured the agenda of the same member including social media data. Whether these small di↵erences may have substantive implications for congressional communication research is still to be determined. To have a clearer sense of the implications of such di↵erences, future research should replicate some of the past studies in the field (e.g. Grimmer 2013) using multiple data sources and see if past findings still hold.
In the paper we also show that the strategies that members of Congress adopt across di↵erent media channels may be more divergent depending on the specific issues they discuss. We show that members (specially Republicans) representing highly competitive districts are more likely to talk about defense and international a↵airs in social media than they are in press releases. Since there is reason to believe that the target audience of social media messages is not the same as the audience of press releases (Pew 2015; Barbera 2014), drawing on the literature on congressional communication (e.g. Fenno 1978; Grimmer 2013 ) and issue-ownership (e.g. Petrocik et al. 2003) one could argue that members from competitive districts prefer to talk less about issues 'owned'
by the party in press releases (in order to appeal moderate voters) while emphasizing them in social media (to appeal to core party members). We only provide here some evidence supporting this argument, but future research should look at a r number of Republican and Democratic 'owned' issues to see if, when discussing them, members from competitive districts distribute their attention di↵erently in press releases than they do in social media. 
