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NFA $M$ $q\in Q$ $a\in\Sigma$
$q_{1}’’’,$$q_{2},$ $\cdots,$ $qn$
$\delta(q, a)=\{q’1’ q_{2}’’, \cdots qn\}$
DFA $M$ $q\in Q,$ $a\in\Sigma$ $w\in\Sigma^{*}$
8
1. $\hat{\delta}(q, \epsilon)=q$
2. $\hat{\delta}(q, wa)=\delta(\hat{\delta}(q, w),$ $a)$
NFA $M$ $q\in Q,$ $a\in\Sigma$
$w\in\Sigma^{*}$ 8
1. $\hat{\delta}(q, \in)=\{q\}$
2. $\hat{\delta}(q, wa)=\bigcup_{r\in\hat{\delta}()}q,w(\delta r, a)$
$M$ NFA DFA $q\in Q$
$w\in\Sigma^{*}$ $M$ DFA
$\hat{\delta}(q, w)\in F_{\text{ }}M$ NFA $\hat{\delta}(q, w)\cap F\neq$ $\{\}$
$M$ $q$
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: yes. . .if$(L_{t}=L(M))$
no, $w\in(L_{t}-L(M))\cup(L(M)-L_{t})$





: yes. . .if $(L_{t}\subseteq L(M))$
no, $w\in(L_{t}-L(M))\ldots if(L_{t}\not\subset L(M))$
[ ] $L_{t}$
: DFA $M$
: yes. . .if $(L(M)\subseteq L_{t})$
no, $w\in(L(M)-Lt)\ldots if(L(M)\not\subset L_{t})$
[ ] $L_{t}$
: $w\in\Sigma^{*}$
: yes. . .if$(w\in L_{t})$
no $\ldots if(w\not\in Lt)$
1 $(\mathrm{A}\mathrm{n}\mathrm{g}\mathrm{l}\mathrm{u}\mathrm{i}\mathrm{n}[2])$
2DFA $M$ $Rep\subseteq L(M)$ repre-
sentative sample
$\bullet$ $L(M,p)\neq$ $\{\}$ $P\in Q$
$L(M, \delta(p, a))\neq$ $\{\}$ $a\in\Sigma$
$\hat{\delta}(q_{0}, w1)=p$ $w_{2}\in L(M, \delta(p, a))$
$w_{1}\cdot a\cdot w_{2}=w\in Rep$
$L$ $Rep\subseteq L$ represen-
tative sample $L(M)=L$ DFA
$M$ Rep representative sample
3DFA $M$ $LC\subset$ $\Sigma^{*}$ live-
complete set
$\bullet$ $L(M,p)\neq$ $\{\}$ $p\in Q$
$\hat{\delta}(q0, w)=p$ $w\in\Sigma^{*}$ $LC$
$L$ $LC\subset\Sigma^{*}$ live-
complete set $L(M)=L$ DFA
$M$ $LC$ live-complete set
$\square$
representative sample Rep














$Q$ $=$ $\{u\in\Sigma^{*}|uv\in R, v\in\Sigma^{*}\}\cup\{\epsilon, d_{0}\}$
$\delta(w, a)$ $=$ $\{$




$F$ $=$ $\{w\in Q|w\in L_{t}\}$
$Q$
$\pi$ $Q$ $\pi$
$M/\pi=(Q’, \Sigma, \delta’, q_{0}, F’’)$
$Q’$ $=$ $Q/\pi=\{B(q, \pi)|q\in Q\}$
$\delta’(B(Q, \pi),$ $a)$ $=$ $B(r, \pi)$ $(\delta(q, a)=r$ )
$q_{0}’$ $=$ $B(q0, \pi)$
$F’$ $=$ $\{B(q, \pi)\in Q’|$
$B(q, \pi)\cap F\neq\{\}\}$
$B(q, \pi)$ $q$ $\pi$
$\pi_{1}=\{B_{1}, B_{2}, \cdots, B_{n}\}$ $j\neq k$
$1\leq j,$ $k\leq n$ $\pi_{2}=\{B_{j}\cup Bk\}\cup(\pi 1-$
$\{B_{j}, B_{k}\})$ $\pi_{1}$ $\pi_{2}$
$\pi_{1}\preceq\pi_{2}$ $\preceq$
$<<$






6(Dupont[5]) DFA $M_{t}$ Rep $\subseteq$









( [1] ) $LC$
live-complete set
1. $LC_{0}=\{ua|u\in LC, a\in\Sigma\}$
2. $PTA(LC0)=(Q, \Sigma, \delta, q_{0}, F)$
$Q$ $\pi$
( $\pi_{0}=\{B_{0}=\{q\in Q|q\not\in$
$L_{t}\},$ $B_{1}=\{q\in Q|q\in L_{t}\}\}$ )
$W$ (
$W=\{\epsilon\}$ )




$a\in\Sigma$ $\delta’(B(q, \pi),$ $a)\supseteq$
$\{B(q_{1}, \pi), B(q2, \pi)\}$ $B(q_{1}, \pi)\neq B(q_{2}, \pi)$
5. $w\in W$ $q_{1}\cdot w$ $q_{2}\cdot w$
$W$
$w’$
6. $r\in B(q, \pi)$ $r\cdot a\cdot w’$
$B_{0}=\{r\in B(q, \pi)|r\cdot a\cdot w’\not\in L_{t}\}_{\text{ }}$
$B_{1}=\{r\in B(q, \pi)|r\cdot a\cdot w’\in L_{t}\}$
7. $\pi=\pi-\{B(q, \pi)\}+\{B_{0,1}B\}$









DFA $M_{h}=(Q_{h}, \Sigma, \delta_{h,qh0,h}F)$
$u\in(L_{t}-L(M_{h}))\cup$
$(L(M_{h})-L_{t})$ $Q_{u}=\{q\in Q_{t}|$
$q=\hat{\delta}_{t}(q_{t0}, u’),$ $u’u”=u,$ $u”\in\Sigma^{*}\}$ $M_{t}$
$u$












2. $Lc’=Lc’\cup\{u\cdot a\in\Sigma^{*}|u\in Lc^{J}, a\in\Sigma\}$



























$LC’\text{ }$ ( [1]
) DFA $M_{h}=PTA(LC’)/\pi=$
$(Q_{h}, \Sigma, \delta h, qh0, F_{h})$
( )
1. $LC’=\{\epsilon\}$
2. 3. 11. $n$






5. $W=$ $\{\}$ $q\in Q_{h}$ $a\in\Sigma$
6. 9.
6. $\delta_{h}’(r, b)$ $r=q$ $b=a$ undefined
$\delta_{h}’(r, b)=\delta_{h}(r, b)$






$u’u^{J}’,$ $\delta_{h}(qh\mathit{0}, u)’=q,$ $v’v’=u’v\in\prime\prime,\prime\prime\Sigma^{*}\}$ (
$q$ 5. $q\in Q_{h}$












( ) $LC’$ $L_{t}$
live-complete set
$L_{t}$ live-complete set






















$M_{t}=(Q_{t}, \{0,1\}, \delta_{t,0}t, Ft)i:Q_{t}=$ {to, $t_{1},$ $t_{2},$ $t_{3}$ },
$\delta_{t}(t_{0,0)}$ $=$ $t_{1},$ $\delta_{t}(b_{0},1)$ $=$ $t_{2},$ $\delta_{t}(t_{1}, \mathrm{o})$ $=t_{0}$ ,
$\delta_{t}(t_{1},1)$ $=$ $t_{3},$ $\delta_{t}(t_{2},0)$ $=$ $t_{3},$ $\delta_{t}(t_{2},1)$ $=$ $t_{0}$ ,




2. 3. 11. 4
3. ( [1] )









5. $W=\{\}$ $(q0,0),$ $(q_{0},1),$ $(q_{1},0),$ $(q_{1},1)$ ,
$(q_{2},0),$ $(q_{2},1)$ 6 6.
9.
6. $(q_{2},0)$ $M_{h}’$ $=$
$(Q_{h}, \{\mathrm{o}, 1\}, \delta_{h}’, q0, Fh)$ ei $\sim Q_{h}=\{q0, Q1, q2\}$ ,





$\{tmp_{l}, tmp_{2}\},$ $\{0,1\},$ $\delta’’,$ $q0,$$Fh)h$
$\delta_{h}’’(q0,0)=q_{1}$ , $\delta_{h}’’(q_{0},1)=q_{2}$
$\delta_{h(_{Q}}’’1,0)=q_{0}$ , $\delta_{h}’’(q1,1)=q_{2}$
$\delta_{h}’’(q2,1)=q_{0}$ , $\delta_{h}’’(q_{2}, \mathrm{o})=tmp_{1}$
$\delta_{h}’’(tmp1,0)=tmp_{2}$
$F_{h}=\{q_{0}\}$
8. $M_{h}’’$ ( 1001
)




( $1001\in W$ $LC’$
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