Abstract. A Jacobi waveform relaxation method for solving initial value problems for ordinary di erential equations (ODEs) is presented. In each window the method uses a technique called dynamic tting and a pair of continuous Runge-Kutta formulas to produce the initial waveform, after which a xed number of waveform iterates are computed. The reliability and e cacy of the method is demonstrated numerically by applying it to qualitatively di erent problems for linear tridiagonal ODEs.
. Introduction. In the literature there seems to be a majority of negative results concerning parallel methods for ODEs. In the terminology of Gear ( 5] , 6]), parallelism across the method (being problem-independent) only contributes to a low degree of parallelism, and some sort of parallelism across the ODE system or a number of steps (cf. 2]) is thus necessary in order to obtain a highly parallel method for large systems of ODEs. An example of parallelism across the system is the Jacobi version of the waveform relaxation (WR) technique that was introduced in 1982 by Lelarasmee ( 12] ) and Lelarasmee, Ruehli & Sangiovanni-Vincentelli( 13]). Using the WR technique, certain problems arising from electrical network modelling can be solved extremely e ciently, whereas in general the actual rate of convergence of an iterative WR method may be very slow (cf. section 2).
Despite these negative results, we shall in the following present a highly parallel method and apply it to problems of the form _ y = Qy; y(0) = (1; 0; ::; 0) T 2 < d ; (1.1) where Q is a real tridiagonal matrix with constants a; b and c in its sub-, main and superdiagonal, respectively. The method will be based on a xed number of Jacobi WR iterations, and the test problems (1.1) will include examples for which (more than a xed number of) iterations would diverge on 0; 1), as well as examples, where _ y = Qy is unstable, sti or with highly oscillatory solutions. We have several reasons for choosing (1.1) as our class of test problems. First of all, an analytic expression for the solution as well as the waveforms can be found, enabling us to evaluate the error as well as the number of windows produced by the method. Secondly, the parameters a; b and c make it possible to test the performance on ODEs with various types of solutions, and nally (1.1) may be regarded as a model for semi-discretized parabolic partial di erential equations (PDEs) occuring in practice. Although our test problems are linear, all components of the numerical method are nevertheless de ned for general non-linear systems of ODEs! In section 2, we discuss the WR technique. For general ODEs we bound the error of the waveforms by means of arbitrary vector norms, and for the test problems Department of Computer Science, University of Copenhagen, Universitetsparken 1, DK{2100 Copenhagen, Denmark. This author was nancially supported by the Danish Natural Science Research Council.
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(1.1) we show that (even for normal matrices Q) the rate of converging Jacobi waveforms may be far from linear in the rst many iterations. Hence, the usual choice of (constant) initial waveform should be improved, and in section 3 we describe the technique of dynamic (linear least squares) tting, used by our method to produce a time-varying initial waveform in each window. In section 4, we motivate our choice of a xed number of numerically computed waveforms, and in section 5 the integration formula is presented. The stepsize-and window-strategy is the subject of section 6, whereas section 7 contains the numerical results and some comments, leading to the conclusions in section 8. To see the di culties in obtaining a useful error bound on in nite windows, let us consider the Jacobi WR technique applied to the model problems (1.1), i.e. _ y (k) = by (k) + Ny (k?1) ; y (k) (0) = y 0 = (1; 0; ::; 0) T 2 < d ; (2.14) where N is a real tridiagonal matrix with constants a, 0 and c in its sub-, main and superdiagonal, respectively. Choosing y (0) (t) y 0 as the initial waveform, induction in k shows that Proof. Being rather technical, the proof is moved to the appendix.
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In practice the ODE systems modelled by (1.1) (e.g semi-discretized parabolic PDEs)
are rather large, and thus one seldom iterates d times (or more). Therefore, (2.19) is of practical interest, and we note that the error of (y (k) ) i at in nity consists of three factors: (?2 p ac=b) k ; (a=c) (i?1)=2 and (i; k). The rst of these factors is related to the asymptotic rate of convergence, i.e. (K) in (2.13). For M = bI, we note that (K) = (M ?1 N ), and thus (cf. Proposition 2.1) (K) = j2 p ac=bj cos( =(d + 1)).
The second factor measures the lack of symmetry of Q, i.e. in some sense also the nonnormality of M ?1 N (the factor would be (c=a) (i?1)=2 if we had y(0) = (0; 0; ::; 0; 1) T ). 
One of the properties of (3.1), (3.2) is that any monotonicity in the`2-norm of the ODE system is inherited by y (0) :
(d=dt)ky (0) (t)k 2 2 = 2y (0) (t) T f(t; y (0) (t)):
As an example, y (0) (1) = 0 in our model problem if b ?ja + cj, since this implies that Q + Q T is negative de nite (cf. Proposition 2.1).
In our tests we originally used B = ỹ(t 0 ); (1; 1; ::; 1) T ], whereỹ(t 0 ) denotes the (numerically computed) value at the beginning of the window. In the rst window we hadỹ(t 0 ) = (1; 0; ::; 0) T , and thus the initial waveform there obtained the form y (0) (t) = ( (t); (t); (t); ::; (t)) T . (t) resembled the rst element of the solution y(t), and (t) the average of the remaining elements, but for one of our test problems: We therefore changed B to the piecewise constant d 1 matrixỹ(t n ) for t 2 t n ; t n +h), where h is the stepsize, andỹ(t n ) is one of the most accurate estimates of y(t n ) available when y (0) (t n + h) is to be determined (in the notation of section 6,ỹ = Y (3) 2 in the rst two steps of a window, andỹ = Y (0) 3 otherwise). However, this dynamic (least squares) tting was only used, if the angle between f(t n ;ỹ(t n )) andỹ(t n ) was close to :
B T f(t n ; B) < ?0:9kBk 2 kf(t n ; B)k 2 ;
(otherwise y (0) (t n + h) was set toỹ(t n )). Condition (3.3) e ectively prevented the method from using dynamic tting until y(t) = v n (t)y(t n ); t 2 t n ; t n + h), became a reasonable model for some decreasing scalar-valued functions v n (t).
Let us conclude this section with an illustration of (1),(2) and (3) are found in rows 1,2 and 3, respectively, of Figure 3 .2 below.
Note that row 2 con rms (2.19), and that with dynamic tting (solid line) the use of large windows is allowed much earlier than otherwise (dashed line). The stepsize is kept xed in each window, and thus some of the large windows are closed due to a no longer acceptable stepsize. 4. The number of computed waveforms. Although Corollary 2.1 states that the Jacobi waveforms converge at least superlinearly to the analytic solution on any nite window, the accuracy of the numerical analogues is of course restricted by the order of the integration formula. In other words, for a second-order formula the numerically computed y (3) (h); y (4) (h); :::, will all be equal to y(h) + C 3 h 3 d 3 (dt) 3 y(0) + O(h 4 ), where h is the stepsize, and C 3 is the normalized error constant of the formula, provided that y is in C 3 0; h]. In the transient phase of a sti system, the sizes of h and the windows will usually be so small that the second-order estimates of y (3) (t); y (4) (t); :::, do not di er signi cantly, and therefore our method is based on only 3 Jacobi WR iterations(!) (hoping that the tting (3.1) will make y (0) and thus y (3) close to y in any`steady state type' of window). To illustrate that the second-order estimates of y (3) (t); y (4) 5. The integration formula. In order to use this method for estimating the value of a waveform at the point t = t n + h, h being the stepsize, we need the value of the previous waveform at the points t = t n + h; 2 f0; 2=5; 3=4; 8=9; 1g. Assume that these values are known for the initial waveform. The values of the subsequent waveforms can then be estimated by using a continuous extension of the method (5.1). Let _ y = F(t; y) denote the ODE for which an estimate of y(t n + h) is needed, and let y n+ denote the Trapezoidal estimates y n+ = y n + ( h=2)(F(t n ; y n ) + F(t n + h; y n+ )); 2 f2=5; 3=4; 8=9; 1g:
The continuous extension of (5.1) that we chose can then be described as follows: Hence, R 1 (z) and R 2 (z) go to 0 as jzj ! 1. Furthermore, since they are analytic in an open set containing fz : Re z 0g, it follows from the maximum modulus principle that maxfjR j (z)j : Re z 0g = maxfjR j (ix)j : x 2 <g; j = 1; 2. The equations R j (ix)R j (?ix) = 1; j = 1; 2; are however equivalent to, respectively, x 2 (9x 2 + p 1 ( )) = 0 and 4x 4 Clearly, (6.1) has to do with the principal local truncation error of the second-order formula, whereas (6.2) tries to govern the accuracy of the waveform y (3) to a no longer appropriate stepsize (apart from this, a window is of course limited in size by the entire integration interval and the window used in the previous sweep). In our tests, we used the following condition to indicate that a window should be closed in the k'th sweep (k=1,2 or 3) due to a no longer appropriate stepsize:
(6.3a)
where t n = t 0 + nh, and yerror(k) equals
In the term kY (k) 3 (t n ) ? Y (k) 2 (t n )k 1 clearly measures the accuracy of the secondorder formula, whereas yerror(k) combines an estimate of ky(t n )?y (k?1) (t n )k 1 with a bound on the change in y(t) ? y (k) (t) from t = t n to t = t n + h, if h is small
k y(t n + h) ? y (k) (t n + h)] ? y(t n ) ? y (k) (t n )]k 1 hkF(t n ; y(t n ); y(t n )) ? F(t n ; y (k) (t n ); y (k?1) (t n ))k 1 :
Since y (k+1) is not estimated until the (k + 1)'st sweep, it is di cult to produce a more well-founded estimate of the error of y (k) in the k'th sweep, but as we shall see in the next section, the mixed condition (6.3) actually seems to work quite well in many situations.
7. Numerical results. As described in sections 3 to 5, our method consists of using an L-stable highly parallel (2,3)-pair of RK formulas to compute a second-order estimate of the Jacobi waveform y (3) , where y (0) is de ned in section 3 (and computed by means of the third-order formula). In each window a constant stepsize is used for computing each of the components of y (3) , and the sizes of steps and windows are determined by (6.1)-(6.3). Since the choice of windows generally has been considered one of the most di cult tasks in using the WR technique, we wanted in particular to test this part of the method. Therefore we developed a program that estimates those windows W i = t i ;t i+1 ]; i = 0; 1; ::, which satisfy (" = the error tolerance): t i+1 = maxft :t i t T and ky(t) ? y (3) (t i ; t)k 1 "g; (7.1) wheret 0 = 0 and 0; T] is the entire integration interval. y (3) (t i ; ) is the analytic Jacobi waveform obtained by three WR iterations from a piecewise constant initial waveform y (0) ( ) (y (0) (t) = y(t 0 ) on t 0 ;t 1 ), and y (0) (t) = y (3) (t i?1 ;t i ) on t i ;t i+1 ) for i 1). Since the error of y (3) (t i ;t i ) is equal to "; W i may for certain problems be of length 0, and in that case we will denote the number of`analytically determined windows' by 1. The second plot in gure 7.1 shows the sizes of the windows used by our numerical method (solid line) and 10 5 times the error components. In the beginning most of the windows are 1-step windows, but at approximately t=2.5 a window slightly larger than 3.5 t-units appears. Since the stepsize is xed in each window, the latter window is closed when the error estimates indicate that the stepsize is too small. The number of numerical windows' in 0,10] is 110, and since 3 of these windows have shrunk during the sweeps, the total number of steps in each sweep is 199, 163 and 131, respectively. Let us illustrate the analytic solution of these 18 problems in the case d=5. Since our method also has the following desirable property: the numerical (as well as the analytic) solutions of (7.2) corresponding to (a; c) = ?( ; ) and (a; c) = ( ; ) are the same, except that every second component di ers in sign.
we, however, only show the solution of the problems (7.2) corresponding to a > 0 in gure 7.2. All our calculations were performed in MATLAB, and we examined four di erent cases of (dimension, local error tolerance): For each of the 72 pairs of (problem,case) we now list 5 rows, the contents of which are (respectively):
i) The number of`analytic' windows W i (cf. (7.1)) and windows produced by the numerical method, respectively.
ii) The number of multistep windows in sweep 1, the number of windows shrinking from sweep 1 to sweep 3 and the number of multistep windows in sweep 3. iii) The number of steps in each of the three sweeps. iv) The maximal max-norm error and the minimal (disregarding the zero error at t=0).
v) The maximum of the mixed absolute-relative error: ky(t) ? (the 2nd order estimate)k 1 = maxf1; ky(t)k 1 g. Problems of group C: The results demonstrate a window shrinkage of factor 1.4
(approx.) in each sweep. Since we only make 3 sweeps and avoid the blowing up illustrated in Fig. 3 
