Abstract-This paper deals with lifetime maximization for energy constrained wireless networks with inter-session network coding. The problem of lifetime maximization is first formulated, and then transformed into a linear programming problem. Using Lagrangian dual decomposition, it is further converted into a dual problem that consists of two subproblems: lifetime optimization and network optimization, and then it is solved by utilizing dual subgradient method. Convex combination is used for primary recovery from the dual solutions. Performance of the algorithm is evaluated through simulation. Results illustrate that theoretical analysis matches practical calculation well, and that inter-session network coding can prolong the network lifetime up to 50% compared with the one without network coding.
I. Introduction
The lifetime of a energy constrained network (e.g, wireless sensor network) is often limited by the available energy of network nodes, thus lifetime maximization has become an interesting research topic and been investigated extensively in recent years [1] , [2] . However, little research has been done on lifetime maximization with network coding.
The concept of network coding was firstly constructed by Ahlswede in [3] , which proved that the achievable rate of multicast is the max-flow from the source node to all sink nodes, and can be realized with block coding. After that, many research has been done on various aspects of network coding, such as coding approaches [4] , [5] , practical application of network coding [6] - [9] , etc.
The basic idea of network coding is to equip routers with processing ability, and compress native packets utilizing spatial redundancy among nodes to reduce the occupied network bandwidth. Since wireless signal is inherently broadcast, there is sufficient spatial redundancy that can be used by network coding, much research has been done to improve the network throughput with network coding in wireless networks [7] , [10] .
Heuristically, the advantage of network coding is to decrease the number of transmissions in wireless networks, hence the power of some bottleneck nodes can be saved and the lifetime of the whole network is prolonged. Performance of lifetime extension with network coding in some specific scenarios is presented in [11] . However, application of network coding to maximize lifetime of an energy constrained network is not so straightforward, since the performance of network coding depends on how the routing and scheduling are designed [5] , [6] , [12] . Until now most of the works are focused on heuristically designed network coding schemes that are suitable for energy constrained networks [13] , while theoretical analysis of lifetime maximization with network coding has not received much attention.
Network coding can be performed in two categories: intersession and intra-session. In inter-session network coding the packets from different commodities are coded into one packet, while in intra-session network coding only packets from the same commodity can be coded. Optimal intra-session network coding can be analyzed with optimization tools easily [6] , while only specific optimal inter-session network coding can be analyzed such as in [8] , [14] , and general optimal intersession network coding is still an open question.
In this paper, we investigate the lifetime maximization for energy constrained wireless networks with inter-session network coding. Flows with the same destination nodes are formulated as a commodity, and network coding is allowed in the newly formulated commodity. We formulate the problem of lifetime maximization with inter-session network coding as a linear programming problem, transform it into a convex optimization problem, and then solve it with subgradient method in a distributed manner. The dual problem is decomposed into two subproblems. One is lifetime maximization with total energy constraint at each node, and the other is routing and scheduling under the flow conservation and physical rates constraints. Through mathematical analysis, we simplify the latter subproblem into a maximum weighted hypergraph matching problem, which is solved approximately with only local information exchange [10] . After that we give the distributed algorithm and evaluate it through simulation. The results illustrate that the theoretical analysis matches the practical calculation well, and network coding can effectively prolong the network lifetime.
The rest of the paper is arranged as follows. In Section II, network model, interference model and network coding are presented, and the definition of network lifetime is given. Then, we formulate the problem, present the solution with subgradient method, dual decomposition, and primary recov-ery, and the distributed algorithm in Section III. After that, the performance of the algorithm is evaluated and compared with the one without network coding in Section IV. Finally the paper is concluded in Section V.
II. Preliminaries

A. Network Model
A static wireless network is modeled as a directed hypergraph G = {N, L}, where N is the set of nodes, L is the set of hyperarcs. A hyperarc {i, J} ∈ L denotes a multicast connection between node i and a subset of its neighboring nodes, which means that the transmission of node i can be correctly received by all the nodes in J with probability 1. Let N(i) denote the set of neighboring nodes of node i. Note that J ⊆ N(i), but does not always equal to N(i).
A unicast flow is defined as the data transfer from a source node to a destination node, while a multicast flow is that from the source node to all its destination nodes. Multicast flows with the same destination nodes constitute a commodity. Throughout the paper, we use c and C to denote a specific commodity and the set of all commodities, respectively; S c and D c to denote the set of source nodes and the set of destination nodes of commodity c, respectively; and s c and d c to denote a source node and a destination node of commodity c, respectively. Primary interference model and K−hop interference model are two widely accepted resource sharing models. With a specific resource sharing model, the achievable rate region of the network depends on the scheduling policy. Let π, Π denote a scenario of scheduling and the set of all scheduling scenarios, the achievable rate region of the network with timesharing will be
where α π is the time shared by scheduling π, r π iJ is the rate of hyperarc (i, J) in π, Co(r) is the convex hull of all achievable rates set under the scheduling policy set Π.
B. Network Coding
As explained in Section I, inter-session network coding in the constituted commodity is considered in this paper. Furthermore, we use one-hop network coding, in which the coded packets have to be decoded by immediate one-hop receivers. Linear XOR [7] is utilized as the packet operation, in which network coding is similar to c = a ⊕ b. Here, a and b are input packets, and c is the output packet after XOR. To simplify XOR operation, the lengths of all packets are assumed to be equal.
C. Network Lifetime
The lifetime is defined as the time period during which all nodes functions properly, and the formal definition is defined as follows.
Let E i , e t iJ , and e r jI denote the total energy of node i, power cost of transmitting an data unit from node i to J and receiving an data unit from j by i, respectively, where
iJ denote the physical transmission rate of commodity c from node i to J, the lifetime of node i can be expressed as (2) which is determined by the total energy E i of node i and the data transmitting and receiving rates. Then the lifetime of the network is given by
This definition tells that the network will die when the energy of one node is exhausted. Note that by using lifetime maximized routing, this definition is equivalent to the time that the network is disconnected and at least one demand can not be served by the network anymore.
III. Problem Formulation and Solution
A. Problem Formulation
According to the definitions and assumptions discussed in Section II, the lifetime maximization with inter-session network coding can be formulated as follows
In Equation (5), g csd iJ j denotes the effective transmission rate from node i to node j ∈ J for the flow in commodity c, which is from the source node s to the destination node d. The rate σ cs i is defined as Equation (5) describes the flow conservation law: at each node the total output rate of the flow in commodity c from source node s to destination node d should be equal to the corresponding input rate. Equation (6) explains that the sum of rates transmitted on the hyperarc {i, J} to destination d in commodity c is smaller than the physical rate f c iJ allocated to commodity c. For each node j ∈ J, it can only receive the data from one source in one transmission from node i, while the data can be forwarded to different destination nodes. With this constraint, both broadcast and network coding are allowed. Without network coding, the data from one source node is broadcasted to all nodes in J. With network coding, one transmission may serve several flows from different sources to different destinations simultaneously. Note that broadcast is also allowed when using network coding.
The constraints on physical rates are given in Equations (7) and (8) . The total transmission rate of (i, J) should be less than the available physical rate r iJ , while the set of r iJ is limited by achievable rate region. Equation (9) presents the energy constraint on each node. The product of energy cost rate and lifetime should be less than the total energy of each node.
To obtain an equivalent linear programing problem and distribute the lifetime constraint to each node, we use i∈N q 2 i in place of q = 1/T and supplement constraints on equality among lifetime of neighboring nodes [2] . The new problem is given in te following manner 
B. Lagrangian Dual Let λ csd i , ρ i ≥ 0, and μ i j denote the Lagrangian multipliers for equations (5), (14) , and (12) respectively, we will obtain the partial Lagrangian dual L(q, g; λ, ρ, μ), and the dual objective function is
We can assume that there always exist flow distribution with network coding for all flow demands, which satisfies the flow conservation law and strictly satisfies the rate constraints in the primal problem. We can also choose a large enough q i , ∀i to strictly satisfy the energy constraints. Thus the Salter's condition for constraint qualification is satisfied, and strong duality holds between the primal and dual problems.
Therefore, we can solve the primal problem through the Lagrangian dual as
Through mathematical transformation, the Lagrangian dual function can be written as
where, 
where Φ(μ, ρ) is related to the lifetime, and named as lifetime optimization subproblem; Ψ(λ, ρ) is determined by the flow distribution, and named as network optimization subproblem.
C. Subgradient Algorithm
Since the objective function of the primal problem (P3) is not strictly convex in the variable space, the Lagrangian dual function L(q, g; λ, ρ, μ) is non-differentiable. Cutting plane and dual subgradient methods are two promising ways to solve non-differential optimization problems. However, the cutting plane method usually needs information of all dual solutions and so a central coordinator. Thus we employ the subgradient method to solve the dual problem, which often facilitates a distributed algorithm.
Suppose primal variables q
, the subgradients of the dual problem (LD) on variables λ
The update of dual variables are as follows
where α k > 0 is the step size. According to [19] , subgradient method is guaranteed to converge to the optimum of the convex problem if α k satisfies
D. Primary Recovery
Notice that the dual function is non-differentiable, hence in general the optimal solution of the dual problem with subgradient method is not feasible to the primal problem. To overcome this problem, we use the convex combination method [20] , which convexly combines dual solutions in previous iterations to guarantee the primal feasibility.
At each iteration k, we can compose the primal variable x (k) with
where
is the convex combination weight satisfying
We choose the convex combination weight as explained in Corollary 2 in [20] .
According to [20] , the accumulation point x (k) i generated via equation (31) is feasible to the primary problem (P3).
E. Dual Function Analysis
We first consider the subproblem in equation (20) . Since q i can be limited by [0 Q], the optimal solution of the quadric function can be easily obtained corresponding to different values of x.
Since there exits the physical rate constraint in equation (6) , the maximum value of the following linear equation (34) is always attained at the maximum positive point. 
where s * and j * are the source node and one of the nodes in J, which yield the maximum of λ 
where,
Considering the constraint c∈C f c iJ ≤ r iJ in equation (7), the optimal value of equation (37) can be written in the following manner
where c * is the commodity that maximize y + z. The corresponding physical commodity rate f c iJ is
From the above derivations, the problem in equation (21) can be written as
which is a weighted link scheduling problem, and can be solved according to the specific interference model. Using the primary interference model, the problem in equation (41) is equivalent to maximum weighted hypergraph matching, which can be solved with an approximated algorithm in a distributed manner as proposed in [10] . The complexity of solving the problem depends on variable spaces that determine the achievable rate region Co(Π).
According to above analysis, we can give the distributed algorithm based on subgradient method as in Algorithm 1. 
Algorithm 1 Subgradient Method to
IV. Evaluation
For space limitation, we evaluate the distributed network coding algorithm for lifetime maximization on the network topology as shown in Figure 1 . There are two flows: {1} → {5, 7}, {2} → {5, 7}, which constitute a commodity. The source rates of both source nodes are 0.2, while the transmission rate of each multicast is set to be 1. It is obvious that the source rates can be supported by the network. The initial energy of each node is assumed to be 100 joule. Considering different energy costs of transmitting and receiving, the transmission energy cost e t iJ of node i is assumed to be 2 joule, while the receiving energy cost e r jI is assumed to be 1 joule for each node i. No power control is considered in following simulation.
The initial values of λ csd i , ρ i , and μ i j are assumed to be 0. The step sizes α k of iterations on λ i , ρ i , and μ i j are set to max(10 −4 , 10 −3 / √ k), where k is the iteration index. Variation of q 6 with iterations is shown in Figure 2 . q i of other nodes with i 6 is similar and omitted here. As shown in the figure, the values of q converge to the expected ones, after a thousand iterations. Since the topology is very simple, we can get the energy cost easily. Without network coding, the bottleneck node 6 has to transmit and receive twice, then q = (0.2 * 2 * 2 + 0.2 * 1 * 2)/100 = 0.012. With linear network coding, node 6 has to receive twice and transmit once, which results in q = (0.2 * 2 * 1 + 0.2 * 1 * 2)/100 = 0.008. The convergence in Figure 2 matches our expectation very well. And the lifetime with inter-session network coding is about 50% larger than that without network coding. 
V. Conclusion
In this paper, we have investigated lifetime maximization for energy constrained networks with inter-session network coding. We formulate the lifetime maximization as a linear programming problem and solve it with the dual subgradient method in a distributed manner. The algorithm is evaluated on a specific topology. Results of simulation well match that of the optimization analysis, and lifetime is extended about 50% with inter-session network coding.
