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Bryant surfaces in H3 of finite type
Benoît Daniel
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Abstract
We define the notion of Bryant surfaces of finite type: an annular end of a Bryant surface is said
to be of finite type if its hyperbolic Gauss map is of finite growth (in the sense of Nevanlinna), and a
Bryant surface is said to be of finite type if it is of finite conformal type and if all its ends are of finite
type. We prove that a Bryant surface of finite total curvature is of finite type.
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Résumé
Nous définissons la notion de type fini pour les surfaces de Bryant : un bout annulaire d’une surface
de Bryant est dit de type fini si son application de Gauss hyperbolique a une croissance finie (au sens
de Nevanlinna), et une surface de Bryant est dite de type fini si elle est de type conforme fini et si
tous ses bouts sont de type fini. Nous montrons qu’une surface de Bryant de courbure totale finie est
de type fini.
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1. Introduction
Un bout d’une surface de Bryant (surface de courbure moyenne 1 dans H3), paramétré
conformément par le disque unité privé de zéro, est dit régulier si son application de Gauss
hyperboliqueG se prolonge de façon méromorphe en zéro, et irrégulier sinon. Cependant,
même si la surface est de courbure totale finie, ses bouts ne sont pas nécessairement
réguliers, contrairement à ce qui ce passe dans le cas des surfaces minimales dans R3.
En ce qui concerne les surfaces minimales dans R3, Harold Rosenberg [8] a introduit
la notion de surface de type fini. Une surface minimale de courbure totale finie est de
type fini. Laurent Hauswirth, Joaquín Pérez et Pascal Romon [5] ont étudié les propriétés
asymptotiques des bouts minimaux de type fini et de courbure totale infinie.
Nous introduisons ici une notion analogue pour les surfaces de Bryant : un bout
annulaire sera dit de type fini si son application de Gauss hyperbolique a une croissance
finie (au sens de Nevanlinna), et une surface de Bryant sera dite de type fini si elle est de
type conforme fini et si ses bouts sont de type fini. Nous montrerons ici qu’une surface de
Bryant de courbure totale finie est de type fini.
La cousine de la surface d’Enneper constitue un exemple de surface de Bryant de
courbure totale finie dont il est facile de vérifier qu’elle est de type fini. Elle a pour données
de Weierstrass (g = z, ω= λ2 dz) sur C et pour représentation de Bryant
F =
(
chλz 1
λ
shλz− z chλz
λ shλz chλz− λz shλz
)
,
où λ est un complexe non nul (voir [1]). Sa courbure totale est finie. Elle possède un
bout irrégulier correspondant à z=∞. En posant u= 1/z, on obtient une paramétrisation
conforme du bout par D∗. On calcule G = 1
λ
th 1
u
. G est donc bien à croissance finie au
sens de Nevanlinna.
Deux résultats concernant les valeurs prises par l’application de Gauss hyperbolique
d’une surface de Bryant ont été montrés. Zu Huan Yu [13] a montré que l’application de
Gauss hyperbolique d’une surface de Bryant complète prend toutes les valeurs sauf au
plus quatre (sauf si cette surface est une horosphère). Pascal Collin, Laurent Hauswirth et
Harold Rosenberg [2] ont montré que si cette surface est de plus de courbure totale finie
alors l’application de Gauss hyperbolique prend toutes les valeurs sauf au plus trois (sauf
si cette surface est une horosphère). Nous espérons obtenir des résultats concernant les
valeurs prises par l’application de Gauss des surfaces de Bryant de type fini.
On trouvera une introduction à la théorie des surfaces minimales dans [7]. Pour plus
de renseignements sur les surfaces de Bryant et la notion de type fini, le lecteur pourra se
référer notamment à [3,5,8–10].
2. Croissance au sens de Nevanlinna d’une fonction méromorphe
Dans cette section, nous présentons de façon élémentaire et détaillée la notion de
croissance d’une fonction méromorphe au sens de Nevanlinna, car nous aurons besoin
par la suite de travailler sur des secteurs de disques et non sur le disque tout entier. Pour
plus de renseignements sur la théorie de Nevanlinna, le lecteur pourra se référer à [4,6].
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Pour ρ > 0, on note Dρ = {z ∈ C | |z| < ρ}, Dρ∗ = Dρ \ {0}, et DρR = {z ∈ C | R <
|z|< ρ} pour R ∈ ]0, ρ[. On note D =D1 le disque unité ouvert de C. Si O est un ouvert
de C, on note O∗ =O \ {0}. Enfin, on note C la sphère de Riemann C∪ {∞} munie de la
métrique induite par la projection stéréographique.
On considère les coordonnées sphériques (θ,ϕ) sur la sphère S2 et les coordonnées
polaires (r, t) sur C. On note Φ : (θ,ϕ) → (r, t) l’application telle que (r, t) sont les
coordonnées polaires du projeté stéréographique du point de S2 de coordonnées sphériques
(θ,ϕ).
On a t = ϕ et r = sinθ1−cos θ . Le jacobien de Φ est donc JΦ = 1cos θ−1 .
Enfin, on note Ψ : (r, t) → reit . On a JΨ = r .
On considère une application holomorphe g :O∗ → C, où O est un ouvert de C
contenant 0. Soit Ω un ouvert de O∗. On note Ag(Ω) l’aire comptée avec multiplicité
de l’image par g dans C de Ω .
On a
Ag(Ω) =
∫
Φ−1Ψ−1g(Ω)
sin θ dθ dϕ =
∫
Ω
sin θ
|Jg|
|JΦ||JΨ | dz
=
∫
Ω
sin θ(1− cosθ) |g
′|2
|g| dz.
Or on a
|g|2 + 1 = sin
2 θ + (1− cosθ)2
(1− cosθ)2 =
2
1− cosθ .
Donc
sin θ(1− cosθ)= |g|(1− cosθ)2 = 4|g|
(1+ |g|2)2 .
On obtient donc
Ag(Ω)=
∫
Ω
4|g′(z)|2
(1+ |g(z)|2)2 dz.
On fixe un réel ρ > 0 tel que Dρ ⊂O. Pour R ∈ ]0, ρ[, on note
Tg(R)=
ρ∫
R
Ag(Dρr )
r
dr.
Tg s’appelle la fonction caractéristique d’Ahlfors–Shimizu de g.
Définition 2.1. On dit que g est à croissance finie λ <∞ (au sens de Nevanlinna) si et
seulement si
lim sup
r→0
− lnTg(r)
ln r
= λ.
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On dit que g est à croissance infinie (au sens de Nevanlinna) si et seulement si
lim sup
r→0
− lnTg(r)
ln r
=∞.
Proposition 2.2. Ceci ne dépend pas du choix de ρ.
Démonstration. Soit ρ′ > 0 un autre réel tel que Dρ′ ⊂O. On suppose ρ′ < ρ. On note
T˜g(R)=
ρ′∫
R
Ag(Dρ
′
r )
r
dr.
On a
T˜g(R) =
ρ′∫
R
Ag(Dρr )−Ag(Dρρ′)
r
dr
= Tg(R)− Tg(ρ′)+Ag
(Dρ
ρ′
)
(lnR− lnρ′),
d’où le résultat. ✷
Lemme 2.3. Soit b ∈C, f :C→C,w →w+ b et h= f ◦ g. Alors il existe une constante
K > 0 (dépendant de b) telle que pour tout ouvert Ω de O∗ on ait
Ag(Ω)
K2
Ah(Ω)K2Ag(Ω).
En particulier, si g est à croissance finie λ, alors h est aussi à croissance finie λ.
Démonstration. On a
4|h′|2
(1+ |h|2)2 =
4|g′|2
(1+ |g+ b|2)2 =
(
1+ |g|2
1+ |g+ b|2
)2 4|g′|2
(1+ |g|2)2 .
Or on a
1
u(|g|) =
1+ |g|2
1+ (|g| + |b|)2 
1+ |g|2
1+ |g+ b|2 
1+ (|g + b| + |b|)2
1+ |g+ b|2 = u(|g+ b|),
avec u(x)= 1+(x+|b|)21+x2 . Cette fonction u est majorée sur R+ par une constante K > 0.
On a donc
1
K
 1+ |g|
2
1+ |g+ b|2 K.
En intégrant sur Ω on obtient donc
Ag(Ω)
K2
Ah(Ω)K2Ag(Ω).
En particulier on a
Tg(R)
K2
 Th(R)K2Tg(R). ✷
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Lemme 2.4. Soit a ∈ C∗, f :C→C,w → aw et h = f ◦ g. Alors pour tout ouvert Ω
de O∗ on a
min
(
|a|2, 1|a|2
)
Ag(Ω)Ah(Ω)max
(
|a|2, 1|a|2
)
Ag(Ω).
En particulier, si g est à croissance finie λ, alors h est aussi à croissance finie λ.
Démonstration. On a
4|h′|2
(1+ |h|2)2 =
4|a|2|g′|2
(1+ |a|2|g|2)2 = |a|
2
(
1+ |g|2
1+ |a|2|g|2
)2 4|g′|2
(1+ |g|2)2 .
Or on a
min
(
1,
1
|a|2
)
 1+ |g|
2
1+ |a|2|g|2 max
(
1,
1
|a|2
)
.
En intégrant sur Ω on obtient donc
min
(
|a|2, 1|a|2
)
Ag(Ω)Ah(Ω)max
(
|a|2, 1|a|2
)
Ag(Ω).
En particulier on a
min
(
|a|2, 1|a|2
)
Tg(R) Th(R)max
(
|a|2, 1|a|2
)
Tg(R). ✷
Lemme 2.5. Soit f :C→C,w → 1/w et h= f ◦g. Alors pour tout ouvert Ω deO∗ on a
Ah(Ω)=Ag(Ω).
En particulier, si g est à croissance finie λ, alors h est aussi à croissance finie λ.
Démonstration. On remarque que
4|h′(z)|2
(1+ |h(z)|2)2 =
4|g′(z)|2
(1+ |g(z)|2)2 .
Par conséquent, Ah(Ω)=Ag(Ω), et en particulier Tg = Th. ✷
Théorème 2.6. Soit f un automorphisme conforme de C et h= f ◦ g. Alors il existe des
constantes strictement positives K1 et K2 (dépendant de f ) telles que pour tout ouvert Ω
de O∗ on ait
K1Ag(Ω)Ah(Ω)K2Ag(Ω).
En particulier, si g est à croissance finie λ, alors h est aussi à croissance finie λ.
Démonstration. f est de la forme
f :w → aw+ b
cw+ d
avec ad − bc = 0.
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Si c= 0, le résultat découle des lemmes 2.3 et 2.4.
On suppose désormais c = 0. On a
f (w)= b−
ad
c
cw+ d +
a
c
.
On a donc f = f3 ◦f2 ◦f1 avec f1(w)= cw+d , f2(w)= 1/w et f3(w)= (b− adc )w+ ac .
On obtient donc le résultat en appliquant les lemmes 2.3, 2.4 et 2.5. ✷
Théorème 2.7. Soit O′ un ouvert de C contenant zéro, f :O′ → O un isomorphisme
conforme tel que f (0)= 0 et h= g ◦ f :O′ ∗ → C. Alors g est à croissance λ ∈ [0,+∞]
si et seulement si h est à croissance λ.
Démonstration. Il existe des constantes K1 > 0 et K2 > 0 telles que f et f−1 soient
respectivementK1-lipschitzienne et K2-lipschitzienne. Comme f (0)= 0 on a, pour tout z,
|z|
K2
 |f (z)|K1|z|.
En particulier on a 1/K2 K1.
On choisit un réel ρ > 0 assez petit pour que Dρ ⊂ O et Dρ′ ⊂ O′ avec ρ = K1ρ′.
Alors f (Dρ′R )⊂DρR/K2 .
On prend
Tg(R)=
ρ∫
R
Ag(Dρr )
r
dr,
et
Th(R)=
ρ′∫
R
Ah(Dρ
′
r )
r
dr.
Alors
Th(R) =
ρ′∫
R
Ag(f (Dρ
′
r ))
r
dr

ρ′∫
R
Ag(Dρr/K2)
r
dr =
ρ′/K2∫
R/K2
Ag(Dρs )
s
ds = Tg
(
R
K2
)
− Tg
(
ρ′
K2
)
,
car ρ′/K2 K1ρ′ = ρ.
Comme − lnR > 0 lorsque R est suffisamment petit, on a
lim sup
r→0
− lnTh(r)
ln r
 lim sup
r→0
− lnTg(r)
ln r
.
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En considérant f−1, on montre de même que
lim sup
r→0
− lnTh(r)
ln r
 lim sup
r→0
− lnTg(r)
ln r
. ✷
3. Bouts de surfaces de Bryant de type fini
Définition 3.1. Soit E un bout d’une surface de Bryant. On suppose que ce bout est
paramétré conformément par D∗, de sorte qu’il soit complet en zéro. Soit G :D∗ →C son
application de Gauss hyperbolique. On dit que E est un bout de type fini si et seulement si
G est à croissance finie.
Proposition 3.2. Ceci ne dépend pas du choix de la paramétrisation conforme.
Démonstration. Soit f1 et f2 deux paramétrisations conformes du bout E par D∗. Alors
on peut considérer l’isomorphisme conforme f = f−11 ◦ f2 :O′ ∗ →O∗ où O et O′ sont
des ouverts de D contenant zéro.
Comme f est bornée, f se prolonge en une fonction holomorphe de O′ dans
l’adhérence de O. On a nécessairement f (0) = 0, et f est un isomorphisme conforme
de O′ sur O. Par ailleurs, si G1 :D∗ → C et G2 :D∗ → C sont les applications de Gauss
de E données respectivement par les paramétrisations f1 et f2, alors G2 coïncide avec
G1 ◦ f sur O′ ∗. Le résultat découle donc du théorème 2.7. ✷
Proposition 3.3. Soit E1 un bout d’une surface de Bryant et E2 son image par une
isométrie de l’espace hyperbolique H3. Alors E1 est de type fini si et seulement si E2
est de type fini.
Démonstration. SoitG1 etG2 les applications de Gauss hyperboliques deE1 etE2. Alors
G1 et G2 sont liées par la relation G2 = f ◦G1 où f est un automorphisme conforme deC.
Le résultat découle donc du théorème 2.6. ✷
Définition 3.4. On dit qu’une surface de Bryant complèteM est de type fini si et seulement
si M a le type conforme d’une surface de Riemann privée d’un nombre fini de points et
que tous ses bouts sont de type fini.
Théorème 3.5. SoitM une surface de Bryant complète. On suppose queM est de courbure
totale finie. Alors M est de type fini.
Démonstration. On sait déjà que M a le type conforme d’une surface de Riemann privée
d’un nombre fini de points (et ces points correspondent aux bouts). Il reste donc à montrer
que ses bouts sont de type fini.
Soit f :D∗ →H3 une immersion conforme, complète en z= 0 et paramétrant un boutE
de M . On suppose que E est un bout irrégulier, id est que son application de Gauss
hyperbolique G ne se prolonge pas de façon méromorphe en z= 0 (si le bout est régulier,
alors G se prolonge de façon méromorphe en z= 0, et donc G est à croissance finie nulle).
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Soit (g,ω) les données de Weierstrass de E, et F : D˜∗ → SL2(C) (où D˜∗ désigne le
revêtement universel de D∗) sa représentation de Bryant (voir [1]). On note
F =
(
A B
C D
)
.
On a f = FF ∗ et
F−1 dF =
(
g −g2
1 −g
)
ω.
On sait d’apres [12] que A et C sont solutions de l’équation
X′′ − w
′
w
X′ − g′wX = 0, (1)
et que B et D sont solutions de l’équation
X′′ − (g
2w)′
g2w
X′ − g′wX = 0, (2)
où l’on a noté ω =w dz, et que les coefficients de ces équations sont méromorphes sur D.
On sait d’après [1] que
Q= g′w=
∞∑
k=−m
qkz
k
où m 3 et q−m = 0, et que
P = w
′
w
=
∞∑
k=−1
pkz
k.
On traite d’abord le cas où m= 2n est pair. Posant
U =
(
X
X′
)
,
on obtient l’équation
zm
dU
dz
=
(
0 zm
Qzm Pzm
)
U.
Les coefficients de la matrice sont des séries entières et Qzm est de valuation nulle.
D’après [11] et [14], les solutions fondamentales de (1) sont donc
X1(z)= za−σ
(
1+ x1(z)
)
eζ
et
X2(z)= za+σ
(
1+ x2(z)
)
e−ζ ,
où
ζ =
n−1∑
k=1
σn−k−1
kzk
,
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et où a, σ et les σk sont des complexes dépendant de g et ω tels que σ0 = 0, x1 et x2 des
fonctions holomorphes qui convergent vers zéro en zéro, ceci étant vrai dans tout secteur
S(Φ,k, ε, ρ) formé des complexes non nuls z de module inférieur ou égal à ρ tels que
Φ − π2 + ε+ 2kπ
n− 1  argz
Φ + π2 − ε+ 2kπ
n− 1 ,
où ε > 0 est arbitraire, k ∈ [[0, n− 2]], Φ un réel quelconque tel que Φ = arg(±σ0), et
ρ > 0 un réel suffisamment petit.
De même, les solutions fondamentales de (2) dans un tel secteur sont
Y1(z)= za′−σ
(
1+ y1(z)
)
eζ
et
Y2(z)= za′+σ
(
1+ y2(z)
)
e−ζ ,
où a′ est un complexe dépendant de g et ω, y1 et y2 des fonctions holomorphes qui
convergent vers zéro en zéro.
On a donc, sur un secteur S fixé,
F =
(
α1X1 + α2X2 β1Y1 + β2Y2
γ1X1 + γ2X2 δ1Y1 + δ2Y2
)
.
On choisit un réel ε ∈ ]0,π/4[ et un réel Φ tel que les réels Φl = Φ + lπ/2, pour
l ∈ [[0,3]] soient différents de arg(±σ0). On choisit un ρ suffisamment petit pour que,
pour tout k ∈ [[0, n−2]] et pour tout l ∈ [[0,3]], les solutions fondamentales de (1) dans le
secteur S(Φl, k,π/4− ε,ρ) soient de la forme ci-dessus ; en particulier ces solutions sont
valables dans le secteur S(Φl, k,π/4, ρ) et sur le bord de ce secteur (sauf en zéro).
Pour k ∈ [[0, n−2]], l ∈ [[0,3]] et R ∈ ]0, ρ[, on noteΩk,l(R)= {z ∈ S(Φl, k,π/4, ρ) |
R < |z|< ρ}. Alors on a
AG
(DρR)= n−2∑
k=0
3∑
l=0
AG
(
Ωk,l(R)
)
,
d’où
TG(R)=
n−2∑
k=0
3∑
l=0
TG,k,l(R)
avec
TG,k,l(R)=
ρ∫
R
AG(Ωk,l(r))
r
dr.
On fixe un k ∈ [[0, n− 2]] et un l ∈ [[0,3]]. Sur le secteur S(Φl, k,π/4− ε,ρ), on a
G= A
′
C′
= α1X
′
1 + α2X′2
γ1X′1 + γ2X′2
=
α1
X′1
X′2
+ α2
γ1
X′1
X′2
+ γ2
.
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Comme F est inversible, on a α1γ2 − α2γ1 = 0, donc d’après le théorème 2.6 on a
AG(Ωk,l(R))=AH(Ωk,l(R)) où H =X′1/X′2.
On a
H(z)= X
′
1(z)
X′2(z)
= e2ζ z−2σ h(z)
où
h(z)= (a − σ)(1+ x1(z))+ zx
′
1(z)+ z(1+ x1(z))ζ ′
(a + σ)(1+ x2(z))+ zx ′2(z)− z(1+ x2(z))ζ ′
.
La quantité (a−σ)(1+x1(z)) tend vers a−σ quand z tend vers zéro, et z(1+x1(z))ζ ′
équivaut à −σ0/zn−1 (avec n 2).
Par ailleurs, zx ′1(z) tend vers zéro quand z tend vers zéro dans le secteur S(Φl, k,π/4−
ε/2, ρ). En effet, il existe un réel η > 0 tel que pour tout z ∈ S(Φl, k,π/4 − ε/2, ρ)
le cercle de centre z et de rayon η|z| soit inclus dans S(Φl, k,π/4 − ε,ρ). Pour z ∈
S(Φl, k,π/4−ε/2, ρ), on applique la formule de Cauchy à x ′1(z) sur le cercle @ de centre z
et de rayon η|z|. On obtient
x ′1(z)=
1
2iπ
∫
@
x1(ξ)
(ξ − z)2 dξ =
1
2π
2π∫
0
x1(z+ η|z|eit )
η|z|eit dt,
d’où
|zx ′1(z)|
1
2π
2π∫
0
|x1(z+ η|z|eit )|
η
dt .
Donc comme x1(z) tend uniformément vers zéro quand z tend vers zéro dans S(Φl, k,
π/4− ε/2, ρ) on a montré le résultat annoncé.
On a les mêmes résultats concernant les termes du dénominateur. Par conséquent, h(z)
tend vers −1 quand z tend vers zéro dans le secteur S(Φl, k,π/4− ε/2, ρ).
On remarque qu’on a
B ln
(
1+ |H(z)|2)= 4|H ′(z)|2
(1+ |H(z)|2)2 .
On a donc
AH
(
Ωk,l(R)
)= ∫
∂Ωk,l (R)
∂
∂n
ln
(
1+ |H(z)|2)ds
où ∂
∂n
désigne la dérivée par rapport à la normale sortante.
On note
t0 = Φl −
π
4 + 2kπ
n− 1
et
t1 = Φ +
π
4 + 2kπ
n− 1 .
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Le bord de Ωk,l(R) se compose de quatre morceaux : γ1 = {z ∈C | |z| = ρ, t0  argz
t1}, γ2 = {z ∈ C | R  |z|  ρ, argz = t1}, γ3 = {z ∈ C | |z| = R, t0  argz  t1}, et
γ4 = {z ∈C |R  |z| ρ, argz= t0}.
On note
αk(R)=
∫
γk
∂
∂n
ln
(
1+ |H(z)|2)ds
pour k ∈ [[1,4]]. α1 est en fait indépendant de R et on a ainsi
AH
(
Ωk,l(R)
)= α1 + α2(R)+ α3(R)+ α4(R).
On a
α2(R)=
ρ∫
R
1
r
∂
∂t
ln
(
1+ ∣∣H (reit)∣∣2)dr,
la dérivée étant prise en t = t1.
Or on a
∂
∂t
ln
(
1+ ∣∣H (reit)∣∣2)= ∂∂t |H(reit )|2
1+ |H(reit )|2 =
2 Re(ireitH ′(reit )H(reit ))
1+ |H(reit )|2 .
Comme on a
H ′(z)= e2ζ z−2σ h˜(z)
où
h˜(z)= 2ζ ′h(z)− 2σ
z
h(z)+ h′(z),
on a
1
r
∂
∂t
ln
(
1+ ∣∣H (reit)∣∣2)= 2|e2ζ |2|e−2σ(ln r+it1)|2 Re(h˜h¯)
1+ |e2ζ |2|e−2σ(ln r+it1)|2|h(reit1)|2 .
On a h′(z)=O(1/z) quand z tend vers zéro dans le secteur S(Φl, k,π/4−ε/4, ρ) (c’est
le même raisonnement que pour montrer que zx ′1(z) tend vers zéro quand z tend vers zéro
dans le secteur S(Φl, k,π/4− ε/2, ρ)). Donc on a
h˜(z)=O
(
1
zn
)
quand z tend vers zéro dans le secteur S(Φl, k,π/4− ε/4, ρ) (avec n 2).
On a∣∣e−2σ(ln r+it1)∣∣2 = r−4 Reσ e4t1 Imσ .
On a∣∣e2ζ ∣∣2 = exp( n−1∑
k=1
4 Re(σn−1−ke−ikt1)
krk
)
.
On distingue 3 cas.
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Si cette somme est identiquement nulle, alors on a, quel que soit le signe de Reσ ,
1
r
∂
∂t
ln
(
1+ ∣∣H (reit)∣∣2)=O( 1
rn
)
quand r tend vers zéro.
Si cette somme tend vers +∞ quand r tend vers zéro, alors les quantités 2|e2ζ |2 ×
|e−2σ(ln r+it1)|2 Re(h˜h¯) et |e2ζ |2|e−2σ(lnr+it1)|2|h(reit1)|2 tendent vers +∞ quand r tend
vers 0. Par conséquent, ∂
∂t
ln(1+ |H(reit )|2) équivaut à 2 Re(h˜h¯)/|h(reit1)|2 quand r tend
vers 0. Ainsi on a
1
r
∂
∂t
ln
(
1+ ∣∣H (reit)∣∣2)=O( 1
rn
)
quand r tend vers zéro.
Si cette somme tend vers −∞ quand r tend vers zéro, alors les quantités 2|e2ζ |2 ×
|e−2σ(ln r+it1)|2 Re(h˜h¯) et |e2ζ |2|e−2σ(ln r+it1)|2|h(reit1)|2 tendent vers 0 quand r tend
vers 0, donc 1
r
∂
∂t
ln(1+ |H(reit )|2) est bornée.
Dans tous les cas on a donc
α2(R)=O
(
1
Rn−1
)
(3)
quand R tend vers zéro.
On montre de même qu’on a
α4(R)=O
(
1
Rn−1
)
(4)
quand R tend vers zéro.
On a
α3(R)=−
t1∫
t0
∂
∂r
ln
(
1+ ∣∣H (reit)∣∣2)R dt,
la dérivée étant prise en r =R. Donc
α3(R)=−Rψ ′(R)
où
ψ(r)=
t1∫
t0
ln
(
1+ ∣∣H (reit)∣∣2)dt .
On a donc
TG,k,l(R) =
ρ∫
R
AG(Ωk,l(r))
r
dr
= α1(lnρ − lnR)+ψ(R)−ψ(ρ)+
ρ∫
R
α2(r)
r
dr +
ρ∫
R
α4(r)
r
dr. (5)
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On a∣∣H (reit)∣∣2 = ∣∣e2ζ ∣∣2∣∣e−2σ(ln r+it )∣∣2∣∣h(reit)∣∣2
= r−4 Reσ e4t Imσ ∣∣h(reit)∣∣2 n−1∏
j=1
βj ,
avec
βj = exp
(
4 Re(σn−1−j e−ij t )
jrj
)
.
Comme h(z) tend vers−1 quand z tend vers zéro dans le secteur S(Φl, k,π/4−ε/2, ρ),
pour r assez petit on a |h(reit )|2  2.
La quantité e2t Imσ est majorée par une constante K > 0.
Par conséquent, on a, pour r suffisamment petit,
0
∣∣H (reit)∣∣2  2K
r4 Reσ
exp
(
n−1∑
j=0
4|σn−1−j |
jrj
)
.
Donc, comme
ψ(r)=
t1∫
t0
ln
(
1+ ∣∣H (reit)∣∣2)dt,
quand r tend vers zéro, on a
ψ(r)=O
(
1
rn−1
)
. (6)
Ainsi, d’après (3), (4), (5) et (6),
TG,k,l(R)=O
(
1
Rn−1
)
quand R tend vers zéro.
Comme ceci est vrai pour tout k et tout l, on a ainsi montré que G est de type fini
(inférieur ou égal à n− 1).
Nous allons maintenant traiter le cas où m est impair. On effectue alors le changement
de variable u2 = z (ce qui ne pose pas de problème dans la mesure où on obtiendra des
résultats sur des secteurs). On pose X˜(u)=X(u2). L’équation (1) devient
d2X˜
du2
− P˜ dX˜
du
− Q˜X˜ = 0, (7)
où
P˜ (u)= 1
u
+ 2uw
′(u2)
w(u2)
est méromorphe avec éventuellement un pôle d’ordre au plus un en u= 0, et où
Q˜(u)= 4u2Q(u2)= ∞∑
k=−m+1
4qk−1u2k.
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On est donc ramené à une situation similaire à celle du cas où m est pair, en remplaçant
X(z) par X˜(u) et m par 2(m− 1) 4. ✷
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