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Global well-posedness of the 2-D incompressible
Navier-Stokes-Cahn-Hilliard system with singular free energy
densities
Guilong Gui ∗ Zhenbang Li †
Abstract
Consideration in this paper is the effects of some singular free energy densities on
global well-posedness of the 2-D incompressible Navier-Stokes-Cahn-Hilliard (NS-CH)
system. Due to lack of the maximum principle for the convective Cahn-Hilliard equa-
tion (as a fourth-order parabolic equation), we construct its approximate second-order
parabolic equation, and use comparison principle and the basic energy estimates to sep-
arate the solution from the singular values of the singular free energy density, where the
Orlicz embedding theorem plays a key role. Based on these, we prove the global well-
posedness of the Cauchy problem of the 2-D NS-CH equations with periodic domains by
using energy estimates and the logarithmic Sobolev inequality.
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1 Introduction
We consider herein a diffuse interface model which describes the evolution of droplet formation
and collision during flow of viscous incompressible Newtonian fluids of the same density but
different viscosity. There are two sides in this situation. From the macroscopical points of
view, the fluids are immiscible. On the other hand, the model considers a partial mixing on
a small length scale measured by a parameter κ > 0, such as interface of two-phase fluids,
oil and water for instance. The model was first discussed by P. C. Hohenberg and B. I.
Halperin [28], and then derived in the framework of rational continuum mechanics by M.
E. Gurtin [27]. This system consists of the incompressible Navier-Stokes equations coupled
with a convective Cahn-Hilliard equation, which leads to the following incompressible Navier-
Stokes-Cahn-Hilliard (NS-CH for short) equations
∂tu+ u · ∇u− div(2ν(θ)Du) +∇p = −κdiv(∇θ ⊗∇θ), ∀ (t, x) ∈ R+ × Ω,
∂tθ + u · ∇θ = m∆µ, µ = κ
−1φ(θ)− κ∆θ,
div u = 0.
(1.1)
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Here, Ω ⊂ Rd (d = 2, 3) is bounded domain with smooth boundary, the unknown u is the
velocity field of the fluid, Du = 12(∇u +∇u
T ), the unknown p is a scalar pressure function,
the unknown θ is an order parameter related to the concentration of the fluids, and the
viscosity coefficient ν(·) is a smooth, positive function on R, κ > 0 is a parameter related to
the thickness of the interfacial region, φ = Φ′ for some suitable energy density Φ specified
below, and µ is the so-called chemical potential. It is assumed here that the densities of both
components as well as the density of the mixture are constant and for simplicity equal to
one. The extra force −κdiv(∇θ ⊗∇θ) appearing in the right-hand side of the first equation
in (1.1) can be considered as the capillary force due to the surface tension. Moreover, we also
take into account the diffusion m∆µ in the the concentration θ-equation in (1.1), where the
mobility coefficient m is a positive constant.
The system (1.1) is usually posed by the following boundary and initial conditions{
u|∂Ω = 0, ∂nθ|∂Ω = ∂nµ|∂Ω = 0,
u|t=0 = u0, θ|t=0 = θ0.
(1.2)
For the sake of simplicity, we may assume in the paper that the fluid occupies the two
dimensional torus Ω = T2, because, in the physical experiments, the shear is obtained by
putting the mixture between two rotating cylinders whose diameters are very close (Couette-
Taylor flows), curvature effects are usually neglected because of the thickness of the domain
(see [8, 23]).
Thanks to the identity −κdiv (∇θ⊗∇θ) = µ∇θ−∇(κ2 |∇θ|
2+κ−1Φ(θ)), the momentum
equations in (1.1) can be rewritten as
∂tu+ u · ∇u− div(ν(θ)Du) +∇g = µ∇θ
with the total pressure g := p+ κ2 |∇θ|
2+κ−1Φ(θ), where the term µ∇θ is known as Korteweg
force, in which the chemical potential µ can be considered as the variational derivative of the
following Ginzburg-Landau free energy
E(θ) =
∫
T2
(
κ
2
|∇θ|2 + κ−1Φ(θ)) dx,
where the potential Φ(θ) :=
∫ θ
0 φ(η) dη is the Helmholtz free energy density.
We will mainly pay attention in this work to a theory for a class of physically relevant,
singular free energy densities Φ. More precisely, we assume throughout the article:
Assumption 1.1. Let Φ(·) ∈ C([a, b]) ∩ C∞((a, b)) such that φ = Φ′ satisfies
lim
s→a+
φ(s) = −∞, lim
s→b−
φ(s) = +∞,
φ′(s) ≥ −α, |φ′(s)| ≤ C1e
C2|φ(s)| + C3, ∀ s ∈ (a, b)
(1.3)
for some constants α, C1, C2, C3 > 0. We extend Φ(s) = +∞ if s /∈ [a, b].
Remark 1.1. We claim that
∫
T2 Φ(θ) dx <∞ implies θ(x) ∈ [a, b] for almost every x ∈ T
2.
Indeed, since∫
T2
Φ(θ) dx =
∫
{θ<a}∪{θ>b}
Φ(θ) dx+
∫
θ∈[a,b]
Φ(θ) dx ≥
∫
{θ<a}∪{θ>b}
Φ(θ) dx− C,
we get from
∫
T2 Φ(θ) dx < ∞ that meas({θ < a} ∪ {θ > b}) = 0, that is, θ(x) ∈ [a, b] for
almost every x ∈ T2.
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Without loss of generality, we assume in the article that θ is just the concentration
difference of both components and [a, b] = [−1, 1].
Example 1.1. Assumption 1.1 is motivated by the so-called regular solution model free energy
suggested by Cahn and Hilliard [12]:
Φ(s) =
 α02
(
(1 + s) ln(1 + s) + (1− s) ln(1− s)
)
− α2 s
2, if s ∈ [−1, 1],
+∞, if s /∈ [−1, 1],
(1.4)
where two constants α0 and α satisfy 0 < α0 < α, a = −1, b = 1. Here the logarithmic terms
are related to the entropy of the system.
Remark 1.2. The function φ = Φ′ in (1.4) satisfies (1.3). In order to verify this, we need
only to show
|φ′(s)| ≤ e
2
α0
|φ(s)|+ 2α
α0
+lnα0 + α, ∀ s ∈ (−1, 1),
where φ(s) = α02 ln
1+s
1−s − α s and φ
′(s) = α0
1−s2
− α, ∀ s ∈ (−1, 1), from (1.4). Indeed, we
first introduce f(s) := | ln 1+s1−s | − ln
1
1−s2
for s ∈ (−1, 1). It is easy to find that f(0) = 0 and
f(s) ≥ 0 for any s ∈ (−1, 1). Therefore, it follows that ∀ s ∈ (−1, 1)
|φ′(s)| ≤ |
α0
1− s2
|+ α ≤ e
ln |
α0
1−s2
|
+ α ≤ e| ln
1+s
1−s
|+lnα0 + α ≤ e
2
α0
|φ(s)|+ 2α
α0
+lnα0 + α.
Remark 1.3. The logarithmic potential (1.4) is often replaced by a smooth double-well poly-
nomial approximation [1, 7, 23, 25], such as Φ(s) = γ1s
4− γ2s
2 and Φ(s) = (1− s2)2, s ∈ R,
where γ1 and γ2 are given positive constants.
Recently, there are some works devoted to the mathematical analysis of the Navier-Stokes-
Cahn-Hilliard (NS-CH) system with the singular free energy density Φ satisfying Assumption
1.1, see [1, 2, 3, 4, 20, 33] and the references cited therein.
In [1], H. Abels proved that there exist global weak solutions of the Navier-Stokes-Cahn-
Hilliard system in 2D and 3D bounded domains for the singular free energy densities, and
moreover, unique ’strong’ solutions exist in 2D globally in time and in 3D locally in time. The
existence of global weak solutions for inhomogeneous NS-CH system (where the density of the
mixture depends enters the equation for singular chemical potential) was proved in 2D and
3D in [2]. And then, H. Abels, D. Depner, and H. Garcke [3, 4] investigated the existence of
global weak solutions for a diffuse interface model for the flow of two viscous incompressible
Newtonian fluids in a bounded domain in 2D and 3D, more generally, by allowing for a
degenerate mobility. On the other hand, A. Miranville and S. Zelik [33] studied the long time
behaviour of the Cahn-Hilliard equations with singular potentials (without convection), in
which they were able, in two space dimensions, to separate the solutions from the singular
values of the potential. S. Frigeri and M. Grasselli [20] established the existence of a global
weak solution of the nonlocal NS-CH system with no-slip and no-flux boundary conditions,
and the existence of the global attractor for the 2D generalized semi-flow. Recently, A.
Miranville and R. Temam [34] investigated the existence of weak solutions of the Cahn-
Hilliard-Oono-Navier-Stokes euqations with singular nonlinear terms, and they pointed out
that, it is not able to obtain the control of ∂tu In L
∞(0, T ;L2(Ω)), and then the strict
separation property doesn’t hold (see Remark 3.2 in [34]). A. Giorgini, M. Grasselli and H.
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Wu [24] researched the Cahn-Hilliard-Hele-Shaw system with singular potential, and they
got the uniqueness and regularity of global weak solution by the so-called strict separation
property in 2D.
While for the double-well free energy density case, there are numerous results on the
study of the NS-CH system (see [6, 13, 21, 22, 23, 26, 28, 31, 32] and their references). G.
G. Gal and M. Grasselli [23] considered NS-CH system with well-double potentials, and the
asymptotic behavior of the solutions was studied in 2D bounded domain. C. Cao and C.
G. Gal [13] investigated the NS-CH system without full viscosity and mobility which can
be develop finite time singularities, and they proved the global existence and uniqueness of
classical solution. X. Wang and Z. Zhang [38] established existence and uniqueness of the 2D
global (or 3D local) classical solution in periodic settings, as well as several blow-up criterions
in the 3D case for the Hele-Shaw-Cahn-Hilliard (HS-CH) system, which can be formally
viewed as an appropriate limit of the classical NS-CH system [6, 28, 31]. And then, the
long-time behavior for the HS-CH system was demonstrated in [37]. Recently, C. G. Gal [22]
established the existence of globally defined weak solutions as well as well-posedness results
for strong/classical solutions to the nonlocal incompressible Euler-Cahn-Hilliard equation
(where the chemical potential µ = a0θ − J ∗ θ + φ(θ), J is a spatial-dependent interaction
kernel) in 2D bounded domains. The existence of a suitable global energy solution to the
NS-CH equations with moving contact lines was proved and the convergence of any such
solution to a single equilibrium was also established in [26].
In what follows, we will assume that κ = m = 1 for simplicity, which follows that (1.1)
may be equivalently read as
∂tu+ u · ∇u− div(2ν(θ)Du) +∇g = µ∇θ, ∀ (t, x) ∈ R+ × T2,
∂tθ + u · ∇θ = ∆µ, µ = φ(θ)−∆θ,
div u = 0,
(u, θ)|t=0 = (u0, θ0).
(1.5)
In this paper, we intend to establish the global well-posedness of the Navier-Stokes-Cahn-
Hilliard system (1.5) with the singular function φ in Assumption 1.1. Our main result is
stated as follows.
Theorem 1.1. Under Assumption 1.1, let s > 1, (u0, θ0) ∈ H
s(T2) ×Hs(T2), div u0 = 0,∫
T2 θ0(x) dx = 0,
‖θ0‖L∞(T2) ≤ 1− δ0 (1.6)
for some δ0 ∈ (0, 1), and ν(·) is a smooth, positive function on [−1, 1]. Then the NS-CH
system (1.5) is globally well-posed. Moreover, there holds that the solution (u, θ) to (1.5)
satisfies, for any t > 0,
∫
T2 θ(t, x) dx = 0, and
sup
τ∈[0,t]
‖θ(τ)‖L∞(T2) ≤ 1− δ, (1.7)
where δ = δ(δ0, t) > 0, and
(u, θ) ∈ (C(R+;Hs(T2)) ∩ L2loc(R
+;Hs+1(T2)))
× (C(R+;Hs(T2)) ∩ L2loc(R
+;Hs+2(T2))).
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Remark 1.4. It is worth pointing out that H. Abels in [1] proved that unique ’strong’ solutions
globally exist in two dimensions when the initial data θ0 ∈ H
2
N (Ω), E(θ0) < +∞, µ(θ0) ∈
H1(Ω), and u0 ∈ V
2
2 (Ω), where there is no restriction on θ0 as in (1.6), but also it loses
the propagation of the high regularities of the solution because of lack of separating θ to
the singular points of the potential φ. In effect, the solution (u, θ) obtained in [1] satisfies
u ∈ L2(0,∞;H2+s
′
(Ω)) ∩H1(0,∞;Hs
′
(Ω))∩BUC([0,∞);H1+s−ε(Ω)) for all s′ ∈ [0, 12) and
all ε > 0 as well as ∇2θ, φ(θ) ∈ L∞((0,∞;Lr(Ω))) for every 1 < r <∞.
Let’s explain the main idea of the proof of Theorem 1.1. Under the assumptions in
Theorem 1.1, basic energy estimates yield that the solution (u, θ) satisfies ‖θ‖L∞((0,T )×T2) ≤ 1,
and u, θ ∈ L∞((0, T );H1(T2))∩L2((0, T );H2(T2)), ut, ∇µ ∈ L2((0, T );L2(T2)). While, from
the local well-posedness theory (see Theorem 4.1), uniqueness and regularity depend strongly
on the concentration θ away from the singular values ±1 of the function φ in the Cahn-Hilliard
equation with convection term. Hence, in order to extend the local solution to the global
one, we need to prove that not only (∇u,∆θ) is bounded in L2((0, T );L∞(T2)), but also θ is
separate from the singular points of φ for any existence time. Due to lack of the maximum
principle for the θ-equation in (1.5) (as a fourth-order parabolic equation), we construct its
approximate second-order parabolic equation, and use comparison principle and the basic
energy estimates u ∈ L∞((0, T );H1(T2)) ∩ L2((0, T );H2(T2)) and ut ∈ L2((0, T );L2(T2)) to
separate θ from the singular values of the function φ, where the Orlicz embedding theorem
(Lemma 2.6) plays a crucial role. From this, the singular problem is reduced to a regular
problem. With this in hand, we may readily prove θ ∈ L2((0, T );H2+s0(T2)) for any s0 ∈
(1, 32 ] by using the energy estimate, which bounds ‖∆θ‖L2((0,T );L∞(T2)). Another difficulty
stems from the Lipschitz estimate of the velocity, since H2(T2) # Lip(T2). Fortunately,
this can be solved by combining energy estimates with the Logarithmic Sobolev interpolation
inequality (Lemma 2.3).
The rest of the paper is organized as follows. We review in Section 2 some preliminary
results such as basic calculus in Sobolev spaces, Orlicz embedding theorem, basic properties
of the bi-harmonic heat flow, and some properties of the singular free energy density φ. In
Section 3 we present basic energy estimates of the Navier-Stokes-Cahn-Hilliard system (1.5).
Section 4 is devoted to the local in time well-posedness of the NS-CH system, which proof
requires some refined estimates relying on Littlewood-Paley analysis in Appendix A. Based
on energy estimates in Section 3, we obtain uniform L∞-bounds of concentrations away from
singular points of the function φ in Section 5. Finally, the global well-posedness of the system
(1.5) is proved in Section 6.
Notations: Let A, B be two operators, we denote [A,B] = AB − BA the commutator
between A and B. For a . b, we mean that there is a uniform constant C, which may
be different on different lines, such that a ≤ C b. We shall denote by (a, b)(or (a, b)L2) the
L2(T2) inner product of a and b. For X a Banach space and I an interval of R, we denote by
C(I; X) the set of continuous functions on I with values in X, and by Cb(I; X) the subset
of bounded functions of C(I; X). For q ∈ [1,+∞], the notation Lq(I; X) stands for the set
of measurable functions on I with values in X, such that t 7−→ ‖f(t)‖X belongs to L
q(I). For
a vector v = (v1, v2) ∈ X, we mean that all the components vi (i = 1, 2) of v belong to the
space X. Moreover, m(f) = 1
|T2|
∫
T2 f(x)dx is the mean value of f on T
2. We always denote
the Fourier transform of a function u by û or F(u).
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2 Preliminaries
In this section, we recall some preliminary results that are useful throughout paper.
2.1 Some calculus in Sobolev spaces
Lemma 2.1 (Moser-type estimates, [30]). Let s > 0. Then the following two estimates are
true:
(i) ‖uv‖Hs(Td) ≤ C(‖u‖L∞(Td)‖v‖Hs(Td) + ‖u‖Hs(Td)‖v‖L∞(Td));
(ii) ‖uv‖Hs(Td) ≤ C‖u‖Hs(Td)‖v‖Hs(Td) for all s >
d
2 ;
where all the constants Cs are independent of u and v.
Lemma 2.2 (Commutator estimate, [29]). Let Λs := (1−∆)
s
2 with s > 0. Then the following
estimate holds:
‖[Λs, u]v‖L2(Td) ≤ C(‖u‖Hs(Td)‖v‖L∞(Td) + ‖∇u‖L∞(Td)‖v‖Hs−1(Td)),
where the constant C is independent of u and v.
Lemma 2.3 (Logarithmic Sobolev interpolation inequality, [11]). For any f ∈ Hs(Td) with
s > d2 , there holds
‖f‖L∞ ≤ C(1 + ‖f‖
H
d
2
) log
1
2 (e+ ‖f‖Hs)). (2.1)
The action of smooth functions on the space Hs may be stated as follows.
Lemma 2.4 ([9, 17]). Let I be an open interval of R and F : I → R. Let s > 0 and
σ > be the smallest integer such that σ > s. Assume that F ′′ belongs to W σ,∞(I;R). Let
u, v ∈ Hs(Td) ∩ L∞(Td) have values in J ⊂ I. There exists a constant C = C(s, I, J,N)
such that
‖F (u)‖Hs ≤ C(1 + ‖u‖L∞)
σ‖F ′′‖Wσ,∞(I)‖u‖Hs , if F (0) = 0, (2.2)
and
‖F ◦ v − F ◦ u‖Hs ≤ C(1 + ‖u‖L∞ + ‖v‖L∞)
σ‖F ′′‖Wσ,∞(I)
× (‖u− v‖Hs sup
τ∈[0,1]
‖v + τ(u− v)‖L∞ + ‖u− v‖L∞ sup
τ∈[0,1]
‖v + τ(u− v)‖Hs). (2.3)
2.2 Orlicz embedding theorem
In this subsection, we recall the definitions of Orlicz spaces and classes (see [36]). Let φ(t)
be a real-valued continuous, convex, even function of the real variable t, satisfying
lim
t→0
φ(t)
t
= 0, lim
t→∞
φ(t)
t
=∞.
Then the Orlicz class Lφ(Ω) is defined as follows
Lφ(Ω) :=
{
u(x) is measurable inΩ|
∫
Ω
φ(u(x))dx <∞
}
.
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The Orlicz space Lφ∗(Ω) may be defined as the linear hull of Lφ(Ω) together with the Lux-
embourg norm
‖u‖Lφ∗ (Ω) := inf{k > 0;
∫
Ω
φ(k−1u(k)) dx ≤ 1}.
Lφ∗(Ω) is a Banach space under (2.2). We call φ(t) a defining function for Lφ∗(Ω).
If for any two defining functions φ(t), ψ(s), we have for every λ > 0
lim
t→∞
φ(λt)
ψ(t)
=∞,
then we write ψ ≺ φ. Note that this means that Lφ∗(Ω) & Lψ∗(Ω).
If a sequence {un(x)}n∈N ⊂ Lφ∗(Ω) converges in measure and is bounded in Lφ∗(Ω), then
un(x) converges in Lψ∗(Ω) for any ψ ≺ φ.
A sequence of functions {un(x)}n∈N ⊂ Lφ(Ω) is said to be mean convergent to u(x) ∈
Lφ∗(Ω) if ∫
Ω
φ(un − u)dx→ 0 as n→∞.
Mean convergence is a weaker property than norm convergence although for a large class of
Orlicz spaces which includes the Lp spaces, p > 1, the two notions are equivalent.
Proposition 2.1 (Young’s inequality, [5]).
p · q ≤ A(p) + A˜(q), ∀ p, q ≥ 0, (2.4)
where
A(s) := es − s− 1, A˜(s) := (1 + s) ln(1 + s)− s. (2.5)
Note that ∀ s ≥ 0
A˜(s) =(1 + s) ln(1 + s)− s = s ln(1 + s) + (ln(1 + s)− s) ≤ s ln(1 + s). (2.6)
Lemma 2.5 (Orlicz embedding theorem, [36]). Let Ω satisfy a cone condition. Then the
Sobolev space W k,p(Ω), where n = kp, k ≥ 0 is a positive integer, p ∈ (1,+∞), may be
continuously imbedded in Orlicz space Lφ∗(Ω) where
φ(t) = e|t|
n/(n−1)
− 1.
Furthermore W k,p(Ω) may be continuously imbedded in the sense of mean convergence in any
Orlicz class Lψ(Ω) where ψ(t) ≤ φ(λt) for some λ > 0. The imbedding into Lψ∗(Ω) for any
ψ ≺ φ is compact.
Remark 2.1. In this paper, we will use the Orlicz embedding Theorem in 2-D periodic
domain from Theorem 2.5, which is contained in the following version of the Orlicz embedding
theorem.
Lemma 2.6 (Orlicz embedding theorem, [36]). Let Ω ⊂ R2 is a bounded domain satisfying
a cone condition, β > 0. Then∫
Ω
eβ|v(x)| dx ≤ Cβ,Ωe
Cβ,Ω‖v‖
2
H1(Ω) , ∀ v ∈ H1(Ω),
where Cβ,Ω depends only on β and |Ω|.
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2.3 Basic properties of the bi-harmonic heat flow
Let’s now recall some fundamental properties of the bi-harmonic heat flow on periodic do-
mains.
Consider the solution θ(t, x) to the bi-harmonic heat equation:{
(∂t +∆
2)θ = 0, ∀ (t, x) ∈ R+ × T2,
θ|t=0 = θ0,
where initial data θ0 ∈ H
s(T2) with s > 1 and
∫
T2 θ0(x) dx = 0. Then we have
θ̂(t, n) = e−t|n|
4
θ̂0(n), ∀ n = (n1, n2) ∈ Z
2,
where f̂(n) := (2π)−2
∫
T2 f(x)e
−i n·x dx for ∀ f ∈ L1(T2), which implies that
θ(t, x) = e−t∆
2
θ0(x) =
∑
n∈Z2
e−t|n|
4
θ̂0(n)e
i n·x, ∀ x ∈ T2, (2.7)
and
∫
T2 θ(t, x) dx = 0 for any t > 0.
Moreover, we claim that
‖θ(t, ·)− θ0(·)‖L∞(T2) → 0 (as t→ 0
+). (2.8)
In effect, since θ0 ∈ H
s(T2) with s > 1, we find θ0(x) =
∑
n∈Z2 θ̂0(n)e
i n·x for any x ∈ T2,
which follows from (2.7) that
θ(t, x)− θ0(x) =
∑
n∈Z2
(e−t|n|
4
− 1)θ̂0(n)e
i n·x, ∀ x ∈ T2.
From this, we find that for any t > 0, x ∈ T2
|θ(t, x)− θ0(x)| ≤
∑
n∈Z2
|e−t|n|
4
− 1||θ̂0(n)|. (2.9)
Since ∑
n∈Z2
|e−t|n|
4
− 1||θ̂0(n)| ≤
∑
n∈Z2, |n|≥1
|θ̂0(n)| ≤ Cs‖θ0‖Hs ,
where we have used the fact that s > 1, Lebesgue’s dominated convergence theorem ensures
that
lim
t→0+
∑
n∈Z2
|e−t|n|
4
− 1||θ̂0(n)| = 0,
which along with (2.9) yields (2.8).
Remark 2.2. According to (2.8), we know that, if initial data θ0 ∈ H
s(T2) with s > 1 and∫
T2 θ0(x) dx = 0, then for any given δ0 ∈ (0, 1), there is a positive time T1 such that, for any
t ∈ [0, T1], there holds that
‖e−t∆
2
θ0‖L∞(T2) ≤ ‖θ0‖L∞(T2) +
1
4
δ0. (2.10)
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2.4 Some properties of the singular free energy density φ
In this subsection, we record some elementary properties in terms of the singular function φ,
which also appears in [33]. We will give them rigorous proofs for the sake of completeness.
Proposition 2.2. Given the function φ = Φ′ with (1.3), θ ∈ L∞(T2) with ‖θ‖L∞(T2) ≤ 1,
φ(θ) ∈ L1(T2), and f ∈ L1(T2) satisfy
m(θ) = 0, φ(θ)−m(φ(θ)) = f (∀x ∈ T2). (2.11)
Then there holds
|m(φ(θ))| ≤ C(‖f‖L1 + 1) (2.12)
for some positive constant C depending only on α in (1.3).
Proof. According to (1.3), there exist two constants c1, c2 ∈ (0, 1) such that φ(θ) > 1 for
θ ∈ [c1, 1) and φ(θ) < −1 for θ ∈ (−1,−c2], and
(φ(s)− φ(0) + αs)′ ≥ 0 ∀ s ∈ (−1, 1), (2.13)
which follows
(φ(θ)− φ(0) + αθ)θ ≥ 0 ∀ θ ∈ (−1, 1). (2.14)
Since φ(·) is continuous and then bounded on [−c2, c1], we find
|
∫
θ∈[−c2,c1]
φ(θ) dx| ≤ C. (2.15)
For θ ∈ [c1, 1), we have 2c
−1
1 φ(θ)θ − φ(θ) = (2c
−1
1 θ − 1)φ(θ) ≥ 0, which yields 1 ≤ φ(θ) ≤
2c−11 φ(θ)θ, and then ensures from (2.14)
|
∫
θ∈[c1,1)
φ(θ) dx| ≤ 2c−11
∫
θ∈(c1,1)
φ(θ)θ dx
= 2c−11
∫
θ∈(c1,1)
(φ(θ)− φ(0) + αθ)θ dx+ 2c−11
∫
θ∈(c1,1)
(φ(0) − αθ)θ dx
≤ 2c−11
∫
T2
(φ(θ)− φ(0) + αθ)θ dx+ 2c−11
∫
T2
|φ(0)||θ| dx.
Thus, it follows that
|
∫
θ∈[c1,1)
φ(θ) dx| ≤ 2c−11
∫
T2
φ(θ) θ dx+ 4c−11 |φ(0)|
∫
T2
|θ| dx+ 2c−11 α
∫
T2
|θ|2 dx,
which along with ‖θ‖L∞(T2) ≤ 1 leads to
|
∫
θ∈[c1,1)
φ(θ) dx| ≤ 2C(
∫
T2
φ(θ) θ dx+ 1). (2.16)
Similarly we may get
|
∫
θ∈(−1,−c2]
φ(θ) dx| ≤ 2C(
∫
T2
φ(θ) θ dx+ 1). (2.17)
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Combining (2.17) with (2.16) and (2.15) ensures
|m(φ(θ))| =
1
|T|2
|
∫
T2
φ(θ) dx| ≤ C(
∫
T2
φ(θ)θ dx+ 1) (2.18)
Next, we will bound the integral on the right hand side of (2.18). In effect, multiplying (2.11)
by θ and integrating the resulting equation over T2 yield∫
T2
φ(θ) θ dx = m(φ)
∫
T2
θ dx+
∫
T2
f θ dx =
∫
T2
f θ dx,
where we have used m(θ) = 0, from which, it follows
|
∫
T2
φ(θ)θ dx| ≤ ‖θ‖L∞‖f‖L1 ≤ ‖f‖L1 . (2.19)
Combining (2.19) with (2.18) gives rise to (2.12), which completes the proof of Proposition
2.2.
In order to make the solution θ separate away from the singular points, we want to apply
the comparison principle to the convective Cahn-Hilliard equation (see Section 3), which is
based on the following comparison principle of the first ordinary differential equation:
εy′ + φ(y) = h, y(0) = y0, |y0| < 1. (2.20)
Proposition 2.3 (Comparison principle). Let the function φ satisfy
lim
y→±1∓
φ(y) = ±∞, (2.21)
and let us assume that ε > 0 and
|y0| ≤ 1− δ0 and h ∈ L
∞([0, T ]) (2.22)
with some positive constant δ0 and T . Then for any solution y(t) to (2.20) with |y(t)| ≤ 1,
there exists a constant δ = δ(δ0, ‖h‖L∞([0,T ])) > 0 independent of ε, such that
|y(t)| ≤ 1− δ, ∀t ∈ [0, T ]. (2.23)
Proof. We rewrite (2.20) as {
εy′ = h− φ(y),
y|t=0 = y0
(2.24)
with |y0| < 1− δ0.
Consider first the case y ≥ 0. If h − φ(y) > 0, then φ(y) ≤ ‖h‖L∞([0,T ]), which follows
from (2.21) that, there exists a constant δ = δ(δ0, ‖h‖L∞([0,T ])) > 0 which is independent of
ε, such that
y(t) ≤ 1− δ, ∀t ∈ [0, T ].
On the other hand, if h − φ(y) ≤ 0, applying the comparison principle of the first ordinary
differential equation between (2.24) and the following equation{
εy′ = 0(≥ h− φ(y)),
y|t=0 = y0,
(2.25)
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which has a unique solution y ≡ y0, we get 0 ≤ y ≤ y0 ≤ 1− δ0.
While for the case y < 0: if h− φ(y) < 0, then φ(y) ≥ −‖h‖L∞([0,T ]), which follows from
(2.21) that, there exists a constant δ = δ(δ0, ‖h‖L∞([0,T ])) > 0 which is independent of ε,
such that
0 ≥ y(t) ≥ −(1− δ), ∀t ∈ [0, T ].
Otherwise, if h−φ(y) ≥ 0, applying the comparison principle of the first ordinary differential
equation between (2.24) and (2.25), we get 0 ≥ y ≥ y0 ≥ −(1− δ0). Therefore, we complete
the proof of Proposition 2.3.
Proposition 2.4. Let the function φ = Φ′ satisfy (1.3) and h belong to L2([0, T ]). Then,
for any solution y(t) of (2.20) with |y| ≤ 1, there holds∫ T
0
|φ(y)|2dt ≤ CT (1 + ‖h‖
2
L2([0,T ])), (2.26)
where the constant CT is independent of ε.
Proof. Multiplying (2.20) by φ(y) and integrating over [0, T ] yield
εΦ(y(T )) +
∫ T
0
|φ(y)|2 = εΦ(y(0)) +
∫ T
0
h(t)φ(y(t))dt. (2.27)
Letting Φ˜(y) :=
∫ y
0 (φ(s)− φ(0) +αs) ds = Φ(y)− φ(0) y +
α
2 |y|
2 for any y ∈ (−1, 1), we infer
from (2.13) that
Φ˜(y) ≥ 0 ∀ y ∈ (−1, 1), (2.28)
it follows from (2.27) that
εΦ˜(y(T )) +
∫ T
0
|φ(y)|2 = εΦ(y(0)) + ε(−φ(0) y(T ) + α|y(T )|2) +
∫ T
0
h(t)φ(y(t))dt
≤ εΦ(y(0)) +
1
2
∫ T
0
|h(t)|2dt+
1
2
∫ T
0
|φ(y)|2dt+ ε(|φ(0)| |y(T )| + α|y(T )|2).
Hence, we get from the facts that |y| ≤ 1 and Φ˜(y) ≥ 0 that∫ T
0
|φ(y)|2dt ≤ CT (1 + ‖h‖
2
L2([0,T ])).
This ends the proof of Proposition 2.4.
3 Basic energy estimates
Lemma 3.1. Under the assumptions in Theorem 1.1, let (u, θ) be a smooth solution to the
Navier-Stokes-Cahn-Hilliard system (1.5) on [0, T ) for 0 < T < +∞ satisfying
(u, θ) ∈
(
C([0, T );Hs(T2)) ∩ L2loc([0, T );H
s+1(T2))
)
×
(
C([0, T );Hs(T2)) ∩ L2loc([0, T );H
s+2(T2))
)
.
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Then there holds
‖θ‖L∞((0,T )×T2) ≤ 1, (3.1)
and moreover,
‖u‖2L∞((0,T );H1(T2)) + ‖ut‖
2
L2((0,T );L2(T2)) + ‖u‖
2
L2((0,T );H2(T2))
+ ‖θ‖2L∞((0,T );H1(T2)) + ‖θ‖
2
L2((0,T );H2(T2)) + ‖∇µ‖
2
L2((0,T );L2(T2)) ≤ CT (u0, θ0).
(3.2)
Proof. Multiplying the θ-equation of (1.5) by θ and integrating the resulting equation on T2
yield
1
2
d
dt
‖θ‖2L2 +
∫
T2
u · ∇θ θ dx =
∫
T2
θ∆µdx. (3.3)
Thanks to ∇ · u = 0 and φ′ ≥ −α, we find that∫
T2
u · ∇θ θ dx = 0, (3.4)
and ∫
T2
θ∆µdx = −
∫
T2
|∆θ|2 dx−
∫
T2
φ′(θ)|∇θ|2 dx ≤ −‖∆θ‖2L2 + α‖∇θ‖
2
L2
≤ −
3
4
‖∆θ‖2L2 + C‖θ‖
2
L2 ,
(3.5)
where we have used the interpolation inequality ‖∇θ‖2
L2(T2) ≤ C‖θ‖L2(T2)‖∆θ‖L2(T2) and
Young’s inequality in the last inequality.
Thus, it follows that
d
dt
‖θ‖2L2 + ‖θ‖
2
H2 ≤ C‖θ‖
2
L2 , (3.6)
which along with Gronwall’s inequality gives rise to
sup
τ∈[0,t]
‖θ(τ)‖2L2 +
∫ t
0
‖θ‖2H2 dτ ≤ Ce
Ct‖θ0‖
2
L2 . (3.7)
On the other hand, multiplying the θ-equation and the u-equation of (1.5) by µ and u
respectively, and then integrating the resulting equations over T2, we get∫
T2
∂tθ(−∆θ + φ(θ)) dx+
∫
T2
(u · ∇)θ µ dx =
∫
T2
|∇µ|2 dx
and
1
2
d
dt
‖u‖2L2 +
∫
T2
(u · ∇u) · u dx−
∫
T2
div(2ν(θ)D(u)) · u dx =
∫
T2
µ∇θ · u dx,
which yields
d
dt
(
1
2
‖∇θ‖2L2 +
1
2
‖u‖2L2 +
∫
T2
Φ(θ) dx
)
+
∫
T2
(|∇µ|2 + 2ν(θ)|D(u)|2) dx = 0. (3.8)
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Hence, we establish from ‖∇u‖2
L2
≤ C‖Du‖2
L2
that
1
2
(‖∇θ(t)‖2L2 + ‖u(t)‖
2
L2) +
∫
T2
Φ(θ(t)) dx+
∫ t
0
(‖∇µ(τ)‖2L2 + ν0‖∇u(τ)‖
2
L2) dτ
≤
1
2
(‖∇θ0‖
2
L2 + ‖u0‖
2
L2 + 2
∫
T2
Φ(θ0) dx)
(3.9)
for some positive constant ν0. Letting Φ˜(θ) = Φ(θ) − φ(0)θ +
α
2 θ
2, where Φ˜(θ) ≥ 0 from
(2.28), we infer from (3.9) that
1
2
(‖∇θ(t)‖2L2 + ‖u(t)‖
2
L2) +
∫
T2
Φ˜(θ(t)) dx+
∫ t
0
‖∇µ(s)‖2L2 ds+ ν0
∫ t
0
‖∇u(s)‖2L2 ds
≤
1
2
(‖∇θ0‖
2
L2 + ‖u0‖
2
L2) +
∫
T2
Φ(θ0) dx+ C‖θ(t)‖
2
L2 ,
which along with (3.7) implies
1
2
(‖∇θ(t)‖2L2 + ‖u(t)‖
2
L2) +
∫
T2
Φ˜(θ(t)) dx+
∫ t
0
‖∇µ(s)‖2L2 ds+ ν0
∫ t
0
‖∇u(s)‖2L2 ds
≤
1
2
(‖∇θ0‖
2
L2 + ‖u0‖
2
L2) +
∫
T2
Φ(θ0) dx+ Ce
Ct‖θ0‖
2
L2 ≤ CT ,
(3.10)
and then (3.1) holds from (1.3), the definition of Φ.
Let us now estimate ‖∇u‖2
L∞([0,T ];L2(T2)). Multiplying the u-equation of (1.5) by −∆u
and then integrating the resulting equation over T2 provide that
1
2
d
dt
‖∇u‖2L2 −
∫
T2
(u · ∇)u ·∆u dx+
∫
T2
div(2ν(θ)Du) ·∆u dx = −
∫
T2
µ∇θ ·∆u dx, (3.11)
We first record that via Ho¨lder’s inequality and the interpolation inequality∫
T2
(u · ∇)u ·∆u dx ≤ ‖∆u‖L2‖u‖L4‖∇u‖L4 ≤ C‖∆u‖
3
2
L2
‖u‖
1
2
L2
‖∇u‖L2
≤ η‖∆u‖2L2 + Cη‖u‖
2
L2‖∇u‖
4
L2
(3.12)
for any positive constant η (which will be determined later on), and
−
∫
T2
µ∇θ ·∆u dx =
∫
T2
θ∇µ ·∆u dx ≤ η‖∆u‖2L2 +Cη‖θ‖
2
L∞‖∇µ‖
2
L2
≤ η‖∆u‖2L2 + Cη‖∇µ‖
2
L2 ,
(3.13)
where we have used the fact that div u = 0 in the first equality. On the other hand, noting
that ∫
T2
div(2ν(θ)Du) ·∆u dx =
∫
T2
2ν ′(θ)(Du∇θ) ·∆u dx+
∫
T2
ν(θ)|∆u|2 dx, (3.14)
we find ∫
T2
div(2ν(θ)Du) ·∆u dx ≥ ν1‖∆u‖
2
L2 − C‖∇u‖L4‖∇θ‖L4‖∆u‖L2 (3.15)
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for some positive constant ν1, which, together with the inequality
‖∇θ‖L4‖∇u‖L4‖∆u‖L2 ≤ C‖∇θ‖
1
2
L2
‖∆θ‖
1
2
L2
‖∇u‖
1
2
L2
‖∆u‖
3
2
L2
≤ η‖∆u‖2L2 + Cη‖∇θ‖
2
L2‖∆θ‖
2
L2‖∇u‖
2
L2 ,
(3.16)
follows that∫
T2
div(2ν(θ)Du) ·∆u dx ≥ (ν1 − η)‖∆u‖
2
L2 − Cη‖∇θ‖
2
L2‖∆θ‖
2
L2‖∇u‖
2
L2 . (3.17)
Inserting (3.12)-(3.17) into (3.11) yields
1
2
d
dt
‖∇u‖2L2 + (ν1 − 3η)‖∆u‖
2
L2
≤ Cη‖∇µ‖
2
L2 + Cη‖∇u‖
2
L2(‖∇θ‖
2
L2‖∆θ‖
2
L2 + ‖u‖
2
L2‖∇u‖
2
L2).
(3.18)
Taking η = 18ν1 in (3.18) and using Gronwall’ s inequality, we infer from (3.7) and (3.10) that
sup
τ∈[0,t]
‖∇u(τ)‖2L2 + ν1
∫ t
0
‖∆u(τ)‖2L2 dτ
≤ C(‖∇u0‖
2
L2 +
∫ t
0
‖∇µ‖2L2 dτ)e
C
∫ t
0 (‖∇θ‖
2
L2
‖∆θ‖2
L2
+‖u‖2
L2
‖∇u‖2
L2
) dτ ≤ CT .
(3.19)
On the other hand, taking the L2 inner product of the u-equation in (1.5) with ∂tu ensures
‖∂tu‖
2
L2 ≤ C‖u · ∇u‖
2
L2 + C‖∇ · (2 ν(θ)D(u))‖
2
L2 +C|
∫
T2
µ∇θ · ∂tu dx|
= C‖u · ∇u‖2L2 + C‖∇ · (2 ν(θ)D(u))‖
2
L2 + C|
∫
T2
θ∇µ · ∂tu dx|
. ‖u‖2L4‖∇u‖
2
L4 + ‖2ν
′(θ)Du∇θ + ν(θ)∆u‖2L2 + ‖θ∇µ‖L2‖∂tu‖L2
. ‖u‖L2‖∇u‖
2
L2‖∆u‖L2 + ‖∇u‖L2‖∆u‖L2‖∇θ‖L2‖∆θ‖L2 + ‖∆u‖
2
L2 + ‖∇µ‖L2‖∂tu‖L2 ,
which follows
‖∂tu‖
2
L2 . ‖u‖
2
L2‖∇u‖
4
L2 + ‖∇µ‖
2
L2 + (1 + ‖∇u‖
2
L2 + ‖∇θ‖
2
L2)(‖∆u‖
2
L2 + ‖∆θ‖
2
L2).
Therefore, we obtain from (3.10) and (3.19) again that
‖∂tu‖L2([0,T ];L2) ≤ CT ,
which ends the proof of Lemma 3.1.
4 Local well-posedness
This section is devoted to the proof of the local well-posedness of the system (1.5). In order
to achieve the goal, we need to prove the solution of the second equation in (1.5) is separated
from singular points of the non-linearity φ.
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Theorem 4.1. Under the assumptions in Theorem 1.1, there exist T > 0 and a unique
solution (u, θ) on [0, T ] of the Navier-Stokes-Cahn-Hilliard system (1.5) such that
(u, θ) ∈
(
C([0, T ];Hs(T2)) ∩ (L2([0, T ];Hs+1(T2))
)
×
(
C([0, T ];Hs(T2)) ∩ L2([0, T ];Hs+2(T2)))
)
.
(4.1)
Moreover, there holds
‖θ‖L∞([0,T ]×T2) ≤ 1−
1
4
δ0. (4.2)
Proof. The proof is based on the energy method. We divide it into several steps.
Step1: Construction of an approximate solution sequence.
We shall first use the classical Friedrich’s regularization method to construct the approx-
imate solutions to (1.5). In order to do so, let us define the sequence of frequency cut-off
operators (Pn)n∈N by
Pna
def
= F−1
(
1B(0,n)â
)
and we define (un, θn) via
∂tun + PnP(Pnun · ∇Pnun)− PnP∇ ·
(
2 ν(Pnθn)D(Pnun)
)
= −PnP(µn∇Pnθn),
∂tθn + Pn(Pnun · ∇Pnθn) = Pn∆µn,
∇ · un = 0, µn = Pnφ(Pnθn)−∆Pnθn,
un(x, 0) = Pnu0(x), θn(x, 0) = Pnθ0(x).
(4.3)
where 1B(0,n) is a characteristic function on the ball B(0, n) centered at the origin with
radius n with n ∈ N, and P denotes Leray’s projection operator, which is given by P =
(δjk + RjRk)1≤j, k≤2 with Riesz transform Rj defined by F(Rjf)(ξ) =
iξj
|ξ|F(f)(ξ), and then
PnP = PPn.
Without loss of generality, we restrict n ≥ n0 in what follows, where we choose the integer
n0 so large that ( ∑
|m|≥n0
|m|−2s
) 1
2
( ∑
|m|≥n0
|m|2s|θ̂0|
2
) 1
2
≤
1
4
δ0,
which implies that for any n ≥ n0
‖Pnθ0 − θ0‖L∞ ≤
( ∑
|m|≥n0
|m|−2s
) 1
2
( ∑
|m|≥n0
|m|2s|θ̂0|
2
) 1
2
≤
1
4
δ0. (4.4)
Because of properties of L2 and L1 functions the Fourier transform of which are supported
in the ball B(0, n), the system (4.3) appears to be an ordinary differential equation in the
space
L2n
def
=
{
a ∈ L2(T2) : Supp â ⊂ B(0, n)
}
.
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Then the Cauchy-Lipschitz theorem ensures that the system (4.3) has a unique solution
(un, θn) ∈ C([0, Tn];L
2(T2)) for some Tn > 0. Note that P 2n = Pn, (Pnun, Pnθn) is also a
solution of (4.3). Thus the uniqueness of the solution implies that (Pnun, Pnθn) = (un, θn)
and the solution (un, θn) is smooth. Hence, the approximate system (4.3) can be rewritten
as 
∂tun + PnP(un · ∇un)− PnP∇ ·
(
2 ν(θn)D(un)
)
= −PnP(µn∇θn),
∂tθn + Pn(un · ∇θn) = ∆µn,
∇ · un = 0, µn = Pnφ(θn)−∆θn,
un|t=0 = Pnu0, θn|t=0 = Pnθ0.
(4.5)
Step2: Uniform estimates to the approximate solutions
Denote T ∗n by the maximal existence time of the solution (un, θn), then, we first repeat the
argument in the proof of Lemma 3.1 to find
‖θn(t)‖L∞([0,T ∗n)×T2) ≤ 1. (4.6)
Our goal in this step is to prove that there exists a positive time 0 < T < infn∈N T
∗
n such
that
‖θn‖L∞([0,T ]×T2) ≤ 1−
δ0
4
, (4.7)
and (un, θn) is uniformly bounded in the space(
C([0, T ];Hs(T2)) ∩ (L2([0, T ];Hs+1(T2))
)
×
(
C([0, T ];Hs(T2)) ∩ L2([0, T ];Hs+2(T2)))
)
.
The inequality (4.7) allows us to reduce the singular equations (4.5) (arising from the singular
function φ) to a regular problem, which plays a key role in what follows.
To obtain (4.7), we consider (4.5) as a perturbation of its corresponding linear equations.
For this, let’s first define un
def
= uLn + u¯n, θ
n def= θLn + θ¯n, where u
L
n(t)
def
= etν(0)∆Pnu0, θ
L
n (t)
def
=
e−t∆
2
Pnθ0. Then we may rewrite (4.5) as the following (u¯
n, θ¯n) equations
∂tu¯n − PnP∇ ·
(
2 ν(θLn + θ¯n)D(u¯n)
)
= Fn(u
L
n , θ
L
n , u¯n, θ¯n),
∂tθ¯n +∆
2θ¯n = Hn(u
L
n , θ
L
n , u¯n, θ¯n),
∇ · u¯n = 0,
u¯n|t=0 = 0, θ¯n|t=0 = 0
(4.8)
with
Fn(u
L
n , θ
L
n , u¯n, θ¯n) := −PnP∇ · (u¯n ⊗ u¯n + u
L
n ⊗ u¯n)− PnP(u¯n · ∇u
L
n + u
L
n · ∇u
L
n)
− PnP((Pnφ(θ
L
n + θ¯n)−∆θ¯n)∇θ
L
n )− PnP(Pnφ(θ
L
n + θ¯n)∇θ¯n)
+ PnP∇ ·
(
2 (ν(θLn + θ¯n)− ν(0))D(u
L
n)
)
,
Hn(u
L
n , θ
L
n , u¯n, θ¯n) := −Pn∇ · (u¯n θ¯n + u
L
n θ¯n + u¯n θ
L
n + u
L
n θ
L
n ) + ∆Pnφ(θ
L
n + θ¯n).
(4.9)
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From Remark 2.2 and (4.4), one can get, there is a positive time T1 (independent of n) such
that
‖θLn (t)‖L∞([0,T1]×T2) ≤ ‖θ
L
n (t)− Pnθ0‖L∞([0,T1]×T2) + ‖Pnθ0‖L∞(T2)
≤ ‖θLn (t)− Pnθ0‖L∞([0,T1]×T2) + ‖Pnθ0 − θ0‖L∞(T2) + ‖θ0‖L∞(T2) ≤ 1−
1
2
δ0
(4.10)
for ∀ t ∈ [0, T1]. Moreover, it is easy to find
‖θLn‖L∞([0,+∞);Hs(T2) + ‖∆θ
L
n‖L2([0,+∞);Hs(T2) ≤ C‖θ0‖Hs ,
‖uLn‖L∞([0,+∞);Hs(T2) + ‖∇u
L
n‖L2([0,+∞);Hs(T2) ≤ C‖u0‖Hs .
(4.11)
Taking the Hs(T2) inner product of the first equation of (4.8) with u¯n, we have
1
2
d
dt
‖u¯n‖
2
Hs +
∫
T2
Λs
(
2ν(θLn + θ¯n)D(u¯n)
)
: Λs∇un dx =
∫
T2
ΛsFn · Λ
sun dx. (4.12)
By using the commutator process, we find that∫
T2
Λs
(
2 ν(θLn + θ¯n)D(u¯n)
)
: Λs∇u¯n dx
=
∫
T2
2 ν(θLn + θ¯n)D(Λ
su¯n) : ∇Λ
su¯n dx+ 2
∫
T2
[Λs, ν(θLn + θ¯n)]D(u¯n) : ∇Λ
su¯n dx,
which along with Lemma 2.4 yields∫
T2
Λs
(
2 ν(θLn + θ¯n)D(u¯n)
)
: Λs∇u¯n dx
≥
∫
T2
ν(θn)|D(Λ
su¯n)|
2dx
− C(‖ν(θLn + θ¯n)− ν(0)‖Hs‖D(u¯n)‖L∞ + ‖∇ν(θ
L
n + θ¯n)‖L∞‖D(u¯n)‖Hs−1)‖∇u¯n‖Hs
≥ cν1‖∇u¯n‖
2
Hs − C(1 + ‖θn‖L∞)
[s]+2
× ((‖θLn‖
2
Hs + ‖θ¯n‖
2
Hs)‖∇u¯n‖L∞ + ‖∇(θ
L
n + θ¯n)‖L∞‖u¯n‖Hs)‖∇u¯n‖Hs .
(4.13)
Hence, from the interpolation inequality ‖∇f‖L∞(T2) ≤ C‖f‖
s−1
s
H1
‖∇f‖
1
s
Hs , it leads to∫
T2
Λs
(
2 ν(θLn + θ¯n)D(u¯n)
)
: Λs∇u¯n dx
≥
31
32
cν1‖∇un‖
2
Hs − C‖u¯n‖
2
Hs(‖∇θ
L
n‖
2
Hs + ‖∇θ¯n‖
2
Hs)− C‖θ¯n‖
2
Hs‖∇u¯n‖Hs
− C‖θLn‖
2
Hs‖u¯n‖
s−1
s
H1
‖∇u¯n‖
1
s
+1
Hs
≥
15
16
cν1‖∇un‖
2
Hs − C‖u¯n‖
2
Hs(‖∇θ
L
n‖
2
Hs + ‖∇θ¯n‖
2
Hs + ‖θ
L
n‖
4s
s−1
Hs )− C‖θ¯n‖
4
Hs .
Hence, we obtain∫
T2
Λs
(
2 ν(θLn + θ¯n)D(u¯n)
)
: Λs∇u¯n dx
≥
15
16
cν1‖∇un‖
2
Hs − C‖u¯n‖
2
Hs(‖∇θ
L
n‖
2
Hs + ‖∇θ¯n‖
2
Hs + 1)− C‖θ¯n‖
4
Hs .
(4.14)
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Let’s now estimate
∫
ΛsFn ·Λ
sun dx. We will split it into six terms by the definition of Fn in
(4.9), and then bound them step by step. Thanks to Ho¨lder’s inequality and integration by
parts, one can get
|
∫
T2
Λs∇ · (u¯n ⊗ u¯n) · Λ
su¯n dx| ≤ ‖u¯n ⊗ u¯n‖Hs‖∇u¯n‖Hs ≤
cν1
16
‖∇u¯n‖
2
Hs + C‖u¯n‖
4
Hs , (4.15)
|
∫
T2
Λs∇ · (uLn ⊗ u¯n) · Λ
su¯n dx| ≤
cν1
16
‖∇u¯n‖
2
Hs + C‖u¯n‖
2
Hs‖u
L
n‖
2
Hs , (4.16)
and
|
∫
T2
Λs(u¯n · ∇u
L
n + u
L
n · ∇u
L
n) · Λ
su¯n dx| ≤ ‖∇u
L
n‖
2
Hs + C(‖u¯n‖
2
Hs + ‖u
L
n‖
2
Hs)‖u¯n‖
2
Hs . (4.17)
By using Lemma 2.4, we obtain
|
∫
T2
Λs((Pnφ(θ
L
n + θ¯n)−∆θ¯n)∇θ
L
n ) · Λ
su¯n dx|
≤ ‖∇θLn‖Hs‖u¯n‖Hs(‖φ(θ
L
n + θ¯n)‖Hs + ‖∆θ¯n‖Hs)
≤ ‖∇uLn‖
2
Hs + C(‖θ¯n‖
2
Hs + ‖θ
L
n‖
2
Hs + ‖∆θ¯n‖
2
Hs)‖u¯n‖
2
Hs ,
(4.18)
|
∫
T2
Λs(Pnφ(θ
L
n + θ¯n)∇θ¯n) · Λ
su¯n dx| ≤ ‖∇θ¯n‖Hs‖u¯n‖Hs‖φ(θ
L
n + θ¯n)‖Hs
≤ ‖∇θ¯n‖
2
Hs +C(‖θ¯n‖
2
Hs + ‖θ
L
n‖
2
Hs)‖u¯n‖
2
Hs ,
(4.19)
and
|
∫
T2
Λs∇ ·
(
2 (ν(θLn + θ¯n)− ν(0))D(u
L
n)
)
· Λsu¯n dx|
≤
1
16
cν1‖∇u¯n‖
2
Hs + C‖(ν(θ
L
n + θ¯n)− ν(0))‖
2
Hs‖∇u
L
n‖
2
Hs
≤
1
16
cν1‖∇u¯n‖
2
Hs + C(‖θ
L
n‖
2
Hs + ‖θ¯n‖
2
Hs)‖∇u
L
n‖
2
Hs .
(4.20)
Thus, it follows from (4.15)-(4.20) that
|
∫
T2
ΛsFn · Λ
sun dx| ≤
3
16
cν1‖∇u¯n‖
2
Hs + ‖∇θ¯n‖
2
Hs + C(‖u¯n‖
2
Hs + ‖u
L
n‖
2
Hs)‖u¯n‖
2
Hs
+ C(‖θ¯n‖
2
Hs + ‖θ
L
n‖
2
Hs + ‖∆θ¯n‖
2
Hs)‖u¯n‖
2
Hs + C(1 + ‖θ
L
n‖
2
Hs + ‖θ¯n‖
2
Hs)‖∇u
L
n‖
2
Hs .
(4.21)
Inserting (4.14) and (4.21) into (4.12) ensures
d
dt
‖u¯n‖
2
Hs +
3
2
cν1‖∇u¯n‖
2
Hs
≤ C(‖u¯n‖
2
Hs + ‖θ¯n‖
2
Hs)(‖∇u
L
n‖
2
Hs + ‖∇θ
L
n‖
2
Hs + 1)
+ C‖u¯n‖
2
Hs(‖u¯n‖
2
Hs + ‖θ¯n‖
2
Hs + ‖∆θ¯n‖
2
Hs) + C‖θ¯n‖
4
Hs + C‖∇u
L
n‖
2
Hs
(4.22)
On the other hand, applying the operator Λs to the second equation in (4.8), we obtain
∂tΛ
sθ¯n +∆
2Λsθ¯n = Λ
sHn. (4.23)
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Taking the L2 inner product with Λsθn, we may obtain
1
2
d
dt
‖θ¯n‖
2
Hs + ‖∆θ¯‖
2
Hs =
∫
T2
ΛsHn Λ
sθ¯n dx. (4.24)
In order to estimate
∫
ΛsHn Λ
sθ¯n dx, we deduce, according to the definition of Hn, that
|
∫
T2
Λs∇ · (u¯n θ¯n + u
L
n θ¯n + u¯n θ
L
n + u
L
n θ
L
n ) · Λ
sθ¯n dx| ≤ ‖u¯n ⊗ u¯n‖Hs‖∇u¯n‖Hs
≤ ‖∇θ¯n‖
2
Hs + C(‖u¯n‖
2
Hs + ‖u
L
n‖
2
Hs)(‖θ¯n‖
2
Hs + ‖θ
L
n‖
2
Hs)
and
|
∫
T2
∆φ(θLn + θ¯n)Λ
sθ¯n dx| = |
∫
T2
φ(θLn + θ¯n)Λ
s∆θ¯n dx|
≤
1
4
‖∆θ¯n‖
2
Hs + C‖φ(θ
L
n + θ¯n)‖Hs ≤
1
4
‖∆θ¯n‖
2
Hs + C(‖θ¯n‖
2
Hs + ‖θ
L
n‖
2
Hs).
From these, it follows from (4.11) and the interpolation inequality
‖∇θ¯n‖
2
Hs ≤
1
8
‖∆θ¯n‖
2
Hs + C‖θ¯n‖
2
Hs (4.25)
that
|
∫
T2
ΛsHn Λ
sθ¯n dx| ≤
3
8
‖∆θ¯n‖
2
Hs + C(‖u¯n‖
2
Hs + 1)(‖θ¯n‖
2
Hs + 1). (4.26)
Inserting (4.26) into (4.24) leads to
d
dt
‖θ¯n‖
2
Hs +
5
4
‖∆θ¯‖2Hs ≤ C(1 + ‖u¯n‖
2
Hs)(1 + ‖θ¯n‖
2
Hs), (4.27)
which along with (4.22) and (4.25) gives rise to
d
dt
(‖u¯n‖
2
Hs + ‖θ¯n‖
2
Hs) + cν1‖∇u¯n‖
2
Hs + ‖∆θ¯n‖
2
Hs
≤ C(‖u¯n‖
2
Hs + ‖θ¯n‖
2
Hs)(‖∇u
L
n‖
2
Hs + ‖∇θ
L
n‖
2
Hs + 1)
+ C‖u¯n‖
2
Hs(‖u¯n‖
2
Hs + ‖θ¯n‖
2
Hs + ‖∆θ¯n‖
2
Hs) + C‖θ¯n‖
4
Hs + C(1 + ‖∇u
L
n‖
2
Hs).
(4.28)
Therefore, defining
En(t) := sup
τ∈[0,t]
(‖un(τ)‖
2
Hs + ‖θn(τ)‖
2
Hs) + ‖∇u¯n‖
2
L2([0,t];Hs) + ‖∆θ¯n‖
2
L2([0,t];Hs),
it follows
En(t) ≤ C0En(t)(‖∇u
L
n‖
2
L2([0,t];Hs) + ‖∇θ
L
n‖
2
L2([0,t];Hs) + t)
+ C0En(t)
2 + C0(‖∇u
L
n‖
2
L2([0,t];Hs) + t)
(4.29)
with the constant C0 ≥ 1 + β
2, where the constant β satisfies ‖f‖L∞(T2) ≤ β‖f‖Hs(T2) (for
∀ f ∈ Hs(T2) with s > 1).
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Note that, from (4.11), there exists a position time T0 ∈ (0,min{T1,
δ20
27C20
}] (with T1 in
Remark 2.2) so small that
‖∇uLn‖
2
L2([0,T0];Hs)
+ ‖∇θLn‖
2
L2([0,T0];Hs)
≤
δ20
27C20
. (4.30)
Therefore, by the bootstrap argument, we may claim that there is a positive time T =
T (u0, θ0)(≤ min{T0, T
∗
n}) independent of n such that for all n,
sup
0≤t≤T
En(t) ≤
δ20
16C0
. (4.31)
In effect, we first denote T ∗n by the maximal existence time of the solution (un, θn) and define
T˜ ∗n := sup{t ∈ [0, T
∗
n) : sup
0≤τ≤t
En(τ) ≤
δ20
16C0
}, (4.32)
From (4.29), we find that for any t ∈ [0, T˜ ∗n)
En(t) ≤
δ0
26C0
(‖∇uLn‖
2
L2([0,t];Hs) + ‖∇θ
L
n‖
2
L2([0,t];Hs) + t)
+
δ0
16
En(t) +C0(‖∇u
L
n‖
2
L2([0,t];Hs) + t),
and then
En(t) ≤
1
60
δ0(‖∇u
L
n‖
2
L2([0,t];Hs) + ‖∇θ
L
n‖
2
L2([0,t];Hs) + t) +
16
15
C0(‖∇u
L
n‖
2
L2([0,t];Hs) + t),
which along with (4.30) implies that T˜ ∗n ≥ T0. Otherwise, we have
En(t) ≤ δ0
δ20
32C20
+ 2C0
δ20
32C20
≤
3
4
δ20
16C0
, ∀ t ∈ [0, T˜ ∗n),
which contradicts with the definition of T˜ ∗n , (4.32). Thus, the approximate solution (un, θn)
exists on [0, T0] and satisfies (4.31), which along with (4.28) implies that
sup
t∈[0,T0]
‖θ¯n(t)‖L∞ ≤ βEn(T0)
1
2 ≤
δ0
4
. (4.33)
Therefore, combining (4.33) with (1.6) and (4.10) yields (4.7).
Moreover, we get from the first equations in (4.5) that
‖∂tun‖Hs−1 ≤ ‖un · ∇un‖Hs−1 + ‖∇ · (2 ν(θn)D(un))‖Hs−1 + ‖µn∇θn‖Hs−1
≤ C(‖un‖
2
Hs + ‖∇un‖Hs + ‖ν(θn)− ν(0)‖L∞‖∇un‖Hs
+ ‖∇un‖L∞‖ν(θn)− ν(0)‖Hs + ‖φ(θn)‖L∞‖∇θn‖Hs−1 + ‖φ(θn)‖Hs−1‖∇θn‖L∞
+ ‖∆θn‖L∞‖∇θn‖Hs−1 + ‖∇θn‖L∞‖∆θn‖Hs−1)
≤ C(‖un‖
2
Hs + ‖∇un‖Hs + ‖∇un‖Hs‖θn‖Hs + ‖∇θn‖Hs
+ ‖θn‖Hs‖∇θn‖Hs + ‖∆θn‖Hs‖θn‖Hs + ‖θn‖Hs‖∆θn‖Hs),
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which along with (4.33) gives rise to
{∂tun}n∈N is uniformly bounded in L
2([0, T ];Hs−1(T2)).
On the other hand, taking the Hs−2 inner product of the second equations in (4.5) with ∂tθn
gives rise to
‖∂tθn‖Hs−2 ≤ ‖un · ∇θn‖Hs−2 + ‖∆φ(θn)‖Hs−2 + ‖∆
2θn‖Hs−2
≤ C(‖un‖Hs‖∇θn‖Hs + ‖θn‖Hs + ‖∆θn‖Hs),
which results from (4.11) and (4.31) that
{∂tθn}n∈N is uniformly bounded in L
2([0, T ];Hs−2(T2)).
Therefore, we obtain
{(un, θn)}n∈N is uniformly bounded in C([0, T ];H
s(T2)),
{(∇un,∆θn)}n∈N is uniformly bounded in L
2([0, T ];Hs(T2)),
{∂tun}n∈N is uniformly bounded in L
2([0, T ];Hs−1(T2)),
{∂tθn}n∈N is uniformly bounded in L
2([0, T ];Hs−2(T2)).
(4.34)
Step 4: Convergence
Thanks to (4.34) and Aubin-Lions’s compactness theorem, there exists a subsequence
of {(un, θn)}ε>0, still denoted by {(un, θn)}ε>0, which converges to some function (u, θ) ∈(
L∞([0, T ];Hs(T2)) ∩ L2([0, T ];Hs+1(T2))
)
×
(
L∞([0, T ];Hs(T2)) ∩ L2([0, T ];Hs+2(T2))
)
such that
un → u in L
2([0, T ];Hs+1(T2)),
θn → θ in L
2([0, T ];Hs+2(T2)).
Then passing to limit in (4.5), it is easy to see that (u, θ) satisfies (1.5) in the weak sense.
Moreover, there hold (4.2) from (4.7) and
‖(u, θ)‖L∞([0,T ];Hs(T2) + ‖(∇u, ∆θ)‖L2([0,T ];Hs)
+ ‖∂tu‖L2([0,T ];Hs−1) + ‖∂tθ‖L2([0,T ];Hs−2) ≤ C.
(4.35)
In order to get the continuity in time of the solution, we need the refine estimate of (u, θ).
For this, we denote (see Appendix)
‖f‖
L˜∞([0,t];Hs) := ‖2
qs‖∆qf‖L∞[[0,t];L2]‖ℓ2(q∈N∪{−1}),
‖f‖
L˜1([0,t];Hs) := ‖2
qs‖∆qf‖L1[[0,t];L2]‖ℓ2(q∈N∪{−1}).
Apply the operator ∆q with q ∈ N ∪ {−1} to the u equations in (1.5) to find
∂t∆qu+∆q(u · ∇u) +∇∆qg − div (2ν(θ)D(∆qu))
= div (2[ν(θ),∆q]D(u)) + ∆q(φ(θ)∇θ)−∆q(∆θ∇θ).
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Denote uH := u−∆−1u, then one may get
1
2
d
dt
‖∆qu‖
2
L2 + cν12
2q‖∆qu
H‖2L2 ≤ C‖∆qu‖L2
(
‖∆q(u · ∇u)‖L2
+ 2q‖[ν(θ)− ν(0),∆q]D(u)‖L2 + ‖∆q(φ(θ)∇θ)‖L2 + ‖∆q(∆θ∇θ)‖L2‖L2
)
,
which follows that
‖∆qu‖L∞t (L2) + cν12
2q‖∆qu
H‖L1t (L2) ≤ ‖∆qu0‖L2 + C
(
‖∆q(u · ∇u)‖L1t (L2)
+ 2q‖[ν(θ)− ν(0),∆q ]D(u)‖L1t (L2) + ‖∆q(φ(θ)∇θ)‖L1t (L2) + ‖∆q(∆θ∇θ)‖L2‖L1t (L2)
)
,
Thanks to Lemma A.3,
‖([ν(θ)− ν(0),∆q]D(u))‖
2
L2
≤ Ccq(t)2
−q(s+1)(‖ν(θ)− ν(0)‖Hs+2‖u‖H1 + ‖ν(θ)− ν(0)‖H2‖u‖Hs+1)
with
∑
q≥−1 cq(t)
2 ≤ 1, we may obtain
‖u‖
L˜∞t (H
s) + c‖u‖L˜1t (Hs+2)
≤ ‖u0‖Hs + ‖u‖L1t (L2)
+ C
∫ t
0
(
‖u · ∇u‖Hs + ‖ν(θ)− ν(0)‖Hs+2‖u‖H1
+ ‖ν(θ)− ν(0)‖H2‖u‖Hs+1 + ‖φ(θ)∇θ‖Hs + ‖∆θ∇θ‖Hs
)
dτ.
Therefore, it follows from (4.2), Lemma 2.4, and (4.35) that
‖u‖
L˜∞T (H
s)
+ c‖u‖
L˜1T (H
s+2)
≤ CT ‖u0‖Hs + C
(
‖u‖L∞T (Hs)‖∇u‖L1T (Hs) + ‖θ‖L2T (Hs+2))‖u‖L2T (Hs+1)
+ ‖θ‖L∞T (Hs)‖∇θ‖L1T (Hs)
+ ‖∆θ‖L2T (Hs)
‖∇θ‖L2T (Hs)
)
≤ C(T, u0, θ0).
(4.36)
Similarly, we may get
‖θ‖
L˜∞T (H
s) + ‖θ‖L˜1T (Hs+4)
≤ C(T, u0, θ0).
Step 5: Continuity in time of the solution
Let’s now prove the continuity in time of the solution. Indeed, from (4.36), ‖u‖
L˜∞T (H
s)
<
C, so, for any ε > 0, one can take N ∈ N large enough such that∑
q≥N
22qs‖∆qu‖
2
L∞T (L
2) <
ε
4
. (4.37)
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For any t ∈ [0, T ] and h such that t+ h ∈ [0, T ], we deduce from (4.37) and (4.35) that
‖u(t+ h)− u(t)‖2Hs ≤
∑
−1≤q≤N
22qs‖∆q(u(t+ h)− u(t))‖
2
L2 +
ε
2
≤
∑
−1≤q≤N
22q22q(s−1)‖∆q(u(t+ h)− u(t))‖
2
L2 +
ε
2
≤
∑
−1≤q≤N
22q‖u(t+ h)− u(t)‖2Hs−1 +
ε
2
≤
∑
−1≤q≤N
22q|h|‖∂tu‖
2
L2T (H
s−1) +
ε
2
≤ (2 +N)22N‖∂tu‖
2
L2T (H
s−1) |h|+
ε
2
< ε
for |h| small enough. Hence, u(t) is continuous in Hs(T2) for any time t ∈ [0, T ]. Similarly,
we may get that θ(t) is also continuous in Hs(T2) for any time t ∈ [0, T ].
Step 6: Continuous dependency and uniqueness of the solution
Let (u1, θ1) and (u2, θ2) be two solutions of (1.5) and satisfy (4.1) and (4.2). We denote
u˜ = u1 − u2, θ˜ = θ1 − θ2, and g˜ = g1 − g2. Then (u˜, θ˜) satisfies
∂tu˜+ (u˜ · ∇)u
1 + (u2 · ∇)u˜− div(ν(θ1)2Du˜)− div((ν(θ1)− ν(θ2))2Du2) +∇g˜
= −∆θ1∇θ˜ −∆θ˜∇θ2 +∇θ˜φ(θ1) +∇θ2(φ(θ1)− φ(θ2)),
∂tθ˜ + (u˜ · ∇)θ
1 + (u2 · ∇)θ˜ = −∆2θ˜ +∆(φ(θ1)− φ(θ2)).
Taking Hs(T2) energy estimate yields
1
2
d
dt
‖(u˜, θ˜)‖2Hs + cν1‖∇u˜‖
2
Hs + ‖∆θ˜‖
2
Hs
≤
∫
T2
[ν(θ1)− ν(0),Λs]Du˜ : ∇Λsu˜ dx−
∫
T2
Λs(u˜ · ∇u1 + u2 · ∇u˜) · Λsu˜ dx
−
∫
T2
Λs((ν(θ1)− ν(θ2))2Du2) : ∇Λsu˜ dx−
∫
T2
Λs(u˜ · ∇θ1 + u2 · ∇θ˜)Λsθ˜ dx
+
∫
T2
Λs(−∆θ1∇θ˜ −∆θ˜∇θ2 +∇θ˜φ(θ1)) · Λsu˜ dx
+
∫
T2
∆Λs(φ(θ1)− φ(θ2)Λsθ˜ dx+
∫
T2
Λs(∇θ2(φ(θ1)− φ(θ2))) · Λsu˜ dx =:
7∑
i=1
Ii.
(4.38)
From Lemmas 2.2 and 2.4, we have
|I1| = |
∫
T2
[ν(θ1)− ν(0),Λs]Du˜ : ∇Λsu˜ dx| ≤ ‖∇u˜‖Hs‖[ν(θ
1)− ν(0),Λs]Du˜‖2L2
≤ C‖∇u˜‖Hs(‖θ
1‖Hs‖Du˜‖L∞ + ‖∇θ
1‖L∞‖u˜‖Hs)
≤ C(‖θ1‖Hs‖Du˜‖
s−1
s
H1
‖∇u˜‖
s+1
s
Hs + ‖∇θ
1‖Hs‖u˜‖Hs‖∇u˜‖Hs),
which implies
|I1| ≤
cν1
8
‖∇u˜‖Hs + C(‖θ
1‖
2s
s−1
Hs ‖u˜‖
2
H1 + ‖∇θ
1‖2Hs‖u˜‖
2
Hs). (4.39)
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It is easy to find
|I2| = | −
∫
T2
Λs(u˜ · ∇u1 + u2 · ∇u˜) · Λsu˜ dx|
≤ C(‖u˜‖2Hs‖∇u
1‖Hs + ‖u˜‖Hs‖∇u˜‖Hs‖u
2‖Hs)
≤
cν1
8
‖∇u˜‖2Hs + C‖u˜‖
2
Hs‖u
2‖2Hs + C‖u˜‖
2
Hs‖∇u
1‖Hs ,
(4.40)
and similarly,
|I4|+ |I5| = |
∫
T2
(Λs(u˜ · ∇θ1) + Λs(u2 · ∇θ˜))Λsθ˜ dx|
+ |
∫
T2
Λs(−∆θ1∇θ˜ −∆θ˜∇θ2 +∇θ˜φ(θ1)) · Λsu˜dx|
≤ C(‖u˜‖Hs‖∇θ
1‖Hs + ‖u
2‖Hs‖∇θ˜‖Hs)‖θ˜‖Hs
+ C(‖∆θ1‖Hs‖∇θ˜‖Hs + ‖∆θ˜‖Hs‖∇θ
2‖Hs + ‖∇θ˜‖Hs‖φ(θ
1)‖Hs)‖u˜‖Hs ,
which follows from Lemma 2.4 that
|I4|+ |I5| ≤
1
4
‖∆θ˜‖2Hs + C(‖θ˜‖
2
Hs + ‖u˜‖
2
Hs)
× (‖∇θ1‖Hs + ‖u
2‖2Hs + ‖∆θ
1‖2Hs + ‖∇θ
2‖2Hs + ‖θ
1‖2Hs).
(4.41)
Thanks to Lemma 2.4 again, we obtain
|I3| = |
∫
T2
Λs((ν(θ1)− ν(θ2))2Du2) : ∇Λsu˜ dx|
≤
cν1
8
‖∇u˜‖2Hs +C‖(ν(θ
1)− ν(θ2))‖2Hs‖Du
2‖2Hs ≤
ν1
8
‖∇u˜‖2Hs + C‖θ˜‖
2
Hs‖∇u
2‖2Hs ,
(4.42)
and
|I6|+ |I7| = |
∫
T2
∆Λs(φ(θ1)− φ(θ2)Λsθ˜ dx|+ |
∫
T2
Λs(∇θ2(φ(θ1)− φ(θ2))) · Λsu˜ dx|
≤
1
4
‖∆θ˜‖2Hs + C‖φ(θ
1)− φ(θ2)‖2Hs + C‖∇θ
2‖Hs‖φ(θ
1)− φ(θ2))‖Hs‖u˜‖Hs
≤
1
4
‖∆θ˜‖2Hs + C(‖θ˜‖
2
Hs + ‖u˜‖
2
Hs)(1 + ‖∇θ
2‖Hs).
(4.43)
Inserting (4.39)-(4.43) into (4.38) leads to
d
dt
‖(u˜, θ˜)‖2Hs + cν1‖∇u˜‖
2
Hs + ‖∆θ˜‖
2
Hs
≤ C(‖θ˜‖2Hs + ‖u˜‖
2
Hs)(1 + ‖∇u
1‖Hs + ‖∇u
2‖2Hs + ‖∇θ
1‖Hs + ‖∆θ
1‖2Hs + ‖∇θ
2‖2Hs).
(4.44)
Thus, from (4.1), we apply Gronwall’s inequality to (4.44) to ensure
sup
τ∈[0,t]
‖(u˜, θ˜)(τ)‖2Hs ≤ CT ‖(u˜0, θ˜0)‖
2
Hs ,
which implies continuous dependency and uniqueness of the above solution to (1.5), and then
completes the proof of Theorem 4.1.
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5 Uniform L∞-bounds of concentrations away from singular
points
In this part, we consider the Cahn-Hilliard equation with convection{
∂tθ + u · ∇θ = ∆(φ(θ)−∆θ) in (0, T ) × T2,
θ|t=0 = θ0
(5.1)
for given u ∈ L∞([0, T );H1(T2)) ∩ L2([0, T ];H2(T2)) with ∂tu ∈ L2([0, T ];L2(T2)) and
div u = 0. Here φ = Φ′ satisfies (1.3). We assume that θ0 ∈ H
s(T2)) with s ≥ 4, m(θ0) = 0,
and ‖θ0‖L∞(T2)) ≤ 1− δ0 for some δ0 ∈ (0, 1).
Motivated by [18, 19, 33], our aim in this section is to prove there allow to separate the
solution of (5.1) from the singular points ±1 of the free energy density φ. Estimates of this
type are crucial for the study of Navier-Stokes-Cahn-Hilliard system with singular potentials,
since they allow to reduce the problem to one with regular potentials, which results in the
global existence of classical solution of the system (1.5). In order to achieve the goal, we
consider the following approximate equation of (5.1):{
∂tθ − ε∂t∆θ + u · ∇θ = ∆(φ(θ))−∆θ), ∀ (t, x) ∈ (0, T ) × T2,
θ|t=0 = θ0, ∀x ∈ T2
(5.2)
with ε > 0, which may be equivalently rewritten as{
ε∂tθ + (−∆)
−1((u · ∇)θ + ∂tθ) = ∆θ − φ(θ) +m(φ(θ)), ∀ (t, x) ∈ (0, T ) × T2,
θ|t=0 = θ0, ∀x ∈ T2.
(5.3)
We define the phase space D0,ε for the approximate equation (5.3) as
D0,ε := {f ∈ H
2(T2)|‖f‖L∞(T2) ≤ 1,m(f0) = 0, φ(f) ∈ L
2(T2), ε
1
2ϕ ∈ L2(T2),
ϕ ∈ H˙−1(T2), whereϕ = ϕ(f) := (ε+ (−∆)−1)−1[∆f − φ(f) +m(φ(f))]}
(5.4)
equipped with the norm
‖f‖2D0,ε := ‖f‖
2
H2(T2) + ‖φ(f)‖
2
L2(T2) + ε‖ϕ(f)‖
2
L2(T2) + ‖ϕ(f)‖
2
H˙−1(T2)
, (5.5)
and also the phase space D0 for the original equation (5.1) as
D0 := {f ∈ H
2(T2)|‖f‖L∞(T2) ≤ 1,m(f0) = 0,
φ(f) ∈ L2(T2), ∇(∆f − φ(f)) ∈ L2(T2)}
(5.6)
equipped with the norm
‖f‖2D0 := ‖f‖
2
H2(T2) + ‖φ(f)‖
2
L2(T2) + ‖∇(∆f − φ(f))‖
2
L2(T2), (5.7)
Repeating the argument of the proof of Theorem 4.1, we may readily find the unique smooth
solution θ to (5.3) on [0, T2) for 0 < T2 ≤ T , and moreover, if the maximal existence time
T2 < T and
‖θ‖L∞((0,T2)×T2) ≤ 1− δ1 (5.8)
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for some positive constant δ1(∈ (0, 1)) independent of ε, then θ may be continued beyond T2
into a smooth solution of (5.3).
In what follows, we only give a derivation of the a priori estimates for the solution θ to
(5.3), assuming that θ is a sufficiently regular function, and then deduce (5.8), which will
allow us to extend the existence time interval [0, T2) to [0, T ).
For this, we need first to establish the following dissipative estimate in the space D0,ε.
Lemma 5.1. Let the non-linearity φ = Φ′ satisfy (1.3), ε ∈ (0, 1], θ0 ∈ D0,ε, ‖θ0‖L∞ ≤ 1−δ0
for some δ0 ∈ (0, 1), u ∈ L
∞([0, T ];H1(T2))∩L2([0, T ];H2(T2)) with ∂tu ∈ L2([0, T ];L2(T2))
and div u = 0, and θ(t) be a weak solution to(5.3) on [0, T ) for 0 < T < +∞ satisfying (3.1),
θ ∈ C([0, T );D0,ε)), ∂tθ ∈ L2loc([0, T );H
1(T2)). Then there holds
sup
τ∈[0,t]
‖θ(τ)‖2D0,ε +
∫ t
0
‖∂tθ(τ)‖
2
H1(T2) dτ ≤ C(‖θ0‖D0,ε , T ). (5.9)
Proof. Setting ϕ(t) := ∂tθ(t). Thanks to the fact that θ0 ∈ D0,ε, we may first verify that
m(θ(t)) ≡ 0 and then m(ϕ(t)) ≡ 0 on the existence time interval according the equation
(5.3). Differentiate (5.3) with respect to t, and then multiply the resulting equation by ϕ(t)
and integrate over T2, we get
1
2
d
dt
(ε‖ϕ(t)‖2L2 + ‖ϕ(t)‖
2
H˙−1
) + ‖ϕ‖2H1
= −
∫
T2
(−∆)−1∂t((u · ∇)θ)ϕdx+ ‖ϕ‖
2
L2 −
∫
T2
φ′(θ)|ϕ|2 dx+m(φ′(θ)ϕ)
∫
T2
ϕdx.
(5.10)
For the first integral of the right-hand side in (5.10), one can obtain
|
∫
T2
(−∆)−1∂t((u · ∇)θ)ϕdx| = |
∫
T2
(∂tuθ + u∂tθ) · (−∆)
−1∇ϕdx|
≤
1
2
‖∂tuθ + u∂tθ‖
2
L2 +
1
2
‖ϕ‖2
H˙−1
≤ C(‖ut‖
2
L2‖θ‖
2
L∞ + ‖u‖
2
L∞‖ϕ‖
2
L2) +
1
2
‖ϕ‖2
H˙−1
≤
1
8
‖ϕ‖2H1 + C(‖u‖
4
L∞ + 1)‖ϕ‖
2
H˙−1
+ C‖ut‖
2
L2
(5.11)
due to (3.1) and the interpolation inequality. On the other hand, applying the interpolation
inequality ‖ϕ‖2
L2(T2) ≤ C‖ϕ‖H1(T2)‖ϕ‖H˙−1(T2) and noting that m(ϕ(t)) ≡ 0 and φ
′(θ) ≥ −α,
we deduce
‖ϕ‖2L2 −
∫
T2
φ′(θ)|ϕ|2dx+m(φ′(θ)ϕ)
∫
T2
ϕdx ≤
1
8
‖ϕ‖2H1 + C‖ϕ‖
2
H˙−1
. (5.12)
Plugging (5.10) and (5.12) into (5.11) results in
d
dt
(ε‖ϕ(t)‖2L2 + ‖ϕ(t)‖
2
H˙−1
) + ‖ϕ‖2H1 ≤ C‖u‖
4
L∞‖ϕ‖
2
H˙−1
+ C‖ut‖
2
L2 + Cα‖ϕ‖
2
H˙−1
≤ C‖u‖2L2‖∆u‖
2
L2‖ϕ‖
2
H˙−1
+ C‖ut‖
2
L2 + C‖ϕ‖
2
H˙−1
,
(5.13)
where we have used the interpolation inequality ‖u‖4L∞ ≤ C‖u‖
2
L2
‖∆u‖2
L2
in the second
inequality.
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Hence, applying Gronwall’s inequality to (5.13) results in
sup
τ∈[0,t]
(ε‖ϕ(τ)‖2L2 + ‖ϕ(τ)‖
2
H˙−1
) +
∫ t
0
‖ϕ(τ)‖2H1 dτ
≤ 2(ε‖ϕ(0)‖2L2 + ‖ϕ(0)‖
2
H˙−1
+ ‖ut‖
2
L2([0,t];L2))e
Ct+C‖u‖2
L∞([0,t];L2)
‖∆u‖2
L2([0,t];L2)
≤ CT (ε‖ϕ(0)‖
2
L2 + ‖ϕ(0)‖
2
H˙−1
+ 1),
(5.14)
which implies the ϕ-part of (5.9).
For the estimate of the θ-part of (5.9), similar to the proof of (3.6), we may get
d
dt
(‖θ‖2L2 + ε‖∇θ‖
2
L2) + ‖θ‖
2
H2 ≤ C‖θ‖
2
L2 ,
which along with Gronwall’s inequality gives rise to
sup
τ∈[0,t]
(‖θ(τ)‖2L2 + ε‖∇θ(τ)‖
2
L2) +
∫ t
0
‖θ‖2H2 dτ ≤ Ce
Ct‖θ0‖
2
L2 . (5.15)
On the other hand, we rewrite (5.3) as
∆θ − φ(θ) +m(φ(θ)) = h(t) := εϕ(t) + (−∆)−1ϕ(t) + (−∆)−1((u · ∇)θ)(t). (5.16)
Multiply (5.16) by ∆θ and integrate over T2, and note that m(∆θ) = 0 and φ′ ≥ −α, then
we find
‖∆θ‖2L2 = −
∫
T2
φ′(θ)|∇θ|2dx+m(φ(θ))
∫
T2
∆θ dx
+
∫
T2
(εϕ(t) + (−∆)−1ϕ(t))∆θdx+
∫
T2
(−∆)−1((u · ∇)θ)(t)∆θ dx
≤ α‖∇θ‖2L2 +
∫
T2
(εϕ(t) + (−∆)−1ϕ(t))∆θ dx+
∫
T2
(−∆)−1((u · ∇)θ)(t)∆θ dx.
(5.17)
It is easy to find ∫
T2
(−∆)−1((u · ∇)θ)∆θ dx =
∫
T2
(u · ∇)θθ dx = 0, (5.18)
and ∫
T2
(εϕ(t) + (−∆)−1ϕ(t))∆θ dx ≤
1
8
‖∆θ‖2L2 + ε
2‖ϕ‖2L2 + ‖ϕ‖H˙−1‖∇θ‖L2 ,
which along with α‖∇θ‖2
L2
≤ 18‖∆θ‖
2
L2
+ C‖θ‖2
L2
implies
α‖∇θ‖2L2 +
∫
T2
(εϕ(t) + (−∆)−1ϕ(t))∆θ dx
≤
1
2
‖∆θ‖2L2 + ε
2C‖ϕ‖2L2 + C‖ϕ‖
2
H˙−1
+ C‖θ‖2L2 .
(5.19)
Inserting (5.18) and (5.19) into (5.17) yields
sup
τ∈[0,t]
‖θ(τ)‖2H2 ≤ C sup
τ∈[0,t]
(
ε2‖ϕ‖2L2 + ‖ϕ‖
2
H˙−1
+ ‖θ‖2L2
)
≤ C(‖θ0‖D0,ε , T ), (5.20)
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where we have used the inequalities (5.14) and (5.15).
Let’s now estimate ‖φ(θ)‖2
L2
. It follows from (5.14), (5.16), (5.20), div u = 0, and m(φ) ≡
0 that
‖φ(θ)−m(φ(θ))‖L2(T2) ≤ ‖∆θ‖L2 + ‖h‖L2(T2)
≤ ‖∆θ‖L2 + ‖εϕ‖L2 + ‖(−∆)
−1ϕ‖L2 + ‖(−∆)
−1 div (u θ)‖L2
≤ ‖∆θ‖L2 + ε‖ϕ‖L2 + C‖ϕ‖H˙−1 + C‖u‖L2‖θ‖H2 ,
(5.21)
which, together with (5.14), (5.15), and (5.20), implies
sup
τ∈[0,t]
‖φ(θ)−m(φ(θ))‖L2(T2) ≤ C(‖θ0‖D0,ε , T ). (5.22)
Whence applying Proposition 2.2 to (5.16) (where we take f := ∆θ − h), we deduce that
|m(φ(θ))| ≤ C(1 + |T|‖f‖L2) ≤ C(1 + ‖φ(θ)−m(φ(θ))‖L2(T2)), (5.23)
and then
sup
τ∈[0,t]
|m(φ(θ))| ≤ C(‖θ0‖D0,ε , T ). (5.24)
Note that
‖φ(θ)−m(φ(θ))‖2L2 =
∫
T2
(|φ(θ)|2 − 2φ(θ)m(φ(θ)) + |m(φ(θ))|2)dx
= ‖φ(θ)‖2L2 − |T
2||m(φ(θ))|2,
(5.25)
it follows that
‖φ(θ)‖2L2 = ‖φ(θ)−m(φ(θ))‖
2
L2 + |T
2||m(φ(θ))|2,
which, together with (5.20-5.25), gives rise to
sup
τ∈[0,t]
‖φ(θ)‖2L2 ≤ C(‖θ0‖D0,ε , T ). (5.26)
Estimates (5.14), (5.20) and (5.26) finish the proof of Lemma 5.1.
Remark 5.1. Let’s point out that the constant C(‖θ0‖D0,ε , T ) in (5.9) is independent of
ε ∈ (0, 1), which can be readily verified by using the definition of ‖θ0‖D0,ε .
The next lemma gives an estimate of φ(θ) in the space L2([0, t];L∞(T2)), which implies
that θ doesn’t touch the singular points for almost every time.
Lemma 5.2. Under the assumptions in Theorem 5.1, the solution θ of problem (5.3) satisfies
the following estimates:∫ T
0
‖φ(θ(τ))‖2L∞(T2) dτ ≤ CT and ‖θ‖L∞((0,T )×T2) < 1, (5.27)
where the constant CT depends on T , but not ε ∈ (0, 1).
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Proof. Firstly, we rewrite the problem (5.3) as a second order parabolic equation:
ε∂tθ −∆θ + φ(θ) = h˜ := m(φ(θ))− (−∆)
−1∂tθ − (−∆)
−1((u · ∇)θ). (5.28)
According to (5.9) and the interpolation inequality ‖f‖L∞(T2) ≤ C‖f‖
1
2
L2(T2)‖∆f‖
1
2
L2(T2), we
have
‖(−∆)−1∂tθ‖
2
L2([0,T ];L∞(T2)) ≤ C
∫ T
0
‖(−∆)−1∂tθ‖L2‖∂tθ‖L2 dτ
≤ C‖∂tθ‖
2
L2([0,T ];L2(T2)) ≤ CT .
(5.29)
Note that
‖(−∆)−1((u · ∇)θ)‖2L2([0,t];L∞(T2)) ≤ C‖(−∆)
−1 div (uθ)‖2L2([0,t];L∞)
≤ C‖uθ‖2L2([0,t];L4) ≤ C‖u‖
2
L2([0,t];L4)‖θ‖
2
L∞([0,t]×T2) ≤ CT ,
(5.30)
so, we get from (5.24) and (5.28)-(5.30) that
‖h˜‖2L2([0,t];L∞(T2)) ≤ CT , ∀ 0 ≤ t ≤ T. (5.31)
We set h±(t) := ‖h˜(t)‖L∞(T2) and consider the following two auxiliary ODEs:{
εy′± + φ(y±) = h±, ∀ t ≥ 0,
y±(0) = ±‖θ0‖L∞(T2).
Then, thanks to Lemma 5.1, the solutions y±(t) are well defined.
Define the operator L as
Lθ(t) := ε∂tθ −∆θ + φ(θ)− h˜.
Note that
Lθ(t) = 0, Ly+(t) = εy
′
+ −∆y+ + φ(y+)− h˜ = h+ − h˜ ≥ 0,
Ly−(t) = εy
′
− −∆y− + φ(y−)− h˜ = h− − h˜ ≤ 0,
then we apply the comparison principle of the second-order parabolic equation to get
y−(t) ≤ θ(t, x) ≤ y+(t), ∀ t ≥ 0, x ∈ T
2. (5.32)
On the other hand, it follows from Proposition 2.4 and (5.31) that∫ t
0
|φ(y±(τ))|
2 dτ ≤ CT (1 + ‖h±‖
2
L2([0,T ])) ≤ CT . (5.33)
Setting φ˜(z) := φ(z) − φ(0) + α z for z ∈ (−1, 1), we have φ˜′(z) > 0 for any z ∈ (−1, 1),
which implies that φ˜(·) is increasing in (−1, 1). Therefore, from (5.31), (5.32), and (5.33), we
deduce ∫ t
0
‖φ(θ(τ))‖2L∞ dτ ≤
∫ t
0
‖φ˜(θ(τ))‖2L∞ dτ + C
∫ t
0
(1 + ‖θ(τ)‖2L∞) dτ
≤
∫ t
0
|φ˜(y+(τ))|
2 dτ +
∫ t
0
|φ˜(y−(τ))|
2 dτ + CT
≤
∫ t
0
(|φ(y+(τ))|
2 + |φ(y−(τ))|
2 + C|y+(τ)|
2 + C|y−(τ)|
2 + C) dτ + CT ≤ CT ,
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which leads to ‖θ(t)‖L∞(T2) < 1 for almost every t ∈ (0, T ) according to Assumption 1.1.
This ends the proof of Lemma 5.2.
In order to separate θ from the singular points of φ, we need to investigate the integrability
of |φ′(θ)|, which is stated as follows.
Lemma 5.3. We assume that the non-linearity φ = Φ′ satisfies (1.3). Then, for ∀ p ∈
[1,+∞), the following estimate holds:∫ t
0
∫
T2
|φ′(θ)|pdxds ≤ Cp,T , ∀ t ∈ (0, T ),
where the constant Cp,T is independent of ε ∈ (0, 1).
Proof. As in the proof of Lemma 5.2, we first denote φ˜(z) := φ(z)−φ(0)+α z for z ∈ (−1, 1),
which yields φ˜′(z) ≥ 0 for any z ∈ (−1, 1). Rewrite (5.3) as
ε∂tθ −∆θ + φ˜(θ) = h¯ := m(φ(θ))− (−∆)
−1∂tθ − (−∆)
−1((u · ∇)θ) + αθ − φ(0). (5.34)
where the function h¯ satisfies
‖h¯‖L∞([0,T ];H1(T2)) ≤ CT (5.35)
due to the estimate (5.9).
Let L > 0 be an arbitrary positive number, and ΦL(z) :=
∫ z
0 φ˜(η)e
L|φ˜(η)|dη ≥ 0 for any
z ∈ (−1, 1). Multiply (5.34) by φ˜(θ)eL|φ˜(θ)|, and then integrate over (0, t)× T2, we have
ε
∫
T2
ΦL(θ(t))dx−
∫ t
0
∫
T2
∆θφ˜(θ(τ))eL|φ˜(θ(τ))| dxdτ +
∫ t
0
∫
T2
|φ˜(θ(τ))|2eL|φ˜(θ(τ))| dxdτ
=
∫ t
0
∫
T2
h¯φ˜(θ(τ))eL|φ˜(θ(τ))| dxdτ + ε
∫
T2
ΦL(θ(0)) dx,
(5.36)
Since φ˜′(z) > 0 for any z ∈ (−1, 1), one can get
−
∫ t
0
∫
T2
∆θφ˜(θ)eL|φ˜(θ)| dx =
∫ t
0
∫
T2
|∇θ|2φ˜′(θ)[1 + L|φ˜(θ)|]eL|φ˜(θ)| dxdτ ≥ 0,
which follows from (5.36) that∫ t
0
∫
T2
|φ˜(θ(τ))|2eL|φ˜(θ(τ))| dxdτ ≤
∫ t
0
∫
T2
|h¯(τ)||φ˜(θ(τ))|eL|φ˜(θ(τ))| dxdτ + CT,L, (5.37)
where the constant CT,L is independent of ε ∈ (0, 1). Applying Proposition 2.1 to the inte-
grand in the right-hand side of (5.37), and taking p = N |h¯(τ)| and q = N−1|φ˜(θ(τ))|eL|φ˜(θ(τ))|
in (2.4), where N ≥ 1 be an arbitrary positive number, we obtain from (2.5) and (2.6) that
|h¯||φ˜(θ)|eL|φ˜(θ)| = p · q ≤ A(p) + A˜(q), (5.38)
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where
A(p) := ep − p− 1 ≤ ep = eN |h¯(τ)|,
A˜(q) := (1 + q) ln(1 + q)− q ≤ q ln(1 + q)
≤ N−1|φ˜(θ)|eL|φ˜(θ)| ln(e2L|φ˜(θ)|) =
2L
N
|φ˜(θ)|2eL|φ˜(θ)|.
(5.39)
Therefore, taking N = N(L) sufficiently large in (5.39), we obtain from (5.38) that
|h¯||φ˜(θ)|eL|φ˜(θ)| ≤
1
2
|φ˜(θ)|2eL|φ˜(θ)| + eN |h¯|. (5.40)
Inserting (5.40) into the right-hand side of (5.37) yields∫ t
0
∫
T2
|φ˜(θ)|2eL|φ˜(θ)| dxdτ ≤
∫ t
0
∫
T2
eN |h¯| dxdτ + CT,L. (5.41)
Using (5.35), (5.41) and Orlicz embedding theorem (Lemma 2.5), we obtain∫ t
0
∫
T2
|φ˜(θ)|2eL|φ˜(θ)| dxdτ ≤ CT,L
∫ t
0
(eC(N)‖h¯‖
2
H1 dτ + 1) ≤ CT,L. (5.42)
Therefore, we deduce from (5.42) that∫ t
0
∫
T2
eL|φ(θ(τ))| dxdτ ≤
∫ t
0
∫
T2
eL|φ˜(θ(τ))|+CL dxdτ
≤ C
∫ t
0
∫
Ω0
e(1+C)L dxdτ + C
∫ t
0
∫
T2\Ω0
|φ˜(θ(τ))|2eL|φ˜(θ(τ))| dxdτ ≤ CT,L,
(5.43)
where Ω0 := {x ∈ T2| φ˜(θ(τ, x)) ≤ 1}.
It follows from (1.3) and (5.43) that ∀ p ∈ [1,+∞)∫ t
0
∫
T2
|φ′(θ)|pdxdτ ≤
∫ t
0
∫
T2
(
C1e
C2|φ(θ)| + C3
)p
dxdτ
≤ Cp
∫ t
0
∫
T2
(epC2|φ(θ)| + 1) dxds ≤ CT,p,
where the constant CT,p is independent of ε ∈ (0, 1]. This completes the proof of Lemma
5.3.
With Lemma 5.3 in hand, we are now in a position to investigate the uniform L∞-bounds
of the approximate solution away from singular points.
Theorem 5.1. Under the assumptions in Lemma 5.1, if, in addition, θ0 ∈ H
s with s ≥ 4,
then, there exists a positive constant δ = δ(δ0, T ) such that
‖θ‖L∞([0,T )×T2) ≤ 1− δ. (5.44)
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Proof. We differentiate (5.3) with respect to t and set ϕ := ∂tθ. Then we have{
ε∂tϕ+ (−∆)
−1∂t((u · ∇)θ + ϕ)−∆ϕ = m(φ
′(θ)ϕ)− φ′(θ)ϕ, in (0, T )× T2,
ϕ|t=0 = ϕ0.
(5.45)
Multiplying −∆ϕ on (5.45) and integrating over T2, we derive from m(∆ϕ) = 0 that
1
2
d
dt
(ε‖∇ϕ‖2L2 + ‖ϕ‖
2
L2) + ‖∆ϕ‖
2
L2
=
∫
T2
((ut · ∇)θ + u · ∇ϕ)ϕdx +
∫
T2
φ′(θ)ϕ∆ϕdx
(5.46)
Thanks to div u = 0, we get∫
T2
((ut · ∇)θ + u · ∇ϕ)ϕdx = −
∫
T2
θ ut · ∇ϕdx ≤ C‖ut‖L2‖θ‖L∞‖∇ϕ‖L2
≤ C‖ut‖
2
L2 + C‖∇ϕ‖
2
L2 ≤
1
8
‖∆ϕ‖2L2 + C(‖ut‖
2
L2 + ‖ϕ‖
2
L2).
(5.47)
Note that ∫
T2
φ′(θ)ϕ∆ϕdx =
∫
T2
φ′(θ)ϕ∆ϕdx ≤
1
8
‖∆ϕ‖2L2 +C
∫
T2
|φ′(θ)ϕ|2 dx,
which, together with
C
∫
T2
|φ′(θ)ϕ|2 dx ≤ C‖φ′(θ)‖2L4‖ϕ‖
2
L4 ≤ C‖φ
′(θ)‖2L4‖ϕ‖L2‖∇ϕ‖L2
≤ C‖φ′(θ)‖4L4‖ϕ‖
2
L2 + ‖∇ϕ‖
2
L2 ≤
1
8
‖∆ϕ‖2L2 + C(‖φ
′(θ)‖4L4 + 1)‖ϕ‖
2
L2 ,
follows that ∫
T2
φ′(θ)ϕ∆ϕdx ≤
1
4
‖∆ϕ‖2L2 + C(‖φ
′(θ)‖4L4 + 1)‖ϕ‖
2
L2 . (5.48)
Substituting (5.47) and (5.48) into (5.46) yields
d
dt
(ε‖∇ϕ‖2L2 + ‖ϕ‖
2
L2) + ‖∆ϕ‖
2
L2 ≤ C(‖φ
′(θ)‖4L4 + 1)‖ϕ‖
2
L2 + C‖ut‖
2
L2 .
Hence, thanks to Gronwall’s inequality and Lemma 5.3, we get
sup
τ∈[0,t]
(ε‖∇ϕ(τ)‖2L2 + ‖ϕ(τ)‖
2
L2) +
∫ t
0
‖∆ϕ(τ)‖2L2 dτ
≤ C(ε‖∇ϕ(0)‖2L2 + ‖ϕ(0)‖
2
L2 +
∫ t
0
‖ut‖
2
L2 dτ)e
C
∫ t
0 (‖φ
′(θ)‖4
L4
+1) dτ ≤ CT ,
where CT is independent of ε ∈ (0, 1), in particular,
‖∂tθ‖
2
L∞([0,T ];L2(T2)) ≤ CT . (5.49)
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From this, similar to estimates (5.29) and (5.30), we may improve (5.31) to
‖h˜(t)‖L∞([0,T ];L∞(T2)) ≤ CT , (5.50)
where CT is independent of ε ∈ (0, 1).
Indeed, note that
h˜ = m(φ(θ))− (−∆)−1∂tθ − (−∆)
−1((u · ∇)θ), (5.51)
then we get from (5.49) that
‖(−∆)−1∂tθ(t)‖
2
L∞([0,T ];L∞(T2))
≤ ‖(−∆)−1∂tθ‖L∞([0,T ];L2)‖∂tθ‖L∞([0,T ];L2) dτ ≤ ‖∂tθ‖
2
L∞([0,T ];L2) ≤ CT ,
and
‖(−∆)−1((u · ∇)θ)‖2L∞([0,T ];L∞(T2)) ≤ C‖(−∆)
−1 div (uθ)‖2L∞([0,T ];L∞)
≤ C‖uθ‖2L∞([0,T ];L4) ≤ C‖u‖
2
L∞([0,T ];L4)‖θ‖
2
L∞([0,T ]×T2) ≤ CT ,
which along with (5.24) and (5.51) implies (5.50).
Therefore, thanks to Proposition 2.3 and (5.50), for two auxiliary ODEs:{
εy′± + φ(y±) = h±, ∀ t ≥ 0,
y±(0) = ±‖θ0‖L∞(T2)
with h±(t) := ‖h˜(t)‖L∞(T2) , one can get
‖y±(t)‖L∞((0,T )) ≤ 1− δT
for some δT ∈ (0, 1), from which, it results in (5.32), and also (5.44) holds true. This ends
the proof of Theorem 5.1.
Let’s now claim that (5.44) in Theorem 5.1 holds for the solution θ of the original Cahn-
Hilliard equation (5.1).
Theorem 5.2. Let θ0 ∈ H
s with s ≥ 4,
∫
T2 θ0 dx = 0, and ‖θ0‖L∞(T2) ≤ 1−δ0 for δ0 ∈ (0, 1),
0 < T < +∞, u ∈ L∞([0, T );H1(T2)) ∩ L2([0, T ];H2(T2)) with ∂tu ∈ L2([0, T ];L2(T2)),
div u = 0, and the function φ = Φ′ with Φ in (1.3). Then there exists a solution θ to (5.1)
on [0, T ) satisfying (3.1), θ ∈ C([0, T );D0)), ∂tθ ∈ L2([0, T );H1(T2)), and also there is a
positive constant δ = δ(δ0, T ) such that
‖θ‖L∞([0,T )×T2) ≤ 1− δ. (5.52)
Moreover, if there is another solution to θ¯ to (5.1) on [0, T ) satisfying (3.1), θ¯ ∈ C([0, T );H2)),
∇µ(θ¯) ∈ L2([0, T );L2(T2)), then θ¯ ≡ θ on [0, T )× T2.
Proof. Let {θε}ε>0 be the solution sequence of the approximate equations (5.2) in Theorem
5.1, then it follows from Lemma 5.1 and Theorem 5.1 that there exists a subsequence of
{θε}ε>0 , still denoted by {θ
ε}ε>0, converges, as ε goes to zero, to some function θ, defined
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on [0, T ) × T2 satisfying (5.52),
∫
T2 θ(t) dx = 0 for any t ∈ [0, T ), θ ∈ C([0, T );D0)), ∂tθ ∈
L2([0, T );H1(T2)), and solving (5.1) in the weak sense. Let’s now pay attention to the proof
of the uniqueness. Denote θ˜ := θ¯ − θ, then θ˜ solves
(−∆)−1
(
∂tθ˜ + div (u θ˜)
)
−∆θ˜ = −
(
φ(θ¯)− φ(θ)
)
+
(
m(φ(θ¯))−m(φ(θ))
)
,
∀ (t, x) ∈ (0, T )× T2,
θ˜|t=0 = 0.
(5.53)
Taking the L2 inner product of (5.53) with θ˜ yields
1
2
d
dt
‖θ˜‖2
H˙−1
+
∫
T2
θ˜ (−∆)−1 div (u θ˜) dx+ ‖θ˜‖2
H˙1
+
∫
T2
(φ(θ¯)− φ(θ)) θ˜ dx = 0, (5.54)
where we have used the facts that m(θ˜) = 0.
Since φ′ ≥ −α, we get ∫
T2
(φ(θ¯)− φ(θ)) θ˜ dx ≥ −α‖θ˜‖2L2 ,
from which, we infer from (5.54) that
1
2
d
dt
‖θ˜‖2
H˙−1
+ ‖θ˜‖2
H˙1
≤ α‖θ˜‖2L2 + ‖θ˜‖H˙−1‖u‖L∞‖θ˜‖L2
≤
1
2
‖∇θ˜‖2L2 + C‖θ˜‖
2
H˙−1
(1 + ‖u‖L2‖∆u‖L2).
Hence, it follows
d
dt
‖θ˜‖2
H˙−1
+ ‖θ˜‖2
H˙1
≤ C‖θ˜‖2
H˙−1
(1 + ‖u‖L2‖∆u‖L2).
Gronwall’s inequality gives rise to
sup
t∈[0,T ]
‖θ˜(t)‖H˙−1 = 0,
which implies θ˜ ≡ 0 on [0, T ) × T2, and then ends the proof of Theorem 5.2.
6 Global well-posedness
In this section, we prove the global well-posedness of the Navier-Stokes-Cahn-Hilliard system
(1.5).
Towards this, let’s first study the global Hs0-estimate of θ for s0 ∈ (1,
3
2 ].
Lemma 6.1. Under the assumptions in Theorem 4.1, if, in addition, s ≥ 4, then there holds
‖θ‖2L∞([0,T );Hs0 (T2)) + ‖θ‖
2
L2((0,T );H2+s0 (T2)) ≤ CT (u0, θ0) (6.1)
for any s0 ∈ (1,
3
2 ].
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Proof. Firstly, similar to the proof of (5.9), we may deduce, from the basic energy estimate
(3.2), that
sup
τ∈[0,T ]
‖θ(τ)‖2D0 +
∫ t
0
‖∂tθ(τ)‖
2
H1(T2) dτ ≤ CT , (6.2)
which follows from Theorem 5.2 that
‖θ‖L∞([0,T )×T2) < 1− δT (6.3)
for some δT > 0.
Hence, from (3.2) and (6.3), we get
‖∇∆θ‖L2([0,T ];L2) ≤ ‖∇φ(θ)‖L2([0,T ];L2) + ‖∇µ‖L2([0,T ];L2)
≤ C‖∇θ‖L2([0,T ];L2) + ‖∇µ‖L2([0,T ];L2) < CT .
(6.4)
Taking the Hs1(T2) (with s1 > 1) inner product of the second equation of (1.5) with θ, we
get
1
2
d
dt
‖θ‖2Hs1 + ‖∆θ‖
2
Hs1 =
∫
T2
Λs1(u θ) · ∇Λs1θ dx+
∫
T2
Λs1φ(θ)Λs1∆θ dx. (6.5)
From (6.3) and Lemma 2.4, it follows
|
∫
T2
Λs1φ(θ)Λs1∆θ dx| ≤
1
4
‖∆θ‖2Hs1 + C‖φ(θ)‖
2
Hs1 ≤
1
4
‖∆θ‖2Hs1 + C‖θ‖
2
Hs1 , (6.6)
and
|
∫
T2
Λs1(u θ) · ∇Λs1θ dx| ≤ C(‖u‖Hs1‖θ‖L∞ + ‖u‖L∞‖θ‖Hs1 )‖∇θ‖Hs1
≤
1
4
‖∆θ‖2Hs1 + C‖θ‖
2
Hs1‖u‖
2
L∞ + ‖u‖
2
Hs1 .
(6.7)
Plugging (6.6) and (6.7) into (6.5) yields
d
dt
‖θ‖2Hs1 + ‖∆θ‖
2
Hs1 ≤ C(‖u‖
2
Hs1 + ‖θ‖
2
Hs1 )(1 + ‖u‖
2
L∞). (6.8)
Taking s1 = s0 ∈ (1,
3
2 ] in (6.8), it follows from Gronwall’s inequality that
sup
τ∈[0,t]
‖θ(τ)‖2Hs0 +
∫ t
0
‖∆θ‖2Hs0 dτ
≤ C(‖θ0‖
2
Hs0 +
∫ t
0
‖u‖2Hs0 (1 + ‖u‖
2
L∞) dτ)e
C
∫ t
0
(1+‖u‖2
L∞
) dτ
≤ C(t)
(
‖θ0‖
2
Hs0 +
∫ t
0
‖u‖H2(s0−1)‖u‖H2(1 + ‖u‖L2‖u‖H2) dτ
)
× eC
∫ t
0 (1+‖u‖L2‖u‖H2) dτ .
(6.9)
Therefore, combining (6.9) with (3.2) and (6.4), we deduce (6.1).
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We are now in a position to complete the proof of Theorem 1.1.
Proof of Theorem 1.1. Thanks to Theorem 4.1, we conclude that: under the assumptions in
Theorem 1.1, (1.5) has a unique local solution (u, θ) satisfying (4.1) and (4.2). Assume that
T ∗ > 0 is the maximal existence time of this solution, that is
(u, θ) ∈
(
C([0, T ∗);Hs(T2)) ∩ (L2loc([0, T
∗);Hs+1(T2))
)
×
(
C([0, T ∗);Hs(T2)) ∩ L2loc([0, T
∗);Hs+2(T2)))
)
.
It suffices to prove T ∗ = +∞. We will argue by contradiction argument. Hence, we assume
T ∗ < +∞ in what follows.
Since the system (1.5) has a smoothing effect to the solution (u, θ), we may assume,
without loss of generality, the regularity index s > 4 of the initial data in Theorem 4.1
according to (4.1).
Thanks to Theorem 5.1, we find that, for every t ∈ [0, T ∗), there exists a positive constant
δ1 ∈ (0, 1) such that
‖θ‖L∞([0,T ∗)×T2) ≤ 1− δ1. (6.10)
Taking the Hs(T2) inner product of the first equation of (1.5) with u, we have
1
2
d
dt
‖u‖2Hs +
∫
T2
2ν(θ)ΛsD(u) : Λs∇u dx =
∫
T2
([Λs, u] · ∇u) : Λs∇u dx
−
∫
T2
[Λs, 2ν(θ)]D(u) : Λs∇u dx+
∫
T2
Λs(µ∇θ) · Λsu dx =:
3∑
i=1
Ii.
(6.11)
We first check from Lemmas 2.2 and 2.4 that
|I1| = |
∫
T2
([Λs, u] · ∇u) : Λs∇u dx| ≤ C‖∇u‖L∞‖u‖Hs‖∇u‖Hs
≤ η‖∇u‖2Hs + Cη‖∇u‖
2
L∞‖u‖
2
Hs ,
(6.12)
and
|I2| = |
∫
T2
[Λs, 2ν(θ)]D(u) : Λs∇u dx|
≤ C‖∇u‖Hs(‖ν(θ)− ν(0)‖Hs‖∇u‖L∞ + ‖∇(ν(θ)− ν(0))‖L∞‖∇u‖Hs−1)
≤ C‖∇u‖Hs(‖θ‖Hs‖∇u‖L∞ + ‖∇θ‖L∞‖u‖Hs)
≤ η‖∇u‖2Hs + Cη(‖∇u‖
2
L∞ + ‖∇θ‖
2
L∞)(‖u‖
2
Hs + ‖θ‖
2
Hs)
(6.13)
for any positive constant η. While for I3, we deduce from (6.10) and Lemma 2.4 that and
|I3| = |
∫
T2
Λs(µ∇θ) · Λsu dx|
≤ C‖u‖Hs
(
(‖φ(θ)‖Hs + ‖∆θ‖Hs)‖∇θ‖L∞ + (‖φ(θ)‖L∞ + ‖∆θ‖L∞)‖∇θ‖Hs
)
≤ C‖u‖Hs
(
(‖θ‖Hs + ‖∆θ‖Hs)‖∇θ‖L∞ + (1 + ‖∆θ‖L∞)‖∇θ‖Hs
)
,
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which follows that
|I3| ≤ η‖∆θ‖
2
Hs + Cη(1 + ‖∇θ‖
2
L∞ + ‖∆θ‖
2
L∞)(‖u‖
2
Hs + ‖θ‖
2
Hs). (6.14)
On the other hand, we get, for some positive c,∫
T2
2ν(θ)ΛsD(u) : Λs∇u dx =
∫
T2
2ν(θ)|ΛsD(u)|2 dx ≥ cν1‖∇u‖
2
Hs , (6.15)
where ν1 > 0 is a lower bound of ν(·) on [−1, 1].
Therefore, substituting (6.12)-(6.15) into (6.11) we deduce that
d
dt
‖u‖2Hs +
3
2
cν1‖∇u‖
2
Hs
≤ η‖∆θ‖2Hs + Cη(1 + ‖∆θ‖
2
L∞ + ‖∇u‖
2
L∞ + ‖∇θ‖
2
L∞)(‖u‖
2
Hs + ‖θ‖
2
Hs).
(6.16)
Taking η in (6.16) small enough and combining (6.8) with (6.16), we infer
d
dt
(‖u‖2Hs + ‖θ‖
2
Hs) + cν1‖∇u‖
2
Hs + ‖∆θ‖
2
Hs
≤ C(‖u‖2Hs + ‖θ‖
2
Hs)(1 + ‖∆θ‖
2
L∞ + ‖u‖
2
L∞ + ‖∇θ‖
2
L∞ + ‖∇u‖
2
L∞),
(6.17)
which follows that
sup
τ∈[0,t]
(‖u(τ)‖2Hs + ‖θ(τ)‖
2
Hs)
≤ (‖u0‖
2
Hs + ‖θ0‖
2
Hs)e
C
∫ t
0 (1+‖(u,∇θ,∆θ)‖
2
L∞+‖∇u‖
2
L∞) dτ .
(6.18)
Thanks to (3.2), (6.1), and the Sobolev embedding Hs(T2) →֒ L∞(T2) with s > 1, we infer
from (6.18) that
sup
τ∈[0,t]
(‖u(τ)‖2Hs + ‖θ(τ)‖
2
Hs) ≤ C(‖u0‖Hs , ‖θ0‖Hs , t) exp{C
∫ t
0
‖∇u‖2L∞ dτ}. (6.19)
Applying Lemma 2.3 to (6.19) yields
(e+ ‖u(t)‖2Hs + ‖θ(t)‖
2
Hs) ≤ C(t) exp{C
∫ t
0
(1 + ‖u‖2H2) log(e+ ‖u‖
2
Hs) dτ},
where we have used the fact s > 2, which leads to
log(e+ ‖u(t)‖2Hs + ‖θ(t)‖
2
Hs) ≤ C(t) + C
∫ t
0
(1 + ‖u‖2H2) log(e+ ‖u‖
2
Hs) dτ.
Therefore, we get from Gronwall’s inequality and (3.2) that
log(e+ ‖u(t)‖2Hs + ‖θ(t)‖
2
Hs)
≤ (log(e+ ‖u0‖
2
Hs + ‖θ0‖
2
Hs) + C(t)) exp{C
∫ t
0
(1 + ‖u‖2H2) dτ} ≤ C(t),
which follows that
sup
τ∈[0,T ∗)
(‖u(τ)‖2Hs + ‖θ(τ)‖
2
Hs) ≤ CT ∗ < +∞.
From this, the solution can be extended after t = T ∗, which contradicts with the definition
of T ∗. Hence, we get T ∗ = +∞, and then complete the proof of Theorem 1.1.
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A Appendix
The proof of Theorem 4.1 requires a dyadic decomposition of the Fourier variables, or
Littlewood-Paley decomposition, which may be explained how it may be built in the case
x ∈ Rd or Td (see e.g. [9, 14, 35]) as follows..
Let us first recall a dyadic partition of unity. We define by C the ring of center 0, of small
radius 3/4 and great radius 8/3. Then it exists two radial functions χ and ϕ the values of
which are in the interval [0, 1], belonging respectively to D(B(0, 4/3)) and to D(C) such that
χ(ξ) +
∑
j≥0
ϕ(2−jξ) = 1 (∀ξ ∈ Rd),
∑
j∈Z
ϕ(2−jξ) = 1 (∀ξ ∈ Rd \ {0}),
|j − j′| ≥ 2⇒ Supp ϕ(2−j ·) ∩ Supp ϕ(2−j
′
·) = ∅,
j ≥ 1⇒ Supp χ ∩ Supp ϕ(2−j ·) = ∅.
If C˜ = B(0, 2/3) + C, then C˜ is a ring and we have |j − j′| ≥ 5⇒ 2j
′
C˜ ∩ 2jC = ∅, and
1
3
≤ χ2(ξ) +
∑
j≥0
ϕ2(2−jξ) ≤ 1 (∀ξ ∈ Rd),
1
2
≤
∑
j∈Z
ϕ2(2−jξ) ≤ 1 (∀ξ ∈ Rd \ {0}).
From now on, we fix two functions χ and ϕ satisfying the above assertions and denote
h
def
= F−1ϕ, h˜
def
= F−1χ. The inhomogeneous dyadic blocks ∆j and the inhomogeneous
low-frequency cut-off operator Sj are defined for all j ∈ N ∪ {−1} by
∆jf
def
= ϕ(2−jD)f = 2jd
∫
Rd
h(2jy)f(x− y)dy, ∀ j ≥ 0,
∆−1f
def
= χ(D)f =
∫
Rd
h˜(y)f(x− y)dy, ∆jf
def
= 0 (∀ j ≤ −2),
Sjf
def
=
∑
j′≤j−1
∆j′f = χ(2
−jD)f = 2jd
∫
Rd
h˜(2jy)f(x− y)dy.
We should point out that all the above operators ∆j and Sj maps L
p into Lp with norms
which do not depend on j. This fact will be used all along this paper.
With above notations in hand, the inhomogenous Sobolev space Hs(Rd) can be equiva-
lently defined by
Hs(Rd)
def
= {f ∈ S ′(Rd) : ‖f‖Hs <∞} with ‖f‖Hs
def
=
∥∥∥∥(2js‖∆jf‖L2)
j∈N∪{−1}
∥∥∥∥
ℓ2
Remark A.1. Let s ∈ R, then, u belongs to Bsp,r if and only if there exists {cj}j∈N∪{−1} such
that ‖cj‖ℓ2 = 1 and
‖∆ju‖L2 ≤ Ccj2
−js‖u‖Hs .
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Lemma A.1. ([9], Bernstein-type lemma) Let B be a ball and C a ring of Rd. A constant C
exists so that for any positive real number λ, any non negative integer k, any homogeneous
function σ of degree m smooth outside of 0, and any couple of real numbers (a, b) with
b ≥ a ≥ 1, there hold
Supp uˆ ⊂ λB ⇒ sup
|α|=k
‖∂αu‖Lb ≤ C
k+1λk+d(
1
a
− 1
b
)‖u‖La ,
Supp uˆ ⊂ λC ⇒ C−1−kλk‖u‖La ≤ sup
|α|=k
‖∂αu‖La ≤ C
1+kλk‖u‖La ,
Supp uˆ ⊂ λC ⇒ ‖σ(D)u‖Lb ≤ Cσ,mλ
m+d( 1
a
− 1
b
)‖u‖La .
In order to obtain a better description of the regularizing effect of the transport-diffusion
equation, we will use Chemin-Lerner type spaces L˜λT (B
s
p,r(R
d)) from [15, 16]. Let s ∈ R,
λ ∈ [1, +∞] and T ∈ (0, +∞]. We define L˜λT (H
s(Rd)) as the completion of C([0, T ],S(Rd))
by the norm ‖f‖
L˜λT (H
s)
def
=
(∑
q∈Z 2
2qs‖∆q f‖
2
Lλ([0,T ];L2)
) 1
2
< ∞. Thanks to this definition,
Minkowskii’s inequality ensures that
‖f‖LλT (Hs)
≤ ‖f‖
L˜λT (H
s)
if λ > 2,
‖f‖
L˜λT (H
s)
≤ ‖f‖LλT (Hs)
if λ < 2,
‖f‖LλT (Hs)
= ‖f‖
L˜λT (H
s) if λ = 2.
In what follows, we shall frequently use Bony’s decomposition [10] in the inhomogeneous
context:
uv = Tuv +R(u, v) = Tuv + Tvu+R(u, v) (A.1)
where
Tuv
def
=
∑
q∈Z
Sq−1u∆qv, R(u, v)
def
=
∑
q∈Z
∆quSq+2v,
R(u, v)
def
=
∑
q∈Z
∆qu∆˜qv and ∆˜qv
def
=
∑
|q′−q|≤1
∆q′v.
For the sake of completeness, we shall first recall the following commutator’s estimates
which will be frequently used throughout the succeeding sections.
The following basic lemma will be of constant use in this paper.
Lemma A.2 (Lemma 2.97 in [9]). (Commutator estimates) Let (p, q, r) ∈ [1,∞]3, θ be a
C1 function on Rd such that (1 + | · |)θˆ ∈ L1. There exists a constant C such that for any
Lipschitz function a with gradient in Lp and any function b in Lq, we have, for any positive
λ,
‖[θ(λ−1D), a]b‖Lr ≤ Cλ
−1‖∇a‖Lp‖b‖Lq with
1
p
+
1
q
=
1
r
. (A.2)
Lemma A.3. Let s > 0, f ∈ Hs+2(R2) and ∇g ∈ Hs(R2). Then there holds
‖[∆q, f ]∇g‖
2
L2 . cq2
−q(s+1)(‖f‖Hs+2‖∇g‖L2 + ‖f‖H2‖∇g‖Hs), (A.3)
where
∑
q≥−1 c
2
q ≤ 1.
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Proof. Thanks to (A.1), we get by using a standard commutator argument that
[∆q, f ]∇g = [∆q, Tf ]∇f +∆qT∇gf +∆qR(f,∇g)−R(f,∆qg). (A.4)
Note that ‖Sk−1∇f‖L∞ . ‖f‖H2 , one gets from (A.2) that
‖[∆q, Tf ]∇g‖L2 .2
−q
∑
|k−q|≤4
‖Sk−1∇f‖L∞‖∇∆kg‖L2 . cq2
−(s+1)q‖f‖H2‖∇g‖Hs .
While ‖Sk−1∇g‖L∞ . ck2
k‖∇g‖L2 , which leads to
‖∆qT∇gf‖L2 .
∑
|q−k|≤4
‖Sk−1∇g‖L∞‖∆kf‖L2 . c
2
q2
−(s+1)q‖f‖Hs+2‖∇g‖L2 .
And applying Lemma A.1 yields
‖∆qR(f,∇g)‖L2 . 2
q
∑
k≥q−3
‖∆kf‖L2‖∆˜k∇g‖L2
. 2q‖f‖Hs+2‖∇g‖L2
∑
k≥q−3
c2k2
−(s+2)k . c2q2
−(s+1)q‖f‖Hs+2‖∇g‖L2 .
The same estimate holds for ‖R(f,∆q∇g)‖L2 . Substituting the above estimates into (A.4),
we conclude the proof of (A.3).
Remark A.2. It is worth pointing out that all the properties described as above remain true
in the periodic setting provided the dyadic blocks have been defined as in [17].
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