The Non-Local Means (NLM) method of denoising has received considerable attention in the image processing community due to its performance, despite its simplicity. In this paper, we show that NLM is a zero-th order kernel regression method, with a very specific choice of kernel. As such, it can be generalized. The original method of NLM, we show, implicitly assumes local constancy of the underlying image data. Once put in the context of kernel regression, we extend the existing Non-Local Means algorithm to higher orders of regression which allows us to approximate the image data locally by a polynomial or other localized basis of a given order. These extra degrees of freedom allow us to perform better denoising in texture regions. Overall the higher order method displays consistently better denoising capabilities compared to the zero-th order method. The power of the higher order method is amply illustrated with the help of various denoising experiments.
INTRODUCTION
Image denoising is perhaps the simplest of image processing problems that researchers have studied over a long time. In the recent years various new techniques have been proposed which perform very good denoising even in the presence of large amounts of noise. Yet this linear problem remains a wide open field of research as we see progress in image capturing sensor technology. The increase in the number of pixels in sensors typically translates to smaller pixels which consequently gives rise to an increase in the perceived noise in the captured image due to the availability of fewer photons. This makes image denoising still a very much relevant problem necessitating continuing research.
For image denoising we assume that the original scene, when captured by a camera, is degraded only by the presence of noise introduced by the image acquisition process. The forward model for each pixel in the image thus can be mathematically written as
where z(.) denotes a local function describing the true image which is corrupted by additive noise η i resulting in the observed intensity y i at location
T i . The problem of denoising then translates to obtaining an estimateẑ(.) of the intensity function at each pixel position. The recently proposed Non-Local Means 1 algorithm assumes that the noise is zero mean and uncorrelated across locations. Such an assumption has also been made by other spatial domain filtering methods for denoising. [2] [3] [4] [5] Many filtering methods perform anisotropic filtering by a weighted averaging process in a small neighborhood. The bilateral filter 3 is one such neighborhood filter which performs well under reasonably small amounts of noise. However, the reliance on intensity matching of pixels makes the method much less useful in cases where noise is strong. Recently Takeda et al. 5 proposed a method of image restoration which performs denoising well even when the image is corrupted by large amounts of noise. The tolerance to noise of their method results from an iterative process where the weights are calculated in a robust manner. The authors model the problem of denoising in a kernel regression framework and also extend the standard bilateral filter to good effect under this framework in a related work. 4 In this paper we study the Non-Local Means method and show how it can be generalized for better denoising under the kernel regression model. 
NON-LOCAL MEANS
Non-Local Means (NLM) is a method of denoising that was introduced recently by Buades et al. 1 and has become quite popular. The method was further enhanced for speed in subsequent works by Mahmoudi et al. 6 and Bilcu et al. 7 The difference of this method from previous adaptive spatial domain filtering methods is that the theory behind this method does not require a locality constraint. The authors make use of similar patterns occurring in different parts of any image and use these similarities to denoise an image assuming that the corrupting noise is uncorrelated. Figure (1) explains the concept of patch similarities that exist throughout natural images.
The NLM algorithm is a weighted averaging process where similarity of regions determines the amount of contribution of a particular region to the denoising mechanism for a region of interest. Mathematically this process can be written down asẑ
Here C i acts as a normalizing constant. The index j runs over the entire image I which essentially denotes that for every pixel the weights are calculated with respect to all other pixels in the image. The weights are calculated by matching neighborhoods (patches) and searching for pixels which have similar neighborhoods to the one under consideration. This is done by calculating weights for each pair of pixels by the formula
where N (x i ) is the vectorized version of a patch centered at location x i and h is a global smoothing parameter which controls the amount of blurring introduced in the denoising process. For higher values of noise present in an image this constant is set to be larger. The parameter a is the variance of a normal distribution which is used to smooth out (i.e. give decaying weight to pixels away from the center of) the neighborhood while calculating the weights. This has the effect of reducing the influence of difference in pixel intensities as they go spatially further away from the center of the patch being considered.
The NLM process thus gives rise to a method of weighted average filtering which calculates the contributing weights making use of Equation (3). This weight calculation mechanism effectively sorts out dissimilar patches and does not consider them (or gives them significantly lower weight) in the denoising process. The final restoration process consists of using these weights to determine the ratio in which the central pixels of the patches contribute to estimate the denoised intensity of the central pixel of the patch under consideration, as expressed by Equation (2) . It can be shown that the noise free estimate for each pixel is found such that it solves an optimization problem
where y denotes the lexicographically ordered vectorized version of the image and 1 denotes a vector of all ones. The method, though simple, takes a lot of time to calculate the weights since the weights need to be calculated for each and every pair of pixels. To speed the process up, the authors introduce a much smaller search window within which the weights are calculated. Taking such a speedup into account, we can rewrite Equation (4) aŝ
where now y i stands for the lexicographically ordered vectorized version of the P pixels within the search window centered at location x i . The weights are likewise calculated within this search window only making
. While this strictly does not make the method non-local in nature, with a large enough search window the method works nearly as well. The ability to write the problem of denoising as approached by the NLM method in this way brings out an interesting aspect of the method. From the cost function in Equation (5) it can be seen that the method tends to find a single constant at each pixel location which minimizes the error in reconstruction of the patch under consideration. The weights detect similar patches and ensure that the cost function penalizes only the error with respect to pixels with similar neighborhoods. The fact that the single constant z(x i ) is multiplied by a constant vector of all ones and compared to the search window in calculating the cost in Equation (5) results in an implicit assumption of local constancy of the image region. In a global sense the method of Non-Local Means assumes that an image can be modelled to be locally constant. Such an assumption of local constancy particularly does not hold in regions of finer detail and results in a denoised image lacking much of the original texture.
HIGHER ORDER NON-LOCAL MEANS
In this section we extend the Non-Local Means method of denoising to overcome the inherent assumption of local constancy. Assuming that the underlying image data is locally sufficiently smooth, we can write a Taylor expansion of the form
where ∇(.) denotes the two dimensional gradient vector, H denotes the Hessian and vech(.) denotes the lexicographically ordered upper triangular part of a symmetric matrix, written out as a vector. Such an expansion can be written with respect to all the points in the search windows centered at any given pixel, though naturally, as one moves away from the center of the window the fidelity of this expansion becomes diminished. This latter issue is addressed later in the choice of the kernel weights. Restricting the expansion to some order, say M, we thus may naturally want to estimate the denoised image intensity as that which best fits the local expansion. This can be done by minimizing the cost function with respect to the unknown β i parameterŝ
where
β i is a vector and the matrix Φ is formed from polynomial basis vectors. Once we find the β i parameters, we simply retain theβ {0}i entry as the estimated intensity at location x i . The justification of doing so comes readily from the fact that once we estimate the unknown β {n}i parameters, we can reconstruct the search window centered at x i under the local polynomial data model assumption. The intensity of the pixel under consideration is the intensity of the central pixel of the search window which can be mathematically shown aŝ
T is a vector of all zeros except for a one at the center. However, in the above optimization, we wish to give lower weights to dissimilar neighborhoods. This can be achieved by making use of the weights calculated using Equation (3) to determine the confidence in the local expansion with respect to each pixel in the search window. Thus, the problem of optimization can be framed aŝ
This optimization problem is simply a weighted least squares estimation problem and can be shown to have a closed form solution asβ
We define the matrix
to be the equivalent kernel with which we perform the weighted averaging process. The estimated denoised intensity at position x i is chosen to beẑ(x i ) =β {0}i which is simply the first element ofβ i calculated from Equation (10).
It can be easily seen that the NLM method of Buades et. al 1 can be derived as a special case of the above denoising formulation. In the zero-th order case of the regression problem of Equation (9), the matrix Φ simplifies to a column vector of all ones and we obtain the formulation of Equation (4) . When this Φ is plugged into Equation (10) we obtain the NLM method.
The method of NLM can thus be generalized to any arbitrary order by determining the number of terms we decide to retain in the Taylor expansion. In this paper, we work with higher orders of 1 and 2. It may be mentioned here that Buades et al. 8 do mention a first order "regression correction" to obtain a better reconstruction but We also see that the higher order equivalent weights can go negative at some points.
we provide a more general framework to extend the method to arbitrary orders, as dictated by the underlying image data, and illustrate that in many cases, regression of order 2 in fact results in superior performance than first order regression. Though it should be said that the choice of the order of regression is itself an interesting topic to be analyzed in future research, on balance, our approach allows for greater flexibility in modelling the data and results in better denoising as a whole. In Figure ( 2) we show the equivalent kernels resulting out of the NLM method of different orders when processing the Lena image.
It is worth noting that the equivalent kernel weights in the zeroth order (standard NLM) case are by definition always positive, which illustrates a basic shortcoming. By contrast, higher order NLM as we have described above allows for the coefficients of the weighted sum in Equation (10) to have negative values as well. This advantage accounts for the superior performance of the higher order methods.
RESULTS
We performed our experiments using the higher order NLM method using images artificially corrupted by noise as well as those corrupted by noise introduced in the image capturing process. In the artificial noise case we perform denoising on the Lena image with differing amounts of zero mean white Gaussian noise. Since the original noiseless image is available to us, we measure the performance of the denoising results by comparing their mean squared error (MSE). The global smoothing parameter for each of the cases was tuned to obtain the best results, in terms of MSE, for the different orders. In Figure ( 3) we show the denoising results obtained on the Lena image where the input images had a peak signal to noise ratio (PSNR) * of 30, 20 and 10 dB. We see that in each of these cases the 2 nd order displays a better denoised output in terms of MSE. For each input PSNR, 20 different experiments were carried out where the image was degraded by different realizations of white Gaussian noise. Such experiments were carried out for NLM of orders 0, 1 and 2. The graph in Figure ( We also conducted experiments on real data corrupted by noise introduced in the image acquisition stage. Here the noise statistics are unknown to us. Even though the noise need not necessarily be zero mean or Gaussian in nature in these cases, we see that the NLM method which makes such an assumption is still able to perform considerable denoising. We fix the value of the global smoothing parameter h by making a guess on the variance of the noise present. Since most images captured by digital cameras are color images, we apply the method to these pictures by separately denoising the image in each of the YCbCr channels. While processing the images in other color coordinates and taking into account the inter-channel dependencies could possibly result in a better reconstruction, we consider it to be outside the scope of this paper. We perform denoising on different color images using the NLM algorithm of different orders and present the results in Figures (5) & (6) . The global smoothing parameter h was chosen to achieve the visually best denoising results. Since the original denoised image is not available to us there is no method of performing a quantitative analysis on the performance of the methods. However, we show the residual image of the luminance channel after denoising which gives an indication of the noise removal capabilities of the method. A good denoising algorithm should ideally be able to distinguish between areas of texture and noise and perform denoising accordingly. In the results, it is apparent that the higher order methods allow for the retention of more image structure, specially in the finer textured areas.
CONCLUSION
In this paper we studied the Non-Local Means algorithm for denoising and identify an inherent limitation in the method. We bring out the implicit assumption of local constancy in the NLM method. Casting the problem as one of kernel regression, we are able to generalize the method to arbitrary orders, allowing us greater flexibility in modelling the underlying image data. We pose the generalized NLM algorithm as an optimization problem which produces a closed form weighted least squares solution. We see, through experiments, that the generalized higher order method can out-perform the standard zero-th order NLM algorithm. This improvement is better noticed in cases where the corrupting noise is strong. The NLM method also assumes that the corrupting noise is uncorrelated in nature. However, we show that the method performs well in natural color images corrupted by noise (e.g film grain). The generalized NLM algorithm displays improvements even in these cases which is seen by presence of lesser structure in the residual of the luminance channel. Overall we find the generalization to result in better denoising, both visually and in terms of MSE when such a quantitative analysis is possible. Figure 6 . Denoising a real noisy image where the noise statistics are unknown by NLM of different orders. The higher order method produces a truer reconstruction which is noticeable in the residual which displays less image structure.
