We prove Ornstein-Zernike behaviour in every direction for finite connection functions of the random cluster model on Z d , d ≥ 3, for q ≥ 1, when occupation probabilities of the bonds are close to 1. Moreover, we prove that equi-decay surfaces are locally analytic, strictly convex, with positive Gaussian curvature.
Introduction and results
Ornstein-Zernike behaviour of correlation functions for Gibbs random fields and of connection functions for percolation models gives an exact power law correction outside critical points. Apart from its intrinsic interest, in the two-dimensional case it is related to the behaviour of fluctuations of interfaces and therefore to the study of phases of two dimensional systems ( [Ga] , [CCC] , [CI] , [CIL] , [CIV2] , [CD-CIV] ).
Initially Ornstein-Zernike behaviour has been rigorously proved in the high temperature/low probability region (see e. g. [BF] ). In the last few decades these results have been extended to subcritical percolation models and to high temperature finite-range Ising models up to their critical points ( [CCC] , [CI] , [CIV1] , [CIV2] ).
Above the critical probability connection functions converge to a positive constant as the distance of the sites tend to infinity. One is then led to study the asymptotic behaviour of finite connection functions, i.e. the probabilities that two sites belong to a common finite open cluster. These correspond for Gibbs random fields to truncated correlation functions. In [BF] Bricmont and Fröhlich proved Ornstein-Zernike behaviour for truncated correlation functions of Ising model in the direction of axes in dimension d ≥ 3 at low tempterature. In the same paper arguments are given, suggested by their proof, in favour of a different asymptotic behaviour in the two-dimensional case. A rigorous proof of this in the case of finite connection functions of two-dimensional Bernoulli percolation above critical probability is given in [CIL] .
The analysis of the asymptotic behaviour of finite connection functions in dimension d ≥ 3 has been carried on for Bernoulli percolation with the parameter close to 1 in [BPS] for connection functions along Cartesian axes and then in [CG] for connections in all directions. [BPS] uses cluster expansions, whereas [CG] exploits the methods developed in [CI] and [CIV1] , [CIV2] , together with specific techniques built up to deal with probabilities of non-monotone events such as finite connections. Here we extend the results of [CG] to FK random cluster models, with q ≥ 1, when the probability parameter p is close to 1. The exponential decay of finite connection functions of FK random clusters can be established by using an inequality proved in [BHK] .
In the rest of this section we present the main results of the paper and the notation that we will use. In the next section we prove the existence of the finite correlation length for translation invariant Random Cluster measures and show that, for p sufficiently close to 1, finite supercritical clusters, up to a negligible probability, have a one-dimensional structure. This will allow us to reduce the analysis of the exact asymptotics of the finite two-point connection function to the proof of a local limit theorem result for an effective stationary random walk via thermodynamic formalism.
Notation
Given a set A ⊂ R d , d ≥ 1, let us denote by A c its complement. We also set P (A) to be the collection of all subsets of A, P n (A) := {A ∈ P (A) : |A| = n} and P f (A) := n≥1 P n (A) , where |A| is the cardinality of A. Moreover, we denote byÅ, A respectively the interior of A and the closure of A and set dA := A\Å the boundary of A in the Euclidean topology. Furthermore, for B ⊂ R d , we set
where, given
Moreover, we denote by |x| := d i=1 |x i | , by ·, · the scalar product in R d and by · := ·, · the associated Euclidean norm. We then set, for x = 0,x :=
and, denoting by B the closed unit ball in R d , for r > 0, we let rB := x ∈ R d : x ≤ r and B r (x) := x + rB. For any t ∈ R d we define
to be the (d − 1)-dimensional hyperplane in R d orthogonal to the vector t passing through the origin and the corresponding half-spaces
so that, setting for
y . We also denote by dist (A, B) the Euclidean distance between two subset A, B of R d .
Graphs
To make the paper self-contained, we will now introduce those notions of graph theory which are going to be used in the sequel and refer the reader to [Bo] for an account on this subject. Let G = (V, E) be a graph whose set of vertices and set of edges are given respectively by a finite or denumerable set V and
∩ E is said to be a subgraph of G and this property is denoted by
respectively the set of vertices and the collection of the edges of
with the property that any e ∈ E (γ) can be represented as {x i−1 , x i } for i = 1, .., |E (γ)| . A walk in G of length l ≥ 1 is an alternating sequence x 0 , e 1 , x 1 , .., e l , x l of vertices and edges of G such that e i = {x i−1 , x i } i = 1, .., l. Therefore, paths can be associated to walks having distinct vertices. Two distinct vertices x, y of G are said to be connected if there exists a path γ ⊆ G such that x 0 = x, x |E(γ)| = y. A graph G is said to be connected if any two distinct elements of V (G) are connected. The maximal connected subgraphs of G are called components of G and their number is denoted by κ (G) . Moreover, to denote that γ ⊂ G is a component of G we write γ ⊏ G. Given E ′ ⊆ E, we denote by G (E ′ ) := (V, E ′ ) the spanning graph of E ′ . We also define
Given
and denote by
] ⊆ G and define the boundary of G ′ as the set
Let L 0 be the collection of subgraphs of L d of finite order. If G ∈ L 0 , we denote by G the graph induced by the union of V (G) with the the sets of vertices of the components of the L d \G of finite size. We define the external boundary of G to be ∂G := ∂G. We remark that, given
We then set F Λ the corresponding product σ-algebra and by T Λ the σ-algebra generated by the cylinder events {ω ∈ Ω : ω ∆ ∈ A} , where ∆ ⊂ Λ c , A ∈ F ∆ . The Random Cluster (RC) measures on Z d (see [FK] , [ES] ) with parameters q ≥ 1 and p := {p e } e∈E d , where 0, 1] , are the dependent bond percolation probability measures P on (Ω, F ) specified by
where, setting for any
q,p is the probability measure on (Ω, F ) with density
where κ Λ (ω) is the number of the components of G (ω) intersecting Λ. Random Cluster measures satisfy the FKG inequality, that is, for any couple f, g of r.v.'s increasing w.r.t. the natural partial order defined on Ω, P (f g) ≥ P (f ) P (g) . Moreover, the partial order of Ω induces a stochastic ordering on the elements of the collection of probability measures defined by (17); namely, for any increasing r.v.
q,p , where P f Λ;q,p and P w Λ;q,p stand for respectively the probability measure with density (17) corresponding to the free (π ≡ 0) and to the wired (π ≡ 1) boundary conditions. Since, for # =f,w, the (weak) limit of the sequence [Gr] , we obtain the following stochastic domination inequalities
where
. In the following, we assume the Random Cluster random field specification defined in (16) to be translation invariant; therefore we set, ∀e ∈ E d , p e = p. Moreover, we assume the Random Cluster measure P q,p to be translation invariant.
Results
Theorem 1 For any d ≥ 3 and any q ≥ 1, there exists
where Φ q,p is a positive real analytic function on S d−1 and τ q,p an equivalent norm in R d .
As a by-product of the proof of the previous theorem we also obtain the following result.
Theorem 2 For any d ≥ 3 and any q ≥ 1, there exists p 0 = p 0 (q, d) such that, ∀p > p 0 , the equi-decay set of the two-point finite connectivity function is locally analytic and strictly convex. Moreover, the Gaussian curvature of the equi-decay set is uniformly positive.
Analysis of connectivities
ϕ is symmetric and translation invariant, therefore in the sequel we will write
For any
and set A (x) := A ϕ(x) (x) and consequently ψ (x) := ψ ϕ(x) . By Lemma 6 in [CG] it follows that that there exists
Proposition 3 There exists a constant
, where
and any δ > δ * , with
Proof. For any k ≥ 2d, we define the (possibly empty) collection of subgraphs of G
We have
and, for any
we get
Moreover, because S {0,x} = k is a decreasing event, it holds, since (18) is also valid for P q,p (·|A k (E; x)) (see [Gr] Theorem (3.1) p.37), that
We can choose for each G ∈ G k a minimal spanning tree T G and consider the collection of graphs
Since given a connected tree there is a walk passing only twice through any edge of the graph, there exists a constant
for any (18) and (23),
. Proposition 4 Given q ≥ 1 and p ∈ (0, 1) let P q,p be a translation invariant Random Cluster measure on L d with parameters q and p. Then, for any
exists and is a convex and homogeneous-of-order-one function on R d .
Proof. For any ∆ ⊆ Z d , let us denote by E ∆ := x∈∆ E C {x} ⊆ E d the set of edges belonging to open paths starting at the vertices of ∆.
Let now Λ be a finite subset of Z d such that Λ ∋ 0. For any two distinct lattice points x, y ∈ Λ, looking at 1 {0←→x , 0 Λ c } , 1 {x←→y , y Λ c } as functions of E {x} , E Λ c , they are both nondecreasing on E {x} and nonincreasing on E Λ c . Therefore, by Theorem 2.1 in [BHK] ,
that is
which implies
hence
Taking the limit Λ ↑ Z d we have
Proceeding as in the proof of Proposition 15 in [CG] we obtain the thesis.
2.1 Effective structure of connectivities 2.1.1 Definitions
{x,y} such that:
are said to be t-break points of C {x,y} . The collection of such points, which we remark is a totally ordered set with respect to the scalar product with t, will be denoted by B t (x, y) .
The collection of such edges will be denoted by E t (x, y) , while B t e (x, y) ⊂ B t (x, y) will denote the subcollection of t-break points b of C {x,y} such that the edge {b, b + u} ∈ E t (x, y) .
For any t ∈ R d and ε ∈ (0, 1) , let
Definition 7 Given t ∈ R d , let x, y ∈ Z d such that x, t ≤ y, t be connected inside S 1. x is said to be a (t, ε)-forward cone point if C t {x,x+u} = {x, x + u} and C {x,y} ∩ H
2. y is said to be a (t, ε)-backward cone point if C t {y−u,y} = {y − u, y} and C {x,y} ∩ H t,− x ⊂ y − C ε (t) ; 3. z is said to be a (t, ε)-cone point if z ∈ B t (x, y) and C {z,y} ⊂ z + C ε (t) , C {x,z} ⊂ z − C ε (t) . The collection of (t, ε)-cone points is denoted by K t ε (x, y) .
such that x, t ≤ y, t be connected inside S t x,y . Then, for any ε ∈ (0, 1) :
1. C {x,y} is said to be (t, ε)-forward irreducible if x is a (t, ε)-forward cone point and K
Notice that by definition, if x is a (t, ε)-forward cone point, then is also a (t, ε ′ )-forward cone point for any ε ′ ∈ (ε, 1) .The same remark also applies to (t, ε)-backward cone points and therefore to (t, ε)-cone points implying K t ε (x, y) ⊆ K t ε ′ (x, y) . Hence, if for t ∈ R d and x, y ∈ Z d as in Definition 8, there exists ε ∈ (0, 1) such that C {x,y} satisfies either condition 1 or 2 or 3 of that definition, then C {x,y} is said to be respectively t-forward irreducible, t-backward irreducible, t-irreducible and we denote by K t (x, y) := ε∈(0,1) K t ε (x, y) the collection of t-cone points of C {x,y} as well as
Definition 9 Given t ∈ R d , let x, y ∈ Z d such that x, t ≤ y, t be connected. Two subclusters γ 1 and γ 2 of C {x,y} are said to be compatible, which condition we denote by γ 1 γ 2 , if they are connected and there exists b ∈ K t (x, y) such that γ 1 is a subcluster of C {x,b} ∩ H t,− b containing b and γ 2 is a subcluster of C {b+u,y} ∩ H t,+ b+u containing b + u. Therefore, two subsets s 1 , s 2 of S {x,y} will be called compatible, and we will still denote this condition by s 1 s 2 , if there exist two compatible subclusters γ 1 , γ 2 of C {x,y} such that s i = ∂γ i * ∩ S {x,y} , i = 1, 2.
Renormalization
In Lemma 4 and Proposition 5 in [CG] we proved that ϕ is subadditive and the sequence {φ n } n∈N , such that ∀n ∈ N, R d ∋ x −→φ n (x) := ϕ(⌊nx⌋) n ∈ R + , converges pointwise on R d , and uniformly on S d−1 , to a convex, homogeneous-of-order-one functionφ. As in [CG] we also define
For N ∈ N larger than 1, let us set t N = t N (x) := x N − 1 and
With a slight notational abuse we still denote by S {0,x} its representation as a hypersurface in R d and define
Hence, C {0,x} = In [CG] we proved that, for q = 1, for S {0,x} ≤ (1 + δ) ϕ (x) , with δ > δ * given in (25), the number of bad slabs is at most proportional to δ
. This is a purely deterministic statement. To make the paper self-contained we rederive it here.
Given t ∈ R d , for any x, y ∈ Z d such that t, x ≤ t, y , in [CG] , we introduced the function φ t (x, y) := min
which, by translation invariance, we can write φ t (x, y) = φ t (y − x) , and proved (see [CG] Lemma 17) that, for any x ∈ R d and t ∈ dW,φ t (x) := lim n→∞ φt(⌊nx⌋) n =φ (x) . Let η be the fraction of slabs containing a portion of S {0,x} whose size is larger than or equal to twice the minimal size of a single crossing. Since any crossing is composed by at least φ t (⌊Nx⌋) plaquettes, we have
Moreover, given ǫ > 0, there exists R ǫ > 0 such that, for any x ∈ Z d ∩ (R ǫ B) c , ϕ (x) ≤φ (x) (1 + ǫ) . Hence, choosing N sufficiently large such that φ t (⌊Nx⌋) ≤φ t (Nx) (1 + ǫ) , since t ∈ dW (x) ,φ t (Nx) =φ (Nx) and, by the previous inequality, we get η < δ. Furthermore, since the number of plaquettes of S {0,x} exceeding ϕ (x) is at most δϕ (x) , if S {0,x} does not give rise to multiple crossings and S t i is a bad slab, the components of S t i which are not crossings must be connected either to S t i−1 or to S t i+1 . Therefore, the number of bad slabs with a single crossing is at most the same as the number of such triples of consecutive slabs, the last being smaller than δ x N . Hence, the total number of bad slabs can be at most equal to 2δ
an orthonormal basis of R d where v 1 =t and {v i } d i=2 is any orthonormal basis of H t , we define, for i ∈ 0, .., t N and n := (n 2 , ..,
which we call N-blocks.
the set of good slabs, the corresponding N-sets D t N (i l ) , will be called good while the remaining N-sets bad, while the set
will be called N-renormalized cluster.
Definition 10 Given ε ∈ (0, 1) and l ∈ {1, ..,
is called a (t, ε)-correct point and the collection of these points is denoted by K t ε (0, x) , if
Thus, setting
We select among these compact subsets of R d those containing 
Analogously, we define m
Since S {0,x} ≤ (1 + δ) ϕ (x) and since by Remark 3 in [CG] there exists c
as well as
Hence, if we denote by r 
This implies that we can find ε = ε (δ, d) and, setting m
, by the finite-energy property of P q,p , the probability that {z k , z k + u} ∈ E t (0, x) is bounded below by β = β (M, N) > 0 regardless of the percolation configuration outside the N-set D t N (i l ) . Hence, for a fixed N-renormalized cluster C N containing a subset {z 1 , .., z 2L } of t-correct points such that, ∀i = 1, .., L, z 2i = z 2i−1 + u and any pair {z 2i−1 , z 2i−1 + u} belong to distinct N-sets D t N (i l ) , l ∈ {1, .., g N } , the conditional distribution of |E t (0, x)| given C N stochastically dominates the binomial distribution of parameters 2L and β. Since the number of t-correct points k N ≥ c 5 x N , we have:
Proposition 12 For any p ∈ (p * , 1) sufficiently close to 1 and δ > δ * sufficienly small, with p * and δ * given in respectively (24) and (25), uniformly in x and in t ∈ dW (x) , there exist two positive constants c 6 = c 6 (δ, ε) , c 7 = c 7 (N, M, p, q, d) such that
Reduction to a one-dimensional thermodynamics
Since by Definition 7 K t (0, x) ⊆ B t (0, x) , it is a totally ordered set with respect to the scalar product with t, we can relabel the elements of K t (0, x) in increasing order and consider
, which implies that C t {b i +u,b i+1 } is a t-irreducible subcluster of C {0,x} . Therefore, we have proven that, with probability larger than 1−e −c 7 x , there exists ε = ε (δ) ∈ (0, 1) such that, as in the subcritical case [CIV2] , C {0,x} can be decomposed as a concatenation of (t, ε)-irreducible compatible subclusters, that is C {0,x} = γ
bn is (t, ε)-forward irreducible and, for i = 1, .., n, γ i = C t {b i +u,b i+1 } is (t, ε)-irreducible. From this follows, by Definition 9, that S {0,x} can be decomposed as a concatenation of compatible subsets, namely
with
The elements of such a decomposition of S {0,x} will also be called t-irreducible.
If s is a realization of the random element s i , i = 1, .., n, part of the just described decomposition of S {0,x} , considering the just given representation of K t e (0, x) , we define
Moreover, if s is a realization of s b , we define
and set b − (s) :
. Clearly, by definition, e − (s) := {b − (s) , b − (s) + u} and e + (s) := {b + (s) − u, b + (s)} belong to E t (0, x) . We also set Λ s to be the subset
Hence, defining, for any realization s of
∀e ∈ {e + (s b ) − u, e + (s b )}} and for any realization s f of s f
∀e ∈ {e − (s f ) , e − (s f ) + u}} , up to factors of order 1 + o e −c 7 x , P q,p 0 ←→ x , C {0,x} < ∞ = (74)
., n, and s b ⋑0 , s f ⋑x stand respectively for the sum over the elements of
while the last sum is over all the realizations (s 1 , .., s n ) of the strings (s 1 , .., s n ) of tirreducible compatible subsets of S {0,x} .
Decomposition of probabilities Setting, for any n ≥ 1,
and
we have
Therefore,
Furthermore, the last term in the r.h.s. of the previous formula admits the equivalent decompositions
Once we have fixed s b and s f , we choose one of the just defined representations, say the first, and, for any n ∈ N, denoting by I n t the collection of strings (s 1 , .., s n ) of t-irreducible compatible subsets of S {0,x} , we set
Let S t := n∈N I n t , where I n t is the set of infinite sequences s := (s 1 , ...) such that the string composed by the first n symbols appearing in s label the elements of I n t , while the remaining symbols are fixed to be the empty set. Setting, for any s, s
, let H θ be the Banach space of real bounded continuous functions on S t which are also uniformly Hölder continuous for a given exponent θ < 1 endowed with the norm · θ := · ∞ + sup k≥2
In the next subsection we will prove that g (·; s b , s f ) and Ξ (·; s f ) admit a unique extension on H θ for some θ < 1 denoted respectively by g s b ,s f and Ξ s f . This will allow us to define the Ruelle's operator , by (74),
where ∅ stands for the sequence (∅, ...) ∈ S t . Let K q,p :=
the convex body polar with respect to U q,p :
, we can choose t = t (v) as one of the elements of dW (x) maximizing its scalar product with v. Notice that, by translation invariance of the RC random field, we can consider any realization of S {0,x} as a collection s b , (s 1 , .., s n ) , s f of realizations of its t-irreducible components modulo Z d -shift patched together. Then, for any element s i , i ≥ 1 of the t-irreducible decomposition of S {0,x} (67) we define
Thus, up to factors of order 1 + o e −c 7 x , we can write
where, assuming the shifts of t-backward and t-forward irreducible clusters are normalised in such a way that b 1 = b n+1 = 0, s b ⋑−y , s f ⋑x−y now stand respectively for the sum over the elements of
and, L v s f is the tilted Ruelle's operator on H θ defined, as in (89), by the potential Ξ v :
We refer the reader to [CIV1] sections 3.2 and 4 for further details on Ruelle's PerronFrobenius theorem on countable alphabets.
Polymer expansion for the supercritical Random Cluster model A polymer expansion for the supercritical Random Cluster model has already been set up in [PS] for any q > 0. However, in order to prove Proposition 14 below, instead of adapting to our purpose the formalism developed in that work, we find it more convenient to perform the expansion in a form closer to the one presented in [KP] .
We can look at the elements of the collection of the connected subgraphs of finite order of G = E d * , E , where E is defined in (11), as a set of polymers which we denote by S. Two polymers s, s ′ ∈ S are said to be compatible, and we write s ∼ s ′ , if they are not connected (as subgraphs of G), otherwise are said to be incompatible and we write s ≁ s ′ . Given S ⊂ S, we denote by P (S) the collection of the subsets of S consisting of mutually compatible polymers and call contours the elements of P 0 (S) := {σ ∈ P (S) : |σ| < ∞} . We also set P := P (S) , P 0 := P 0 (S) . Given S ∈ P f (S) , s ∈ S we write S ≁ s if there exists s ′ ∈ S such that s ′ ≁ s. Moreover, we call S a polymer cluster if it cannot be decomposed as a union of S 1 , S 2 ∈ P f (S) such that every pair s 1 ∈ S 1 , s 2 ∈ S 2 is compatible. We denote by C (S) the collection of polymer clusters in S and let C be the collection of polymer clusters in S.
Given Λ ⊂⊂ Z d , we denote by S Λ the subset of S such that, for any s ∈ S Λ , s ⊂ G E Λ * , where we recall that, for any ∆ ⊂ Z d , G E ∆ * is the subgraph of G induced by E ∆ * . We also set E * S := V s∈S s . Then, we define κ w (S) to be the number of the components of Z d , E d \E S and κ f (S) to be the number of the components of Λ, E Λ \E S . Moreover, for any s ∈ S Λ , we set s # := κ # (s) − 1, # =f,w. Let P Λ := P (S Λ ) . We remark that, given s ∈ S Λ , for any σ ∈ P Λ such that σ ∋ s, s # = κ # (σ) − κ # (σ\s) .
The function
where we set Ψ # (∅) := 1, is called activity of the contour σ. Since, s # ≤ |s| ,we get 
Proof. By (17), (100), and (103), we obtain P q,p ({s 1 } | {s} ∩ {s f }) P q,p {s 1 } | {s} ∩ s ′ f = P q,p ({s 1 } ∩ {s} ∩ {s f }) P q,p {s 1 } ∩ {s} ∩ s 
