Abstract
Introduction
One main motivation to study Carnot algebras is their role as local nilpotent approximations of regular vector distributions.
Let M be a (C ∞ -) smooth n-dimensional manifold and F ⊂ VecM be a set of smooth vector fields on M . Given q ∈ M and an integer l > 0 we set
Of course, ∆ for all q close enough to q 0 . With these bases in hands we easily obtain the following well-known fact: 
is the free nilpotent Lie algebra of "length" r. We set
Any Carnot algebra of bi-dimension (d, n) is a factor-algebra of L 
d / kerĀ is a Carnot algebra and any Carnot algebra can be realized in this way. Of course, different ideals may provide isomorphic Carnot algebras.
Definition 2 A Carnot algebra L of bi-dimension (d, n) is called rigid if the set of
A ∈ A(d, n) such that L ∼ = L (n) d / kerĀ
is an open subset of A(d, n).
Here symbol ∼ = denotes the isomorphism relation for Carnot algebras.
So a Carnot algebra is rigid if it does not admit deformations: any admissible small perturbation of A gives an isomorphic Carnot algebra. As a first step towards the classification of rigid cases we describe a more general class of "generic" A which characterizes Carnot algebras Lie q0 {f 1 , . . . , f d } for generic germs of d-tuples of vector fields.
Proposition 1 Let A 0 (d, n) be the set of all surjective linear mappings
Proof. Let r = min{i : 
Corollary 1 Any rigid Carnot algebra of bi-dimension (d, n) is isomorphic to L (r)
d /E, where r = min{i :
We setm = 
d /E is rigid if and only if E belongs to a full-dimensional orbit of the actionΦ. In particular, the bi-dimension (d, n) is rigid if and only if there exists a full-dimensional orbit ofΦ. Moreover, such orbits are actually in oneto-one correspondence with the isomorphism classes of rigid Carnot algebras. The actionΦ is algebraic; this implies the following
and there is only a finite number of mutually nonisomorphic rigid Carnot algebras of the bi-dimension (d, n).
In the next theorem we list all rigid bi-dimensions. It is convenient to give special names to some infinite series of bi-dimensions. For d = 2, 3, 4, . . ., the bi-dimensions (d, 
All other bi-dimensions are not rigid.
In the rest of the paper we will prove this theorem: in Section 2 we will give a necessary condition for a bi-dimension to be rigid. We obtain that only free bi-dimensions are rigid if the degree of nonholonomy r is bigger than 4. Few following sections are devoted to the analysis of bi-dimensions corresponding to r = 2, 3, 4: Section 3 for r = 2, Section 4 for r = 3 and Section 5 for r = 4. We present a canonical basis and the multiplication table for any isomorphism class of rigid Carnot algebras. These multiplication tables are then used in Section 6 to give the normal forms for all possible rigid Lie algebras of vector fields.
Rigidity: Necessary Condition
We have the following:
Proof. It was shown in the previous section that to rigid Carnot algebras there correspond full-dimensional orbits of the action of GL(
. Taking into account that scalar multiples of the identity matrix from GL(R d ) act trivially on the Grassmannian, we obtain that a necessary condition for the existence of a full-dimensional orbit is:
and the proposition is proved.
First of all we observe that condition (1) is trivially satisfied whenm = 0. Moreover, the condition is satisfied for somem if and only if it is satisfied for m = d (r) −m. In synthesis, beside the free bi-dimensions, we have the following cases to analyse: 
Cases with r = 2
The following proposition allows us to reduce the analysis of possibly rigid bidimensions for r = 2. 
⊥ so that a one to one correspondence between the image of Ψ and that ofΨ is established and the proposition is proved.
Assume that we know a multiplication table for some m then we obtain the dual multiplication table as follows.
, be Lie brackets of order 2 which are linearly independent with respect to the Jacobi identity. Assume that the multiplication table gives:
f represents the orthogonal space to that generated by Λ and the dual multiplication table is given by 
Consider the space generated by ω h , h = 1, . . . , m and write any element of the space under consideration as
Next we analyse all the possibly rigid bi-dimension for r = 2 up to duality: • 
The normal forms are given in Section 6, equations (34) and (35), for the Darboux and dual Darboux bi-dimension, respectively. 
The case m = 2
Consider the polynomial p(x 1 , x 2 ) = Pf (ω(x 1 , x 2 )). A change of the basis of E induces a linear change of variables of the polynomial p(x 1 , x 2 ) and the trans-
). The following holds:
Proposition 5 If d is even then the codimension of any orbit of the action
Proof. The space of degree x 2 ) ). This is easy. Consider for example
where by J we denote the 2 × 2 antisymmetric matrix 0 1
, hence any polynomial of degree 
Proof. Observe that the roots of
can be:
either real or complex conjugate. d = 6: either three real or one real and two complex conjugate.
Next we provide the multiplication table for a representing family F for each of the above cases. This will show that the bi-dimensions (d, d + 2) are rigid and the isomorphism class is uniquely reconstructed from the number of real roots of equation (5). (2) in these coordinates we obtain the following multiplication table:
The normal form for F is reported in Section 6 equation (36).
Let (x 1 , 1), (x 1 , 1) a pair of conjugate complex solutions to equation (5) . Then
matrices with complex coefficients such that
Observe that it is sufficient to find a normal form for (ω 1 ) and (ω 1 ), indeed
1+ı 4f
Then, in the coordinates p 1 , p 2 , p 3 , p 4 , we can write:
Finally, writing the equation ω = ω 1f π 1 + ω 2f π 2 in the new coordinates, we obtain the following multiplication table:
The normal form for F is reported in Section 6 equation (37).
Consider a generic 2 dimensional subspace of 2 R d . Then equation (5) has simple roots: (x 1 , 1), (x 2 , 1) and (x 3 , 1). Let λ 1 , λ 2 , λ 3 = 0 be such that 
Finally, equation (2) gives the following multiplication table for F:
The normal form is given in Section 6, equation (39).
Let (x 1 , 1), (x 2 , 1) and (x 3 , 1) be the three solutions to equation (5) with x 3 ∈ R and x 2 =x 1 , where byx we denote the conjugate of x. There exists λ 1 , λ 2 , λ 3 ∈ C, with λ 2 =λ 1 and
. . , p 6 orthogonal to the 2-dimensional space generated by { (ω 1 )p i , i = 1, 2}. In these coordinates we write:
where (ω 
Finally we obtain the following multiplication table:
The normal form for F is reported in Section 6 equation (40).
To complete the analysis for m = 2 it remains to study the cases where d is odd.
Proposition 7 Let d = 2k +1. Then the codimension of any orbit of the action
show that the codimension of orbits of this action is no less than k. Indeed, the space of bases (ω 1 , ω 2 ) of a fixed 2-dimensional subspace is 4-dimensional, but the difference of the codimensions of the given orbit in the space of pairs of matrices and in the Grassmannian cannot be greater than 3 since the action of scalar matrices V = cI on (ω 1 , ω 2 ) does not change the subspace.
Let
The subspace of Ω(2k + 1) ⊂ GL(R 2k+1 ) which preserves ω 1 is given by the matrices V = Ṽ 0 v 1 , whereṼ ∈ Sp(k), the group of symplectic transformations, and v ∈ R 2k . The codimension of the orbit of the pair (ω 1 , ω 2 ) is equal to the codimension of the orbit of a matrix ω 2 ∈ 2 R 2k+1 under the action of On the other hand, the codimension of the orbit ofω 2 under the action of Sp(k) equals the codimension of the orbit of the pair (ω 1 ,ω 2 ) under the action of GL(R 2k ). The codimension of the last orbit is no less than k since the action
, up to a scalar multiplier. (cf. the proof of Proposition 5).
As corollary of the above proposition we have that (d, d + 2) is not rigid for all d ≥ 8. Then the only bi-dimensions to analyse are (5, 7) and (7, 9). Next we show the following: 
and, for i = 1, 2, ω i 11 is the first 4 × 4 principal submatrix of ω i and has corank 2. Hence, using the same arguments as for the real case with d = 4, we can assume the ω 1 and ω 2 have the following form:
where P 1 and P 2 are 2 × 2 matrices with determinant equal to 1 and α ∈ R 4 . We have that
where
For a suitable choice of α, P 1 and P 2 , we can write
Equation (2) in these coordinates gives the following multiplication table for a representative family F:
The normal form for F is reported in Section (6), equation (38).
With the same arguments as for the previous case, we can reduce to the case of a pair of d × d antisymmetric matrices of the form:
, where P 1 , P 2 and P 3 are 2 × 2 matrices with determinant equal to 1 and α ∈ R 6 , we obtain, for suitable choices of
Finallay we have the following multiplication table:
See Section (6), equation (41) for the normal form.
The case m = 3
In this case we deal with a three dimensional space of d × d antisymmetric matrices.
Proposition 9
The bi-dimension (4, 7) is rigid with two isomorphism classes distinguished by the signature of the quadratic form Pf (
Proof. The equation Pf (x 1 ω 1 + x 2 ω 2 + x 3 ω 3 ) = 0 can be rewritten as:
with A a 3×3 symmetric matrix. Depending on the signature of A we either have real roots (corresponding to non definite A) or complex roots (corresponding to sign definite A). Next we provide the multiplication 
In particular, setting a = 1, b = −1, c = 1, ω 3 has the form:
where by (ω 3 ) ij we denote the (ij)-th, 2 × 2 block of the block matrix decomposition ofω 3 . Let now P 1 = (ω 3 )
−T
12 . Then, by equation (14), det (P 1 ) = −1
and, setting P = P 1 0 0 I 2 , we get
Finally,
which gives the following multiplication table.
[
The normal form is given in Section 6 equation (42).
d = 4, complex case
A positive definite matrix A can be put in the following form: 
In the same coordinates we write we denote the (ij)-th, 2 × 2-block of the block matrix decomposition ofω 3 , and
Then we get:
The corresponding multiplication table is:
The normal form is reported in Section 6, equation (43).
Let now d = 5 and recall that an antisymmetric matrix can be seen as a skew form of degree 2, we consider the wedge products 
Matrix A is defined up to a nonzero scalar multiplier, hence the transformation A → −A is also allowed. We have the following
Proposition 10 The bi-dimension (5, 8) is rigid with two isomorphism classes distinguished by the signature of the symmetric matrix A.
Proof. Observe first that ω ∧ ω ∈ ker ω, if corank (ω) = 1, and ω ∧ ω = 0, if
we have that, under the action of V ∈ GL(R 5 ), each vector v ij is mapped into
Hence the coefficients α ij of A remain invaried under the action of GL(R 5 ). This fact shows that the signature of the symmetric matrix A is an invariant for the bi-dimension (5, 8) .
Under generic assumptions the matrix A is non degenerate and the possibly arising signatures of A are +++ and ++−. Next we provide the multiplication table for a representing family F for each of the two cases. Thus we will show that (5, 8) is a rigid bi-dimension with two isomorphism class.
We can assume that A has either the form 
we have the following multiplication table:
The normal forms are shown in Section 6, equation (44).
The case m = 4
Recall that, for m = 4, the only case to analyse is that with d = 5. A simple calculation shows that the submanifold of rank 2 antisymmetric 5 × 5 matrices has codimension 3 in the projectivized space 
be a generic 4-dimensional vector subspace (or 3-dimensional projective subspace) of 2 R 5 . Then ω(x) meets the submanifold of rank 2 matrices in a finite number of points. We'll show that the bi-dimension (5,9) is rigid with isomorphism classes distinguished by the number of these points which we are going to locate effectively.
First of all, we may assume without lack of generality that w =
does not vanish in rank 2 points. Provided that w = 0, we can assume the following block matrix decomposition (Schur theorem):
where ω 11 (x) = wJ is 2 × 2 nonsingular antisymmetric matrix and gives: 2) three real and two complex conjugate solutions;
Proposition 11 The bi-dimension (5, 9) is rigid with three classes of isomorphism distinguished by the number of real solutions of the system
d i = 0, i = 1, . . . , 5 .
Proof. As in the proof Proposition 10 we have that under the action of
3) one real and two pairs of complex conjugate solutions.
Next we provide the multiplication table for a representing family F for each of the above cases. This will show that (5, 9) is a rigid bi-dimension with three isomorphism classes.
Case 1)
Assume that the 5 solutions and the following multiplication table
The normal form is reported in Section 6 equation (45).
Case 2)
Consider next the generic case where two solutions 
With this choice,ω
Notice thatω Observe that for any Let V 1 be the space generated by {v 1 , v 2 , v 3 } and V 3 , V 4 the kernels ofω 3 , ω 4 respectively. Then we denote, for j = 3, 4,
Therefore,
In analogous way we obtain a form for ω(λ 2 x 2 ) and ω(λ 2 x 2 ) . Moreover, by suitably choosing the lenghts of the columns of P , we have: 
We now set, for all i ≤ j,ṽ ij = (P Tωi P ) ∧ (P Tωj P ). In particular we have that
By choosing P 1 = [ṽ 13ṽ14ṽ23ṽ24ṽ34 ] (and suitably rescaling it) we obtain 
Finally, equation (2) gives the following multiplication table:
The normal form is given in Section 6, equation (46).
Case 3)
Consider, finally, the case where we have two distinct pairs of complex conjugate solutions and only one real solution. We denote these solutions by
hence, by denoting
Therefore,ω 1 +ω 3 =ω 5 ,
Moreoverω 1 +ıω 2 andω 3 +ıω 4 are two complex, rank 2, antisymmetric matrices.
By the same arguments as for the previous case, there exist
Then, in these coordinates we can write:
where (ω 1 ) 22 , (ω 2 ) 22 , (ω 3 ) 11 and (ω 4 ) 11 are some 4 × 4 antisymmetric matrices with determinant 1. Indeed, sinceω 1 + ıω 2 has rank 2, we can write
which implies thatω 1 ∧ω 2 = 0 and
Hence, from the second of equations (22), 
Finally we have the following multiplication table:
The normal form is given in Section 6, equation (47).
Cases with r = 3
We only have to consider the cases with First we observe that i) corresponds to the Engel algebra: the growth vector is (2, 3, 4) . It is known that there is only one isomorphism class for this case. For completeness we report its normal form in Section 6, equation (48). For ii) and iii), the following propositions allow us to reduce the analysis of iii) to that of ii).
Proposition 12 Any E ∈ Gr m (L Proof. Now in Γ(3) we define the bilinear symmetric product
Then if E is generated by γ h , h = 1, . . . , m, we define E ⊥ to be the set of γ such that (γ, γ h ) = 0 for all h = 1, , . . . , m.
Consider now the maps
We show that for all
The induced action of Φ(V ) on γ ∈ Γ(3) is computed as follows.
from which we write
We next analyse the case with m = 1. Proof. The characteristic polynomial of Cγ is an invariant of the action ofΦ; indeed
Since trace (C T γ) = 0 we have that p(λ) is determined by 2 coefficients and the codimension of any orbit ofΦ is no less than 2.
From Proposition 13 and Lemma 2 it immediately follows:
The bi-dimensions (3, 7) and (3, 13) are not rigid.
Cases with r = 4
For r = 4 we only have to consider the cases with d = 2 and m = 1, 2. For d = 2 and r = 4 we have 2 (4) = 3 brackets of degree 4 which are linearly independent with respect to the Jacobi identity:
Let now E ⊂ Gr m (L 
we have that Q h are symmetric of order 2. Moreover if
Next we compute the induced action of Φ(V ), V ∈ R 2 on the space S m (2) of symmetric matrices of order 2 corresponding to E. From
in the m variables x 1 , . . . , x m is invariant by the action Φ up to a positive scalar multiplier.
For m = 1 we have the following:
Proposition 15 The bi-dimension (2, 6) is rigid with two isomorphism classes distinguished by the sign of the determinant (25).
Proof. For m = 1 equation (25) reduces to det (Q) whose sign is invariant by the action Φ. A generic symmetric form Q can either be sign definite or indefinite (corresponding respectively to det (Q) > 0 or det (Q) < 0). For each of these cases we will give the multiplication table thus showing that (2, 6) is rigid with two isomorphism classes.
Assume that Q is positive definite and of the form:
Then we have the following multiplication table:
The normal form is given in Section 6, equation (49).
Assume that Q non definite and of the form:
Then we have the following multiplication table
The normal form is given in Section 6, equation (27) .
For m = 2 we have the following
Proposition 16 The bi-dimension (2, 7) is rigid with two isomorphism classes distinguished by the sign of the discriminant of the polynomial (25).
Proof. (25) is a homogeneous polynomial of degree 2 in two variables whose coefficients are invariant by the action of Φ. Then the equation
has two solutions that can either be real or complex conjugates. For each of these cases we will give the multiplication table thus showing that (2, 7) is rigid with two isomorphism classes.
Remark. The sign of the poynomial (25) could serve as an extra invariant in the complex case, but a simple analysis shows that this sign is unavoidably negative.
Assume that equation (28) 
Finally, we obtain the following multiplication table:
The normal form is reported in Section 6, equation (51). 
and obtain the following multiplication table:
The normal form is reported in Section 6, equation (52).
Normal Forms
To compute the normal form of a set of smooth vector fields F, once known their multiplication table, it is sufficient to apply the Campbell-Hausdorff formula. Indeed, assume that F = {f 1 , . . . , f d } is regular at q 0 and Lie algebra LieF is n-dimensional with the basis f i , i = 1, . . . , n. Then the exponential mapping Φ :
is smoothly invertible in a neighbourhood of 0 ∈ LieF = R n and defines local coordinates in a neighbourhood of q 0 .
Let q → qe tf j , t ∈ R, be the flow on M generated by the field f j . If
where the product under the logarithm is an element of the 'abstract' Lie group generated by Lie algebra F. Hence the coordinate representation of the flow we have that the normal form is:
(37)
For d = 5, considering the multiplication table (10), and setting 
(39)
For d = 6 with multiplication table as in (9) and setting f i = f i for i = 1, . . . , 6,
we have:
Finally for d = 7, whose multiplication table is given in (11), by setting
we have the following normal form: and
, we obtain: 
