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Abstract
When conventional x-ray radiography presents inadequate absorption-contrast, higher
sensitivity can be achieved using phase-contrast methods. The implementation of phase-
contrast x-ray imaging using propagation-based techniques requires stringent spatial res-
olution requirements that necessitate lengthy propagation distances and thin (and hence
low detection efficiency) scintillator-based detectors. Thus, imaging throughput is limited,
and the absorbed dose in the sample can be unacceptable for radiation sensitive life science
and biomedical applications.
This work develops hybrid amorphous selenium and complementary metal-oxide-semi-
conductor detectors with a unique combination of high spatial resolution and detection
efficiency for hard x-rays. A semiconductor fabrication process was developed for large-
area compatible vertical detector integration by back-end processing. Characterization of
signal and noise performance using Fourier-based methods was performed by modulation
transfer function, noise power spectrum, and detective quantum efficiency experiments
using radiography and microfocus x-ray sources.
The measured spatial resolution at each stage of detector development was one of the
highest, if not the highest reported for hard x-rays. In fact, charge carrier spreading from x-
ray interactions with amorphous selenium was shown physically larger than the pixel pitch
for the first time. A simultaneous factor of four improvement in detection efficiency com-
pared to thin gadolinium oxysulfide-based scintillator detectors was also achieved, despite
the detector being a relatively unoptimized prototype.
Fast propagation-based phase-contrast x-ray imaging in compact geometries is demon-
strated using a conventional microfocus source. This simple implementation of the phase-
contrast technique was applied to imaging the mouse stifle joint. Using propagation-based
edge-enhancement the articular cartilage was delineated, opening the possibility of study-
ing diseases such as osteoarthritis using a compact, relatively simple laboratory setup.
This research suggests that hybrid semiconductor technology offers the potential to
fill the large performance deficit in high spatial resolution scintillator-based detectors for
propagation-based phase-contrast x-ray imaging.
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Imaging using x-ray radiation plays a significant role in many fields including medicine,
industry, and fundamental research. Conventional radiography utilizes the highly penetrat-
ing nature of x-rays to study the internal composition of objects by observing absorption
variations. Its utility is limited when materials are effectively non-absorbing or when ab-
sorption gradients are small, and the resulting absorption contrast is poor. Phase variations
due to the object’s electron density are also present in the x-ray wavefront exiting the ob-
ject (described by the real part of the complex refractive index) and can be visualized using
phase-contrast techniques [1, 2]. In this paradigm, objects that conventionally present little
contrast (e.g. soft biological tissue or other low-density materials such as polymers) can
be imaged with higher sensitivity.
Phase-contrast x-ray imaging techniques include those using specialized optical ele-
ments such as crystal analyzers [1, 3], crystal [4, 5] or grating interferometers [6], and
coded-apertures [7], but can also be implemented simply by using free-space propaga-
tion [8]. If phase variations in the x-ray wavefront due to the presence of the object are
permitted to propagate a sufficient distance before detection, they give rise to Fresnel
diffraction fringes. The dependency of the fringes on the Laplacian of the phase front
results in a characteristic edge-enhancement effect at material boundaries where the re-
fractive index changes abruptly. The final image structure has no significant temporal
coherence requirement, enabling the use of polychromatic x-ray sources. In fact, the only
1
requirement for edge-enhancement is sufficient transverse spatial coherence length, given
by lt = λz1/σf , where z1 is the source-to-object distance, λ is the x-ray wavelength, and
σf is the x-ray source focal spot size.
Propagation-based phase-contrast x-ray imaging has been demonstrated with monochro-
matic synchrotron sources [9, 10] as well as using polychromatic microfocus sources [8]. The
size and cost of synchrotron facilities, and limited throughput of low power conventional
microfocus sources, have constrained proliferation of the technique. High power sources
such as liquid-metal jet [11] and laser-based [12] methods are being developed for this
reason. Despite these potential improvements, a large propagation distance and poor de-
tector quantum efficiency can result in an x-ray exposure to the object, e.g. in biomedical
applications [13], that is unacceptably high.
Conventional high spatial resolution scintillator-based detectors with complementary
metal-oxide-semiconductor (CMOS), amorphous silicon (a-Si), or charge coupled device
(CCD) readout have poor absorption efficiency at high spatial resolutions due to thinning
of the scintillator to minimize secondary optical scatter. There may also be losses in
optical coupling and magnifying lenses. This work investigates a hybrid semiconductor
detector approach by integrating amorphous selenium (a-Se) photoconductor material and
a CMOS readout integrated circuit. Unlike the optical scatter in scintillators, the spread of
absorbed energy from x-ray interactions in the photoconductor, and subsequent diffusion
of photogenerated charge carriers during transport, does not significantly degrade spatial
resolution as the photoconductor thickness is increased [14].
Photoconductive a-Se was first introduced commercially in the 1960s when Xerox de-
veloped the material for xerographic photoreceptors [15] and xeroradiography [16]. In the
1990s there was renewed interest in a-Se for digital x-ray applications [17, 18]. Compatible
with direct physical vapor deposition of uniform thick layers over large area, a-Se has since
been employed in commercial flat-panel detectors for clinical diagnostic x-ray imaging [19].
Flat-panel detectors perform image readout using an active matrix consisting of a two-
dimensional array of a-Si thin film transistors [20] and are limited to relatively large (≥50
µm) pixel sizes.
This work develops hybrid a-Se/CMOS x-ray detector prototypes (≤25 µm pixel) to
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take advantage of the inherent resolution of a-Se [21] and achieve a unique combination
of high spatial resolution and high quantum efficiency for hard x-rays [22, 23, 24]. The
most recent iteration utilizes a custom one-megapixel array at 7.8 µm pixel pitch. Signal
and noise performance was characterized by measuring the modulation transfer function
(MTF), Wiener noise power spectrum (NPS), and ultimately the detective quantum effi-
ciency (DQE). These Fourier-based metrics are widely accepted as the primary measures of
x-ray detector imaging performance [25, 26, 27]. The DQE describes image quality degrada-
tion not only from quantum efficiency of the detector, but also additional factors including
incomplete absorption of x-ray energy, and secondary quanta such as light in a scintillator
or charge carriers in a photoconductor. The relationship between x-ray interactions with
a-Se and the Fourier-based metrics was investigated using cascaded-systems analysis where
the detector was modeled as a cascade elementary physical processes [17, 27, 28, 29, 30].
Besides enabling a compact phase-contrast x-ray imaging system, the rapid and efficient
acquisition of high spatial resolution phase-contrast data may also be applied to micro
computed tomography for radiation sensitive life sciences and biomedical applications.
Thesis organization
The primary focus of this thesis is the development of high spatial resolution hybrid a-
Se/CMOS detectors for application to propagation-based phase-contrast x-ray imaging.
The thesis chapters are organized as follows:
• Chapter 2 provides background on fundamental x-ray interactions with matter and
free-space propagation. This includes the mechanisms involved in conventional absorption-
contrast imaging as well as those for phase-contrast imaging. This chapter also pro-
vides a basis for the discussion of x-ray interactions with a-Se photoconductors in
Ch. 5.
• Chapter 3 provides background on x-ray imaging, including x-ray generation and
detection. Conventional absorption-contrast radiography is discussed before intro-
ducing propagation-based phase-contrast.
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• Chapter 4 provides background on metrics of detector performance. This includes
Fourier-based metrics for spatial resolution, noise, and detection efficiency. Experi-
mental methods for determining these metrics are verified using simulated images.
• Chapter 5 covers background on a-Se photoconductors. Properties such as x-ray
sensitivity and dark current are defined. An a-Se/CMOS detector model is developed
based on cascaded systems analysis.
• Chapter 6 develops the necessary CMOS back-end processing for integration with
a-Se. The pixel pitch was 25 µm. Spatial resolution is characterized by measuring
the MTF using a conventional radiography source. Absorption-contrast images are
acquired as a qualitative demonstration of spatial resolution.
• Chapter 7 investigates the signal and noise performance of an in-house developed
small-area 5.6 µm pixel pitch a-Se/CMOS detector using a radiography source. The
experimental results are compared to predictions based on the cascaded systems
analysis of Ch. 5. A new imaging apparatus was constructed to include a microfocus
source in order to observe propagation-based edge-enhancement from simple object
geometries.
• Chapter 8 investigates the current one-megapixel a-Se/CMOS detectors with 7.8 µm
pixel pitch. Using the larger area than Ch. 7, the feasibility of commercialization
is investigated by signal and noise analysis performed using a microfocus source.
The experimental results are compared to predictions based on the cascaded systems
analysis of Ch. 5. Phase-contrast images of plant seeds and the mouse stifle joint are
acquired and analyzed.
• Chapter 9 provides the main conclusions and contributions of this work to x-ray




X-ray Interactions and Free-space
Propagation
2.1 Interactions of x-rays with matter
In the hard x-ray energy regime of 10–70 keV used in this work, x-ray photons will pene-
trate, scatter, or be absorbed when traversing matter. The primary interaction processes
involved are the photoelectric effect, incoherent Compton scattering, and coherent Rayleigh
scattering. In general, x-ray interactions can result in the local deposition of energy in the
medium, as well as non-local transport of energy as scattered or fluorescent photons. The
mechanisms of absorption and scattering combined cause the loss in strength of an x-ray
beam as it traverses the medium.
2.1.1 Absorption-contrast
Both the photoelectric effect and Compton scattering contribute to the absorption of energy
in matter. Rayleigh scattering is an elastic process where there is no exchange of energy
from the photon to atomic electrons. The photoelectric effect results in the ionization of
a tightly bound (inner shell) atomic electron by complete absorption of the x-ray photon,
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and the subsequent production of a fluorescent photon as the atom relaxes. Compton
scattering, on the other, hand causes the ionization of a quasi-free (outer shell) electron by
nonelastic scattering of the x-ray photon. For an x-ray photon with energy E and a medium
with effective atomic number Z, the photoelectric effect has an interaction cross section
proportional to Z3/E3, while the Compton scattering cross-section is nearly independent
of E and independent of Z (quasi-free electron).
All interaction mechanisms contribute to the removal of x-ray photons from the beam,
producing attenuation as it passes through the medium. For a monoenergetic x-ray beam
of energy E and number of photons N incident on a thin slab of material of thickness dz,
the reduction in number of photons dN from the beam for a probability of attenuation per
unit length α is given by dN = −αN dz. Solving for a total slab thickness L and number
of incident photons N0 gives,
N(E) = N0(E)e
−α(E)L. (2.1)
This result is often referred to as the Lambert–Beers law. The associated attenuation
coefficient is given by the sum of all interaction contributions, α(E) = τpe(E) + σC(E) +
σR(E), including the photoelectric effect, Compton scattering, and Rayleigh scattering,
respectively.
The fact that x-ray photons exchange energy in interactions with electrons of the
medium is the basis of absorption-contrast. If a medium is comprised of materials with
different density and thickness there are attenuation variations produced in the x-ray beam
that can be used to generate contrast. Wilhelm Röntgen, who discovered x-rays in 1895,
rapidly harnessed this phenomenon.
2.1.2 Phase-contrast
Visible light changes direction, or refracts, when passing from one transparent medium to
another. This phenomenon is fundamental to the physics of lenses and is described by
Snell’s law where the material property, the refractive index n, is between 1.2–2. In the
x-ray regime, the deviation of the refractive index from unity is due to Rayleigh scattering.
6
In this interaction an x-ray photon excites all electrons of an atom, opposed to individual
electrons in the photoelectric effect and Compton scattering. The coherent oscillation of
all electrons re-radiates a photon of the same energy in a new trajectory. X-ray photon
frequencies are often above all electronic transition frequencies of the medium resulting in
n being less than one. The convention is adopted where the refractive index is written in
terms of the refractive index decrement δ,
n = 1− δ. (2.2)
The small deviation of the refractive index from unity for water indicates the relatively
small refraction angles of x-rays compared to visible light (Fig. 2.1). At 30 keV it is shown
that δ ≈ 10−7. Using Snell’s law, the angle of refraction θr for a single degree of incidence
θi = 1 degree is simply θr ≈ −θiδ = −10−7 degrees. This is many orders of magnitude
smaller than the angular deviations of visible light, and is negative because the refractive
index is less than unity.
Figure 2.1: The refractive index decrement δ for water.
Phase-contrast arises as variations in refractive index and thickness of matter compris-
ing the medium alter the shape of the beam wavefront. If the propagation direction is the
z-axis, the phase shift φ relative to vacuum is given by,
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φ(x, y; k) = −k
∫ L
0
δ(x, y; z, k) dz, (2.3)
where k = |k| = 2π/λ is the norm of the wave vector (i.e. the wave number) for x-ray
wavelength λ. The phase cannot be directly measured using a conventional x-ray detector,
but instead specific phase-contrast techniques must be implemented [31, 32].
2.1.3 Complex refractive index
The attenuation and phase shift of the x-ray beam can be described using a complex-valued
index of refraction n. For a homogeneous medium the index of refraction can be written






where ρa is the atomic number density, f
0(0) is the forward scattering factor, and r0 =
2.82 × 10−15 m is the Thomas scattering length (i.e. classic electron radius). At energies
sufficiently far from electron transition energies (i.e absorption edges), f 0(0) = Z. Now
consider the plane wave Ψ(r) at position r = (x, y, z) propagating through a medium with
complex refractive index,
Ψ(r) = eink·r = ei(1−δ)k·re−βk·r. (2.5)
If the direction of propagation is the z-axis and the plane wave is incident on the medium
from vacuum, the phase shift φ and the attenuation of x-ray intensity I (related to the
number of photons N) is given by,
φ = δk · r = δkz, (2.6)
I ∝ |Ψ(r)|2 = e−2βkz = e−αz. (2.7)
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The vector wave equation, which follows from Maxwell’s equations, is obeyed by both the

















H(r, t) = 0, (2.10)
where c is the speed of light and n is the refractive index. Each vector component follows
the equivalent scalar wave equation. In this way, the behavior of the electric and magnetic








Ψ(r, t) = 0. (2.11)
The scalar field for a monochromatic wave must obey Eq. 2.11. It can be written in the
familiar form,
Ψ(r, t) = ψ(r)e−iωt, (2.12)
.
where the complex function of position, or phasor, ψ(r) = ψ0(r)e
−iφ(r) has amplitude ψ0(r)
and phase φ(r). If Eq. 2.12 is substituted into Eq. 2.11, it is found that the phasor must
obey the time-independent Helmholtz equation,
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(∇2 + k2)ψ(r) = 0. (2.13)
The result shows that the phasor ψ(r) is a complete description of the wave-field given
that the time dependence was preconceived based on the monochromatic case. Solutions
to the Helmholtz equation for free-space propagation of ψ(r) include the Kirchhoff and
Rayleigh-Sommerfield theories of diffraction. The solution to propagation, for example
along the z-axis from initial position z = 0 to position z = z2, can also be formulated in
terms of the angular spectrum [2, 34],




k2 − k2x − k2y
]
Fψ(x, y, z = 0), z2 ≥ 0. (2.14)
Here it is expressed in terms of the diffraction operator,
D ≡ F−1 exp
[
iz2(k
2 − k2x − k2y)1/2
]
F , (2.15)
which acts on the unpropagated phasor from right to left: (1) Take the Fourier transform of




2 − k2x − k2y)1/2
]
. (3) Take the inverse Fourier transform of the final
expression. To simplify the solution, the paraxial assumption is made, where |kx| and |ky|
are small compared to kz. This is geometrically equivalent to small propagation angles
relative to the z-axis. Using the binomial expansion of the square root in Eq. 2.14, the
simplified result is the Fresnel diffraction integral for near-field diffraction [2].




Fψ(x, y, z = 0), z2 ≥ 0, (2.16)








Projection x-ray imaging is the most fundamental x-ray imaging modality. It involves the
acquisition of a two-dimensional representation of the three-dimensional structure of an
object. X-rays emitted from a source are transmitted through an object and are detected
in a pixelated detector area. Differences in material complex refractive index and thickness
leads to a variation in attenuation and phase as the x-ray beam traverses the medium, and
therefore a corresponding two-dimensional image is produced where all information in the
x-ray path is overlapping, or projected along the x-ray path.
3.1 X-ray sources
A typical x-ray source uses a vacuum tube (Fig. 3.1) to generate x-rays by bombard-
ing a chosen target material with high energy electrons. The source of electrons at the
cathode is a helical filament undergoing thermionic emission, and at the anode the elec-
trons are focused into a spot on the target. A small number of electrons produce x-rays
via bremsstrahlung and characteristic radiation mechanisms (Sec. 3.1.1). The majority of
electrons interact in collisional transfer where a fraction of the electron kinetic energy is
transferred to a target electron. As the target atom relaxes infrared radiation is produced
which generates heat. This heat is the source of the practical limit on power density of
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the focal spot size, and has ramifications for spatial resolution and (Sec. 3.1.4) and phase-
contrast imaging (Sec. 3.3). High power radiography sources typically have a focal spot
size on the order of 102–103 µm, and low power microfocus x-ray sources have a spot size
on the order of 1–10 µm.
The output of an x-ray source can be characterized by the tube potential (kV) which
controls the electron energy, tube current (mA) which controls the number of electrons
flowing from the cathode to anode, and current-time product (mAs) which is proportional
to the quantity of x-rays produced. The tube potential and added filtration (Sec. 3.1.2)
control the effective energy of the beam, or beam quality. A hard x-ray beam has a higher
mean energy than a soft x-ray beam.
Figure 3.1: Schematic diagram of an x-ray tube.
3.1.1 Characteristic and bremsstrahlung radiation
Electron interactions with the x-ray source target atoms generate x-rays in radiative trans-
fer. In the case of “breaking radiation,” or bremsstrahlung radiation, impinging electrons
accelerate near the nuclei of a target atoms, causing a reduction in energy and production
of photons (Fig. 3.2a). In rare cases an electron may collide with the nucleus and be anni-
hilated to produce a photon of equal energy. Otherwise, the photon produced must have
an energy lower than the electron. The combination of many electron interactions with
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target nuclei produces the continuous bremsstrahlung spectrum shown in Fig. 3.2b, with a
maximum energy given by the tube potential used to accelerate the electrons at the target.
The second type of radiative transfer is generated when the bombarding electrons are
above the binding energy of the target atom electrons. The energetic electrons interact
with and transfer a fraction of their kinetic energy to a bound electron which is ejected from
the atom. To minimize its energy state the atom fills the electron vacancy with an electron
from a higher energy state, creating a photon in the process (Sec. 3.2a). For inner electron
shells (e.g. K-shell and L-shell) the photons produced may have energies corresponding to
x-ray radiation. Because these x-ray photon energies depend on the target atomic structure
they are referred to as characteristic radiation. The discrete spectral lines of characteristic
radiation are shown in Fig. 3.2b. Each line produced is the vacancy being filled using an
electron from a specific energy state, for example from an L-shell (Kα) or M-shell (Kβ).
(a) (b)
Figure 3.2: (a) Energetic electrons interacting with the x-ray source anode target material
generate radiation by acceleration near the nucleus, generating bremsstrahlung radiation
(top), or by ejecting an inner-shell electron, generating a characteristic x-ray photon (bot-
tom). (b) X-ray spectra for a tungsten target anode. Characteristic radiation lines are




Beam quality can be adjusted by adding x-ray attenuators in the beam path to “shape” the
x-ray spectrum. This beam filtration is most commonly implemented in the form of adding
sheets or blocks of material (e.g. aluminum) between the source and the object. The filter
material preferentially removes lower energy photons from the beam, which is referred to
as beam hardening. Beam hardening may be done to reduce the x-ray dose absorbed by
the object, since low energy photons will be completely absorbed in the object and have no
role in image formation. It can also be done to remove low energy characteristic radiation.
The effect of beam hardening is shown in Fig. 3.3. The 40 keV and 80 keV monoen-
ergetic beams have an exponential loss in exposure (linear on a semi-log plot) with the a
more rapid decrease in exposure for the lower energy, less penetrating beam. The 100 kV
x-ray spectrum exhibits a curvature associated with the change in attenuation of the beam
as lower energy photons are removed. Initially attenuation is more rapid than the 40 keV
beam, but becomes similar to the 80 keV beam after hardening using 9 mm of aluminum.
Figure 3.3: Attenuation profiles of aluminum for two monoenergetic x-ray beams and one
x-ray spectrum. The 40 keV and 80 keV monoenergetic beams have an exponential loss
of exposure (linear on this semi-log plot) that is more rapid at lower energy. The 100 kV
spectrum has a curvature from beam hardening. Adapted from [28]. Calculated using [37].
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3.1.3 Half-value layer
Beam quality of an x-ray source can be determined directly by measuring the x-ray spec-
trum using a photon counting detector (Sec. 3.2.2). With such a device, individual photons
are counted and assigned to calibrated energy bins. Without such a spectrometer, the half-
value layer (HVL) can be used as an indirect measure of beam quality. A known attenuator
material (e.g aluminum) in the beam is incrementally increased in thickness until the mea-
sured exposure decreases by a factor of two. For a monoenergetic beam with attenuation
coefficient α, the relationship to HVL is given by HVL = ln(2)/α. For the 100 kV x-ray
spectrum in Fig. 3.3 the HVL is 3.5 mm of aluminum.
3.1.4 Geometric unsharpness
The spatial resolution of an x-ray source is limited by the focal spot size σf . Geometric
magnification M = (z1 + z2)/z1 by the cone-beam imaging geometry, shown in Fig 3.4,
results in certain amount of geometric unsharpness σg. By the geometry of similar triangles,
the focal spot size at the detector increases by a factor (M−1), which reflects the fact that
σf is projected to the detector plane through a point in the object plane. If this penumbral
blurring σf (M − 1) is then projected back to the object plane (i.e. de-magnified) the







The extreme cases are M → ∞ where spatial resolution is limited by the x-ray source,
and M = 1 where it is limited by the detector. The imaging apparatus x-ray source,
detector, and geometric magnification should be optimized such that the system resolution




Figure 3.4: (a) Schematic of the cone-beam imaging geometry (black dashed lines) in-
cluding the x-ray source focal spot (S), object (O), pixelated detector (D), and geometric
unsharpness or penumbral blurring (red dashed lines). (b) When the focal spot size is
reduced geometric unsharpness is minimized (green dashed lines).
3.2 X-ray detection
For more than 100 years since the discovery of x-rays by Wilhelm Röntgen in 1895, radi-
ological examinations have been permanently recorded on film consisting of a thin sheet
of plastic coated with a photosensitive emulsion. To acquire an image the film must be
temporarily fixed in a cassette between two x-ray intensifying screens made of a phosphor.
When this screen-film cassette is exposed to x-rays the screens produce optical light causing
a degree of darkening of the film based on exposure, after it is developed. The advantages of
acquiring digital x-ray images were quickly apparent following the introduction of computed
tomography (CT) by Hounsfield in 1973 [38]. These advantages include rapid acquisition
and digital storage, and access to image processing and communication networks. Despite
the chronology, CT is a relatively sophisticated application of digital radiography, and
now more recently, digital approaches to simpler imaging techniques such as projection
radiography have been developed. The reason that CT was immediately accepted was
the obvious benefits of tomography, a technique in which images (slices) throughout the
object are reconstructed using x-ray projections taken at many points-of-view. Slices do
not contain the overlap of information that plagues conventional radiography and gives CT
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the ability to display subtle differences in attenuation. This benefit outweighed the desire
for high spatial resolution which could not be achieved with the coarse CT detectors and
limited computational capacity of the time, but which could be obtained with screen-film
projection x-ray imaging. Further progress of digital radiography was impeded until the
development of new detector technologies, greater computational power, high resolution
digital displays, and lasers.
3.2.1 Direct and indirect conversion
Digital x-ray detectors can be classified into either direct conversion or indirect conversion
techniques, referring to the direct conversion of x-rays to charge carriers or the inclusion
of intermediate conversion to optical light, respectively. In either case, the digital image
readout is conducted in one of three silicon (Si) semiconductor technologies: (1) crystalline
Si (c-Si) charge-coupled device (CCD), (2) amorphous silicon (a-Si) thin-film transistor
(TFT), or (3) c-Si complementary metal-oxide-semiconductor (CMOS). CCD detectors
were developed by Boyle and Smith (1970) [39] followed much later by a-Si flat-panel de-
tectors (FPDs) [40] in the 1990s. Both platforms have been significantly refined since their
inception and have advantages and disadvantages based on the chosen imaging task. CCD
detectors are capable of real-time frame rates (i.e. 30 frames per second) with relatively
low noise and a pixel size that has been able to be scaled to the order of micrometers,
but are limited in imaging area (order of centimeters). The a-Si detector is able to be
fabricated over large area, a capability adopted from the flat-panel display industry, which
permits applications such as full-field clinical radiography with an imaging area on the
order of tens of centimeters (e.g. chest radiography). However, a-Si material properties
results in higher noise and pixels limited to a relatively large size (> 50 µm). In the same
time-frame as FPDs, CMOS imaging technology has emerged as a competitor to CCD de-
tectors [41]. CMOS detectors have comparably low noise, a similar ability to scale to very
small pixel sizes, in addition to advantages including higher frame rates, tiling capability,
and compatibility with standard CMOS processing allowing high levels of integration.
In the indirect conversion method either a pixel-level a-Si/CMOS photodiode or CCD
potential well is used to collect optical light generated by a scintillator such as CsI or
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Gd2O2S (Fig. 3.5a). The direct conversion method uses a photoconductor (e.g. a-Se,
CdZnTe, HgI2, or PbO) to generate charge carriers by the photoelectric effect which are
then collected under applied electric field (Fig. 3.5b).
(a) (b)
Figure 3.5: (a) Indirect conversion of x-rays using a scintillator material which first con-
verts x-ray photons into optical photons before detection using photodiodes. (b) Direct
conversion of x-rays using a biased photoconductor which directly converts x-rays to charge
carriers for collection.
Conventional high spatial resolution scintillator-based detectors have poor absorption
efficiency at high spatial resolutions due to thinning of the scintillator to minimize sec-
ondary optical scatter. Unlike the optical scatter in scintillators, the spread of absorbed
energy from x-ray interactions in the photoconductor, and subsequent diffusion of photo-
generated charge carriers during transport, does not significantly degrade spatial resolution
as the photoconductor thickness is increased [14].
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3.2.2 Energy integration and photon counting
Photon counting detectors differentiate single photon interaction events. The charge gen-
erated by an individual photon produces a current pulse. The current pulse is passed into
a shaping circuit before a comparator circuit determines if the pulse is above a certain
threshold. When many thresholds are set, photons of different energies can be counted.
The result is a histogram of the number of photons per energy bin. The energy bins can
be calibrated using a known gamma ray source. Because of the additional complexity of
the counting circuit, the x-ray flux must be limited so no two current pulses from indepen-
dent photons overlap in time. It also means that large area, small pixel photon counting
detectors are difficult to achieve. Photon counting detectors were discussed briefly in the
context of measuring the energy spectrum of an x-ray source in Sec. 3.1.3.
Energy integrating detectors, the type used in this work, do not differentiate single
photon events. This simplification means that all charge generated from many photon
interactions during the integration time is collected onto some pixel-level capacitance.
The collected charge may be read out using CCD, a-Si TFT, or c-Si CMOS technology.
The conventional pixel architecture for a-Si is the passive pixel sensor (PPS) [42], shown
in Fig. 3.6a for a direct-conversion detector. A PPS has a single storage capacitor and
selection transistor. At the end of the integration time, charge stored on the capacitor is
passed to an off-pixel circuit. For CMOS technology, the active pixel sensor (APS) was
adopted [41]. An APS typically incorporates three transistors (3T), a reset transistor that
resets the storage capacitor, a source-follower that converts collected charge to voltage, and
a pixel select transistor (Fig. 3.6b). The term active originates from how the source-follower
acts as an active amplifier within each pixel.
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(a) (b)
Figure 3.6: (a) A PPS energy integrating pixel for photoconductor charge collection and
storage before readout. (b) A 3T APS energy integrating pixel for photoconductor charge
collection and storage before readout.
3.3 Phase-contrast imaging
The primary advantage of the phase-contrast paradigm is that when an object presents poor
conventional absorption-contrast (e.g. soft biological tissue or other low-density materials
such as polymers), contrast can instead be generated with higher sensitivity using a variety
of phase-contrast modalities [31, 32]. Fundamentally this can be shown by the ratio of
the refractive index decrement δ describing phase shifts, and the imaginary part of the
refractive index β describing attenuation. The ratio δ/β, shown in Fig. 3.7, can exceed
103.
The phase of the x-ray wavefront cannot be measured directly using a conventional x-ray
detector which measures x-ray intensity (Eq. 2.7). As a result, specialized optical elements
have been implemented to convert the phase shifts to intensity. These phase-contrast imag-
ing modalities include crystal analyzers [1, 3], crystal [4, 5] or grating interferometers [6],
and coded-apertures [7]. In this work, phase-contrast imaging is implemented simply using
free-space propagation [9, 10, 8].
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Figure 3.7: The ratio between the refractive index decrement δ and the imaginary part of
the refractive index β, for water calcium. Calculated using [37].
3.3.1 Propagation-based phase-contrast
Free-space propagation can be used as a technique to render phase variations in the x-ray
wavefront (due to the presence of the object) visible as intensity fluctuations at the detector.
The only requirement for propagation-based phase-contrast is sufficient transverse spatial
coherence length lt, given by lt = λz1/σf . Here z1 is the source-to-object distance, λ is
the x-ray wavelength, and σf is the x-ray source focal spot size (Fig. 3.4 for reference).
The actual physical beam does not propagate in an exactly defined direction like an ideal
plane wave. The transverse coherence length provides the upper limit on the separation
of two object features if they are to induce interference effects. Without using a large z1,
a microfocus source (Sec. 3.1) must be used to achieve sufficient lt for propagation-based
imaging.
In the near-field regime propagation is governed by Fresnel diffraction (Sec. 2.2). The
Fresnel diffraction integral (Eq. 2.16) for ψ(x, y, z = z2), which denotes the wavefront
fluctuations ψ(x, y, z = 0) that have been propagated a distance z2 > 0, is given by,
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Fψ(x, y, z = 0), z2 > 0. (3.2)
If the propagation distance is sufficiently small, the Fresnel free-space propagator (the









The intensity I(x, y, z = z2) = |ψ(x, y, z = z2)|2 after propagation can be manipulated
using mathematical simplifications into the form [2],
I(x, y, z = z2) = I(x, y, z = 0)−
z2
k
∇⊥ · [I(x, y, z = 0)∇⊥φ(x, y, z = 0)] , (3.4)
where ∇⊥ = ∂/∂x + ∂/∂y is the x and y gradient. If the intensity of the unpropagated
wavefield has a sufficiently small gradient then its x and y gradient may be neglected and
the so-called transport-of-intensity equation (TIE) may be expressed as,




∇2⊥φ(x, y, z = 0)
]
. (3.5)
This result shows that the x-ray intensity profile, I, after propagating along the z-axis a
distance z2, is a function of the Laplacian of the phase-front φ(x, y) in the plane perpendic-
ular to propagation, and is independent of wavelength (i.e. the wavelength can be replaced
by a spectrally weighted sum). This produces an edge-enhancement effect (i.e. enhanced
contrast) at material boundaries where the refractive index changes abruptly [8].
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Chapter 4
Metrics of Detector Performance
There has been a dramatic change in technology and increase in complexity of x-ray detec-
tion since the early days of screen-film radiography. With these changes, the fundamental
relationships that govern image quality and the key metrics used to compare different imag-
ing technologies have continued to develop. Initially, first-order mean-level relationships
between input and output of detector systems were studied. For example, the characteris-
tic curve of a screen-film system was used to relate film optical density to x-ray exposure.
As time progressed there was a realization that further system improvements required an
understanding of higher-order relationships between the input and output of the system.
4.1 Rose model
A deterministic system presented with identical inputs will produce the same output for
every such input. Alternatively, a stochastic system presented with identical inputs may
produce similar, but not identical, outputs. Such is the case for detector systems due to a
variety of reasons. For example, some systems may use secondary image quanta (e.g. light
from a scintillator, or charge carriers in a photoconductor) to transfer the input to output,
and the statistical properties of these quanta introduce a random or noisy component in
the output. Therefore, detector systems are fundamentally stochastic, independent of the
input statistical properties of the incident x-ray quanta.
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The significance of the fundamental statistical nature of image quanta was first rec-
ognized in 1948 by Rose [43, 44], an early pioneer of imaging science. In his work, the
relationship between image quanta and perception of detail is described using a differential
signal-to-noise ratio (SNR). If q̄o is the mean number of quanta per unit area represent-
ing a uniform object, and q̄b is the mean number of quanta per unit area of the uniform
background, the local contrast C can be defined as,
C = (q̄b − q̄o) / q̄b. (4.1)
The differential signal for object area A was defined by Rose as, A(q̄b− q̄o), and the signal
noise was defined as the standard deviation of the background image quanta. In the special
case of uncorrelated background quanta, noise is governed by Poisson statistics. The Rose







which is always positive by assuming the background maintains a higher number of quanta
per unit area relative to the x-ray attenuating object.
This relation, the Rose model, states that object detectability is proportional to its
contrast, and the square root of the quantity of radiation. However, the conditions of
Poisson-distributed noise on a uniform background and object can not be generally sat-
isfied in practice. This is most restrictive for detector systems where noise is neither
uncorrelated nor Poisson-distributed. For example, noise from readout electronics and sta-
tistical correlations from x-ray scatter or secondary image quanta. For this reason, the
Rose model must be extended using Fourier-based metrics of signal and noise.
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4.2 Fourier-based metrics
4.2.1 Linear and shift-invariant systems
In Fourier-based analysis of an x-ray detector system two simplifying assumptions must
be made: (1) linearity, and (2) shift-invariance. This means that a system S with single
spatial coordinate x (one-dimension will be used in derivations for brevity) must have an









ai S{hi(x)}, and (4.3)
d(x− x0) = S{h(x− x0)}, (4.4)
respectively, where ai and x0 are constants. This can be interpreted as: (1) the system
output is proportional to the input, and (2) the system output is identical regardless of
where the input is located in space. The system output, or response, to a Dirac delta
function δ(x− x0) is referred to as the impulse response function (IRF),
irf(x, x0) = S{δ(x− x0)}. (4.5)
In two dimensions the IRF is referred to as the point-spread function (PSF). For the special









ai irf(x, xi), and (4.6)
irf(x, xi) = irf(x− xi). (4.7)
This result indicates not only that a superposition of Direct delta function inputs results
in a superposition of the IRF, but also that the IRF is independent of position. The input
function h(x) can be approximated using discrete rectangles with width ∆x, centered at
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x = i∆x (for index i), and area h(i∆x) ×∆x. If ∆x is small compared to the IRF, each
rectangle can be represented as a delta function at that position scaled by h(i∆x) ∆x, and
using Eq. 4.6 the system output can be approximated as a superposition of the scaled IRF




h(i∆x) irf(x, i∆x) ∆x. (4.8)
In the limit of a continuous domain ∆x→ 0, the result is the superposition integral,
S{h(x)} =
∫
h(x′) irf(x, x′) dx′. (4.9)
With the addition of IRF shift-invariance (Eq. 4.7), the simplifying assumptions of an LSI
result in the convolution integral,
S{h(x)} =
∫
h(x′) irf(x− x′) dx′ (4.10)
= h(x) ~ irf(x), (4.11)
which says the IRF (or PSF) of a LSI system is unique and contains all information
regarding the system required to determine the response d(x) given an arbitrary input
h(x).
4.2.2 Modulation transfer function
To interpret the convolution integral (Eq. 4.11) in terms of the size of structures within an
image we consider the special case of a spatial sinusoidal input signal h(x) = ei2πux where
u is the spatial frequency. The LSI system output is given by,
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where we define T(u) = F{irf(x)} as the Fourier transform of the IRF. This Fourier-pair is
the reason it is convenient to describe the system input in terms of sinusoids. Given that
the Fourier transform expresses a any given function in terms of its complex sinusoidal
basis functions, if input h(x) has the Fourier transform H(u) then,







If the output d(x) is also expressed as a Fourier transform pair with D(u), the system
relationship is D(u) = H(u)T(u). Thus, while in the spatial domain the signal-transfer
characteristics of an LSI system can be defined by a convolution with the IRF, the equiv-
alent relationship in the spatial-frequency domain is described by a multiplication with
T(u), the characteristic function. Given the assumed sinusoidal nature of the signal, for
an input with offset a and amplitude b,
h(x) = a+ bei2πux (a ≥ b), (4.16)






(a+ b)− (a− b)





The modulation quantifies the relative amount the amplitude stands out from the offset,





= aT (0) + bT (u)ei2πux, (4.18)


















Using this definition of MTF, spatial resolution can be defined as the relative loss of
modulation as a function of sinusoidal spatial frequency (Fig. 4.1). The MTF is always
unity at u = 0, a consequence of how modulation is defined (Eq. 4.17). In general, because
of the loss in scaling information and phase information (by taking the absolute value
of T (u)) means the MTF is not a complete description of the detector system like the
characteristic function T (u). For the detector systems in this work the IRF is real, which
means that both T(u) and MTF(u) are even functions and positive frequencies can be used
without loss of generalization. In fact, the IRF is a real and even function, which means
T(u) is also real and no phase information is lost.
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Figure 4.1: A sinusoidal input signal to a LSI system will produce a sinusoidal output
signal with a modulation scaled by the MTF. Adapted from [45]
.
4.2.3 Sampling and aliasing
As with any digital system, in order to electronically detect, store and process continuous
signals they must be discretized by sampling. In the case of pixelated digital detector
systems the sampling pitch is naturally equal to the pixel pitch p. The signal collection
area of the pixel, the pixel aperture a (e.g. a photodiode or electrode), is some fraction of
p. If the aperture IRF is represented by the rect-function,
Π(x) =





, for |x| = a
2
1, for |x| < a
2
, (4.21)
then the pixel aperture MTF is given by the sinc-function,
MTFa(u) = |F {Π(x)} | =
∣∣∣∣sin(πau)πau
∣∣∣∣ = |sinc(a, u)|. (4.22)
According to the Nyquist theorem, the highest spatial frequency accurately discretized by
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the sampling pitch is fN = 1/2p. Frequencies higher than fN are aliased, i.e. “folded” to
a lower frequency.
The pre-sampling MTF of the detector system will include blurring from the pixel
aperture and other sources. The relationship between pre-sampling MTF (MTFpre) and
sampling MTF (MTFsamp) is a convolution with the sampling comb-function,












This shows that during sampling the MTF becomes a summation of many copies of MTFpre
that are shifted for all n by n/∆x. All frequencies above fN will overlap in the summation
resulting in aliasing. X-ray detector systems are often under-sampled, including those in
this work, and undesired aliasing is present. This with have implications for the experi-
mental methods in Sec. 4.3.3.
4.2.4 Noise power spectrum
The deterministic transfer of signal (i.e. modulation) from Sec. 4.2.2 provides no descrip-
tion of the noise content of the system. One basic characterization of noise in some region
of interest (ROI) with uniform expected value E{} is the variance in measurements of the
detector signal d,






= E{d2} − |E{d}|2, (4.26)
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where ∆d = d− E{d}. The variance can be determined by ensemble average using many
images (i.e realizations) and a single pixel location, or more practically (if the system
is ergodic) using a spatial average of many pixels as an estimation of the true ensemble
average. If the variance at the input and output is known, the noise-variance transfer can
provide some metric of noise performance. However, the concept of noise-variance transfer
is not suitable for x-ray detector systems as, in general, the input variance (i.e. input
image) is unknown, and the description is inadequate in the presence of noise correlations
(e.g. from x-ray scatter or secondary detector quanta).
If d is expressed as a function of the spatial coordinate x, d(x), the autocorrelation and
autocovariance can be defined. The autocorrelation Rd describes the correlation of d(x
′)
with itself at a displacement of x,
Rd(x
′, x′ + x) = E{d(x′)d(x′ + x)}. (4.27)
Similarly, the autocovariance Kd describes the correlation of d(x
′) with itself at displace-
ment x relative to the expected values,
Kd(x
′, x′ + x) = E{∆d(x′)∆d(x′ + x)}. (4.28)
Its value on the diagonal (x = 0) is the variance of d(x). The system is simplified using the
assumption that the input and output can be treated as a ergodic, wide-sense stationary
(WSS) stochastic processes. Many random processes in detector systems are, or can be
approximated as such [28]. A random process is ergodic if every member of the process
carries with it the complete statistics of the whole process and the ensemble averages can
be determined equivalently from spatial averaging. The first requirement for ergodicity are
moments that are stationary in space. For a WSS process, the expected value, autocorre-
lation, and autocovariance are stationary. [46]. When stationary, Kd will depend on the
separation x but not on the position x′,
Kd(x
′, x′ + x) = Kd(x). (4.29)
31
The autocovariance is a complete description of the second order statistics of a WSS process
in the spatial domain [28]. In the spatial frequency domain an equally complete description
of the process is provided by the Wiener spectrum, or noise power spectrum (NPS), equal
to the Fourier transform of the autocovariance,
NPSd(u) = F{Kd(x)}. (4.30)
Thus, like the IRF and MTF of Sec. 4.2.2, the Kd and NPS are Fourier transform pairs.






∆d(x′)∆d(x′ + x) dx′. (4.31)












That is, the NPS of the system can be estimated by taking a finite spatial average over
X. The units of NPSd(u) are d
2 × x (d2x2 in two dimensions). The variance, expressed in
terms of the autocovarince,
σ2d = E{d(x)d(x)} − E{d(x)}E{d(x)}
= E{∆d(x)∆d(x)}
= Kd|x=0, (4.33)






Thus, the NPS is the spectral decomposition of the noise variance. Such a relationship
provides a link between the Rose model of Sec. 4.1 and the Fourier-based metrics.
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4.2.5 Detective quantum efficiency
The measured NPS from Sec. 4.2.4 will have a scaling particular to the system and its
parameters at the time of the measurement. For example, the pixel values reported in units
of digital numbers (DN) by a digital system are variable based on factors such as the the
pixel reset voltage or analog-to-digital conversion. This arbitrary scaling of noise makes it
difficult to compare performance system-to-system or even measurement-to-measurement.
However, the noise can be expressed in terms of the number of Poisson-distributed input
photons per unit area q̄ at each spatial frequency. In this way an absolute scaling of noise





The units of NEQ are that of q̄. Further, since the MTF describes signal in Fourier analysis
the SNR can be defined using the NEQ,
SNR2(q̄, u) = NEQ(q̄, u). (4.36)
By equating this definition of SNR to the Rose SNR from Sec 4.1, the NEQ can be inter-
preted as the effective number of Poisson-distributed x-ray quanta contributing to image
SNR, or alternatively the number of quanta required to produce identical image SNR as
an ideal detector. NEQ quantifies image quality on an absolute scale. In a final step, the
detective quantum efficiency (DQE) can be defined as the effective fraction of Poisson-









As such, DQE is measure of system performance rather than image quality. Independent of
q̄, it describes detector efficiency as a function of spatial frequency, taking into account the
complete signal and noise description of the system. The DQE at zero spatial frequency has
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an upper bound given by the combination of quantum efficiency and Swank noise [47, 48].
Swank noise is associated with the stochastic nature of competing mechanisms that occur
as an x-ray photon deposits energy in a medium. For a quantum efficiency η and Swank
factor As, the DQE(0) is given by,
DQE(0) = ηAs. (4.38)
4.3 Experimental methods
4.3.1 Pre-processing of raw image data
Digital detector readout noise is defined as any noise source that is independent of the
x-ray signal, and includes a pixel-level (spatial) dark-signal non-uniformity. Similarly,
there is a pixel-level photo-response non-uniformity which is a function of signal but not
stochastic. This detector fixed pattern noise (FPN) is a correlated noise with a spatial
structure that is unchanged in time from image-to-image. FPN can be corrected by dark
field subtraction and flat field correction. By averaging a sufficient number of dark field D
(no x-ray exposure) and flat field F (uniform x-ray exposure) frames, only the nonrandom
pixel-to-pixel dark current and gain variation FPN remains. A correction is applied by
offset removal and gain normalization at the pixel level,




where the subscript refers to the pixel value at location (i, j), C is the corrected image, R
is the raw image, and 〈 〉 is the two-dimensional mean operator. The first factor removes
the offset and the second factor normalizes the gain.
4.3.2 Signal transfer property
The sensitivity, or overall gain, of the detector is represented using the signal transfer
property (STP). The STP is expressed as the mean pixel value in an image of as a function
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of exposure. To be accurate, the exposure must be uniform over the chosen region-of-
interest and the FPN corrections must be applied. Exposure should be measured using a
calibrated ionization chamber. The linearity of the detector can be determined from the
STP by linear regression.
4.3.3 Determining MTF using the slanted-edge technique
In theory the MTF can be rapidly computed from the PSF using the discrete Fourier
transform (DFT). An experiment to determine an accurate representation of the PSF, on
the other hand, is not so narrowly defined [49]. For simplicity, the number of dimensions of




PSF(x, y′) dy′, (4.40)
In this way the MTF for the rows and columns of the detector can be determined separately,
MTF(u, 0) = F{LSF(x)}. (4.41)
In practice, implementing a narrow slit test device to measure the LSF requires high pre-
cision fabrication and sufficient x-ray exposure to generate image contrast. Alternatively,
a straight edge can be used to measure the detector edge-spread function (ESF). This
alleviates both challenges and the result can be related to the LSF simply,
d
dx
ESF(x) = LSF(x). (4.42)
A fundamental problem remains, which is the digital detector “false” response from aliasing
due to discrete under-sampling of signals (Sec. 4.2.3) [51]. This was originally overcome by
using a slanted slit which decreases the effective sampling pitch of the detector to eliminate
aliasing and provide a measurement of the pre-sampling MTF [52]. This method of using
some degree of angulation can be equivalently applied to the edge technique [53].
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The “slanted-edge technique” developed for this work is based on the method by Samei
et al. [54]. In this method a relatively x-ray opaque straight edge is slanted relative to the
rows (or columns) to determine the pre-sampling MTF (for brevity, referred to as “MTF”
from now on) along the columns (or rows). The experimentally acquired edge image was
used to calculate a sub-pixel sampled ESF from which the LSF is determined by finite
differences with a small correction [55], followed by the DFT to get the MTF. If pixels
are projected using the correct edge angle (Fig. 4.2) then the true continuous ESF of the
detector as a function of the distance s from the edge, ESF(s), is sampled by [54],
Ei,j =
∫
ESF(s)δ(s+ ip sin θ − jp cos θ) ds, (4.43)
where Ei,j are a set of discrete samples at sub-pixel locations s(i, j) = p(j cos θ − i sin θ)
from the edge.
Figure 4.2: Projection of all pixel values (two rows shown) along the edge to determine
the oversampled ESF. Adapted from [54].
To accurately determine the edge angle, the x-ray gray-scale image was converted to a
binary image using Canny edge detection, which denotes the edge transition in white and
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everything else in black. The Hough transform was then used to determine the parametric
representation of the edge line ρ = x cosφ+ y sinφ, where ρ is the distance from the origin
to the closest point on the line, and φ is the angle from the positive x-axis to that point.
A unit vector û defined by φ (i.e. perpendicular to the edge) was used to project all pixel
location vectors v = (i, j), vedge = v · û. The scalar projections vedge can then be used
to order all pixel values Ei,j into a one-dimensional oversampled edge profile along the
s-axis. The sample locations s are not uniform and will have a distribution based on the
pixel pitch, size of the array and edge angle. To create regular sampling for the DFT, Nk







Ei,jbin [s(i, j), k∆s] . (4.44)
The bins ESFk are smoothed using Savitzky-Golay filtering with a moving fourth-order






The method of local smoothing significantly reduces noise in the LSF without assuming
a functional form a priori (e.g. fitting an error-function to the ESF which forces the
MTF as a Gaussian function). A Hanning filter can be used on the LSF to reduce high
frequency noise content if necessary. The MTF was calculated by DFT and corrected for






In order to compare spatial resolution performance of the detector, two single-valued
figures-of-merit were used. The first was the spatial frequency at which the modulation, as
quantified by the MTF, degrades by 50%. The second was the full width at half maximum
(FWHM) of the LSF.
37
4.3.4 Determining NPS and DQE for digital detectors
The DQE of an LSI detector describes SNR transfer, or alternatively it describes the
equivalent quantum efficiency that an ideal detector would require to produce the same
image SNR as the detector under test. Using the result from Eq. 4.37 and the fact that






where u are the spatial frequencies, q̄ is the mean x-ray fluence incident at the detector
plane, and NPS(u) is the Wiener noise power spectrum. Given that a linear detector has
a mean pixel value d̄ related to the input by d̄ = q̄G, it is convenient for experiment to





where the incident x-ray fluence q̄ is given by the product of the measured exposure X and
the total x-ray fluence per unit exposure Q0. Without a spectrometer, Q0 can estimated
using calibrated semi-empirical models [35, 36, 56, 57, 58]. Exposure should be measured
at the detector plane using a calibrated dosimeter or ionization chamber.






where x0 = y0 is the pixel pitch in the (x, y) directions of the pixel plane, Nx and Ny are
the number of pixels, respectively, 〈 〉 denotes the expectation operator, and ∆d(i, j) is the
pixel value at location (i, j) with the expected value subtracted. Images are subdivided into
256-pixel × 256-pixel ROIs with 128 pixel overlap in the (x, y) directions to reduce noise.
A total of four million pixels are required by IEC standards [59] to ensure an accuracy of
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5%. To determine a one-dimensional cut of the NPS, 7 columns (or rows) on each side of
the central axis are averaged. To compare the experimental NPS to other detectors the





This section follows many of the IEC standard guidelines for determining the radiographic
DQE [59].
4.3.5 Verification of experimental methods
To verify the accuracy of the slanted-edge technique implementation (Sec. 4.3.3), first a
noiseless 250-pixel × 250-pixel edge image with a known five degree edge angle is considered
(Fig. 4.3a). A 10% transmission through the edge is assumed [54]. The edge was first
constructed using a 0.2 µm simulation pitch and then blurred by a 5 µm pixel sinc-function
MTF by multiplication in the Fourier-domain. Linear interpolation was then used to
construct the final image at p = 5 µm detector pixel pitch. The sub-pixel sampled ESF is
determined by projecting the image data along the edge, and a regular sub-pixel sampling
pitch is created by binning at 0.1p intervals. The expected ramp-function ESF is shown in
Fig. 4.3b before and after binning.
Naturally, no smoothing step after binning or Hanning filtering of the LSF is required to
reduce noise. It is shown that from the calculated MTF (Fig. 4.4a), that when the edge
angle is known exactly, the expected sinc-function MTF can be retrieved from the noiseless
image with high accuracy (Fig. 4.4b). Below the 100 cycles/mm Nyquist frequency of the
5 µm pixel pitch, the relative error in MTF from the slanted-edge technique compared to




Figure 4.3: (a) The constructed noiseless edge image. (b) The expected ramp-function
ESF from projecting all pixel values, and binning to a regular sampling pitch.
(a) (b)
Figure 4.4: (a) The sinc-function MTF retrieved from a noiseless image using the slanted-
edge technique. (b) The relative error of the slanted-edge technique compared to theoretical
prediction.
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In the slanted-edge technique image noise is amplified by finite differences when deter-
mining the LSF. To verify accuracy in this case, Poisson noise was added to the original
noiseless edge image (Fig. 4.5a). Again, the edge angle is known. The projected ESF has
noise first reduced by binning, again at 0.1p (Fig. 4.5b). Filtering to further reduce ESF
noise appears unnecessary in Fig. 4.6a, but not after noise is amplified by finite differences
(Fig. 4.6b). Before the DFT a Hanning filter is applied to the LSF with a window size of
512 µm which establishes a sampling rate of 1.95 cycles/mm and eliminates high frequency
content that is not associated with th edge transient. The MTF retrieved from the noisy
image is shown in Fig. 4.7a. It has fluctuations not present for the noiseless image, the
sampling rate has reduced by a quarter due to the Hanning window, and the relative error
compared to the theoretical prediction has increased to 7% below the Nyquist frequency
(Fig. 4.7b). By using the fact that the MTF is defined based on noiseless sinusoidal sig-
nal transfer, averaging a number of edge images to improve image SNR will significantly
improve the result.
Until now the edge angle has been assumed known. Fig. 4.8a shows that when deter-
mining an unknown edge angle, an error of ±0.1 degrees will begin to significantly affect
the MTF result for this size image. An example of MTF results from the slanted-edge




Figure 4.5: (a) The constructed 250-pixel × 250-pixel edge image with added Poisson
noise. (b) The expected ramp-function ESF from projecting all pixel values, and binning
to a regular sampling pitch.
(a) (b)
Figure 4.6: (a) The ESF after binning and smoothing. (b) The LSF before and after a
Hanning filter to reduce high frequency noise content not associated with the edge transient.
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(a) (b)
Figure 4.7: (a) The sinc-function MTF retrieved from an image with added Poisson noise
using the slanted-edge technique. (b) The relative error of the slanted-edge technique
compared to theoretical prediction.
(a) (b)
Figure 4.8: (a) Deviation of the MTF from the theoretical prediction due to error in edge





Photoconductors for x-ray imaging are selected based on a variety of criteria including
sensitivity, dark current, and fabrication constraints. Amorphous selenium (a-Se) is a pre-
ferred photoconductor in x-ray imaging because of its maturity [60], ability to be quickly
and easily deposited as a uniform thick film over large area at low substrate temperatures
(60 − 70◦C), good absorption efficiency for hard x-rays, and low dark current due to its
amorphous structure [61]. There has been active research to find potential x-ray photocon-
ductors to replace a-Se due to its relatively low x-ray sensitivity. Various polycrystalline
semiconductors such as CdZnTe [62], PbI2 [63] and HgI2 [64, 65, 66] can feasibly be de-
posited over large area. However, most of these photoconductors currently suffer from too
high dark current or not having sufficient charge collection efficiency, and in some cases
there are technological problems in manufacturing a uniform and homogeneous layer over a
large area [19]. Material properties of these photoconductors are summarized in Table. 5.1.
44
Table 5.1: Material properties of selected photoconductors [67]. †At 10 V/µm.
Photoconductor
Absorption depth 1/α









a-Se 149 50† 1014 − 1015 0.3× 10−6 − 10−5 10−6 − 6× 10−5
CdZnTe 81 5 1011 2× 10−4 3× 10−6
HgI2 91 5 4× 1013 10−5 − 10−4 10−6
PbI2 137 5 1011 − 1012 7× 10−8 2× 10−6
5.1 X-ray interactions
High Z photoconductors such as a-Se (Z = 34) primarily attenuate hard x-rays up to ≈ 100
keV through photoelectric interactions, as shown in Fig. 5.1a. When an x-ray photon is
absorbed in a photoconductive medium as a result of the photoelectric effect, an energetic
primary electron is ejected from an inner electron shell. The primary electron has a large
kinetic energy E−Ebinding, where E is the x-ray photon energy and Ebinding is the binding
energy of the electron (e.g. the K-shell binding energy, or K-edge, of a-Se is 12.66 keV). As
the energetic primary electron travels within the photoconductor it transfers kinetic energy
resulting in the local generation of many mobile electron-hole pairs. Additionally, the re-
absorption of fluorescent photons results in non-local transport of energy. A diagram of the
cross-section of a rudimentary a-Se detector is shown in Fig. 5.1b. It is a vertical structure
that consists of a photoconductor layer between bottom pixel electrodes and a common
top biasing electrode. Charge carriers are generated in the photoconductor bulk by x-rays
incident on the common electrode, and an applied electric field causes the carriers to drift
in opposite directions for collection. In this work, the higher mobility holes generated in




Figure 5.1: (a) The contributions to the total x-ray attenuation coefficient of a-Se. Calcu-
lated using [68]. (b) A schematic of the cross-section of a rudimentary a-Se detector. The
vertical structure consists of the a-Se photoconductor, bottom pixel electrodes (aluminum
in this case), and a common top electrode (gold in this case).
5.2 Sensitivity
Photoconductor sensitivity is a measure of the overall conversion efficiency of incident
radiation energy to charge stored on the pixel storage capacitance, and depends on three
stages: (1) attenuation, (2) conversion gain, and (3) charge collection. First, the incident
x-ray beam is attenuated by a fraction given by the quantum efficiency, which can be
determined using Eq. 2.1,
η = 1− e−α(E)L, (5.1)
where L is the photoconductor thickness. For high quantum efficiency the photoconductor
thickness should be much larger than the attenuation depth, L 1/α(E). Figure 5.2 shows
the attenuation coefficient as a function of energy for a selection of photoconductors. In
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comparison to a-Se, the higher Z polycrystalline photoconductors have the advantage of
superior quantum efficiency at energies greater than 30 keV. For each attenuated photon
of energy E an amount of energy Eabs = (αen/α)E is absorbed, where αen is the energy
absorption coefficient.
The second stage is the conversion of the absorbed energy to electron-hole pairs. The
number of electron-hole pairs Eabs/W± is determined using the conversion factor W± re-
ferred to as the electron-hole pair creation energy. For many crystalline semiconductors
W± is proportional to the band gap Eg, as given by the Klein rule W± ≈ 3Eg [69], result-
ing in narrow band gap photoconductors having higher sensitivity, but also higher thermal
generation of carriers. The W± of low-mobility solids such as a-Se are an exception to the
Klein rule, with inverse dependence on applied electric field F [70, 71],




where W 0± is the intrinsic electron-hole pair creation energy, and B is a constant. The
W 0± is 6 eV, B is weakly dependent on x-ray energy, and for the energy range 20–40 keV,
B ≈ 4.4×102 eV V µm−1. The standard electric field range is 10–20 V/µm. Consequently,
the value of W± varies between 28–50 eV. In comparison, the polycrystalline alternatives
have much smaller W± (Table 5.1). While smaller W± is an advantage due to generating
more electron-hole pairs from the absorbed photon energy, these charge carriers must still
be collected in the final stage.
As shown in Fig. 3.5b, the electrons and holes will drift in opposite directions to their
respective electrodes. The drift range is given by s = µτF , where µ is the drift mobility,
and τ is the lifetime (i.e. the mean time before the carrier is captured in a trap state).
Despite the relevant large area polycrystalline photoconductors benefiting from having
higher quantum efficiency and a lower W± than a-Se, they do not currently have high charge
collection efficiency for both charge carriers at an electric field that results in sufficiently
low dark current [19]. As a result, the sensitivity of these photoconductors in terms of
charge carriers collected per unit exposure may not simply be better.
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Figure 5.2: Comparison of x-ray attenuation coefficients for Si (Z = 14), CdTe (Z = 48, 52),
HgI2 (Z = 80, 53), and a-Se (Z = 34). Calculated using [37].
5.3 Dark current
For direct conversion detectors dark current is typically attributed to: (1) thermal genera-
tion of charge carriers, and (2) injection of charge carriers from the biasing electrodes. High
dark current is undesirable in a detector, it increases noise and restricts dynamic range by
accumulating charge on the pixel storage capacitance. For a-Se, thermally generated charge
carriers in the bulk is negligible due to the large mobility gap (2.2 eV) [72]. The dominant
source of dark current is then the injection of charge carriers from the electrodes [72, 73].
Unchecked injection dark current is proportional to exposure and may be difficult to cor-
rect at the pixel level [19, 74]. The dark current of a-Se may be suppressed significantly
using blocking layers added to the detector structure between the photoconductor and the
electrodes [75]. Alternatively, the biasing field can be kept below the typical 10-20 V/µm
at the cost of lower sensitivity (Sec. 5.2). This approach is used in this work.
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5.4 Cascaded systems analysis
The relationship between x-ray interactions with a-Se and the Fourier-based metrics of
Sec. 4.2 can be investigated using cascaded-systems analysis, where the detector is modeled
as a cascade of elementary physical processes [26, 27]. A series-parallel linear cascade model
is typically used to define the signal and noise paths in direct and indirect detectors [29,
30, 76, 77, 78, 79].
Figure 5.3: The relative energy deposition by the photoelectric effect and Compton scat-
tering. The photoelectric effect includes energy absorbed locally from the primary photo-
electron, and non-locally by re-absorbed K-fluorescence. Calculated using [21, 37, 80, 81].
Based on the comparison of relative energy deposition in Fig. 5.3, the majority of en-
ergy deposited during the attenuating process in a-Se is due to the K-shell photoelectric
effect and associated re-absorption of K-fluorescent photons [21, 80, 81]. The signal and
noise paths designed based on the energetic photoelectron and Kα,β transitions are shown
in Fig. 5.4. The input x-ray Poisson statistics can be calculated using a calibrated semi-
empirical spectrum model [35, 36, 56, 57, 58]. The first stage of the cascade is a binomial
selection attenuation process of incident photons based on the quantum efficiency of the
a-Se layer. If a photon is attenuated there are two possible outcomes: (1) Probability
1 − PKωKL that no K fluorescence occurs, and all the photon energy is assumed to be
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deposited locally by a photoelectron (branch A). (2) Probably PKωKL for a K-shell pho-
toelectric interaction and K-fluorescence production. The photoelectron deposits energy
locally (branch B) and the Kα or Kβ photon has a probability fk of re-absorption (branch
C). The cascade model parameters are found in Table. 5.2. For the path of each branch,
signal and noise transfer equations are defined for the gain, deterministic blurring, and
stochastic blurring type stages [26, 27]. Gain stages include attenuation, a-Se conversion
gain, and charge collection efficiency. The attenuation stage is governed by the quantum
efficiency (Eq. 5.1). For each attenuated photon of energy E, the conversion gain gbranch











for K-shell binding energy EK and electron-hole pair creation energy W±. In re-absorption
of K-fluorescent photons the mean energy of the Kα and Kβ photons is used. For the
subsequent stochastic blurring stages, analytical equations for the MTF in these cases have
been developed [21]. Finally, charge collection efficiency under applied bias is governed by











The stages are combined using their probability of occurrence as weighting factors. K-
fluorescence branches B and C are correlated because they originate from the same photon
interaction and so an additional cross-correlation term must also be added to the NPS [76].
The readout stages include deterministic blurring from the extent of the pixel aperture,
noise aliasing from under-sampling (Sec. 4.2.3), and a final additive white readout noise
that is independent of input signal. For noise aliasing, ten Nyquist frequency spans were
considered.
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Figure 5.4: A series-parallel cascaded systems model for the a-Se/CMOS detector. The
mean input quanta (q0) and Wiener NPS (NPS0) are determined from x-ray Poisson statis-
tics. After attenuation, there is a probability of a K-shell photoelectric interaction and
K-fluorescent photon production. If it does not occur, it is assumed the x-ray energy is
deposited locally by a photoelectron (branch A). If K-fluorescent photon is produced, the
incident x-ray energy minus the K-shell binding is deposited locally by a photoelectron
(branch B), and there is also a probability for re-absorption of the K-fluorescent photon
(branch C).
Table 5.2: K-shell photoelectric effect interaction properties for a-Se.
Parameter Value
a-Se Density (g/cm3) 4.4
K-edge energy EK (keV) 12.66
Kα photon energy Ekα (keV) 11.21
Kβ photon energy Ekβ (keV) 12.50
K-shell participation fraction PK 0.864




The PITA project was a collaboration with Teledyne DALSA Inc. to develop a process for
integrating a-Se with a CMOS readout integrated circuit (ROIC) for high spatial resolution
clinical x-ray imaging in the conventional absorption-contrast paradigm. A 25 µm pixel
size was selected based on Monte Carlo studies by Hajdok et al. indicating that at the
higher x-ray energies of clinical radiography and CT, 20 µm is the pixel size below which
no further increase in spatial resolution is achieved [14]. Additionally, it was half the pixel
size of the best in class a-Se detector by Varian Medical Systems Inc. [83].
The provided CMOS ROIC was a 3T APS with with 640-pixel × 640-pixel imaging
array at 25 µm pixel pitch. The field of view was 1.6×1.6 cm2 and the physical die size was
2 × 2 cm2. The spatial resolution performance characterization of the detector included
measuring the MTF and acquiring conventional absorption-contrast radiography images.
This work is summarized in [22].
6.1 Back-end processing of the CMOS ROIC
For integration with the a-Se photoconductor, the scratch protection dielectric and oxide
passivation layers on the CMOS surface were specified to be patterned at the foundry to
allow direct contact to the aluminum pixel pads. A micrograph of both a partial and
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blanket etch of these layers is shown in Fig. 6.1a. The partial etch was chosen to protect
the lower CMOS layers. Back-end processing of the CMOS ROIC was implemented at the
Giga-to-Nanoelectronics Center at the University of Waterloo. Process stages for vertical
integration of the hybrid semiconductor detector are as follows:
1. A 1–2 µm thick polyimide (PI) layer was spin-coated onto the ROIC surface as a
mechanical stabilization, or buffer, layer, using HD Microsystems PI-2600 polyimide
precursors and VM-651 adhesion promoter. The imidization process and solvent
evaporation was completed using a 25–350◦C hot-plate temperature ramp without
damage to the CMOS.
2. Spin-coating covers the entire ROIC surface, including bond pads used for signals
and power. Etching the PI layer to open the bond pads was completed using a
chromium etch-stop deposited using e-beam physical vapor deposition and oxygen
plasma reactive ion etching.
3. The a-Se layer was deposited using thermal physical vapor deposition. Process detail
for a-Se is covered in Sec. 6.1.1.
4. A gold (Au) layer was thermally evaporated as a high voltage biasing electrode for
the a-Se photoconductor. The chamber was evacuated to 4 × 10−6 torr and the
deposition rate was 0.2 Å/s to not damage the a-Se film.
A cross-section of buffered and un-buffered detector configurations are shown in Fig. 6.1.
53
(a) (b) (c)
Figure 6.1: (a) A micrograph of the blanket etched (left), and partially etched (right)
passivation layers above the pixel pads on the CMOS surface. (b) A schematic diagram
of the a-Se/CMOS detector cross-section. (c) A schematic diagram of the a-Se/PI/CMOS
detector cross-section.
6.1.1 Physical vapor deposition of amorphous selenium
The direct deposition of a-Se onto the ROIC surface was performed using thermal evap-
oration under high vacuum. In this technique the material to be deposited is evaporated
from a resistive source boat which is heated using a large current. The vacuum chamber of
the dedicated a-Se thermal evaporator at the Giga-to-Nanoelectronics Center, University
of Waterloo, is shown in Fig. 6.2a. This system has a rotating platen and chuck to hold
the substrate at the top of the chamber, and an evaporation boat located at the bottom of
the chamber. The constant rotation during film deposition improves film uniformity. Two
shutters, one at the boat and one at the substrate, shield the substrate until the desired





Figure 6.2: (a) The dedicated thermal evaporator for a-Se at the Giga-to-Nanoelectronics
center, University of Waterloo. (b) Indium-tin-oxide (ITO) glass before (bottom) and after
(top) a-Se deposition (c) An a-Se film profile using a Dektak 8 stylus profilometer.
Electronics-grade a-Se is alloyed with arsenic (order 0.1%) to prevent crystallization.
A consequence of alloying a-Se with arsenic (As) is degradation of hole transport. The
solution is doping with chlorine (Cl) on the order of parts-per-million (ppm) for enhanced
hole transport. The result is an a-Se material with both increased stability and hole
transport properties. Such a composition is referred to as stabilized a-Se. The source
material used in this work was pellets with the composition 99.8% Se, 0.2% As2Se3, and
10 ppm Cl.
The chamber was evacuated to 10−8 torr before ramping the substrate temperature to
65◦C, above the glass transition temperature of pure a-Se. This temperature allows the
a-Se material structure to shift into a quasi-stable state, with stable current-voltage char-
acteristics and resilience to thermal degradation [84]. After ramping the boat temperature
and achieving the desired stable deposition rate the working pressure was 10−6 torr. The
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shutters were then opened and film thickness was monitored using a quartz crystal. The
carrier transport properties of films prepared using this process have been characterized
and meet the standard for electronics-grade a-Se [85]. An example film on a glass substrate
is shown in Fig 6.2b. Verification of the film profile and thickness was done using a Dektak
8 stylus profilometer (Fig. 6.2c).
The CMOS was not coated at the wafer-scale but instead the individual ROICs are
provided as loose dice, which allows for higher flexibility but increases the difficulty of
handling. To pattern the a-Se film a shadow mask was designed based on the ROIC
mechanical specifications and dicing tolerances. In general, a shadow mask has a windowed
area in a desired location so that evaporated material can reach the substrate for film
formation, and a shadowed area where the film is undesired. The uncoated PITA ROIC
and a corresponding shadow mask is shown in Figure 6.3a and 6.3b, respectively. To provide
film alignment and ease of handling of loose dice, the shadow masks where designed with a
recess. The ROIC dimensions vary due to dicing tolerances and the recess dimensions must
accommodate the largest case, which results in significant alignment error for the smaller
ROICs. The mask set was designed to take into account the alignment error and ensure
that all films overlap by reducing the windowed area as films are sequentially coated.
(a) (b)
Figure 6.3: (a) An uncoated PITA ROIC. The die size was 2×2 cm2. (b) A steel shadow
mask example (CNC-machined). There are five recesses, each with a window for coating
the pixel array area, and a shadowed area for protecting the bond pads.
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6.1.2 A first prototype detector
The prototype detector had a 1.6 µm PI layer, 92 µm a-Se layer, and a 50 nm Au layer.
The a-Se layer thickness was limited only by the size of the evaporation boat and cor-
responding process window. A scanning electron microscopy (SEM) cross-section, shown
in Figure 6.4a, was used to verify continuous and conformal CMOS/PI/a-Se interfaces.
After packaging and wire bonding, a high voltage connection was made by first creating
an ultra-violet-cure insulating epoxy bridge from unused pins in the package to the Au
electrode. To create an electrical connection Au epoxy was run along the bridge. Two
high voltage connections were made to verify conductivity. The detector was operated in
hole collection mode (i.e. a positive voltage on the Au electrode) at electric fields < 10
V/µm to manage dark current and high voltage arcing. The assembled prototype detector
is shown in Figure 6.4b.
(a) (b)
Figure 6.4: (a) SEM cross-section image of the CMOS/PI/a-Se interfaces at the non-
contact pixel region (left) and pixel-contact region (right). (b) The assembled prototype
PITA detector. Two high voltage (HV) connections were made from the package to the
Au electrode, and potting materials were used to prevent HV arcing/breakdown. What
appears to be a surface feature on the Au layer is the reflection of the camera.
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6.2 Spatial resolution characterization
6.2.1 Materials and methods
X-ray source
The x-ray source was located at Teledyne DALSA Inc. headquarters. It comprised a
Quantum Q-Vision QGV-50 generator, Varian R10-T140V tube, and integrated Progeny
MC150 R40-M-P manual collimator. The beam quality used was 40 kV with 2.7 mm Al
inherent filtration. X-ray exposure was verified to be linear for a one second exposure in
the 100–400 mA tube current range using a Fluke 10110AT dosimeter. Using a linear fit it
was found that at a distance of 27 cm form the x-ray source focal spot the exposure obeys,
X = 0.006 mR mAs−1.
Signal transfer property
The detector was located 75 cm from the focal spot and the frame integration time was a
constant 120 µs. The calibrated x-ray exposure from the x-ray source was corrected by the
dimensionless factor (27 cm/75 cm)2 using the inverse-square law for exposure fall-off with
distance from the focal spot. Dark- and open-field images were taken at tube currents 100,
200, 320, and 400 mA, corresponding to an 8.96–44.80 mR exposure range. Offset and
gain correction was performed and the pixel response was averaged in a 130 × 350 pixel
region-of-interest (ROI). The mean pixel value of the ROI from three frames was averaged
for each exposure. The STP measured was performance at two a-Se electric fields, 6.5
V/µm and 8.7 V/µm.
Modulation transfer function
The slanted-edge technique (Sec. 4.3.3) was used to measure the MTF. The edge-image was
acquired using 0.5 cm × 1 cm × 3 cm machine cut tungsten (provided by Teledyne DALSA
Inc.) placed across the detector package surface which lies 1 mm above the detector. To
minimize geometric unsharpness the detector was located at a 75 cm distance from the
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focal spot. A bin size of 0.2p for pixel pitch p was chosen as a balance between noise
and sampling frequency followed by fourth-order Savitzky-Golay filtering using gaussian
weighting with a window size of 11. No further processing was required after determining
the LSF.
To compare the predicted and experimental MTF the x-ray spectrum was modeled using
the SpekCalc software package [57, 58]. A 40 kV tube voltage and 2.7 mm Al filtration
resulted in a mean spectral energy of approximately Em = 28 keV, which was used as a
pseudo-equivalent monoenergetic beam.
In addition to the x-ray processes in a-Se (Sec. 5.1), charge carrier trapping in the
a-Se bulk and pixel-side blocking layer are additional sources of blur that have been in-
vestigated [17, 86]. The a-Se layer of the detector was relatively thin at L = 92 µm, so
despite the low 6.5 V/µm biasing field the mean charge carrier schubweg (distance traveled
between deep trapping events),
sp = µpτpF = 794 µm L, and (6.1)
sn = µnτnF = 288 µm L, (6.2)
for holes and electrons, respectively (calculated from [85]), was sufficient to avoid significant
carrier trapping in the a-Se bulk. Abbasazadeh et al. [87] used PI as hole blocking layer
at higher electric fields (> 10 V/µm) and demonstrated that electron build-up at the a-
Se/PI interface at 35 V/µm is insignificant in that any decrease in photocurrent over time
is indistinguishable from that of an a-Se detector lacking a blocking layer [75]. Due to
poor charge conduction at the low operating field (6.5 V/µm) used when acquiring the
edge-image, hole build-up at the a-Se/polyimide interface was enhanced as possible source
of blurring. Hunter et al. [88] has previously described the MTF for carrier trapping at
interface states between a-Se and blocking layers,
MTFb(u, v) =
(L+ l)2 sinh(2πuL) sinh(2πvL)
L2 sin[2πu(L+ l)] sin[2πv(L+ l)]
, (6.3)
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where l is the thickness of the polyimide layer, L is the thickness of a-Se, and (u, v) are
the spatial frequencies. The pre-sampling MTF of the detector for a pixel aperture a and
is then given by,
MTFpre(u, v; a) = MTFSe(u, v;Em, L)MTFb(u, v; l, L)× |sinc(u, v; a)|, (6.4)
where MTFSe is a weighted sum of the a-Se photoelectron MTF and K-fluorescence MTF,
based on relative energy deposition. MTFSe could be predicted simply using the methods
of Que et al. [21] without the need for cascaded systems analysis. Incident x-ray obliquity
was determined an insignificant source of blurring in advance, which can be understood
by considering the relatively low mean x-ray energy and small 0.6◦ angle subtended by the
detector field of view.
6.2.2 Results
Signal transfer property
Regression analysis showed that for both a-Se electric fields, 6.5 V/µm and 8.7 V/µm, the
measured data could be described accurately by a linear fit with a coefficient of determi-
nation of 0.9996 and 0.9998, respectively (Fig. 6.5). The change in STP gain with applied
electric field was consistent with the electric field dependence of a-Se x-ray conversion gain
W±. From Eq. 5.2, W± equals 73.7 eV and 56.6 eV for 6.5 V/µm and 8.7 V/µm, respec-
tively. The ratio of the experimental STP, 48.77/36.09 = 1.35, was within 4% relative
error of the ratio of the electron-hole pair creation energy, (73.7 eV)/(56.6 eV) = 1.30.
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Figure 6.5: The STP measured at two applied biasing voltages. The sensitivity is inversely
proportional to the electric field in a-Se.
Modulation transfer function
The acquired edge image cropped to a 256-pixel × 58-pixel ROI is shown in Fig. 6.6a.
Following from Sec. 4.3.3, the edge line was isolated using Canny edge detection (Fig. 6.6b)
and the Hough transform gave a parametric representation of the edge line with an angle
of 6.33◦. The projection of pixel positions along the edge gave the ESF shown in Fig. 6.7a.
The LSF determined from finite differences (Fig. 6.7b) had a FWHM of 24 µm. After
DFT, the resulting MTF is shown in Fig. 6.7c and drops to 40% at the Nyquist frequency
fN = 20 cycles/mm.
(a) (b)
Figure 6.6: (a) The edge image acquired using a tungsten edge. (b) The edge image




Figure 6.7: (a) The experimental ESF. (b) The experimental LSF with 24 µm FWHM.
(c) The experimental MTF and the monoenergetic MTF model with and without blurring
due to carrier build-up at the a-Se/PI interface.
It was predicted that at the 28 keV mean spectral energy, 82% of absorbed energy
in a-Se was due to the primary photoelectron. However, for this relatively low energy,
the MTF associated with the primary photoelectron degrades by 50% only after a large
223 cycles/mm spatial frequency span, well beyond fN , and is insignificant to the overall
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detector MTF. The remaining 18% of absorbed energy is due to the re-absorption of K-
fluorescent photons and is the main source blurring due to x-ray interactions (50% MTF
at 8 cycles/mm).
Blurring due to x-ray interactions, specifically K-fluorescence re-absorption, and the
extent of the pixel aperture are not sufficient to explain the measured MTF, as seen
in Fig. 6.7c. Using the assumption of charge trapping at the a-Se/polyimide interface
(Eq. 6.3), the experimental and predicted MTF were in closer agreement (Figure 6.7c).
Absorption-contrast imaging
As a qualitative demonstration of spatial resolution performance, images of an aortic stent
in a glass vial (Figure 6.8a), and animal jaw (Figure 6.8b) were acquired using the prototype
detector. A stent is a medical device, constructed as a small mesh tube, used to treat
narrow or weak arteries in interventional radiology. Object features down to 25–50 µm are
well defined.
(a) (b)
Figure 6.8: (a) The image of an aortic stent with 25–50 µm wire diameter. (b) The image
of animal teeth and jaw bone.
6.2.3 Discussion
The detector STP was shown linear and consistent with change in a-Se electric field over
a 8.96–44.80 mR exposure range. Spatial resolution was characterized by a LSF with 24
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µm FWHM and 40% MTF at Nyquist frequency. A similar MTF was obtained by Hunter
et al. [88] for a 200 µm a-Se layer deposited onto a slot-scanning CCD prototype with 1
mm × 25 µm pixels.
A monoenergetic MTF at the mean spectral energy was used to predict the experimental
outcome. The predicted MTF was higher than the measured MTF, something that could
be explained by additional blurring due to trapping at interface states between a-Se and
PI that was exacerbated by poor conduction at the 6.5 V/µm operating field. PI-buffered
versus un-buffered substrate conditions demonstrate a reduction in the onset of photo-
crystallization [89] and photo-darkening [90]. Details of detector lifetime on buffered vs. un-
buffered substrates was not the primary motivation of this work and will not be discussed
further. In fact, the PI layer was omitted in subsequent detectors for reasons specific to
those projects.
Finally, conventional absorption-contrast radiography was used to show that object




The in-house designed CMOS ROIC designated AM2 was developed to continue the char-
acterization of hybrid a-Se/CMOS detectors for application to phase-contrast x-ray imag-
ing [23, 24, 91]. The pixel size was reduced to 5.6 µm in order to verify the inherent spatial
resolution of a-Se, as well as to compete with the high spatial resolution CCD detectors
traditionally used to acquire propagation-based phase-contrast images [32, 92, 93, 94]. In
addition to spatial resolution, noise performance was to be analyzed. Finally, a microfocus
x-ray source was installed for the necessary spatial resolution and lateral spatial coherence
length to visualize propagation-based edge-enhancement.
The ROIC comprised four imaging arrays, including the 5.6 µm × 6.25 µm 3T APS
used in this work. The array size was 32 × 32 pixels, the physical die size was 1.8 mm ×
3.0 mm, and the readout noise was approximately 100 electrons RMS [23].
7.1 Back-end processing of the CMOS ROIC
Details of the CMOS ROIC back-end processing are described in Sec. 6.1. The AM2
detector omitted the polyimide buffer layer as the spin-coating and etching requirements
on such as small 1.8 mm × 3.0 mm die were beyond our micro-fabrication capability and
the overall detector yield was already affected by the additional handling and packaging
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challenges. A continuous 56 µm a-Se layer was deposited in a large area over all four
arrays to allow shrinking of the gold layer to ensure overlap, as well as provide an area for
the high voltage biasing connections. The die after a-Se deposition is shown in Fig. 7.1a.
A 30 nm gold layer was deposited as the biasing electrode, also covering all four arrays
(Fig. 7.1b). Visible defects at the film edges are due to unavoidable flaws in the shadow
masks, and the gold layer can also be affected by asymmetry due to a stationary substrate
during deposition.
After the depositions, the die was fixed in a ceramic package using silver paste and
aluminum wedge wire-bonding at 30◦C was used to prevent a-Se crystallization. High
voltage biasing of the a-Se layer was initially provided by two wire bonds which were used
to verify conductivity. A packaged die is shown in Fig. 7.1b. The biasing wire bonds were
determined unreliable and also damaged the surface of a-Se, so an external probe was used
to contact the gold electrode as an alternative (Fig. 7.2b).
(a) (b)
Figure 7.1: (a) The AM2 die after a-Se deposition. (b) The AM2 die after gold (Au)
deposition and packaging. Two wire-bonds to the surface of the Au layer are used to verify
conductivity and supply the high voltage (HV) bias.
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7.2 Signal and noise performance characterization
7.2.1 Materials and methods
Imaging apparatus
The imaging system is shown in Fig. 7.2b. The detector is fixed at the bottom of a
vertical shielded cabinet. X-rays are generated from the top of the cabinet using a SR-115
clinical radiography source (Source-Ray, Inc.). Geometric unsharpness from the cone-beam
geometry is shown in Fig. 7.2a. The x-ray tube stationary tungsten anode had a 1 mm
focal spot size. Tube potential could vary between 40 and 100 kV. Tube current was a
constant 15 mA, and the maximum exposure time was 4 seconds, or 60 mAs.
(a)
(b)
Figure 7.2: (a) A schematic of the cone-beam imaging geometry (black dashed lines) includ-
ing the x-ray source focal spot (S), object (O), detector (D), and geometric unsharpness
or penumbral blurring (red dashed lines). A large focal spot size can cause penumbral
blurring larger than the pixel size, even at low magnification. (b) The imaging system is
comprised of the detector power supply unit (PSU), high voltage (HV) PSU, probe for
biasing a-Se, radiography source with 1 mm focal spot, and the AM2 detector prototype.
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Signal transfer property
The detector was operated with a 313 V bias on the gold electrode resulting in an a-Se
electric field of 5.6 V/µm and electron-hole pair creation energy of W± = 84 eV. Because
of the fixed tube current, x-ray exposure could only be increased by either decreasing
the source-to-detector distance or increasing the integration time. Because of the delicate
placement of the biasing probe tip on the gold electrode (Fig. 7.2b) and lack of vertical
adjustment/alignment, a variable integration time was the only option. For each exposure,
pixel values are temporally averaged using a series of offset and gain corrected frames. The
mean frame value is then determined by spatial averaging, excluding pixels in the first and
last row and column, which are used to collect excess signal generated in a-Se beyond the
pixel array area.
Modulation transfer function
To verify that the slanted-edge technique (Sec. 4.3.3) could produce an accurate MTF using
the 28-pixel × 28-pixel array, a simulated image was constructed with 12 degree edge angle,
5.6 µm pixel blurring, and Poisson noise. If accurate, the slanted-edge technique should
return the corresponding Fourier-domain pixel sinc-function.
The experimental edge image was acquired using a 5.6 V/µm biasing field and a 70
kV tube potential. An x-ray opaque edge of rectangular machine cut lead was aligned at
an angle to determine the MTF along the 5.6 µm pixel pitch direction. The lead edge
is positioned at the maximum available source-to-object distance of z1 = 46 cm, and
the minimum object-to-detector distance of z2 = 0.5 cm by resting it on the detector
package just above the wire bonds, in an attempt to minimize geometric unsharpness. The
geometric magnification of this configuration is M = 1.01, and the MTF of this blurring
for a focal spot size σf can be modeled using [95],











To characterize beam quality the HVL was measured by adding 0.5 mm and 1 mm high
purity Al sheets. The HVL was used to adjust the semi-empirical spectrum model [35] for
accurate determination of the number of input quanta per unit exposure. Exposure was
measured using a Solidose 300 with R100 solid-state detector. Finally, due to the small
size of the pixel array, the NPS was calculated using a single 28-pixel × 28-pixel ROI.
7.2.2 Results
The x-ray source HVL was measured to characterize beam quality. At 70 kV, the x-
ray exposure decreased to half with 3.12 mm of added Al (Fig. 7.3a). The slope on a
semi-log plot is not linear because of beam hardening. The HVL-adjusted semi-empirical
spectrum model [35] had a mean energy of 41.4 keV and fluence per unit exposure of
1.83×108 quanta mm−2 R−1 (Fig. 7.3b). The measured STP at 50 kV is shown in Fig. 7.4
and is linear over two orders of magnitude of exposure, 4.8–120 mR.
(a) (b)
Figure 7.3: (a) The experimental HVL measured using added aluminum (Al) filtration.
(b) The HVL-calibrated semi-empirical spectrum model.
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Figure 7.4: (a) The experimental STP measured at 50 kV is linear over two orders of
magnitude of exposure.
The slanted-edge technique was verified using a simulated image constructed with 12
degree angle, 5.6 µm pixel blurring, and Poisson noise (Fig. 7.5a). In Fig. 7.5b the slanted-
edge MTF is compared to the ideal Fourier-domain pixel sinc-function.
The ESF for the detector prototype (Fig. 7.6b) is generated from an experimental edge
image (Fig. 7.6a) with 15.9 degree angle, similar to the angle used in the simulated image.
The LSF (Fig. 7.7a) was determined to have a FWHM of 13.4 µm and the MTF (Fig. 7.7b)
is demonstrated to degrade by 50% at 32 cycles/mm spatial frequency, corresponding to
a 16-µm half-cycle. The experimental MTF does not agree with the theoretical prediction
in Fig. 7.7b when photoelectron transport, K-fluorescence re-absorption, and the pixel
aperture blurring are taken into account. The relatively large 1 mm focal spot and confined
source-to-object distance z1 = 46 cm results in 9.9 µm of penumbral blurring in the object
plane. However, with this contribution from geometric unsharpness taken into account,




Figure 7.5: (a) The simulated 28-pixel × 28-pixel edge image. (b) The slanted-edge tech-
nique verified using the simulated edge image.
(a)
(b)
Figure 7.6: (a) The experimental edge image taken at 70 kV. (b) The experimental ESF
normalized to one in the open region.
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(a) (b)
Figure 7.7: (a) The experimental LSF normalized to one at its peak value. The Hamming
window suppresses a small amount of noise. (b) The experimental MTF compared to the
prediction with and without adjustment for focal spot blurring.
(a) (b)
Figure 7.8: (a) The experimental NNPS at 70 kV. (b) The experimental DQE at 70 kV.
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The NNPS for 70 kV is shown in Fig. 7.8a. Agreement with the NNPS prediction using
the characterized beam quality was worst at low spatial frequencies. The experimental
DQE was lower than predicted at high spatial frequencies due to geometric unsharpness,
but it also has significant low spatial frequency error resulting in a DQE values higher than
the detector quantum efficiency of 0.20, even when adjusted for Swank noise (Fig. 7.8b).
7.2.3 Discussion
The slanted-edge technique was verified for the 28-pixel × 28-pixel array. Despite this, the
experimental MTF was significantly lower than predicted. The discrepancy was determined
to be due to the large 9.9 µm penumbral blurring at the object plane. The adjusted
prediction using the MTF for geometric unsharpness was much closer in agreement. This
suggests an expected improvement in experimental MTF by moving to a small focal spot
microfocus source and/or changing the imaging geometry. The remaining deviation in
experimental and predicted MTF after adjustment for geometric unsharpness could be
from the fact that only the nominal focal spot size is known, the focal spot may not be
symmetric, and/or it may not be exactly Gaussian in shape.
The low-frequency error in experimental NNPS is because of the small ROI size. When
sampling a limited set of pixels for noise fluctuations there cannot be a good representation
of the lowest frequencies, which can only be appreciated with a sufficiently large ROI size.
The discrepancy in DQE was then the combination of artificially low measured SNR at low
spatial frequencies and the geometric unsharpness at high spatial frequencies, compounded
by the fact that the MTF is squared in the DQE calculation.
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7.3 Edge-enhancement using simple object geometries
7.3.1 Materials and methods
Imaging apparatus
The imaging system is shown in Fig. 7.9b. The microfocus x-ray source PXS5-927-LV from
Thermo Fisher Scientific was operated at 60 kV and 0.134 mA, resulting in a 9 µm focal
spot. The source, detector, and linear stage were mounted to an optics rail. The MT1/M-
Z8 linear servo stage (Thor Labs Inc.) for lateral object alignment had a minimum 0.05
µm incremental movement, maximum 2.3 mm/s velocity, and 25 mm travel range.
(a)
(b)
Figure 7.9: (a) Schematic of the cone-beam imaging geometry (black dashed lines) includ-
ing the microfocus focal spot (S), object (O), detector (D), and geometric unsharpness
or penumbral blurring (green dashed lines). (b) The imaging system comprised detector
power supply unit (PSU), high voltage (HV) PSU, X-ray PSU, microfocus source, linear
stage, and the AM2 detector prototype.
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Phase-contrast imaging
The simple object geometry was a rectangular piece of 3-mm thick Poly(methyl methacry-
late), or PMMA. The air-PPMA boundary could be rapidly located using the high frame
rate of the CMOS ROIC. The object was scanned laterally at a constant velocity using
the linear stage. Frame integration was continuous so motion artifacts occur. However the
edge locations and edge-enhancement were clear (Fig. 7.10). Using the edge frame number
and the constant stage velocity, the edge was located. The edge itself and surrounding area
was imaged by tiling/stitching images together. The source-to-object distance was fixed
at z1 = 18 cm to ensure sufficient lateral spatial coherence length for propagation-based
edge-enhancement. An integration time of 50 ms and the mean of 100 images were used
for each tile.
Figure 7.10: Continuous frame integration while the object is scanned laterally to locate
the air-PMMA boundary for tiled/stitched imaging.
7.3.2 Results and Discussion
The rectangular geometry PMMA object is shown in Fig. 7.11c. Two magnifications for
the tiled images were used: (1) z2 = 2 cm (M = 1.11) in Fig. 7.11a, and (2) z2 = 8 cm
(M = 1.44) in Fig. 7.11b. In both cases edge-enhancement is visible at the air-PMMA
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boundary, with a bright/dark fringe width proportional to geometric magnification. The




Figure 7.11: (a) Tiled image of the air-PPMA boundary for M = 1.11. (b) Tiled image of
the air-PMMA boundary for M = 1.44. (c) The 3-mm thick Poly(methyl methacrylate),




LIBRA is a distillation of the large imaging area of PITA (Ch. 6), and sub-10 µm pixel
pitch of AM2 (Ch. 7). This iteration of hybrid a-Se/CMOS detectors, in collaboration with
KA Imaging Inc., uses a one-megapixel array at 7.8 µm pixel pitch. Characterization of
signal and noise performance was to be carried out using a microfocus source, facilitated by
the scaling to large area. Scaling the imaging area was also, in part, to test the feasibility
of commercialization of this technology.
8.1 Back-end processing of the CMOS ROIC
Details of the CMOS ROIC back-end processing are described in Sec. 6.1. The LIBRA
detector has the PI layer omitted for simplifying the signal and noise performance char-
acterization. An a-Se layer (Fig. 8.1a) and subsequent gold biasing electrode (Fig. 8.1b)
were thermally evaporated with 118 µm and 50 nm layer thicknesses, respectively. The
processed CMOS die was then attached and grounded to a ceramic package using silver
paste. Taking advantage of the larger array area, the high-voltage connection was provided
by a wire suspended from the package to the surface of the gold electrode using silver paste
(Fig. 8.1c). Gold-wire (25 µm diameter) ball-bonding was then performed at room tem-
perature, below the glass transition temperature of a-Se, to prevent crystallization. A
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maximum biasing voltage of 500 V could be applied to the gold layer, resulting in an a-Se
internal electric field in of 4.2 V/µm.
(a) (b) (c)
Figure 8.1: (a) The LIBRA ROIC post a-Se deposition. (b) The LIBRA ROIC post a-Se
and gold (Au) deposition. (c) The high voltage (HV) connection attached from pins on
the package to the coated die, before wire-bonding.
8.2 Imaging apparatus
The imaging system had a custom horizontal configuration shielded x-ray cabinet with
flexible 2 × 0.86 × 0.86 m3 dimensions and was comprised of the microfocus x-ray source,
an object holder, the detector prototype, and alignment elements (Fig. 8.2b). The tungsten
target PXS5-927-LV microfocus source (Thermo Fisher Scientific) had a variable 20 to 60
kV tube potential, maximum 0.180 mA tube current, and maximum 8 W power output.
The focal spot size varies approximately linearly with power from 5 to 9 µm. There was no
inherent filtration by the source with the exception of the 254 µm Beryllium window. The
optical construction rail supports all elements of the system and allows for easy adjustment
of the source-to-object z1 and object-to-detector z2 distances in the cone-beam geometry.
(Fig. 8.2a). Additions to the system have been made compared to Sec. 7.3.1. Both the
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x-ray source and detector have manual lateral and vertical motion control for alignment
of the pixel array to the central ray of the source for MTF measurements, and a second
linear servo and rotational stage permits vertical and rotational adjustment of the object.
Conduit at each end of the cabinet allows for remote computer control of the source,
detector, and object alignment during x-ray exposure.
(a)
(b)
Figure 8.2: (a) Schematic of the cone-beam imaging geometry (black dashed lines) includ-
ing the microfocus focal spot (S), object (O), detector (D), and geometric unsharpness
or penumbral blurring (green dashed lines). (b) The imaging system is comprised of the
microfocus source, alignment stages, and the LIBRA detector prototype.
8.3 Signal and noise performance characterization
8.3.1 Materials and methods
Pixel design
The pixel design features a 61.4 fF integration capacitor with a full-well capacity of 921,000
electrons and a 98 e/DN conversion gain. The dominant readout noise sources include kTC
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thermal noise, leakage current shot noise from the pixel electronics, noise from the on-chip
buffer, and quantization noise of the off-chip ADC.
X-ray energy spectrum model
During detector characterization measurements a 2 mm Al filter was added to harden
the 60 kV beam and remove the tungsten Lα,Lβ, and Lγ characteristic lines at 10.2 keV,
11.5 keV, and 12.1 keV, respectively. This permitted modeling the energy spectrum using
a semi-empirical model for a the filtered tungsten targets used in radiography [35, 36].
The x-ray intensity aluminum half-value layer (HVL) was measured by adding 0.2 mm Al
sheets into the beam and fitting the data of the corresponding drop in intensity. With this
estimate of beam quality, the model spectrum was adjusted to match. A photon counter
(X-123CdTe Spectrometer, AMPTEK Inc.) was used as a second measurement of the
spectral shape.
Signal transfer property
A maximum biasing voltage of 500 V could be applied to the gold layer, resulting in a
relatively low a-Se internal electric field of 4.2 V/µm. The detector x-ray sensitivity and
linearity was expressed through the signal transfer property (STP). In this way, a selected
region-of-interest (ROI) of a number of images were used to determine the mean detector
signal at a given exposure. The integration time was held constant and the exposure varied
by adjusted the x-ray source tube current.
Modulation transfer function
The pre-sampling MTF was measured using the slanted-edge method. A polished steel
edge, shown in Fig. 8.3, was placed at an angle relative to the rows (or columns) to
determine an oversampled edge-spread function (ESF). After binning the ESF data to
a constant sub-pixel sampling pitch, Savitzky-Golay filtering is used for smoothing. The
measured ESF has no imposed function form. The ESF is related to the line-spread function
(LSF) using finite differences and subsequently to the MTF by Fourier transform.
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Detective quantum efficiency
The spectral decomposition of the noise variance as a function of spatial frequency is given
by the Wiener NPS. Images are subdivided into 256-pixel × 256-pixel ROIs with 128 pixel
overlap in x and y directions to reduce noise. A total of four million pixels are required
by IEC standard to ensure an accuracy of 5%. To determine a one-dimensional cut of
the NPS, 7 columns (or rows) on each side of the central axis are averaged. This analysis
follows many of the IEC standard guidelines for determining the radiographic DQE [59].
8.3.2 Results
Source characterization
For the purposes of detector characterization, aluminum filter material (2 mm) was added
to the intrinsic 60 kV x-ray spectrum in order to be accurately emulated by the semi-
empirical spectrum model. The measured half-value-layer (HVL) of the filtered spectrum
was 1.69 mm of additional aluminum (Fig. 8.4a) and was used to characterize beam quality
and adjust the model to a mean energy of 34.3 keV and a total fluence per unit exposure of
1.28×108 mm−2 R−1. To supplement this information a photon counter was used to directly
measure the energy distribution. The x-ray flux was too high to avoid significant pile-up
(30% dead time) and so, because of pile-up rejection, the absolute photon counts were
not accurate. However, pile-up rejection minimizes spectral distortion and close agreement
in measured spectral shape compared to the model was found (Fig. 8.4b). Using x-ray
exposure measurements from a calibrated ionization chamber the entrance SNR of the
Poisson distributed x-ray quanta could be determined at the detector plane located 36 cm




Figure 8.3: (a) SEM image of the polished steel edge test device. The white arrow indicates
the flat edge surface that was used for the slanted-edge technique. (b) SEM showing the
edge smoothness. The white arrow indicates the location of the edge line.
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(a) (b)
Figure 8.4: (a) The experimental HVL was 1.69 mm, measured using added aluminum
(Al) filtration. (b) The calibrated semi-empirical x-ray energy spectrum model and photon
counter data for the 2 mm Al filtered 60 kV beam quality. The mean energy was 34.3 keV,
and the total fluence per unit exposure was 1.28× 108 mm−2 R−1.
Detector characterization
The total readout noise was measured to have a standard deviation of approximately 206
electrons for a 2995 ms integration time. The long integration time is used to offset the loss
in x-ray intensity from the 2 mm Al filtering. Due to the relatively low electric field the
Au/a-Se and Al/a-Se Schottky barrier dark current contributed 50 electrons of noise, 24%
of the total readout noise. The attenuated fraction of x-rays by the thickness of a-Se, or
quantum efficiency, was calculated to be 0.49. X-ray conversion efficiency was determined
by the W± of 85 eV per photogenerated electron-hole pair, i.e. 400 electron-hole pairs per
34 keV photon.
The STP was obtained by plotting the mean pixel value in a 500-pixel × 900-pixel ROI
from 15 images, against the measured exposure, using the fixed 2995 ms integration time.
Fig. 8.5 shows the detector signal transfer was linear over the available x-ray exposure
range of 9.4 to 23.7 mR with a coefficient of determination (r2) of 0.9957.
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Figure 8.5: The STP measured over exposure range used for the experimental NPS and
DQE. The signal transfer linearity is shown by least-squares regression with a coefficient
of determination (r2) of 0.9957.
Figure 8.6: The theoretical MTF prediction using the cascaded systems model. The com-
bined MTF is compared to contributions from the pixel, the primary photoelectron range,
and K-fluorescence re-absorption.
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Based on relative energy deposition, blurring caused by x-ray interactions with a-Se
is dominated by the primary photoelectron range and the re-absorption of K-fluorescent
photons (Fig. 5.3). In the cascade model the MTF of these two processes are combined
as an energy-weighed sum before blurring due to the extent of the pixel aperture. The
MTF of the individual processes, and combined effect (Fig. 8.6) show that based on energy
deposition we expect a drop in MTF at lower frequencies (<20 cycles/mm) due to K-
fluorescence re-absorption and at higher spatial frequencies the overall MTF envelope is
governed by the path length of the primary photoelectron and the pixel size.
Using the slanted-edge technique (Fig. 8.7a) the pre-sampling MTF of the detector
was measured. The ESF was effectively oversampled (i.e. sub-pixel sampled) by a factor
of 3.3 and binned into a regular sampling pitch equal to 10% of the physical pixel pitch
(Fig. 8.7b). The oversampling rate is sufficient to avoid aliasing and determine the pre-
sampling MTF. The corresponding LSF had a full-width at half-maximum (FWHM) of
approximately 8.7 µm (Fig. 8.8a). In the Fourier-domain we see that, as expected, there
is a low-frequency drop due to K-fluorescence reabsorption and a zero near the first sinc-
function zero at a spatial frequency equal to the inverse of the pixel pitch. The MTF drops
to 50% at 45 cycles/mm corresponding to an 11 µm half-cycle and there is close agreement
to the theoretical MTF prediction based on relative energy deposition (Fig. 8.8b).
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(a) (b)
Figure 8.7: (a) The edge image with 146-pixel × 274-pixel ROI. (b) The experimental ESF
normalized to one in the open region.
(a) (b)
Figure 8.8: (a) The experimental LSF normalized to one at its peak value. (b) The
experimental pre-sampling MTF using the slanted-edge technique compared to the pixel
on its own, as well as including all contributions from a-Se.
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The NPS was measured using a total of 450 standard 256-pixel × 256-pixel ROIs. One-
dimension cuts from the two-dimensional NPS are shown in Fig. 8.9a after normalization
by the signal power. A drop in NPS with frequency, approximately 50%, is evident.
Using the measured MTF and NPS results, along with the HVL-calibrated spectrum
model and exposure measurements, the DQE was calculated (Fig. 8.9b). The theoretical
upper bound on the DQE at zero spatial frequency is equal to the product of the quantum
efficiency (0.49) and the Swank factor (approximately 0.9 at 30 keV [48]). Therefore, we
then expect a DQE(0) of approximately 0.49 × 0.9 = 0.45. The experimental DQE has a
DQE(0) of approximately 0.42, lower than the quantum efficiency due to Swank noise and
the additional factors from the detection process. This is also the case from the cascaded
systems model which predicts a DQE(0) of 0.45. At the pixel sampling Nyquist frequency,
the experimental DQE decreases to 0.1.
(a) (b)
Figure 8.9: (a) One-dimensional cuts of the experimental NNPS (dots) and predicted
NNPS (lines) from the cascaded systems model. (b) The experimental DQE (dots) and
predicted DQE (black line) from the cascaded systems model .
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8.3.3 Discussion
The measured DQE indicates that the fraction of photons used effectively by the detector,
i.e. the equivalent quantum efficiency, was 0.42. That is, under the same beam quality
an ideal detector with 42% quantum efficiency would produce identical image SNR. The
DQE was essentially unchanged with exposure between 9.4 to 23.7 mR which means the
detector was photon quantum noise limited with the CMOS readout noise being negligible.
The discrepancy of the experimental DQE compared to the cascaded systems model is
potentially due alignment error of the detector, or yet to be understood losses in charge
collection efficiency.
The detector spatial resolution was characterized both by an 8.7 µm FWHM of the
LSF, and by a 50% MTF at an 11 µm half-cycle (45 cycles/mm) in the Fourier-domain.
These dimensions are on the order of the pixel pitch. This suggests that the primary
photoelectron and reabsorbed K-fluorescent photons do not generate charge carriers in a
volume with a spread in the pixel plane much greater than a single pixel. This is further
indicated by the measured NPS showing non-white, correlated noise.
The combination of spatial resolution and detection efficiency demonstrated by the a-
Se/CMOS prototype is unique compared to conventional high resolution scintillator-based
detectors. For example, thin Gd2O2S:Tb scintillators (15 µm) have a quantum efficiency
of only 0.13 at the same beam quality and coupling to a CMOS ROIC with a similar
pixel pitch as LIBRA results in a more broad LSF, 27 µm FWHM [96, 97, 98]. Another
example is YAG:Ce scintillator-based detectors. Mittone et al. demonstrated a 350 µm
thick YAG:Ce scintillator coupled to 6.5 µm pixel pitch, and for 35 keV the performance
was 50% MTF at 25 cycles/mm, and a DQE(0) of 0.32 [99].
The signal and noise performance of the a-Se/CMOS detector, compared to state-of-the
art high resolution scintillated-based detectors, suggests the possibility to further extend
application of phase-contrast imaging for radiation sensitive life science and biomedical
applications by rapid and efficient acquisition of high spatial resolution phase-contrast
data.
The a-Se/CMOS detector DQE can be optimized by adjusting the thickness of the a-Se
photoconductor to satisfy a range imaging tasks. While the spread of absorbed energy in
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a-Se has little dependence on the photoconductor thickness, incident x-ray obliquity from
beam divergence, similarly for scintillators, is an additional source of blurring that does
depend on indirect/direct converter thickness. Thus, depending the desired beam quality
and angle subtended by the detector, the a-Se layer can be optimized in terms of MTF
and DQE.
8.4 Phase-contrast imaging
To observe the impact of edge-enhancement from propagation-based phase-contrast, a sam-
ple bell pepper seed was imaged using a source-to-object distance z1 = 18 cm to ensure
sufficient transverse spatial coherence length using a 9 µm focal spot size. In order to
minimize phase-contrast the propagation distance was first limited to z2 = 1 cm, the prac-
tical lower limit for the detector. The propagation distance was then increased to z2 = 8
cm. The geometric magnification was M = 1.05, and M = 1.44, respectively. Some detail
may improve from the increased magnification, however feature detectability due to edge-
enhancement is clear from Fig. 8.10. Images are displayed as a “negative” (i.e. brighter
regions correspond to lower object x-ray transmission). No source filtration was used.
(a) (b)
Figure 8.10: (a) A sample bell pepper seed with minimized edge-enhancement by limiting
the propagation distance to z2 = 1 cm. (b) Edge-enhancement emphasized by increasing
the propagation distance to z2 = 8 cm.
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The very bright wire hook in the image was used to suspend the sample. Image artifacts
present are due to back-end processing defects. Some radiation damage may also be present
as the CMOS was not radiation hardened, and the a-Se layer was not sufficiently thick to
attenuate all x-rays. The edge-enhancement detail is showcased more clearly in Fig. 8.11
using another bell pepper seed sample.
Figure 8.11: A sample bell pepper seed image taken at 60 kV using 0.076 mAs (z1 = 18
cm, z2 = 8 cm, M = 1.44). The region inside the dashed line is shown magnified at the
top right.
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This phase-contrast imaging was applied to an excised mouse stifle joint (equivalent
to the knee joint in humans) with the intention of visualizing articular cartilage using
edge-enhancement. Because articular cartilage is the low coefficient of friction thin layer
coating the ends of bones where they come together as joints, the ability to make quanti-
tative assessments using animal models (i.e. a non-human species studied to understand
biological phenomenon that may also provide insight for humans) is extremely important
for investigating the progression of diseases such as osteoarthritis [100]. Cartilage noto-
riously lacks absorption-contrast and is therefore conventionally “x-ray transparent,” and
magnetic resonance imaging (MRI) does not possess sufficient spatial resolution to assess
a mouse model.
The imaging parameters were set as 60 kV, 0.21 mAs, and z1 = z2 = 18 cm (M = 2).
An off-angle (i.e. not a typical lateral or posterior/anterior) view of the femur and patella
is shown in Fig. 8.13, and the articular cartilage is visible. Trabecular bone detail and
the patellar ligament can also be seen. For reference, refer to Fig. 8.12. The image scale
indicates an articular cartilage thickness less than 100 µm, consistent with measurements
using an x-ray opaque contrast agent and a commercial micro computed tomography sys-
tem [101]. A pseudo posterior/anterior view is shown in Fig. 8.14. In this case the meniscus
(i.e the “shock-absorber” of the stifle joint) is visible.
The results from the hybrid a-Se/CMOS detector prototype demonstrate rapid, high
spatial resolution phase-contrast imaging in compact geometries using high DQE. The
images exhibit intrinsic propagation-based edge-enhancement, i.e. there is sufficient trans-
verse spatial coherence and propagation distance that Fresnel diffraction is observed. No
optical elements are used. The visualization of articular cartilage in the mouse stifle joint
is particularly promising.
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Figure 8.12: A reference knee joint for aid in interpreting the phase-contrast images of the
mouse stifle joint (equivalent to the knee joint in humans). From [102].
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Figure 8.13: Articular cartilage, patellar tendon, and trabecular bone detail of the mouse
stifle joint. The region inside the dashed line is shown magnified at the bottom right.
Articular cartilage, delineated by edge-enhancement, is indicated by the black arrow. The
image was taken at 60 kV using 0.21 mAs.
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Figure 8.14: Meniscus and trabecular bone detail of a mouse stifle joint. The region inside







This thesis has developed hybrid semiconductor x-ray detectors using a direct-conversion
approach with photoconductive amorphous selenium (a-Se) and complementary metal-
oxide-semiconductor (CMOS) readout integrated circuits. Three unique prototypes em-
ploying the a-Se/CMOS detector technology were fabricated and characterized. The first
prototype, with 1.6×1.6 cm2 field-of-view (FOV) and 25 µm pixel pitch, was an initial val-
idation of the fabrication process and high spatial resolution absorption-contrast imaging.
The second prototype, with 0.18 × 0.20 cm2 FOV and 5.6 µm pixel pitch, demonstrated
edge-enhancement for simple objects in compact geometries using a microfocus source.
The third and current generation prototype, with 7.8 × 7.8 cm2 FOV and 7.8 µm pixel
pitch, was the culmination of large imaging area and small pixel pitch, permitting com-
plete characterization by Fourier-based metrics of performance, including the modulation
transfer function, noise power spectrum, and detective quantum efficiency (DQE), using a
microfocus source.
The a-Se/CMOS detector prototypes demonstrated a unique combination of high spa-
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tial resolution and high detection efficiency for hard x-rays. In fact, the measured spatial
resolution in each case was one of the highest, if not the highest reported, including the
first physical demonstration of an a-Se detector with charge carrier spreading larger than
the pixel size. The experimental results were successfully compared to predictions using
cascaded systems theory, and the resulting theoretical model can be applied to further
optimize a-Se/CMOS detectors for specific imaging tasks.
Employing the third generation prototype, fast biomedical phase-contrast x-ray imaging
in compact geometries was demonstrated using a microfocus source. The articular cartilage
in a mouse stifle joint was delineated using edge-enhancement, offering the possibility to
study diseases such as osteoarthritis. This implementation of the propagation-based phase-
contrast technique suggests that high DQE hybrid semiconductor technology offers the
potential to fill the large performance deficit in high spatial resolution scintillator-based
detectors for phase-contrast x-ray imaging.
9.2 Contributions
The original contributions of this work to the development of x-ray detectors and phase-
contrast x-ray imaging are summarized below:
• Development of a hybrid semiconductor detector fabrication process for large-area
compatible vertical integration of a-Se with CMOS by back-end processing.
• Characterization of a-Se/CMOS detector performance by measuring the modulation
transfer function, noise power spectrum, and detective quantum efficiency using a
microfocus source.
• Development of the highest spatial resolution x-ray detector for hard x-rays.
• The first physical demonstration of an a-Se direct-conversion detector with charge
carrier spreading larger than the pixel pitch.
• Demonstration of propagation-based phase-contrast x-ray imaging in compact ge-
ometries using a direct-conversion detector.
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• Demonstration of propagation-based phase-contrast x-ray imaging in the inverse ge-
ometry, where the object-to-detector distance is smaller than the source-to-object
distance, using a direct-conversion detector and microfocus source.
• Commercialization, in collaboration with KA Imaging Inc., of an x-ray micro com-
puted tomography system based on the a-Se/CMOS detector technology developed
in this work.
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9.3 Future work
The natural extension of this thesis is application of the developed hybrid semiconductor
x-ray detector technology to three-dimensional imaging via slices by tomographic recon-
struction [103]. Referred to as micro computed tomography (µCT), the object is rotated
about a single axis and a number of projection images are acquired in the cone-beam geom-
etry [104, 105]. The speed and total length of the acquisition means the detector temporal
performance is critical and the detective quantum efficiency is no longer the sole metric of
interest. In terms of temporal performance, image lag refers to the influence of residual
signals from previous images on the current image. Divided into two components [59],
additive lag (i.e. change in detector offset), and multiplicative lag or ghosting (i.e. change
in detector sensitivity), can be problematic for µCT reconstruction [106]. Investigation
and implementation of detector blocking layers [75, 87, 107] and other techniques [108] to
control lag is necessary.
Compared to absorption-contrast, x-ray imaging using propagation-based phase-contrast
can enable higher contrast from poorly absorbing objects due edge enhancement. How-
ever, the tomographic reconstruction of such edge enhanced image data can result in ar-
tifacts [98]. Flexible and efficient methods of phase-retrieval [93, 109] from polychromatic
microfocus sources must be investigated to, when necessary, separate the phase and am-
plitude information prior to reconstruction.
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