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ABSTRACT
We identify a subproblem of the model-checking problem for the
epistemic μ-calculus which is decidable. Formulas in the instances
of this subproblem allow free variables within the scope of epis-
temic modalities in a restricted form that avoids embodying any
form of common knowledge. Our subproblem subsumes known
decidable fragments of epistemic CTL/LTL, may express win-
ning strategies in two-player games with one player having imper-
fect information and non-observable objectives, and, with a suitable
encoding, decidable instances of the model-checking problem for
ATLiR.
1. INTRODUCTION
The epistemic μ-calculus is an enrichment of the μ-calculus on
trees with individual epistemic modalities Ka (and its dual, de-
noted Pa). It is designed with the aim that, like the classical modal
μ-calculus, it would subsume most combinations of temporal and
epistemic logics. The epistemic μ-calculus is more expressive than
linear or branching temporal epistemic logics [15, 24], proposi-
tional dynamic epistemic logics [25], or the alternating epistemic
μ-calculus [6]. On the other hand, some gaps in its expressive
power seem to exist, as witnessed by recent observations in [6]
showing that formulas like ⟪a⟫p1Up2 are not expressible in the
Alternating Epistemic μ-calculus. This expressivity gap can be re-
produced in the epistemic μ-calculus, though the epistemic μ-cal-
culus is richer than the alternating μ-calculus.
The model-checking problem for epistemic μ-calculus is unde-
cidable in the presence of a semantics with perfect recall, as it is
more expressive than combinations of temporal epistemic logics
that include the common knowledge operator. A rather straightfor-
ward fragment of the epistemic μ-calculus which has a decidable
model-checking problem is the one in which knowledge modali-
ties apply only to closed formulas, that is, formulas in which all
second-order variables are bound by some fixpoint operator. The
decidability of this fragment follows from recent results on the de-
cidability of the emptiness problem for two player games [7].
However more expressive fragments having a decidable model-
checking problem seem to exist. For example, winning strategies
in two-player games in which one player has imperfect informa-
tion and non-observable winning conditions can be encoded as fix-
point formulas in the epistemic μ-calculus, but not in the above-
mentioned restricted fragment. The same holds for some formulas
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in ATL with imperfect information and perfect recall (ATLiR)
[23, 5]: the ATL formula ⟪a⟫ ◻ p can be expressed in a modal
μ-calculus of knowledge as
νZ. ⋁
α∈Acta
Ka(p ∧ ⋀
β∈ActAg∖{a}
[α,β]Z)
And there are variants of ATLiR for which the model-checking
problem is decidable [10]. Note that a translation of each instance
of the model-checking problem forATL into instances of the model-
checking problems for the epistemic μ-calculus is also possible but
requires the modification of the models.
Our aim in this paper is to identify a larger and decidable class
of instances of the model-checking problem for the epistemic μ-
calculus. The fragment we propose here allows an epistemic modal-
ity Ka to be applied to a non-closed μ-calculus formula φ, but in
such a way that avoids expressing properties that construct any vari-
ant of common knowledge for two or more agents. Roughly, the
technical restriction is the following: two epistemic operators, re-
ferring to the knowledge of two different agents a and b, can be
applied to non-closed parts of a formula only if the two agents have
compatible observations in the system M in the sense that the ob-
servability relation of one of the agents is a refinement of the ob-
servability relation of the other. Similar restrictions have been pro-
posed for various combinations of temporal epistemic logics [12],
or for the synthesis problem in distributed environments [18, 27,
13]. The variant presented here relies on a concrete semantics, in
the sense of [9], with the observability relation for each agent a
being identified, in the given system M , by a subset Πa of atomic
propositions. We require this in order to syntactically define our
decidable subproblem: the compatibility of two observability rela-
tions ∼a and ∼b is specified by imposing that either Πa ⊆ Πb or
vice-versa.
The epistemic μ-calculus with perfect recall has a history-based
semantics: for each finite transition system T , the formulas of the
epistemic μ-calculus must be interpreted over the tree unfolding
of T . This makes it closer with the tree interpretations of the μ-
calculus from [11]. For the classical μ-calculus, there are two ways
of proving that the satisfiability and the model-checking problem
for the tree interpretation of the logic are decidable: either by pro-
viding translations to parity games, or by means of a Finite Model
Theorem which ensures that a formula has a tree interpretation iff it
has a state-based interpretation over a finite transition system (this
is known to be equivalent with memoryless determinacy for parity
games, see e.g. [4]).
The generalization of the automata approach does not seem to
be possible for epistemic μ-calculus, mainly due to the absence
of an appropriate generalization of tree automata equivalent with
the epistemic μ-calculus. So we take the approach of providing
a generalization of the Finite Model Theorem for our fragment of
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the epistemic μ-calculus. This result says roughly that the tree in-
terpretation of a formula over the tree unfolding of a given finite
transition system T which contains the epistemic operators Ka or
Pa is exactly the “tree unfolding” of the finitary interpretation of
the formula in a second transition system T ′, which is obtained by
determinizing the projection of T onto the observations of agent
a, a construction that is common for decidable fragments of tem-
poral epistemic logics. Our contribution consists in showing that
this construction can be applied for all instances in our model-
checking subproblem. The proof is given in terms of commutative
diagramms between boolean algebraic operators that are the inter-
pretations of non-closed formulas.
The model checking subproblem is non-elementary hard due to
the non-elementary hardness of the model-checking problem for
the linear temporal logic of knowledge [26]. In the full version of
this paper [3], we provide a self-contained proof of this result, by
a reduction of the emptiness problem for star-free regular expres-
sions.
The rest of the paper is divided as follows: in the next section we
recall the semantics of the μ-calculus and adapt it to our epistemic
extension, both for the tree interpretation and the finitary interpre-
tation. We then give, in the third section, our weak variant of the
Finite Model Theorem for the classical μ-calculus. The fourth sec-
tion serves for introducing our fragment of the epistemic μ-calculus
and for proving the decidability of its model-checking problem. We
end with a section with conclusions and comments.
An extended version of this paper with proofs is available as [3].
2. PRELIMINARIES
We start by fixing a series of notions and notations used in the
rest of the paper.
A∗ denotes the set of words over A. The length of α ∈ A∗, is
denoted ∣α∣ and the prefix of α up to position i is denoted α[1..i].
Hence, α[1..0] = ε is the empty word. The prefix ordering on A∗
is denoted ⪯ (≺ for the strict prefix ordering).
Given a set A and an integer n ∈ N, an A-tree of outdegree ≤ n
is a partial function t ∶ [1 . . . n]∗ ⇀ A whose support, denoted
supp(t), is a prefix-closed subset of the finite sequences of integers
in [1 . . . n]. A node of t is an element of its support. A path in t is
a pair (x,ρ) consisting of a node x and the sequence of t-labels of
all the nodes which are prefixes of x, ρ = (t(x[1 . . . i]))
0≤i≤∣x∣
.
Boolean operators: Given a set A, a boolean A-operator is a map-
ping f ∶ (2A)n → 2A.
For anA-operator f ∶ (2A)n → 2A, a tuple of setsB1, . . . ,Bn ⊆
A and some k ≤ nwe denote fk(B1, . . . ,Bk−1,●,Bk+1 , . . . ,Bn) ∶
2
A → 2A the A-operator with
fk(B1, . . . ,Bk−1,●,Bk+1, . . . ,Bn)(B)
= f(B1, . . . ,Bk−1,B,Bk+1 , . . . ,Bn)
Note that when f is monotone, fk(B1, . . . ,Bk−1,●,Bk+1, . . . ,Bn)
is monotone too.
Following the Knaster-Tarski theorem, any monotone A-operator
f ∶ 2A → 2A has a unique least and greatest fixpoint, denoted lfpf ,
resp. gfpf . We may then define two A-operators, lfp
k
f ∶ (2A)n →
2
A and gfpkf ∶ (2A)n → 2A, respectively as:
lfp
k
f(B1, . . . ,Bn) = lfpfk(B1,...,Bk−1,●,Bk+1,...,Bn)
gfp
k
f(B1, . . . ,Bn) = gfpfk(B1,...,Bk−1,●,Bk+1,...,Bn)
Note that both these A-operators are constant in their k-th argu-
ment. It is well-known that both operators are monotone if f is
monotone.
3. THE μ-CALCULUS OF KNOWLEDGE
Syntax: The syntax of the epistemic μ-calculus is based on
the following sets of symbols: a finite set of agents Ag, a family
of sets of atomic propositions (Πa)a∈Ag for which we denote Π =
⋃a∈Ag Πa and a set of fixpoint variables Z = {Z1,Z2, . . .}.
The grammar for the formulas of the epistemic μ-calculus is:
ϕ ∶∶= p ∣ ϕ ∧ϕ ∣ ¬ϕ ∣ AXϕ ∣Kaφ ∣ μZ.ϕ
where p ∈ Π, a ∈ Ag and Z ∈ Z , and with the usual restriction that
an operator μZ may be applied on formulas in which the variable
Z has only positive occurrences.
Formulas of the typeKaφ are read as agent a knows that φ holds.
μZ is the least fixpoint operator, while AX is the usual nexttime
operator from CTL, universally quantified over the successors of
the current state.
Several derived operators can be defined as usual:
1. The dual of AX is denoted EX and defined as EXφ ≡
¬AX¬φ.
2. The dual of Ka is denoted Pa and defined as Paφ ≡ ¬Ka¬φ.
Paφ reads as agent a considers that φ is possible.
3. The greatest fixpoint operator is denoted νZ and defined as
νZ.φ ≡ ¬μZ.¬φ[Z/¬Z], where φ[Z/¬Z] is the result of
the syntactic substitution of each occurrence of Z with ¬Z
in φ.
As usual, for a subset of agents A ⊆ Ag we may denote EA the
“everybody knows” operator, EAφ = ⋀a∈AKaφ.
Since our model checking construction relies heavily on formu-
las being interpreted as monotone mappings and, on the other side,
set complementation (which is the usual interpretation of negation)
is not a monotone operator we will prefer the following syntax in
positive form for the epistemic μ-calculus:
ϕ ∶∶= p ∣ ¬p ∣ Z ∣ ϕ ∧ϕ ∣ ϕ ∨ ϕ ∣ AXϕ ∣ EXϕ ∣
Kaφ ∣ Paφ ∣ μZ.ϕ ∣ νZ.ϕ
It is easy to see that each formula of the epistemic μ-calculus can
be transformed into a formula in positive form, by pushing nega-
tions through the operators and using the definitions of the dual
operators.
The fragment of the epistemic μ-calculus which does not involve
the knowledge operator Ka (or its dual Pa) is called here the plain
μ-calculus, or simply the μ-calculus, when there’s no risk of con-
fusion. As usual, we say that a formula φ is closed if each variable
Z in φ occurs in the scope of a fixpoint operator for Z.
We will also briefly consider in this paper the modal epistemic
μ-calculus, for the sake of comparison with other combinations
of temporal and epistemic logics. The language of this variant of
the epistemic μ-calculus is based on a family of sets (Acta)a∈Ag ,
meant to represent actions available to each agent at a given state.
Its grammar is the following:
ϕ ∶∶= p ∣ ϕ ∧ϕ ∣ ¬ϕ ∣ ⟨α⟩ϕ ∣Kaφ ∣ μZ.ϕ
where p ∈ Π, a ∈ Ag, α ∈ ⨉a∈Ag Acta and Z ∈ Z , and bear-
ing the same restriction on the utilization of the fixpoint operators.
Formulas of the type ⟨α⟩ϕ read as there exists an α-successor of
the current state in which ϕ holds. The dual of the ⟨α⟩ operator is
denoted [α].
3.1 Semantics
The tree semantics of the epistemic μ-calculus is given in terms
of 2Π∪Z -trees endowed with a family of relations (∼a)a∈Ag with
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∼a⊆ supp(t) × supp(t). The nodes of the tree represent instant
descriptions of the system state, while the relation ∼a models the
indistinguishability relation which disallows agent a to tell apart
two behaviors of the system.
Formaly, given a tree t and the family of relations (∼a)a∈Ag ,
each formula φ which contains variables Z1, . . . ,Zn is associated
with a supp(t)-operator ∥φ∥ ∶ (2supp(t))n → 2supp(t) defined by
structural induction, as follows:
● The atom p is interpreted as the constant supp(t)-operator
∥p∥ ∶ (2supp(t))n → 2supp(t) defined as follows:
∥p∥(S1, . . . , Sn) = {x ∈ supp(t) ∣ p ∈ π(t(x))}
● The semantics of the boolean operators is classical:
∥¬φ∥ = supp(t) ∖ ∥φ∥
∥φ1 ∧ φ2∥ = ∥φ1∥ ∩ ∥φ2∥
● Each variable Zi ∈ Z is interpreted as the i-th projection
on (2supp(t))n, that is, as the operator ∥Zi∥ ∶ (2supp(t))n →
2
supp(t) with
∥Zi∥(S1, . . . , Sn) = Si,∀S1, . . . , Sn ⊆ supp(t)
● The nexttime operator AX is mapped to a supp(t)-operator,
denoted AX ∶ 2supp(t) → 2supp(t), such that for each S ⊆
supp(t),
AX(S) = {x ∈ supp(t) ∣ ∀i ∈ N if xi ∈ supp(t) then xi ∈ S}
Then the semantics of formulas of the type AXφ is defined
as:
∥AXφ∥ = AX ○ ∥φ∥
● Each epistemic operator Ka is mapped to a supp(t)-ope-
rator denoted Ka ∶ 2supp(t) → 2supp(t), such that for each
S ⊆ supp(t),
Ka(S) = {x ∈ supp(t) ∣ ∀y ∈ supp(t), if x ∼a y then y ∈ S}
Then the semantics of formulas of the type Kaφ is defined
as:
∥Kaφ∥ =Ka ○ ∥φ∥
● The fixpoint operators are interpreted as usual:
∥μZi.φ∥ = lfpi∥φ∥
We denote t ⊧ φ iff ε ∈ ∥φ∥.
The semantics of the epistemic μ-calculus can be also described
without set complementation, by keeping the definition of negation
only for atomic formulas, and appending the following definitions:
∥¬p∥(S1, . . . , Sn) = {x ∈ supp(t) ∣ p /∈ π(t(x))}
EX(S) = {x ∈ supp(t) ∣ ∃i ∈ N with xi ∈ supp(t) and xi ∈ S}
∥EXφ∥ = EX ○ ∥φ∥
Pa(S) = {x ∈ supp(t) ∣ ∃y ∈ supp(t) with x ∼a y and y ∈ S}
∥Paφ∥ = Pa ○ ∥φ∥
∥νZi.φ∥ = gfpi∥φ∥
Note that, this way, all operators are interpreted as monotone supp(t)-
operators, which is more convenient for manipulating fixpoints.
As we are interested in the model-checking problem, we will
only work with finitely-generated trees as models for the epistemic
μ-calculus. These finitely-generated models occur as unfoldings of
multi-agent systems, whose definition is recalled here.
A multi-agent system is a tupleM = (Q,Ag, δ, q0,Π, (Πa)a∈Ag,
π) with Ag being the set of agents, Q the set of states, q0 the initial
state of the system, δ ⊆ Q ×Q, Π the set of atomic propositions,
π ∶ Q → 2Π is the state labeling and for all a ∈ Ag, Πa ⊆ Π is the
set of atoms observable by agent a. A run in the system M is an in-
finite sequence of states ρ = q0q1q2... such that (qi, qi+1) ∈ δ for all
i ≥ 0. The set of finite runs in M is denoted Runs(M). Through-
out this paper we consider only finite systems, withQ = {1, . . . , n}
and q0 = 1, and we assume that Q contains only reachable states.
The Q-tree representing the unfolding of a multi-agent system
M is denoted tM and defined by
supp(tM) = {x ∈ N∗ ∣ 1x ∈ Runs(M)} and tM(x) = x[∣x∣]
The actual tree that can be used as a model of the epistemic μ-cal-
culus is π(tM) = π ○ tM ∶ supp(tM) ⇀ 2Π. We denote this tree as
πtM .
The family of indistinguishability relations (∼a)a∈Ag that we
consider in this paper are defined as follows: for any two positions
x, y ∈ supp(tM) with ∣x∣ = ∣y∣, we denote x ∼a y if for any n ≤ ∣x∣
we have that
π(t(x[1..n])) ∩Πa = π(t(y[1..n])) ∩Πa
This way, the indistinguishability relation ∼a models the fact that
agent a has perfect knowledge of the absolute time and remembers
all his past observations – that is, ∼a is a synchronous and perfect
recall indistinguishability.
Definition 1. The model-checking problem for the epistemic
μ-calculus is the problem of deciding, given a multi-agent system
M and a closed formula φ, whether πtM ⊧ φ.
The undecidability of the model-checking problem for combi-
nations of temporal and epistemic logics based on a synchronous
and perfect recall semantics and containing the common knowl-
edge operator [26, 25], together with the connections between the
epistemic μ-calculus and such temporal epistemic logics that are
explored in the next section, imply the following result:
THEOREM 1. The model-checking problem for the epistemic μ-
calculus is undecidable.
The semantics of the modal epistemic μ-calculus is a slight
variation of the above semantics, in that we utilize a different type
of trees, as mappings t ∶ N⇀ 2Π∪Z ×⨉a∈Ag Acta. We decompose
such a tree as t = (tnode, tedge): the tree of nodes is tnode(x) =
t(x)
2Π∪Z
, while the tree of edges is tedge(x)t(x)
⨉a∈Ag Acta
. The
only item that changes in the above list of semantic rules for opera-
tors is that we replace the definition of the nextttime operator with
the following definition of the a boolean operator ⟨α⟩ ∶ 2supp(t) →
2
supp(t): for each S ⊆ supp(t),
⟨α⟩(S) = {x ∈ supp(t) ∣ ∃i ∈ N with xi ∈ supp(t) and xi ∈ S}
A family of indistinguishability relations in such a tree model for
the modal epistemic μ-calculus is, like in the non-modal case, a
family of relations (∼a)a∈Ag with ∼a⊆ supp(t) × supp(t).
Then, finite presentations of tree models for the modal epistemic
μ-calculus are multi-agent systems with transition labels, which are
tuples M = (Q,Ag, (Acta)a∈Ag , δ, q0,Π, (Πa)a∈Ag, π) with δ ⊆
Q×⨉a∈Ag Acta×Q and all the other components bearing the same
name and definition as in (plain) multi-agent systems.
The tree representing the unfolding of M , denoted tM also, is
defined inductively as follows:
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● ε ∈ supp(tM) and tnode(ε) = q0; tedge(ε) is left uncon-
strained.
● If x ∈ supp(tM) and tnode(x) = q, then for each state r and
tuple of actions α ∈ ⨉a∈Ag Acta, for which q
α%→ r ∈ δ, there
exists a succesor of x denoted xir,α, and t(xir,α) = (r,α).
● All successors of a node x are obtained by the previous rule.
The family of indistinguishability relations is defined in a slightly
different way for unfoldings of transition-labeled multi-agent sys-
tems, as agents may know their own past actions. Formally, for two
nodes x, y ∈ supp(tM) and an agent a ∈ Ag we put x ∼a y if for
any n ≤ ∣x∣ we have that
π(tnode(x[1..n])) ∩Πa = π(tnode(y[1..n])) ∩Πa
t
edge(x[1..n])
a
= tedge(y[1..n])
a
The modal epistemic μ-calculus can be translated into the (non-
modal) epistemic μ-calculus by converting each action name αa ∈
Acta into an atomic proposition, so the main results of this paper
generalize easily to this calculus.
3.2 Comparison with other temporal epistemic
frameworks
In this subsection we discuss the relationship between the epis-
temic μ-calculus and other temporal epistemic logics or game mod-
els with imperfect information and perfect recall.
First, it is easy to see that the epistemic μ-calculus is more ex-
pressive than linear or branching temporal epistemic logics with
common knowledge operators [15]. This was already noted e.g.
in [24], since the following fixpoint formula defines the common
knowledge operator for two agents: Ca,bφ = νZ.(φ∧KaZ∧KbZ).
Secondly, the (modal variant of the) epistemic μ-calculus is more
expressive than the alternating epistemic μ-calculus of [6], due
to the possibility to insert knowledge operators “in between” the
quantifiers that occur in the semantics of the coalition operators.
More precisely, for any instance of the model-checking problem
for the alternating epistemic μ-calculus, let ActA, denote, for each
set of agents A ⊆ Ag, the cartesian product of the set of action
symbols for each agent in A, ActA = ⨉a∈AActa. Then:
⟪A⟫Xφ = ⋁
α∈ActA
(Ka ⋀
β∈ActAg∖A
[α,β]φ)
⟦A⟧Xφ = ⋀
α∈ActA
(Pa ⋁
β∈ActAg∖A
[α,β]φ)
Recall briefly that the strategy operator ⟪A⟫φ says that the agents
in the group (coalition) A have a strategy ensuring that, whatever
the other agents do, the objective φ is achieved on each resulting
run. Also the strategy must be based on the observability of each
agent of the system state. See [5] for a recent account on alternating
temporal logics.
The relationship with ATLiR is more involved, as we detail in
the sequel. Formulas of the type ⟪A⟫ ◻ p can be expressed as the
fixpoint formula νZ. ⋁
α∈Acta
Ka(p ∧ ⋀
β∈ActAg∖{a}
[α,β]Z).
On the other hand, formulas containing the until operator cannot
be translated into the epistemic μ-calculus. The reason is explained
in [6]: in formulas of the type ⟪a⟫◇p the objective p might not be
observable by the agent a, who might only be able to know, in the
future of some given time instant, that sometimes in the past of that
future moment (but after the reference instant), the objective was
achieved on all identically observable traces.
However, for the decidable case of coalitions based on distributed
knowledge [10], a translation exists for each instance of the model-
checking problem. We provide here this translation for simple
reachability formulas: given an ATLiR formula φ = ⟪a⟫p1Up2, a
multi-agent system M and a finite run ρ in M , the instance of the
model-checking problem M,ρ ⊧ φ can be translated to an instance
of the model-checking problem in the epistemic modal μ-calculus
of the following formula:
φ˜ = μZ. ⋁
α∈Acta
Ka(p2 ∨ pastp2 ∨ (p1 ∧ ⋀
β∈ActAg∖{a}
[α,β]Z)) (1)
and the modified system M ′, in which the new atomic proposition
pastp2 labels all the states occurring after a state carrying a p2 and
lying on runs which extend ρ. This mechanism is similar with the
“bookkeeping” employed in the two-player games utilized in [10]
for checking whether the same formula φ holds at a state of a multi-
agent system.
Formally, given a multi-agent system
M = (Q,Ag, δ, q0,Π, (Πa)a∈Ag, π, (Acta)a∈Ag), we build the sys-
temM ′ = (Q′,Ag, δ′, q′0,Π, (Πa)a∈Ag, π′, (Act′a)a∈Ag) in which:
● Q′ = Q × {0,1} and q′0 = (q0,0).
● π′(q,0) = π(q), π′(q,1) = π(q) ∪ {pastp2}.
● Act′a0 = Acta0 × {0,1} and Act′b = Actb for all b ≠ a0.
● For any transition q (α,β)%%%→ r withα ∈ Acta0 and β = (βb)b≠a0 ,
we put in δ′ the following transitions:
– (q,0) ((α,0),β)%%%%%→ (r,0)
– (q,1) ((α,x),β)%%%%%→ (r,1), x ∈ {0,1}
– (q,0) ((α,1),β)%%%%%→ (r,1) if p2 ∈ π(q)
– (q,0) ((α,1),β)%%%%%→ (r,0) if p2 /∈ π(q)
Note that, given a node x ∈ supp(tM ′), if we replace, on the path
from the root to x, all actions of the type (α,0) with α, we get a
run in tM corresponding with a note of tM . We denote this corre-
sponding node as x
M
. Furthermore, for each node x ∈ supp(tM),
we denote x ↑M ′ the node in supp(tM ′) with (x ↑M
′)
M
= x and
having the property that on the path from the root of tM ′ to x↑M
′
,
a’s actions are only of the type (α,1).
The following proposition gives the connection between the in-
stances of the model-checking problem in M and M ′:
PROPOSITION 2. For each node x in the tree tM , x ⊧ φ =
⟪a0⟫p1Up2 if and only if x↑M
′⊧ φ˜, with φ˜ defined as follows:
φ˜ = μZ. ⋁
α∈Acta0
Ka0(p2 ∨ pastp2 ∨ (p1 ∧ ⋀
β∈ActAg∖{a0}
[α,β]Z))
The same property holds for φ = ⟦a0⟧p1Up2 (which reads “agent
a0 cannot avoid p1Up2”) and
φ˜ = μZ. ⋀
α∈Acta0
Pa0(p2 ∨ pastp2 ∨ (p1 ∧ ⋁
β∈ActAg∖{a0}
⟨α,β⟩Z))
The problem of solving multi-player games with imperfect infor-
mation can also be translated into the epistemic μ-calculus. Recall
that a (synchronous) two-player game is a tuple
G = (Q,Act0,Act1, δ,Q0,Obs0,Obs1, o0, o1, par)
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with Q denoting the set of states, Act0 (resp Act1) denoting the set
of actions available to player 0 (resp. player 1), δ ⊆ Q × Act0 ×
Act1 ×Q denoting the transition relation, Obs0, resp. Obs1 denot-
ing finite sets of observations available to agent 0 (resp. agent 1),
o0 ∶ Q → Obs0, resp. o1 ∶ Q → Obs1 denoting the observability
relation for each player and par ∶ Q → N defining the priority of
each state.
A player i (i ∈ {0,1}) plays by choosing a feasible strategy,
which is a mapping σ ∶ (Obsi)∗ → Acti. A strategy for i is win-
ning when each runs that is compatible with that strategy satisfies
the property that the maximal priority of a state which occurs in-
finitely often in the run is even. The winning condition might be
non-observable to player i, as there might exist states q1, q2 ∈ Q
that are identically observable by player i, i.e. oi(q1) = oi(q2),
might have different priorities.
The set of winning strategies for a player in a multi-player game
with imperfect information is then expressible within the epistemic
μ-calculus, similarly to the encoding of the set of winning strategies
in a parity game into the μ-calculus from e.g. [11, 22]. Assuming
that the largest priority in Q is even and the atomic proposition pk
holds exactly in all states with priority k, the following epistemic
modal μ-calculus formula encodes the winning strategies for player
i:
νZnμZn−1 . . . μZ1. ⋁
α∈Acti
Ka ⋁
k≤n
(pk ∧ ⋀
β∈Act1−i
[α,β]Zk)
provided that player i’s indistinguishability in the multi-agent sys-
tem constructed from G is based on Obsi.
3.3 Revisiting the decidability of the model
checking problem for the tree semantics
of the plain μ-calculus
In this subsection we provide a variant of the Finite Model The-
orem for the μ-calculus, which will serve as a basis for our search
of a decidable subproblem of the model-checking problem for the
epistemic μ-calculus.
Given a multi-agent systemM = (Q,Ag, δ, q0,Π, (Πa)a∈Ag , π),
and an agent a ∈ Ag, we define the relation ΓMa ⊆ Q×Q as follows:
(q, r) ∈ ΓMa if for any run ρ in M ending in q (i.e. ρ[∣ρ∣] = q) there
exists a run ρ′ ending in r with ρ ∼a ρ′.
We now define a second semantics for the epistemic μ-calcu-
lus, which works on the set of states of a multi-agent system M ,
necessary for the decision problem. This semantics is the extension
of the state-based semantics for the μ-calculus [21] by defining a
state-based semantics for the epistemic operators.
Formally, each formula φwhich contains variablesZ1, . . . ,Zn is
associated with a Q-operator ⌈φ⌉M ∶ (2Q)n → 2Q, again by struc-
tural induction (we provide here the semantics for the epistemic
μ-calculus in positive form):
● ⌈p⌉M resp. ⌈¬p⌉M are the constant Q-operators
⌈p⌉M(S1, . . . , Sn) = {q ∈ Q ∣ p ∈ π(q)}
⌈¬p⌉M(S1, . . . , Sn) = {q ∈ Q ∣ p /∈ π(q)}
● ⌈Zi⌉M ∶ (2Q)n → 2Q is the i-th projection Q-operator, i.e.
given S1, . . . , Sn ⊆ Q, ⌈Zi⌉M(S1, . . . , Sn) = Si.
● ⌈φ1 ∨ φ2⌉M = ⌈φ1⌉M ∪ ⌈φ2⌉M , and ⌈φ1 ∧ φ2⌉M = ⌈φ1⌉M ∩
⌈φ2⌉M .
● Both nexttime modalities are associated with Q-operators
AXf ,EXf ∶ 2Q → 2Q such that:
⌈AXφ⌉M = AXf ○ ⌈φ⌉, ⌈EXφ⌉M = EXf ○ ⌈φ⌉
where:
AX
f(S) = {q ∈ Q ∣ ∀r ∈ Q if (q, r) ∈ δ then r ∈ S}
EX
f(S) = {q ∈ Q ∣ ∃r ∈ Q with (q, r) ∈ δ and r ∈ S}
● Each pair of epistemic operators Ka/Pa is associated with a
pair of Q-operators Kfa , P
f
a ∶ 2Q → 2Q such that:
⌈Paφ⌉M = P fa ○ ⌈φ⌉
⌈Kaφ⌉M =Kfa ○ ⌈φ⌉
where:
K
f
a (S) = Γa(S) ={q ∈ Q ∣ ∀s ∈ Q, if (s, q) ∈ Γa then s ∈ S}
P
f
a (S) = Γa(S) ={q ∈ Q ∣ ∃s ∈ S s.t. (s, q) ∈ Γa}
● ⌈μZi.φ⌉M = lfpi⌈φ⌉M and ⌈νZi.φ⌉M = gfp
i
⌈φ⌉M
.
In the sequel, when the multi-agent system M is fixed, we will
utilize the notation ⌈ϕ⌉ instead of ⌈ϕ⌉M .
The following result, giving the connection between the tree se-
mantics and the state-based semantics for the μ-calculus, contains
the essence of the Finite Model Theorem for μ-calculus. The result
is proved by structural induction on the formula φ in [3]:
THEOREM 3. Given a multi-agent systemM = (Q,Ag, δ, q0,Π,
(Πa)a∈Ag, π) in which Q = {1, . . . , n} and q0 = 1, and a (plain)
μ-calculus formula φ, the following diagram1 commutes:
(2Q)n ⌈φ⌉  2Q
(2supp(tM))n
(t−1M )n  ∥φ∥ 2supp(tM)
t−1M
(2)
We also say that the diagram 2 holds (or commutes) for the formula
φ in the system M .
The commutativity of diagram 2 is based on some commutativity
properties for the tree operators and the state operators associated
with all the logical operators of the μ-calculus. For instance, the
AX operator satisfies the following commutativity property:
2
Q AX
f
 2Q
2
supp(tM )
(t−1M )n 
AX 2supp(tM)
t−1M
(3)
Our search will be directed towards finding particular instances
of the model-checking problem where similar commutative dia-
grams can be provided for the epistemic operators involved in the
given epistemic μ-calculus formula.
4. A FRAGMENT OF THE EPISTEMIC
μ-CALCULUS WITH A DECIDABLE
MODEL CHECKING PROBLEM
In this section, we first introduce some additional notations and
notions. Given a multi-agent system M and two agents a1, a2 ∈
Ag, we say that the two agents have compatible observability if
either Πa1 ⊆ Πa2 or Πa1 ⊇ Πa2 .
1The category in which this diagram holds is Set, the category of
sets.
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Given a formula φ, let Tφ denote the syntactic tree of φ. The
following fixes the definition of Tφ by structural induction, as it
will be needed in the rest of the proof. Note that, in our definition of
Tφ, each node labeled with a variable also has a successor, labeled
with ⊺. This convention brings the property that each node in Tφ
whose formula is a variable has a closed subformula (which is ⊺):
● supp(Tp) = {}, Tp() = p,
● supp(T¬p) = {}, T¬p() = ¬p,
● supp(TZ) = {,1}, TZ() = Z, TZ(1) = ⊺,
● supp(TOpφ1) = {} ∪ {1x ∣ x ∈ supp(Tφ1)}, TOpφ1() =
Op, TOpφ1(1x) = Tφ1(x), where Op ∈ {AX,EX,Ka, Pa,
μZ, νZ}
● supp(Tφ1Opφ2) = {} ∪ {1x ∣ x ∈ supp(Tφ1)} ∪ {2x ∣ x ∈
supp(Tφ2)}, Tφ1Opφ2() = Op, Tφ1Opφ2(1x) = Tφ1(x),
Tφ1Opφ2(2x) = Tφ2(x), Op ∈ {∧,∨}.
We then denote form(x) the subformula of φwhose syntactic tree
is Tφ
x
, i.e. the subtree of Tφ rooted at x, and say that x is closed
if form(x) is closed.
We then say that an epistemic operator Op ∈ {Ka, Pa ∣ a ∈ Ag}
is non-closed at a node x in a formula φ if form(x) is not closed,
Op labels a node y ⪰ x and for all the nodes y′ lying on the path
between x and y we have that form(y′) is not closed.
For each node x ∈ supp(Tφ), we also define AgNClφ(x) as the
set of agents a for which Ka or Pa is not closed at x. In addition,
given two distinct nodes x1 ≺ x2 with x2 being closed, we say that
x2 is a nearest closed successor of x1 if no other closed node lies
on the path from x1 to x2.
Definition 2. A formula φ is said to mix observations of agents
a and b (or also: agents a, b have mixed observations in φ) if the
following property holds
For some epistemic operators Opa ∈ {Ka, Pa}, Opb ∈
{Kb, Pb} there exists a node x of Tφ such that both
Opa and Opb are not closed at x.
The non-mixing model-checking problem for the epistemic μ-
calculus is the problem of deciding whether tM ⊧ φ for a given
multi-agent system M and a closed formula φ bearing the restric-
tion that any two agents a, b which have mixed observations in φ
have compatible observability in M .
All instances of the model-checking problem for KBn [15, 16],
that is, CTL with individual knowledge operators, are formulas of
the μ-calculus of non-mixing epistemic fixpoints. Other instances
of this model-checking problem consist of the following formulas
μZ1.(p ∨Ka(EX.Z1) ∧ νZ2.(q ∧ Z1 ∧Ka(EXZ2)))
μZ1.(p ∨Ka(EX.Z1) ∧ νZ2.(q ∧Kb(EXZ2)))
in pair with systems M in which Πa ⊆ Πb. Also any instance of
the model-checking problem for the following common knowledge
formula:
Ca,bφ = νZ.(φ ∧KaZ ∨KbZ)
and with systems M in which a and b do not have compatible ob-
servability, is not an instance of the non-mixing model-checking
problem.
THEOREM 4. The non-mixing model-checking problem for the
epistemic μ-calculus is decidable.
The crux of the proof relies on a commutativity property relat-
ing t−1M with the operators Ka/K
f
a , resp. Pa/P
f
a , similar with the
properties relating t−1M withAX/AX
f in diagram 3. Unfortunately,
such a commutativity property does not hold for Ka in any multi-
agent system M , as is shown in the following example.
1,p1 2,p13,p1
Figure 1: A one-agent system with Πa = {p1}.
EXAMPLE 5. For the one-agent system in Fig. 1 we have that
t−1M (Kfa ({1,3})) ≠Ka(t−1M ({1,3})), as
t
−1
M (Kfa ({1,3})) = {x ∈ supp(tM) ∣ x[∣x∣] = 1}
Ka(t−1M({1,3})) = {x ∈ supp(tM) ∣ x[∣x∣] = 1∨
(x[∣x∣] = 3 ∧ ∣x∣ is odd)}.
Definition 3. Given two multi-agent systems Mi = (Qi,Ag, δi,
qi0,Π, (Πa)a∈Ag , πi) (i = 1,2) over the same set of atomic propo-
sitions, we say that M1 is an in-splitting of M2 if there exists a
surjective mapping with χ ∶ Q1 → Q2, satisfying the following
properties:
1. For each q, r ∈ Q1, if (q, r) ∈ δ1 then (χ(q), χ(r)) ∈ δ2.
Moreover, for any (q′, r′) ∈ δ2 there exist (q, r) ∈ δ1 such
that χ(q) = q′, χ(r) = r′.
2. For each q ∈ Q1, π2(χ(q)) = π1(q).
3. For each q ∈ Q1, outdeg(χ(q)) = outdeg(q), where
outdeg(q) is the number of transitions leaving q.
4. χ(q10) = q20 .
The in-splitting is an isomorphism whenever χ is a bijection.
We will call the mapping χ as an in-splitting mapping. Also, we
write χ ∶M1 Ins%%→M2 to denote the fact that χ is a witness for M1
being an in-splitting of M2.
Note that an in-splitting mapping (term borrowed from symbolic
dynamics [19]) represents a surjective functional bisimulation be-
tween two transition systems. The following proposition can be
seen as a generalization of this remark (the proof is given in [3]):
PROPOSITION 6. Consider two multi-agent systemsMi = (Qi,
Ag, δi, q
i
0,Π, (Πa)a∈Ag, πi) (i = 1,2) over the same set of atoms,
connected by an in-splitting mapping χ ∶ M1 Ins%%→ M2. Then for
any plain μ-calculus formula φ the following diagram commutes:
(2Q1)n ⌈φ⌉M1  2Q1
(2Q2)n
(χ−1)n 
⌈φ⌉M2  2Q2
χ−1

(4)
REMARK 7. Proposition 6 does not hold for any epistemic μ-
calculus formula. To see this, consider the system depicted in Fig. 2,
which is an in-splitting of the system from Fig. 1, obtained by split-
ting state 3 in Fig. 1 in two states, denoted 3 and 4 in Fig. 2, (i.e.
χ(1) = 1, χ(2) = 2, χ(3) = χ(4) = 3) with transitions (3,4) ∈ δ
and (4,4) ∈ δ.
181
1,p1 2,p13,p14,p1
Figure 2: An in-splitting of the system from Fig. 1.
Note that we have
⌈KfaX⌉M2({1,2,3}) = {1,3}
⌈KfaX⌉M1({1,2,3}) = {1,2,3}
and hence ⌈KfaX⌉M1 ○χ−1 ≠ χ−1 ○ ⌈KfaX⌉M2 .
The following notion corresponds with the “subset construction”
used for model-checking LTLK/CTLK [26, 8] or solving 2-player
parity games with one player having incomplete information [7]:
Definition 4. Given a multi-agent systemM = (Q,Ag, δ, q0,Π,
(Πa)a∈Ag, π), we define the multi-agent system
Δ
pre
a (M) = (Q˜pre,Ag, δ˜, q˜0,Π, (Πa)a∈Ag , π˜)
as follows:
● Q˜pre = {(s,S) ∣ s ∈ Q,S ⊆ {q ∈ Q ∣ πa(q) = πa(s)}} and
q˜0 = (q0,{q0}).
● δ˜ is composed of all tuples of the form ((s,S), (r,R))where
(s, r) ∈ δ and R = {r′ ∈ Q ∣ πa(r′) = πa(r) and ∃s′ ∈
S with (s′, r′) ∈ δ}.
● π˜(s,S) = π(S) = π(s).
The a-distinction of M , denoted Δa(M), is the restriction of
Δ
pre
a (M) to reachable states, i.e.,
Δa(M) = (Q˜,Ag, δ˜ ∣Q˜, q˜0,Π, (Πa)a∈Ag, π˜ ∣Q˜)
where Q˜ = {s˜ ∈ Q˜pre ∣ s˜ is reachable from q˜0}.
Given a multi-agent systemM = (Q,Ag, δ, q0,Π, (Πa)a∈Ag , π),
and an agent a ∈ Ag, we say that M is a-distinguished if ΓMa
(relation defined on page 5) is a congruence relation, that is, an
equivalence relation with the following property:
for any q, r ∈ Q, if (q, r) ∈ ΓMa , (q, q′) ∈ δ, (r, r′) ∈ δ and
πa(q′) = πa(r′), then (q′, r′) ∈ ΓMa . (5)
We utilize from now on the notation Γa whenever the system M is
understood from the context.
PROPOSITION 8. 1. For any multi-agent systemM ,Δa(M)
is an in-splitting of M . We denote this in-splitting as Δ−1a,M ∶
Δa(M) → M . Whenever the system M is clear from the
context, we use the notation Δ−1a instead of Δ
−1
a,M .
2. For any agent a ∈ Ag we have that Δa(M) is a-distin-
guished.
PROPOSITION 9. For any multi-agent systemM and two agents
a, b ∈ Ag with Πa ⊆ Πb, if M is b-distinguished, then Δa(M) is
b-distinguished too.
PROPOSITION 10. For any multi-agent system M , the follow-
ing diagram commutes iff M is a-distinguished:
2
Q K
f
a  2Q
2
supp(tM )
t−1M 
Ka 2supp(tM )
tM
−1

(6)
The same holds if the pair Ka/Kfa is replaced with Pa/P fa .
Definition 5. We say that the pair of epistemic operatorsKa/Kfa ,
resp. Pa/P fa , commutes for M if the diagram 6 is commutative
for the respective pair.
Proposition 10 gives the first restricted form which ensures the
commutativity of diagram 2 for formulas of the epistemic μ-calcu-
lus. The second restricted form in which the pair Ka/Kfa (resp.
Pa/P fa ) commutes for a system is stated as point 2 in the next
proposition:
PROPOSITION 11. Consider two multi-agent systemsMi = (Qi,
Ag, δi, q
i
0,Π, (Πa)a∈Ag, πi) with Qi = {1, . . . , ni}, (i = 1,2),
related by an in-splitting χ ∶ M1 Ins%%→ M2, and define the tree
mapping χˆ ∶ supp(tM1)
Ins%%→ supp(tM2), where χˆ(ε) = ε and
χˆ(xi) = χˆ(x) ⋅ χ(i), for any x ∈ supp(tM1) and i ∈ Q1. Then the
following properties hold:
1. χˆ is a tree isomorphism between tM1 and tM2 and tM2 ○ χˆ =
χ ○ tM1 .
2. For any closed formula φ of the epistemic μ-calculus for
which the diagram 2 commutes in the system M2, the fol-
lowing property holds:
∥φ∥M1 = t−1M1(χ−1(⌈φ⌉M2))
REMARK 12. The previous proposition tells us that, for closed
formulas of the epistemic μ-calculus for which diagram 2 com-
mutes in M2, in the eventuality that the system M2 needs to be
replaced with a “larger” system M1 (for reasons related with the
“subset construction” that ensures the first type of commutativity of
Ka/Pa), the validity of φ on the tree tM1 can be recovered from the
set of states χ−1(⌈φ⌉M2), through the inverse tree mapping t−1M1 .
We have now the essential ingredients that ensure the decid-
ability of the model-checking problem for the μ-calculus of non-
mixing epistemic fixpoints. The algorithm runs as follows: we pro-
ceed by constructing the Q-operator interpretations of the subfor-
mulas of φ on the given system M , in a bottom-up traversal of the
syntactic tree Tφ. As long as we only treat subformulas not contain-
ing any epistemic operator, Theorem 3 ensures that these boolean
operators are correct finitary abstractions of the tree semantics of
our subformulas.
The first time we encounter in Tφ an epistemic operator, say,
Ka, s.t. the subformula in the current node is Kaφ′, we need to
replace M with its a-distinction, Δa(M), in order for the appro-
priate diagram to commute. This replacement is easier when φ′ is
a closed plain μ-calculus formula. By combining Propositions 11
and 10, the tree semantics of the formula Kaφ
′ can be computed
using the boolean operator Kfa (Δ−1a (⌈φ′⌉M)) in Δa(M), where
Δ
−1
a (⌈φ′⌉M) represents the set of states in Δa(M) on which φ′
holds.
The procedure is different when φ′ is not closed. In this sit-
uation, we cannot determinize M , as observed in the remark 7.
Therefore we need to descend along the syntactic tree to all the
“nearest” nodes whose formulas are closed, and only there apply
the a-distinction construction, as required by Proposition 11.
Suppose even further that φ′ itself contains other knowledge op-
erators, and some other knowledge operator Kb is encountered dur-
ing this descent. The “nonmixing” assumption on our formula im-
plies that this other agent b has compatible observability with our a
(Ka and Kb are not closed at the node associated with Ka). There-
fore, the a-distinction of the models applied at lower levels com-
mutes with Kb, fact which is ensured by Proposition 10 when the
two agents have compatible observability.
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This whole process ends when we arrive in the root of the syn-
tactic tree, with an in-splitting M ′ of the initial system M and a
(constant) boolean operator σ, which gives the finitary abstraction
of the set of nodes of the tree tM where φ holds. The following
paragraphs formalize this process.
PROOF OF THEOREM 4. Given a formula φ in the μ-calculus
of non-mixing epistemic fixpoints and a multi-agent system M , we
associate with each node x of Tφ an in-splitting mapping, denoted
T Insφ (x), such that the following properties hold:
1. For the root  we have T Insφ () = idM . Also for any non-
closed node x in supp(Tφ), we have that T Insφ (x) = idM ′ ,
where M ′ is an in-splitting of M .
2. For any x,xi ∈ supp(Tφ), i ∈ {1,2}, codom(T Insφ (x)) =
dom(T Insφ (xi)),
3. For any nodes x1, x2 ∈ supp(Tφ) with x1 ⪯ x2, define first
the in-splitting mapping between x1 and x2 as:
T
Ins
φ (x1...x2) = T Insφ (x1) ○ ... ○ T Insφ (x2)
Then, for any leaves x1, x2 in Tφ we have that
T Insφ (...x1) = T Insφ (...x2), where  is the root of Tφ.
4. For any node x1 which is a nearest closed successor of the
root , if AgNClφ() = {a1, . . . , ak} and Πa1 ⊆ . . . ⊆ Πak ,
then T Insφ (x1) has the form:
T
Ins
φ (x1) =Δ−1a1 ○ . . . ○Δ−1ak ○ χ, for some χ,
Assuming that T Insφ is constructed with all the properties above,
we denote InS(T Insφ ) = T Insφ (...x) where x is any leaf in Tφ. In
the sequel, whenever we want to emphasize a property of the root
of the syntactic tree Tφ, we denote it 
φ.
The construction of T Insφ proceeds by structural induction on φ.
For the base case φ = p or φ = ¬p, we put T Insp () = T Ins¬p () =
idM , for any p ∈ Π. Also for φ = Z, Z ∈ Z , note that, by construc-
tion, the root of TZ has a leaf successor which is the only child
node. Then, T InsZ () = T InsZ (1) = idM .
For the induction case, take a formula φ = Op.φ′ where Op ∈
{AX,EX,μZ,νZ}, and assume T Insφ′ (x) is defined. Then we put
T Insφ (1x) = T Insφ′ (x) for any node x of supp(Tφ′), and T Insφ (φ) =
idM ′ , where M
′ = dom(T Insφ′ (φ
′)).
Suppose φ = Kaφ′ or φ = Paφ′. Note that for each node 1x
which is not closed in Tφ, the node x is not closed in Tφ′ either.
Then we put T Insφ (1x) = T Insφ′ (x) = idM ′ , with M ′ the appropri-
ate multi-agent system. We also put T Insφ (φ) = idM0 for the ap-
propriate M0. Furthermore, for each closed node 1x1 ∈ supp(Tφ)
which is not a nearest closed successor of φ, we put T Insφ (1x1) =
T Insφ′ (x1).
Take further a node 1x1 which is a nearest closed successor of
the root φ and assume AgNCL(φ) = {a1, ..., ak}. By the above
property 4 in the induction hypothesis, the in-splitting mapping in
x1 is T Insφ′ (x1) = Δ−1a1 ○ . . . ○Δ−1ak ○ χ with Πa1 ⊆ . . . ⊆ Πak . On
the other hand, by the assumption that φ is a nonmixing formula, a
must have compatible observability with all the agents a1, . . . , ak.
Therefore, there must exist some i ≤ k such that Πa1 ⊆ . . . ⊆ Πai ⊆
Πa ⊆ Πai+1 ⊆ . . . ⊆ Πak . We then define
T
Ins
φ (1x1) =Δ−1a1 ○ . . . ○Δ−1ai ○Δ
−1
a ○Δ−1ai+1 ○ . . . ○Δ
−1
ak
○ χ
Note that the domain and the codomain of each Δ−1aj , (j ≤ i) are
different in T Insφ from those in T
Ins
φ′ , due to the insertion of Δ
−1
a .
According to the above constructions for φ =Kaφ′ of φ = Paφ′,
all the four properties are satisfied by T Insφ , the fourth one resulting
from the construction of the in-splitting mapping for the nearest
closed successors of the root.
Finally, take φ = φ1Opφ2 (Op ∈ {∧,∨}). If T Insφ1 = T Insφ2 , put
T Insφ (1x) = T Insφ1 (x) for all nodes x ∈ supp(Tφ1), T Insφ (2x) =
T Insφ2 (x) for all x ∈ supp(Tφ2) and T Insφ () = idM .
Suppose now T Insφ1 ≠ T Insφ2 . ConsiderAgNCl(1) = {a1, . . . , ak}
and AgNCl(2) = {b1, . . . , bl} with Πa1 ⊆ . . . ⊆ Πak and Πb1 ⊆
. . . ⊆ Πbl . Take then a node x1 which is a nearest closed successor
of the root of Tφ1 , 
φ1 , and a node x2 which is a nearest closed
successor of φ2 . By the induction hypothesis we have:
T
Ins
φ1
(x1) =Δ−1a1 ○ . . . ○Δ−1ak ○χ1 InS(T
Ins
φ1
) = T Insφ1 (x1) ○ χ′1
T
Ins
φ2
(x2) =Δ−1b1 ○ . . . ○Δ−1bl ○ χ2 InS(T
Ins
φ2
) = T Insφ2 (x2) ○ χ′2
with appropriate in-splittings χ1, χ′1, χ2, χ
′
2.
On the other hand, by the assumption on φ being nonmixing, for
any i ≤ k, j ≤ l, the two agents ai and bj must have compatible
observability. It therefore follows that there exists a reordering of
the union {a1, . . . , ak} ∪ {b1, . . . , bl} as {c1, . . . , cm} such that
Πci ⊆ Πci+1 for all i ≤m − 1. Denote then:
χ0 =Δ−1c1 ○ . . . ○Δ−1cm
By Proposition 9, χ0 is a c-distinction for any c ∈ {a1, . . . , ak} ∪
{b1, . . . , bl}. Also, by property 2 of the induction hypothesis, χ0 is
independent of the choice of the nodes x1, x2.
The same property from the induction hypothesis also ensures
that, for any nearest closed successor x2 of εφ2 , there exist in-
splittings χφ2,x2
2
, χ˜
φ2,x2
2
such that:
T
Ins
φ2
(x2) =Δ−1b1 ○ . . . ○Δ−1bl ○ χ
φ2,x2
2
(7)
InS(T Insφ2 ) = T Insφ (x2) ○ χ˜φ2,x22 (8)
We will then construct T Insφ (⋅) as follows:
1. For each closed node x which is a leaf in Tφ1 but not a near-
est closed successor of φ1 , we put T Insφ (1x) = T Insφ1 (x) ○
χ2 ○χ′2.
2. For each non-leaf, closed node x in Tφ1 which is not a near-
est closed successor of φ1 we copy T Insφ (1x) = T Insφ1 (x).
3. For each nearest closed successor x of φ1 which is not a leaf
in Tφ1 we put T
Ins
φ (1x) = χ0 ○ χ1.
4. For each closed node x which is a leaf in Tφ1 and a nearest
closed successor of φ1 , we put T Insφ (1x) = χ0 ○ χ1 ○ χ′1 ○
χ2 ○χ′2.
5. For each closed node x which is not a nearest closed succes-
sor of φ2 we copy T Insφ (2x) = T Insφ2 (x).
6. For each closed node x which is a nearest closed successor
of φ2 we put T Insφ (2x) = χ0 ○χ1 ○χ′1 ○χφ2,x2 , where χφ2,x2
is the in-splitting mapping associated with the node x as in
Identity 8 above.
7. For the root  and the non-closed nodes x of Tφ, T
Ins
φ () =
idM ′ and T
Ins
φ (x) = idM ′′ , with M ′ and M ′′ appropriate
multi-agent systems.
It’s not difficult to see that the resulting mapping T Insφ2 (⋅) sat-
isfies the five desired properties. More specifically, property 2
amounts to the following identity:
InS(T Insφ ) = χ0 ○ χ1 ○ χ′1 ○ χ2 ○ χ′2
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Now we may show how T Insφ can be used to build our algorithm.
Let Mx denote the multi-agent system which is the domain of the
in-splitting T Insφ (x), and denote Qx its state-space. Also, for con-
venience, we denote Mx the multi-agent system which represents
the codomain of T Insφ (x), and Qx its state-space. Note that when
x,x1 ∈ supp(Tφ), Mx = Mx1, and similarly Mx = Mx2 when
x2 ∈ supp(Tφ).
Once we built the tree T Insφ , we associate with each node x in Tφ
a Qx-operator that will give all the information on the satisfiability
of form(x) in the given model. Formally, we build the tree T strφ
whose domain is supp(Tφ)∖{x ∣ Tφ(x) = ⊺} and which associates
with each node x a Qx-operator T
str
φ (x) ∶ (2Qx)n → 2Qx . The
construction will be achieved such that
∥form(x)∥ ○ (t−1Mx)
n = t−1Mx ○ T strφ (x) (9)
for each node x with form(x) ≠ ⊺.
The construction proceeds bottom-up on supp(Tφ). We actually
build two trees, T strφ and T
str
φ , such that T
str
φ (x) ∶ (2Qx)n → 2Qx
and T strφ (x) = T
str
φ (x) ○ [(T Insφ (x))
−1]
n
, that is,
T
str
φ (x)(S1, . . . , Sn) = T
str
φ (x)((T Insφ (x))−1(S1, . . . , Sn))
(10)
Note that, once we build T
str
φ (x) for a node x, T strφ (x) is defined
by Identity 10, so we only explain the construction for T
str
φ (x).
For nodes x that are leaves in Tφ with Tφ(x) = p ∈ Π, we put
T
str
φ (x) = ⌈p⌉M , the constant Qx-operator. Recall that we do not
define T strφ (x) for Tφ(x) = ⊺.
For Tφ(x) = Zi ∈ Z we put T strφ (x)(S1, . . . , Sn) = Si, the i-th
projection on (2Qx)n.
For nodes x with Tφ(x) = Op ∈ {AX,EX,Ka, Pa ∣ a ∈ Ag}
we put
T
str
φ (x)(S1, . . . , Sn) = Opf(T strφ (x1)(S1, . . . , Sn))
For Tφ(x) = ∧ we put
T
str
φ (x)(S1, . . . , Sn) =
(T strφ (x1)(S1, . . . , Sn)) ∩ (T strφ (x2)(S1, . . . , Sn))
and similarly for Tφ(x) = ∨, with ∩ replaced with ∪ in the above
formula defining T
str
φ (x)(S1, . . . , Sn).
For Tφ(x) = μZi with 1 ≤ i ≤ n we put
T
str
φ (x) = lfpi⌈Tstr
φ
(x1)⌉
and, similarly, for Tφ(x) = νZi we define
T
str
φ (x) = gfpi⌈Tstr
φ
(x1)⌉
The validity of Identity 9 follows then from Propositions 10 and 11.
The final step consists in checking whether qε0 ∈ T strφ (ε), where
qε0 is the initial state in the multi-agent system Mε associated with
the root of Tφ. The result of this check gives the answer to the
problem whether ε ⊧ φ in tM .
The following result follows from a similar result for LTLK from
[26]. A self-contained proof can be found in [3]:
THEOREM 13. The model checking problem for the μ-calculus
of non-mixing epistemic fixpoints is hard for non-elementary time.
5. CONCLUSIONS AND COMMENTS
We have presented a fragment of the epistemic μ-calculus hav-
ing a decidable model-checking problem. We argued in the intro-
duction that the decidability result does not seem to be achievable
using tree automata or multi-player games. Two-player games with
one player having incomplete information and with non-observable
winning conditions from [7] do not seem to be appropriate for the
whole calculus as they are only equivalent with a restricted type
of combinations of knowledge operators and fixpoints. We con-
jecture that the formula νZ(p ∨ AX.PaZ) is not equivalent with
any (tree automaton presentation of a) two-player game with path
winning conditions. Translating this formula to a generalized tree
automaton seems to require specifying a winning condition on con-
catenations of finite paths in the tree with “jumps” between two
identically-observable positions in the tree. This conjecture extends
the non-expressivity results from [6] relating ATL and μ −ATL.
The second reason for which the above-mentioned generaliza-
tion would not work comes from results in [9] showing that the
satisfiability problem for CTL or LTL is undecidable with the con-
crete observability relation presented here. It is then expectable that
if a class of generalized tree automata is equivalent with the μ-cal-
culus of non-mixing epistemic fixpoints, then that class would have
an undecidable emptiness problem and only its “testing problem”
would be decidable. Therefore, the classical determinacy argument
for two-player games would not be translatable to such a class of
automata.
Acknowledgments
We are grateful to D. Guelev for his careful reading of earlier ver-
sions of this paper.
6. REFERENCES
[1] Th. Ågotnes. Action and knowledge in alternating-time
temporal logic. Synthese, 149(2):375–407, 2006.
[2] A. Arnold and D. Niwin´ski. Rudiments of μ-calculus,
volume 146 of Studies in Logic and the Foundations of
Mathematics. North-Holland, 2001.
[3] R. Bozianu, C. Dima, and C. Enea. Model-checking an
epistemic μ-calculus with synchronous and perfect recall
semantics. Available at:
http://arxiv.org/abs/1204.2087, 2012.
[4] J. Bradfield and C. Stirling. Modal mu-calculi. In
J. van Benthem P. Blackburn and F. Wolter, editors, The
Handbook of Modal Logic, pages 721–756. Elsevier, 2006.
[5] N. Bulling, J. Dix, and W. Jamroga. Model checking logics
of strategic ability: Complexity. In M. Dastani, K. V.
Hindriks, and J.-J. C. Meyer, editors, Specification and
Verification of Multi-Agent Systems, pages 125–160.
Springer, 2010.
[6] N. Bulling and W. Jamroga. Alternating epistemic
mu-calculus. In Proceedings of IJCAI’2011, pages 109–114.
IJCAI/AAAI, 2011.
[7] K. Chatterjee and L. Doyen. The complexity of
partial-observation parity games. In Proceedings of
LPAR-17, volume 6397 of Lecture Notes in Computer
Science, pages 1–14. Springer, 2010.
[8] C. Dima. Revisiting satisfiability and model-checking for
CTLK with synchrony and perfect recall. In Proceedings of
CLIMA IX, volume 5405 of LNAI, pages 117–131, 2008.
[9] C. Dima. Non-axiomatizability for linear temporal logic of
knowledge with concrete observability. Journal of Logic and
Computation, pages 939–958, 2011.
184
[10] C. Dima, C. Enea, and D. Guelev. Model-checking an
alternating-time temporal logic with knowledge, imperfect
information, perfect recall and communicating coalitions.
Electronic Proceedings in Theoretical Computer Science,
25:103–117, 2010.
[11] E. A. Emerson and C. S. Jutla. Tree automata, mu-calculus
and determinacy (extended abstract). In Proceedings of
FOCS’91, pages 368–377. IEEE Computer Society, 1991.
[12] K. Engelhardt, R. van der Meyden, and K. Su. Modal logics
with a linear hierarchy of local propositional quantifiers. In
Proceedings of AiML’02, pages 9–30. King’s College
Publications, 2003.
[13] B. Finkbeiner and S. Schewe. Uniform distributed synthesis.
In Proceedings of LICS’05, pages 321–330. IEEE Computer
Society, 2005.
[14] V. Goranko and G. van Drimmelen. Complete axiomatization
and decidability of alternating-time temporal logic. TCS,
353(1-3):93–117, 2006.
[15] J. Halpern and M. Vardi. The complexity of reasoning about
knowledge and time: Extended abstract. In Proceedings of
STOC’86, pages 304–315, 1986.
[16] J. Halpern and M. Vardi. The complexity of reasoning about
knowledge and time. I. Lower bounds. Journal of Computer
System Sciences, 38(1):195–237, 1989.
[17] M. Kacprzak and W. Penczek. Fully symbolic unbounded
model checking for alternating-time temporal logic.
Autonomous Agents and Multi-Agent Systems, 11(1):69–89,
2005.
[18] O. Kupferman and M.Y. Vardi. Synthesizing distributed
systems. In Proceedings of LICS 2001, pages 389–398. IEEE
Computer Society, 2001.
[19] D. Lind and B. Marcus. An Introduction to Symbolic
Dynamics and Coding. Cambridge University Press, 1995.
[20] A. Lomuscio and Fr. Raimondi. Mcmas: A model checker
for multi-agent systems. In Proceedings of TACAS’2006,
volume 3920 of LNCS, pages 450–454, 2006.
[21] D. Niwin´ski and I. Walukiewicz. Games for the mu-calculus.
Theor. Comput. Sci., 163(1&2):99–116, 1996.
[22] J. Obdržálek. Algorithmic Analysis of Parity Games. PhD
thesis, University of Edinburgh, 2006.
[23] P.-Y. Schobbens. Alternating-time logic with imperfect
recall. Electronic Notes in Theoretical Computer Science,
85(2):82–93, 2004.
[24] N. Shilov and N. Garanina. Model checking knowledge and
fixpoints. In Proceedings of FICS’02, pages 25–39, 2002.
[25] J. van Benthem and E. Pacuit. The tree of knowledge in
action: Towards a common perspective. In Proceedings of
AiML’06, pages 87–106. College Publications, 2006.
[26] R. van der Meyden and N. Shilov. Model checking
knowledge and time in systems with perfect recall (extended
abstract). In Proceedings of FSTTCS’99, volume 1738 of
LNCS, pages 432–445, 1999.
[27] R. van der Meyden and Th. Wilke. Synthesis of distributed
systems from knowledge-based specifications. In
Proceedings of CONCUR’05, LNCS, pages 562–576.
Springer Verlag, 2005.
185
