For the f-plane shallow-water equations, the convergence properties of the supercompact finite-difference method (SCFDM) are examined during the evolution of complex, nonlinear flows spawned by an unstable jet. The second-, fourth-, sixth-, and eighth-order SCFDMs are compared with a standard pseudospectral (PS) method. To control the buildup of small-scale activity and thus the potential for numerical instability, the vorticity field is damped explicitly by the application of a triharmonic hyperdiffusion operator acting on the vorticity field. The global distribution of mass between isolevels of potential vorticity, called mass error, and the representation of the balance and imbalance are used to assess numerical accuracy. In each of the quantitative measures, a clear convergence of the SCFDM to the PS method is observed. There is no saturation in accuracy up to the eighth order examined. Taking the PS solution as the reference, for the fundamental quantity of potential vorticity the rate of convergence to PS turns out to be algebraic and near-quadratic.
Introduction
The design of high-order finite-difference schemes of ever greater accuracy has occupied a significant part of the pursuit of numerical modeling of fluid flows. To be explicit, we consider schemes of order greater than two as being high order. Such schemes aim to provide greater ''spectral resolution''; that is, the accuracy with which the finite-difference scheme represents the exact derivative over the full range of length scales on a fixed Eulerian grid (Lele 1992) . While the spectral resolution of a given finite-difference method can be determined by a standard Fourier analysis, such an analysis would provide little direct information on the extent to which higher spectral resolution may, or may not, lead to a measurable higher numerical accuracy when applied to simulating evolutionary-type complex, nonlinear flows of interest in atmosphere-ocean modeling. A manifestation of this problem with numerical accuracy is the complex relation between the rate of convergence and the formal order of accuracy (Holdaway et al. 2007 ). What we are concerned with in this paper are the ways in which the solutions to such schemes converge to their solutions by a standard spectral method, where spectral resolution is increased systematically by increasing order. For clarity, convergence in the sense just referred to will be called spectral convergence 1 to distinguish it from the more familiar sense of ''grid convergence'' where the convergence of a numerical algorithm is decided by increasing grid resolution. There are numerous studies of grid convergence, recent examples of which can be found in Galewsky et al. (2004) and Polvani et al. (2004) , where it has been proposed as a way of testing the numerical global models of the atmosphere. While there are studies devoted to the comparison of the numerical accuracy of the spectral and some specific finitedifference methods, for example that of Naulin and Nielsen (2003) on two-dimensional purely vortex dynamical flows, a systematic study of the corresponding important question of spectral convergence is lacking. Investigating spectral convergence is of both theoretical and practical significance. On the theoretical side, relevant questions that arise concern the sensitivity of spectral convergence to the interrelated flow characteristics of complexity, nonlinearity, and the degree of continuity in the field distribution. On the practical side, one would like to know when a high-order finitedifference scheme is effectively spectral in the sense that no further increase in order or spectral resolution would result in a measurable increase in accuracy. An explicit example of such an application may be found in a finite-difference scheme that can replace costly spectral methods, with effectively no sacrifice in accuracy, in global models of the atmosphere.
Among the methods designed to increase spectral resolution systematically is a family of schemes known as the supercompact finite-difference method (SCFDM), which offers a general formula for approximating even and odd derivatives with a three-point stencil size for an arbitrary order of accuracy. At second and fourth orders, SCFDM becomes the same as the familiar centered and the Padé schemes, respectively. Esfahanian et al. (2005, hereafter EGM05 ) have examined the numerical accuracy of the second-, fourth-, and sixth-order SCFDM in prototype problems of (i) linear inertiagravity wave propagation in f-plane shallow-water (SW) equations, (ii) the representation of the dominant nonlinear terms in the vorticity and divergence equations, and (iii) the solution of Poisson equation in spherical geometry. For each problem examined, exact solution was known and the notion of spectral accuracy was applicable in much the same way as given by a Fourier analysis. Mohebalhojeh and Dritschel (2007) have applied the second-, fourth-, and sixth-order SCFDM to latitudinal differencing of the potential-vorticity-based ''contour-advective semi-Lagrangian'' (CASL) algorithms of the shallow-water equations on the sphere. For the near-discontinuous distribution of potential vorticity (PV) handled by CASL, the fourth-order differencing was found to attain the highest numerical accuracy achievable for such flows. It is precisely the latter finding on saturation of numerical accuracy at fourth-order in CASL that has led us to study spectral convergence.
By addressing the question of spectral convergence for the SCFDM, this paper is aimed to further our understanding of the properties of the finite-difference methods as applied to a complex, nonlinear flow where the notion of spectral accuracy becomes highly nontrivial. To investigate spectral convergence, the second-, fourth-, sixth-, and eighth-order SCFDM have been compared with a standard pseudospectral (PS for brevity) 2 on simulating a jet instability leading to vortex formation involving both vortex interactions and spontaneous-adjustment emission of inertia-gravity waves (Ford et al. 2000) . With a slight modification, the flow examined is the same as that extensively reported in Dritschel et al. (1999, hereafter DPM99) and in Mohebalhojeh and Dritschel (2000) . To be explicit, the f-plane shallowwater equations in their vorticity-divergence-mass representation are solved for a doubly periodic domain. As one of the standard forms used by the pseudospectral methods in periodic domains, the vorticity-divergencemass representation makes it possible to apply the same formal order of accuracy across the equations. At the same time, it provides the simplest possible setting to bring in some of the salient dynamical features of interest in atmospheric modeling while avoiding complexities arising from the use of more complete sets of equations and boundary conditions relevant to realistic applications. This paper is organized as follows. The SCFDM relations for the approximations of the first and second derivatives are presented in section 2. The vorticitydivergence-mass representation of the SW equations is given in section 3. In section 4, we present details of the numerical algorithms used to solve the SW equations. Section 5 is devoted to accuracy assessment, where convergence of the SCFDM to the PS method is investigated for a complex, nonlinear flow involving jet instability, vortex formation, vortex interactions, and spontaneous-adjustment emission. Finally, concluding remarks are given in section 6.
The supercompact scheme
Introduced by Fu and Ma (1995) and Ma and Fu (1996) , SCFDM is a finite-difference method of arbitrary order with minimal stencil size. The SCFDM relations for the first and second derivatives are outlined here. Readers can consult Ma and Fu (1996) , Ghader (2000 Ghader ( , 2005 , Esfahanian et al. (2004) , and EGM05 for additional information on the details of the derivation and alternative forms of the method in uniform and nonuniform grids and for one-sided derivatives suitable, for example, in applications involving nonperiodic boundary conditions. Following EGM05, the SCFDM relation for the approximation of the first derivative in a uniform grid is written in vector form as
where D 2 f j 5 (f j11 2 f j21 )/2 and
is the grid spacing, superscript T denotes the transpose, L and A are M 3 M matrices, and F and E are M dimensional vectors. The
with an accuracy of order 2(M 2 ' 1 1). In a similar way, the SCFDM relation for approximation of the second derivative in a uniform grid is written in vector form as
where D 2 f j 5 f j11 2 2f j 1 f j21 and
Other matrices and vectors are defined as before. The expression f
with an accuracy of order 2(M 2 ' 1 1).
a. The sixth-order SCFDM relations
The sixth-order SCFDM relations for the approximation of the first and second derivative are obtained by setting M 5 3 in (1) and (2). Straightforward manipulations then lead to two sets of relations; the first set involving f, f (1) , and f
(1)
For the numerical solutions, each pair of the above equations is used simultaneously to approximate the first and second derivatives.
b. The eighth-order SCFDM relations
In a similar way, the eighth-order relations for the first and second derivatives obtained by setting M 5 4 in (1) and (2) lead to two sets of relations; the first set involving f, f
, and f
Formulation of the shallow-water equations
The shallow-water equations can be written as Dv Dt 1 fk 3 v 1 g$h 5 0 and (3a)
where v 5 (u, y) is the horizontal velocity, h represents the surface height, f is the Coriolis parameter taken to be constant for an f plane, g is the acceleration due to gravity, D/Dt 5 ›/›t 1 vÁ= is the material derivative, and k is the unit vertical vector. The vorticity z and divergence d defined by
in Cartesian coordinates (x, y), can be used as the prognostic variables instead of the two components of the velocity. Therefore, the f-plane SW equations take the following form in terms of vorticity, divergence, and height:
, and (4b)
in which J(u, y) 5 (›u/›x)(›y/›y) 2 (›u/›y)(›y/›x) and H 5 c 2 = 2 2 f 2 is the modified Helmholtz operator with c 5 (gH) 1/2 , the phase speed of gravity waves in the high-wavenumber limit. Here, the free surface height has been scaled by its domain-area-averaged value H; that is, h 5 H(1 1 h9), where h9 denotes the scaled perturbation height to be used from now on. The Poisson equations for streamfunction c and velocity potential x,
together with the Helmholtz decomposition of the velocity field,
complete the (z, d, h9) representation of the SW equations. It should be noted here that the vorticity and mass continuity equations, (4a) and (4c), respectively, lead to the material conservation of PV, a dynamical quantity of prime importance (Hoskins et al. 1985) , defined by
Numerical algorithms
The SW equations are integrated in time using a leapfrog scheme for the vorticity equation and a threetime-level semi-implicit scheme (e.g., Ritchie 1988) for the divergence and height equations. A Robert-Asselin time filter (Robert 1966; Asselin 1972 ) is applied to z, d, and h9 at each time step to prevent the numerical instability caused by the high-frequency noise due to the computational mode of the three-time-level scheme. A filter coefficient of 0.05 is used in all the computations whose results are presented in this paper.
The SW equations in the vorticity-divergence-mass representation with semi-implicit time integration bring in almost all of the components, including the Poisson and modified Helmholtz equations, that can be incorporated into the horizontal structure of the dynamical core of a numerical weather/climate prediction model. The second-, fourth-, sixth-, and eighth-order SCFDM schemes are applied to the discretization of the spatial derivatives in the vorticity, divergence, and height equations including the Jacobian and divergence operators, as well as to those in the elliptic equation for h9 arising from the semi-implicit time-stepping scheme and in the elliptic Eq. (5). The result will be four SW numerical algorithms with formal accuracies of order 2, 4, 6, and 8 in space, which for reference will be named, respectively, SC 2 , SC 4 , SC 6 , and SC 8 . and the second set involving f, f (2) , f (4) , and f
For SW equations in a (z, d, h9) representation, the treatment of the vorticity equation plays a crucial role in the performance of the numerical algorithms. Generation of finescale vortical structures by advective nonlinearity is a dominant feature of SW flows. A major problem facing any grid-based numerical algorithm for SW equations is the misrepresentation of the finescale structures due to insufficient resolution and the subsequent potential for nonlinear numerical instability. A well-known manifestation of the misrepresentation is an aliasing problem. For stable and accurate numerical integration of the SW equations in the (z, d, h9) representation, it is thus required to keep the buildup of the finescale vorticity field under control. To achieve this goal, the grid-based nondissipative numerical algorithms we are concerned with in this paper are made dissipative by adding the hyperdiffusive operator n= 6 acting on the vorticity field. It should be emphasized that the hyperdiffusion operator included in this work has little, if any, relation to the real physical diffusion, which acts on scales vastly finer than those represented by our numerical algorithms for SW equations. Our guiding principle is that the effects of vorticity damping should be kept minimal, taking into account both stability and accuracy considerations. Following DPM99, the hyperdiffusion coefficient is chosen according to n 5 HQ k 6 max , in which k max 5 n g /2 (n g being the number of grid points) and Q is defined by
where the maximum is calculated over all points in the computational domain.
Algorithms for numerical solution of elliptic equations
To solve the Poisson and modified Helmholtz equations in a doubly periodic domain, the spectral transform used in the PS method provides a fast and convenient algorithm (see the appendix in Mohebalhojeh and Dritschel 2000) . To achieve the same order of accuracy across the equations for our finite-difference algorithm, we have instead examined the ''alternating direction implicit'' (ADI) and the ''conjugate gradient'' (CG) methods. A detailed description of the ADI and CG methods can be found in Chung (2002) , Smolarkiewicz and Margolin (1994, 2000) , and Iserles (1996) , and a brief description is given here.
An elliptic equation can be written in a general form as
in which L(c) is the elliptic operator and R denotes the right-hand side of the elliptic equation. The elliptic Eq. (7) is then replaced by a pseudo-time-dependent evolution equation, a first-order parabolic equation in ADI and a second-order damped wave equation in CG:
where, in (8b), T is an arbitrary coefficient. Each algorithm solves the evolution equation until a steady state is reached and the resulting solution thus satisfies the elliptic Eq. (7). In ADI, the elliptic operator L is decomposed into two operators: L x for the x direction and L y for the y direction. At each pseudo-time step, one of the two operators, L x and L y , is treated semi-implicitly followed by the other in the subsequent pseudo-time step. The spatial derivatives in L x and L y are approximated by the desired finite-difference method. In CG, the left-hand side of (8b) is discretized and a recurrence formula is obtained, leading to the iterative algorithm described in Smolarkiewicz and Margolin (2000) .
Our numerical experiments indicate that, relative to ADI, the CG algorithm achieves a substantial reduction in computational cost and thus offers a better choice for the solution of the elliptic equations involved. As an example, for the sixth-order SCFDM, the CG achieves a nearly 25-fold speedup over the ADI. It turns out that for the finite-difference methods the most expensive operation at each time step is the solution of the Poisson equations in (5). This is despite the use of the CG algorithm and the efforts made to optimize the matrix solvers used for the high-order finite-difference methods. To reduce the computational cost, we have also preconditioned the CG algorithm by a spectral solution. This method of preconditioning becomes more efficient as the finite-difference order is increased, resulting in a much faster convergence of the iterative algorithm and thus a substantial reduction in computational cost.
Numerical results
The initial conditions and setups of the experiments are slight modifications of that used by DPM99 to generate a complex flow arising from an unstable jet rapidly evolving into strong vortices. The geometry of
the solution is a torus, a [2p, p] 3 [2p, p] doubly periodic domain. The domain-area-averaged surface height H is set to 1 and the Coriolis parameter is taken to be 4p. This choice of the Coriolis parameter implies that a unit of time is equal to 1 day. The constant gravity wave speed c is determined by taking the Rossby length or radius L R 5 c/f to be equal to 0.5. For initial conditions, first the contour representation for the potential vorticity (PV) field is set to vary only in the y direction with a zigzag profile (see Fig. 1 in DPM99 for the unperturbed PV, u velocity, and perturbation height h9).
To trigger instability, a small-amplitude perturbation is then added to PV. Details of the contour representation for the zigzag profile and the perturbation can be found in DPM99. To minimize the sensitivity to the initial conditions with regard to the generation of inertiagravity waves, we have used a perturbation 10 times smaller than that used in DPM99. The fields of h9, v, z, and d at t 5 0 are determined by the third-order d balance (Mohebalhojeh and Dritschel 2001) , that is, the balance obtained by setting the second and third time derivatives of the divergence to zero. In spite of the linear stability of the semi-implicit time-stepping scheme for large time steps, in the experiments reported here a fixed Courant number of less than unity based on a gravity wave speed cDt/d is used to reduce the frequency distortion of the semi-implicit time-stepping scheme on gravity waves. Grid resolutions of n g 5 64, 128, 256, and 512 with time steps of, respectively, Dt 5 0.01, 0.005, 0.0025, and 0.00125 have been used. At n g 5 512, however, for the SC 2 , SC 8 , and PS algorithms, computationally stable numerical integrations were only possible using a time step slightly smaller than 0.00125.
To begin with, we provide qualitative results on flow evolution by presenting the PV field in Fig. 1 and the perturbation height field h9 in Fig. 2 at 2-day time intervals. The results presented are for the SC 6 using n g 5 512. The most notable feature of the flow is the rapid development of complex, strong vortical structures during the first 5 days. The emergence of complex structures in PV with sharp gradients generated advectively makes this flow a stringent test case for examining the properties of the numerical algorithms. To provide a qualitative comparison of the finite-difference methods used, in Fig. 3 we present the PV field at time t 5 5 obtained Fig. 1 but for h9. The CI is 0.05; solid and dashed lines are for positive and negative contours, respectively.
FIG. 2. As in
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by the SC 2 , SC 4 , SC 6 , and SC 8 algorithms, as well as the PS algorithm, at the highest resolution examined, that is, at n g 5 512. It is evident that the second-order SCFDM and to a lesser extent the fourth-order SCFDM have problems with noise in representing complex vortical structures. The sixth-and eighth-order algorithms, however, appear to be able to compete with the PS method in this regard. The closeness of these solutions warrants a detailed, quantitative assessment of their accuracy.
Accuracy assessment
For a quantitative assessment of accuracy, we compare global measures of the distribution of mass between PV isolevels, called ''mass error,'' the representation of balance and imbalance, and the conservation of potential enstrophy during the time integration of the SW equations by the five methods under consideration. We will also examine the rate at which the results for the finite-difference methods converge to those for the PS. 
1) MASS ERROR
A powerful measure of numerical accuracy introduced by DPM99 for SW equations in their inviscid, unforced form is the error on the global distribution of mass between isolevels of PV. Material conservation of PV and local mass conservation lead to the conservation of global mass between any two isolevels of PV. Discretization errors in the spatial derivatives and the timestepping scheme on the vorticity and mass on the one hand, and the use of vorticity damping on the other, destroy the material conservation of PV in the discrete (z, d, h9) representation of the SW equations. The combined effect is highly nontrivial, since vorticity damping may play a dual role here. It will simultaneously damp the PV field and some of the discretization errors on the vorticity. The dominant effect can be determined by careful numerical experimentation. In any case, monitoring the changes in mass between the isolevels of PV can give us an indication of how well the material conservation of PV and the local conservation of mass are kept by our numerical algorithms.
To measure mass error, we closely follow DPM99. The initial PV field is divided into R j for (j 5 2N, . . ., N) regions where the mass in each region is m j 5 Ð Ð R j hdxdy. The error at time t is calculated as the sum of the rms difference between m j (t) and m j (0), normalized by the total mass 4p 2 H:
, where the sum is over all j except j 5 0. For our SW algorithms, shown in Figs. 4a and 4b are, respectively, e(10) versus grid resolution and the time variation of e at n g 5 512 resolution. A rapid decrease in e(10) at lower resolutions is followed by a mild decrease at higher resolutions. This slowdown in the reduction of error at higher resolutions is more noticeable for the lower-order algorithms. The second-order algorithm almost stops converging when we go from n g 5 256 to n g 5 512. At all resolutions, the mass error is considerably higher for the second-order method. There is an interesting indication of convergence to PS when the order is increased from two to four and then to six. The eighth-order algorithm has practically converged to the PS result.
2) REPRESENTATION OF BALANCE AND
IMBALANCE
Decomposing a flow into a balanced part representing the vortical flow and an unbalanced part representing freely propagating inertia-gravity waves has found significant usefulness in the accuracy analysis of the numerical solution of the primitive equations. Examples of the use of decomposition, known as wave-vortex decomposition, for the analysis of the CASL and PS algorithms can be found in Mohebalhojeh and Dritschel (2000) for the f-plane SW equations, Mohebalhojeh and Dritschel (2004) for the f-plane many-layer primitive equations, and Mohebalhojeh and Dritschel (2007) for the spherical SW equations. For wave-vortex decomposition, here we apply PV inversion by means of the third-order d balance, that is, the same balance used to generate the initial conditions based on PV.
The procedure for measuring imbalance is as follows. At 0.5 time intervals, the instantaneous distribution of PV is inverted to generate a balanced state vector denoted by X bal 5 u bal , y bal , ch9 bal f g . The balanced state vector is subtracted from the SW state vector X 5 {u, y, ch9} to give us an estimate of the state vector for imbalance, X imb 5 u imb , y imb , ch9 imb f g . The magnitude of the imbalance is estimated using an L 2 norm defined according to FIG. 4. (a) Mass error at time t 5 10 against grid resolution and (b) time evolution of mass error at n g 5 512 resolution for different methods.
(u Á Figure 5a shows the time average of ||X imb || 2 versus grid resolution. At all resolutions, the minimal imbalance is achieved by the PS algorithm. It is thus reasonable to regard the excess imbalance given by the finitedifference methods as being purely numerical. Even at the highest resolution, the second-order algorithm suffers from nearly a three order of magnitude overestimate of the imbalance. A substantial reduction in the numerical imbalance is observed by increasing the finite-difference order with a clear sign of convergence toward the PS result. Differences in sensitivity to resolution among the algorithms can be understood as being a competition between discretization errors and real spontaneous-adjustment emission in generating the imbalance, on the one hand, and vorticity damping in removing the imbalance, on the other. For the SC 6 , the two generation and removal processes seem to go hand in hand in such a way that the quantitative measure of imbalance seems to be almost insensitive to the resolution. The results for SC 8 are nearly halfway between the SC 6 and the PS methods. Presented in Fig. 5b is the time evolution of ||X imb || 2 . From the onset of instability, the second-order algorithm is in substantial error for magnitude of imbalance. As the complexity and nonlinearity grow during the instability, it is clear that the fourth-order algorithm around t 5 2.5 and the sixth-and eighth-order algorithms around t 5 3.5 start to give higher values of imbalance than does the PS method. Qualitatively similar behavior is observed at the lower resolutions, which are not shown for brevity.
To help us understand the scale dependency of the imbalance, we have presented in Fig. 6 the quadratic energy spectrum of the imbalance, that is, the spectrum of u algorithm are distributed across all scales. To a lesser degree, the same can be said for the fourth-order approach at lower resolution. For an increasing by resolution range of scales, one can regard the sixth-and eighth-order algorithms as being converged to the PS result. It is interesting to note that the largest scales are not in the range of the converged scales! This may be even more surprising when we note that the power spectra of PV for the PS, SC 6 , and SC 8 algorithms shown in Fig. 7 at t 5 10 can be differentiated only at the lower end of the scales in response to the vorticity damping. The findings are, however, consistent with the sensitivity of the imbalance to the presence of sharp gradients of PV and the dominantly localized nature of the generation mechanism Dritschel 2000, 2001) . The spatial distribution of PV in the solutions can be compared globally by looking at the time variation of the potential enstrophy C 2 and the potential palinstrophy P defined by
where h i represents the domain area average. Shown in Fig. 8 are the time variations of the percentage changes in C9 2 and P, that is, [C9 2 (t) À C9 2 (0)]/C9 2 (0) and [P(t) 2 P(0)]/P(0) multiplied by 100, where C9 2 5 C 2 À f 2 /2. The results are for n g 5 512. Subtracting the time-independent contribution by the background rotation to C 2 will give us a better quantification of the effects of the damping/discretization error in destroying the global conservation of potential enstrophy. A less than 1% reduction in C9 2 in the first 5 days is followed by a   FIG. 7 . Power spectra of PV at time t 5 10 for n g 5 (a) 128 and (b) 512 resolutions. In each panel, the inset magnifies the tail of the spectrum and the straight line plots a k 23 spectrum, for comparison.
FIG. 8. Time evolution of the percentage relative change in (a) potential enstrophy and (b) potential palinstrophy for different methods. The time-independent, background contribution to the potential enstrophy has been subtracted. For clarity, the late time evolution is magnified in the insets.
much stronger loss of potential enstrophy, by a reduction of near to 6% in C9 2 at t 5 10. A slightly better conservation of potential enstrophy is obtained when the order of spatial differencing is increased. The smallest potential enstrophy dissipation is exhibited by the PS method followed by the SC algorithms from the highest to the lowest order. The overall conclusion is that the effects of the strength of the vorticity damping in determining the amount of potential enstrophy dissipation are greater than the effects of the spatial differencing error. For potential palinstrophy, a rapid growth is observed during the growth of the disturbances on the unstable jet until the formation of vortices, leading to a maximum near t 5 5. This is followed by a rapid decay when the vortices feel the effects of the vorticity damping strongly. The highest to the lowest values of P are observed in the solutions by, respectively, SC 2 , SC 4 , SC 6 , SC 8 , and the PS algorithm. This ordering of algorithms in terms of the time variation of P can be understood by the following considerations. The main factor in determining the rapid growth of P during instability is the stretching of the material lines by shearing flow and thus the generation of sharp gradients of PV. Concomitant with this inviscid mechanism (Salmon 1998) , discretization errors and vorticity damping play their roles in changing P over time. Discretization errors tend to lead to a stronger cascade of potential enstrophy at small scales and, thus, an increase in P. The highly selective form of the vorticity damping here acts to remove small-scale activity and thus counteract the discretization error. What is interesting to note is that in this measure the fourth-order algorithm has almost converged to the PS result.
3) NUMERICAL CONVERGENCE TO THE PS RESULT
It is clear that increasing the finite-difference order will lead to convergence to the PS result. Although this may appear to be a trivial statement to make, the form and rate of convergence are highly nontrivial for complex, nonlinear flows. To determine the form and rate of convergence, at each resolution we have taken the PS solution as the reference and computed the normalized difference according to
where j PS is the PS solution for a field j and || || denotes the usual Euclidean norm. The L 2 (q) is shown in Fig. 9a against the resolution at t 5 5 around the peak of the instability. For each algorithm, L 2 (q) decreases by resolution, and for each resolution, L 2 (q) decreases by order of accuracy. In Fig. 9b , we have plotted the results at n g 5 512 for the SC 2 , SC 4 , SC 6 , and SC 8 algorithms against the reciprocal of spatial differencing order O 21 . Note that for the PS method, the reciprocal of the order and the normalized difference are both zero. Also plotted are the L 2 (q) against O 21 for the exponential and power laws with r 5 1, 2, 3 defined by
and
The normalized difference L 2 (q) computed according to (10) for SC 2 , SC 4 , SC 6 , and SC 8 at t 5 5 using n g 5 64, 128, 256, and 512. (b) The L 2 (q) vs the reciprocal of the order at n g 5 512. The results for the four finite-difference methods and the PS algorithm with a theoretical zero value for the reciprocal of the order have been connected by the solid line. The theoretical convergence rates for the exponential law (thick dashed), and the power laws with r 5 1 (thick dash-dotted), r 5 2 (thick dash-double dotted), and r 5 3 (thin dashed) have also been plotted. Both (a) and (b) are for t 5 5.
where in each case the constant a is determined by setting L 2 (q){2} to the value obtained for the secondorder algorithm. The numerical results are close to a power law with r 5 2. That is, for PV the convergence to the PS solution is algebraic and nearly quadratic.
A more complete picture of convergence is obtained by examining the behavior of the accuracy criteria used earlier. For the mass error e and imbalance ||X imb || 2 at t 5 5, Fig. 10 presents the relative differences between the finite-difference methods and the PS solution. Given the limited data available, the form and rate of convergence cannot be determined with certainty. For mass error, the convergence appears to be nearly exponential. For the imbalance, the reduction of the relative difference from second to fourth order far exceeds the exponential rate. To understand such higher rates of convergence compared with that for PV, one should note the global nature of the two measures, in particular the quadratic energy norm ||X imb || 2 .
Concluding remarks
A clear spectral convergence is seen in the quantitative measures on mass error, balance, and imbalance when the amount of dissipation is fixed per grid resolution. The convergence seems to be a robust feature, reproducible over the 10-day time evolution, and across the four grid resolutions with differing amounts of vorticity dissipation. Among the measures, the quadratic energy norm of the imbalance is particularly successful in widening the gap between the SCFDM of different orders and the PS method. Taking the results for the PS algorithm as the reference, an algebraic, near-quadratic convergence of the SCFDM to the PS method is observed for the nonlinearly advected quantity of PV. Interestingly, the rate of convergence for the measures of the mass error and imbalance used for accuracy assessment exceeds that for PV. Up to the eighth-order SCFDM examined, no saturation in accuracy is observed.
The latter result stands in contrast with the finding in Mohebalhojeh and Dritschel (2007) on saturation of accuracy at fourth order and, more precisely, that the sixth-order SCFDM fails to provide any measurable improvement over the fourth-order compact. A clarification is needed here. In their study, Mohebalhojeh and Dritschel have applied the finite-difference schemes to latitudinal differencing for the PV-based CASL algorithms of the shallow-water equations on the sphere. Being fully Lagrangian for PV, in effect the CASL algorithms substantially increase the resolution of the PV and can keep up with much greater complexity in a Lagrangian sense. The fundamental differences in the spectral convergence between the present case on the grid-based algorithms and that in Mohebalhojeh and Dritschel (2007) for the CASL algorithms can thus be attributed to the vastly different representations of the PV. It is expected that the grid-based algorithms of the shallow-water equations on the sphere in a vorticitydivergence-mass representation exhibit a similarly different convergence property than do the PV-based CASL algorithms.
By enhancing our knowledge of the properties of the finite-difference methods for nonlinear flows of geophysical interest, the studies of the kind undertaken in this paper provide valuable information on the actual numerical accuracy of finite-difference methods. Such   FIG. 10 . The solid line connects the relative differences of SC 2 , SC 4 , SC 6 , and SC 8 plotted vs the reciprocal of the order at t 5 5. The plots are for the (a) mass error and (b) imbalance obtained using n g 5 512. The theoretical convergence rates for the exponential law (thick dashed), and the power laws with r 5 1 (thick dashed-dotted), r 5 2 (thick dashed-double dotted), and r 5 3 (thin dashed) have also been plotted. Note that in both panels a logarithmic scale has been used for relative differences.
information in turn can be used as guidance on the choice of a suitable numerical method with desirable accuracy.
