Consider a polyhedral convex cone which is given by a finite number of linear inequalities. We investigate the problem to project this cone into a subspace and show that this problem is closely related to linear vector optimization: We define a cone projection problem using the data of a given linear vector optimization problem and consider the problem to determine the extreme directions and a basis of the lineality space of the projected cone K. The result of this problem yields a solution of the linear vector optimization problem. Analogously, the dual cone projection problem is related to the polar cone of K: One obtains a solution of the geometric dual linear vector optimization problem. We sketch the idea of a resulting algorithm for solving arbitrary linear vector optimization problems and provide an alternative proof of the geometric duality theorem based on duality of polytopes.
1 , y 1 ), . . . , (x α , y α )}, X lin = {(x α+1 , y α+1 ), . . . , (x α+β , y α+β )} of feasible points is called a solution to (P) if {y α+1 , . . . , y α+β } is a basis of the lineality space L := {y ∈ R p : Gx + Hy = 0} of K and y 1 , . . . , y α is the set of extreme directions of K ∩ L ⊥ , where L ⊥ denotes the orthogonal complement of L.
We show in this note that every linear vector optimization problem can be expressed by a problem of type (P). In the same manner, the dual problem to (P), that is,
is related to the geometric dual [6] of this linear vector optimization problem. Note that by Farkas's lemma, we have K * = K • , where K • := {w ∈ R p : ∀y ∈ K : w T y ≤ 0} is the polar cone of K. Approaching linear vector optimization by a problem of type (P) has several advantages:
• Even closely related to a linear vector optimization, (P) is easy to state and, in particular, free of any minimality notion.
• A link between two areas is established: computation and approximation of polyhedral convex sets (see e.g. [2] for an overview) and solving and approximately solving linear vector optimization problems (see e.g. [8, 4] and the references therein).
• The approach is useful for the development of (objective-space-based) algorithms for linear vector optimization problems: We show that an algorithm for problem (P) yields an algorithm for arbitrary linear vector optimization problems. On the one hand this leads to a simplification of known algorithms. On the other hand one can also cover cases which have not yet been considered in the literature: problems with empty interior of the ordering cone and problems where no minimal vertices of the image exist, see e.g. [4] and the references therein.
• In contrast to the original formulation in [6] , geometric duality for linear vector optimization problems becomes more symmetric if it is considered in the framework of (P) and (P * ). We obtain an alternative proof of the geometric duality theorem [6] , which follows (similar to the alternative proof in [9] ) from duality of polytopes.
Throughout we denote by int B, cl B, conv B and ri B the interior, closure, convex hull and relative interior of a set B ⊆ R n . We denote by cone B := {λx : λ ≥ 0, x ∈ conv B} the convex cone generated by a set B ⊆ R n . If C is a pointed convex cone (i.e. C ∩ −C = {0} and C = cone C), ≤ C denotes the partial ordering induced by C, that is, x ≤ C y iff y − x ∈ C. A point y ∈ R n is called C-minimal in a set B ⊆ R n if y ∈ B and y ∈ B + C \ {0}; y is called C-maximal if it is (−C)-minimal. We denote by 0 + B the recession cone (in particular, we set 0 + ∅ = {0}), by L(B) := 0 + B ∩ −0 + B the lineality space, and by dim B the dimension of a convex set B ⊆ R n . By span B we denote the linear hull of a set B; we define span ∅ := {0}. A convex set B is said to be a base of a closed convex cone C if C = cl cone B and dim C = dim B + 1. For a matrix P ∈ R q×n and a subset X ⊆ R n we use the notation P [X] := {P x : x ∈ X} and we set R n + := {x ∈ R n : x ≥ 0}.
Connection to linear vector optimization
For positive integers n, m, q, let the matrices A ∈ R m×n , P ∈ R q×n , a vector b ∈ R m , and a non-trivial (i.e. C = {0}) pointed polyhedral convex cone C ⊆ R q be given. Consider the linear vector optimization problem
Its feasible set S := {x ∈ R n | Ax ≥ b} is assumed to be nonempty. The set P := P [S] + C is called the upper image of (VLP). Let Z ∈ R q×r such that C = y ∈ R q : Z T y ≥ 0 .
In the cone projection problem (P) as defined above, we set
Then, the polyhedral convex cone K = y ∈ R q+1 : Gx + Hy ≥ 0 in problem (P) is closely related to the upper image P of (VLP). The following proposition shows that P is a base of the cone K. This base is unbounded as C was assumed to be non-trivial.
Proposition 2.1. One has K = cl cone (P × {1}).
Proof. The statement follows immediately from the facts cl cone (P × {1}) = cone (P × {1})
Let us turn to the dual problems. We fix some vector c ∈ ri C × {0} ⊆ R q+1 . Without loss of generality we assume (note that c = 0 since C is pointed; if necessary, scale and permute coordinates) c q = 1.
Of course, c is orthogonal to the vector c * := (0, . . . , 0, −1) ∈ R q+1 . Note that the last row of H is just −c * and that the last two components of a (q + 1)-dimensional vector play a kind of extraordinary role. Throughout we use the projections
A pointȳ ∈ R q is said to be a relatively C-minimal point of P ifȳ ∈ P,ȳ ∈ P + ri C. This notion turned out to be useful [5] in order to generalize the duality results of [6] to the case of ordering cones with empty interior. We do not use this concept in the following, because it can be replaced by minimality with respect to the ordering cone
whenever the upper image P (which involves C as P = P [S] + C) is considered.
Proposition 2.2. Let C be a pointed convex cone,c ∈ ri C and R := cone {c}. The following statements are equivalent:
(i) y is a relatively C-minimal point of P
(ii) y is an R-minimal point of P Proof. We havec = 0 as C is pointed, hence R \ {0} = ri R ⊆ ri C. Thus C + ri C = C + ri (C + R) = C + ri C + ri R ⊆ C + ri R = C + R\{0} ⊆ C + ri C. Since P = P + C, we conclude P + ri C = P + C + ri C = P + C + R \{0} = P + R \{0}, which implies the statement.
Likewise to (3), we introduce an ordering cone for a dual problem as
As we already fixed c * = (0, . . . , 0, −1) ∈ R q+1 , we obtain
The (geometric) dual problem, introduced in [6] , is
The feasible set of (VLP * ) can be expressed (see [4] ) as
is used to define the duality map
The following geometric duality theorem has been proven in [6] for the case C = R q + . An extended version similar to the following one can be found in [5] . Recall that a convex subset
A face F of B satisfying ∅ = F = B is called proper. A face F of P is said to be R-minimal if all points y ∈ F are R-minimal in P. R * -maximal faces of D are defined likewise.
Theorem 2.3 (Geometric duality theorem). Ψ is an inclusion reversing
) one-to-one map between the set of all R * -maximal proper faces of D and the set of all R-minimal proper faces of P. The inverse map is
A proof will be given in Section 4. Using the vector c, which is involved in the dual problem (VLP * ), we define the regular matrix The four vertices of D (which are R * -maximal, R * = cone (0, 1) T ) correspond via the duality map Ψ to the four facets (edges in this example) of P (which are R-minimal, R = cone (1, 1) T ). Vise versa, the three vertices of P (which are R-minimal) correspond via the inverse duality map Ψ −1 to the three bounded faces of D (only the bounded faces are R * -maximal here). (6) and take into account that M is just a coordinate transformation), we obtain K * = cl cone M (D × {1}).
Let us illustrate the geometric duality relation as well as the main idea of relating (VLP) and (VLP * ) to (P) and (P * ) by an example. Consider problem (VLP) with the data
and let p(c) = (1, 1) T . Figure 1 shows the upper image P of (VLP) and the lower image D of (VLP * ), both are subsets of R 2 . In Figure 2 , we see that P × {1} is an unbounded base of a cone K and D × {1} is, after an appropriate linear transformation, an unbounded base of K * . Let us recall the definition of a solution to (VLP), compare [8, 7, 4] . A pointx ∈ S is said to be a minimizer for (VLP) if there is no x ∈ S such that P x ≤ C Px, P x = Px, that is,x ∈ S, Px ∈ P [S] + C \{0}. To adopt this concept to directions of S, we consider the recession cone 0 + S = {x ∈ R n : Ax ≥ 0} of the (nonempty) feasible set S. A direction x ∈ R n \{0} of S is called a minimizer for (VLP) ifx
Figure 2: K and its dual cone K • = K * relate the upper image P of the primal problem (VLP) to the lower image D of the dual problem (VLP * ). P × {1} is an unbounded base of
, where M represents a coordinate transformation, see (4), is an unbounded base of K * . P and a bounded base of K have essentially (if P's "faces at infinity" are added) the same facial structure and likewise for D and a bounded base of K * .
then (S poi , S dir , S lin ) is called a finite infimizer for (VLP). A finite infimizer is called a solution to (VLP) if its three components consist of minimizers only.
Remark 2.5. Note that a solution in [8, 4] only consists of a pair (S,S h ) rather than a triple (S poi , S dir , S lin ). If we replace each directionx ∈ S lin by two directionsx, −x ∈ S dir , we can omit the third component S lin and obtain the relation (S,S h ) = (S poi , S dir ).
In order to relate a solution of (P) to a solution of (VLP), for a closed convex set B ⊆ R q , we consider the map
where the latter equality follows from [10, Theorem 8.2] .
Proposition 2.6. Let B ⊆ R q be a polyhedron. Then Φ is an inclusion-invariant (i.e.,
) one-to-one map between the set of all nonempty faces F of B and the set of all faces E of Φ(B) with the property E ⊆ 0 + B × {0}. The inverse map is
For every nonempty face F of B one has dim F + 1 = dim Φ(F ).
Proof. By (6), Φ is inclusion-invariant and enlarges the dimension by one. If F is a face of B, then 0 + F is a face of 0 + B. Indeed, as a face F of B is closed and convex, F ⊆ B implies 0 + F ⊆ 0 + B. As F is convex, so is 0 + F . Choose some x ∈ F (the case F = ∅ is obvious). Let y, z ∈ 0 + B, λ ∈ (0, 1) and λy + (1 − λ)z ∈ 0 + F . For all µ ≥ 0 we have x + µy, x + µz ∈ B and λ(x + µy) + (1 − λ)(x + µz) ∈ F . Since F is a face of B, we obtain x + µy, x + µz ∈ F for all µ ≥ 0 and hence y, z ∈ 0 + F .
We next show that Φ(F ) is a face of Φ(B), whenever F is a face of B. Indeed, let y, z ∈ Φ(B), λ ∈ (0, 1) and λy +(1−λ)z ∈ Φ(F ) for a face F of B. Using (6), we see that there exist γ, δ > 0 such that {γy, δz} ⊆ (B ×{1})∪(0 + B ×{0}), hence (
Since F is a face of B and, as shown above, 0 + F is a face of 0 + B, we conclude that {γy, δz} ⊆ (F × {1}) ∪ (0 + F × {0}) and hence y, z ⊆ Φ(F ).
Let E be a face of Φ(B) such that E ⊆ 0 + B × {0}. Then there is a face F of B such that Φ(F ) = E. To prove this, we set F := p[E ∩ (B × {1})]. Of course, F is a convex subset of B. To show that F is a face of B, let y, z ∈ B, λ ∈ (0, 1), λy + (1 − λ)z ∈ F . We conclude that y × {1} , z × {1} ∈ Φ(B) and λ(y × {1}) + (1 − λ)(z × {1}) ∈ E (as E is a cone). Since E is a face of Φ(B), we obtain y × {1} , z × {1} ∈ E, which implies y, z ∈ F . Thus F is a face of B. It remains to show that Φ(F ) = E. We have F × {1} ⊆ E. This implies Φ(F ) ⊆ E as E is a closed cone. To show the inclusion E ⊆ Φ(F ), let y ∈ E ⊆ Φ(B). If y q+1 > 0 there exists γ > 0 such that γy ∈ E ∩ (B × {1}), whence y ∈ Φ(F ). Otherwise, if y q+1 = 0, we have y ∈ 0 + B × {0} = 0 + (B × {1}). By assumption we have E ⊆ 0 + B × {0}. Hence we can choose some x ∈ E ∩ (B × {1}). Taking into account that E = 0 + E, we obtain that
It follows the main result, which shows how a solution of (VLP) can be obtained from a solution to (P).
Theorem 2.7. Let a linear vector optimization problem (VLP) with nonempty feasible set be given. Consider problem (P), where the matrices G and H are chosen as in (1). Let (X dir , X lin ) be a solution to (P). For L P := span{p(y) : (x, y) ∈ X lin }, we assume
and define
Then (S poi , S dir , S lin ) is a solution to (VLP). If (7) is violated for a solution (X dir , X lin ) of (P), a minimizer for (VLP) does not exist and hence (VLP) has no solution.
Proof. The y components of X lin provide a basis of the lineality space L = L(K) of K. For G and H as defined in (1), we have y q+1 = 0 for all y ∈ L. Using Proposition 2.1 and (6), we obtain L P = L(P). It is straightforward to verify that S poi ⊆ S, S dir ⊆ 0 + S, S lin ⊆ L(S). By assumption, we have S = ∅, which implies P = ∅. It follows that K ∩ L ⊥ has an extreme direction y with y q+1 > 0, whence S poi = ∅. Let x ∈ S poi , i.e., there is y such that (x, y) ∈ X dir and y q+1 = 1. Settingȳ := p(y) we have Ax ≥ b andȳ ≥ C P x. We conclude that cone {y} = Φ({ȳ}) is a one-dimensional face of K. Hence,ȳ is a vertex of P. Every vertex of P = P [S] + C is C-minimal, thus P x =ȳ and x is a minimizer for (VLP).
Let x ∈ S dir , i.e., there is y such that (x, y) ∈ X dir , y q+1 = 0 andȳ := p(y) ∈ C + L P . From y ∈ K and y q+1 = 0, we concludeȳ ∈ 0 + P, compare Proposition 2.1 and (6). We have
By the definition of X dir , y is an extreme direction of K∩L ⊥ . Thus y is also an extreme direction of (0 + P×{0})∩L ⊥ = (0 + P∩L ⊥ P )×{0}. Assume thatȳ is not minimal in 0 + P. Then there is some z ∈ 0 + P such thatȳ − z ∈ C\{0}. There existz ∈ L P andẑ ∈ 0 + P ∩ L ⊥ P such that z =z +ẑ. Sinceȳ −ẑ ∈ C + L P , 0 + P = 0 + P + C + L P andȳ −ẑ ∈ L ⊥ P , we obtainv := 2ȳ −ẑ =ȳ + (ȳ −ẑ) ∈ 0 + P ∩ L ⊥ P . We haveȳ = 1 2ẑ + 1 2v for z,v ∈ 0 + P ∩L ⊥ P . Butȳ is an extreme direction of 0 + P ∩L ⊥ P , which yieldŝ z = µȳ for some µ ∈ R. We haveȳ =ẑ, since otherwise −z =ȳ − z ∈ C \{0} ∩ L P , which contradicts (7). Thus µ = 1. Assuming that µ < 1, we obtainȳ = (1 − µ) −1 (ȳ −ẑ) ∈ C + L P , which contradicts the definition of S dir . Therefore the case µ > 1 remains. We obtain
and thus 0 =ȳ ∈ C + L P , which contradicts the definition of S dir .
Let x ∈ S lin , i.e., there is y such that (x, y) ∈ X lin . We haveȳ := p(y) ∈ L P = L(P) ⊆ 0 + P. Assume thatȳ is not minimal in 0 + P, i.e., there existsz ∈ 0 + P such that y −z ∈ C \{0} ⊆ 0 + P. Moreover, we haveȳ −z = L(P) − 0 + P = −0 + P. We conclude that y −z ∈ L(P) ∩ C \{0}, which contradicts (7).
To verify (5) it remains to show the inclusion ⊇. Letȳ ∈ P [S] + C be given. Then, y := (ȳ, 1) T ∈ K can be expressed by a solution (X dir , X lin ) with X dir = {(x 1 , y 1 ), . . . , (x α , y α )}, X lin = {(x α+1 , y α+1 ), . . . , (x α+β , y α+β )}, and appropriate λ 1 , . . . , λ α ∈ R + , λ α+1 , . . . , λ α+β ∈ R as
where we consider the disjoint index sets
. We conclude that i∈I 1 λ i y i q+1 = y q+1 = 1. Together we obtain y ∈ conv P [S poi ] + cone P [S dir ] + span P [S lin ] + C, which completes the proof of (5).
Finally, assume thatx is a minimizer of (VLP), but (7) is not satisfied. We can choose someȳ ∈ C \{0} ∩ L(P). Ifx is a point, we haveŷ := Px −ȳ ∈ P. There existsx ∈ S such thatŷ − Px ∈ C. Thus Px − Px =ŷ − Px +ȳ ∈ C + C \{0} = C \{0}. Ifx is a direction, we obtainŷ := Px −ȳ ∈ 0 + P = P [0 + S] + C. There existsx ∈ 0 + S such thatŷ − Px ∈ C. As above, we conclude Px − Px = C \{0}. In both cases, this contradicts the definition of a minimizer.
A solution to (VLP * ) is defined as follows, compare [8, 7, 4 ] for a special case. A point (ū,w) ∈ T is said to be a maximizer for (VLP * ) if there is no (u,
is called a finite supremizer for (VLP * ). A finite supremizer is called a solution to (VLP * ) if its three components consist of maximizers only. Let us introduce a solution concept for the dual cone projection problem (P * ) in order to relate it to a solution (T poi , T dir , T lin ) of (VLP * ). A point (u, w) ∈ R m × R p is said to be feasible for (P * ) if it satisfies w = −H T u, G T u = 0, u ≥ 0. A pair (U dir , U lin ) of two finite sets U dir = (u 1 , w 1 ) , . . . , (u γ , w γ ) and U lin = (u γ+1 , w γ+1 ), . . . , (u γ+δ , w γ+δ ) of feasible points is called a solution to (P * ) if w γ+1 , . . . , w γ+δ is a basis of the lineality space L(K * ) of K * and w 1 , . . . , w γ is the set of extreme directions of K * ∩ L(K * ) ⊥ . Theorem 2.8. Assume that the dual linear vector optimization problem (VLP * ) has a nonempty feasible set. Let (U dir , U lin ) be a solution to the dual cone projection problem (P * ). For
, then there does not exist a maximizer for (VLP * ) and hence (VLP * ) has no solution.
Proof. The proof is analogous to the proof of Theorem 2.7 if we consider
compare Propositions 2.1 and 2.4. We have M −1 w = (−w 1 , . . . , −w q−1 , w q+1 , −c T w) T and we note that −R * ⊆ 0 + D is the replacement for C ⊆ 0 + P as we consider maximization instead of minimization. Note further that p(M −1 w) ∈ −R * +L D can be written as p * (w) ∈ R * +L D .
Note that, in order to enhance the symmetry between (VLP) and (VLP * ), the ordering cone R * in the dual problem could be replaced by a pointed polyhedral convex cone C * satisfying R * ⊆ C * ⊆ −0 + D.
Consequences for linear vector optimization algorithms
Using the results of the last section we want to propose an algorithm to solve linear vector optimization problems, which is based on the computation of the vertices of a polytope. By Theorem 2.7, (VLP) can be solved by determining the extreme directions of K as well as a basis of the lineality space L(K) of K. A solution of the dual problem (VLP * ) can be obtained likewise by Theorem 2.8. We start with some facts about the facial structure of the polyhedral convex cones K and K * .
Let L(K) and L(K * ) be the lineality spaces of K and K * , respectively. ConsiderK :
Aŝ K andK * are pointed convex cones that are polar to each other relative to V , we conclude that both have nonempty interior relative to V .
Let ξ ∈ riK and η ∈ riK * such that ξ T η = −1. Then, B := {y ∈K : η T y = −1} and B * := {w ∈K * : ξ T w = −1} provide a bounded base ofK andK * , respectively. Applying Proposition 2.6 and taking into account an appropriate coordinate transformation, we obtain an inclusion-invariant one-to-one map between the nonempty faces F of B and the nonempty facesF ofK with the propertyF = {0}, and likewise for B * andK * . Using appropriate coordinates, B ξ := B − {ξ} and B * η := B * − {η} are mutually polar polytopes in R p−1 , that is B ξ = {y ∈ R p−1 : ∀w ∈ B * η : w T y ≤ 1} and B * η = {w ∈ R p−1 : ∀y ∈ B ξ : y T w ≤ 1}. Indeed let y ∈ B and w ∈ B * . Then (y − ξ)
A resulting algorithm to solve (VLP) and (VLP * ) can be outlined as follows:
as well as two finite sets E ⊆K, E * ⊆K * such that dim cone E = dim cone E * = dim V . Determine ξ ∈ riK and η ∈ riK * such that ξ T η = −1.
(ii) Consider an appropriate coordinate transformation and a suitable subspace such that B and B * are polytopes with nonempty interior. Transform (cone E) • and (cone E * ) • in the same way as K and K * in order to obtain polytopes Q ⊇ B and Q * ⊇ B * (in contrast to B, B * the vertices of Q, Q * are known or can be easily obtained).
(iii) Proceed with an outer approximation algorithm to compute the vertices of B and B * . To this end adapt (simplify) Benson's algorithm [1] to polytopes. See also the references in [2, Section 8.3] for similar methods in the field of approximation of convex bodies.
(iv) Compute solutions to (VLP) and (VLP * ) by Theorems 2.7 and 2.8
In comparison with objective-space-based algorithms (Benson type algorithms) for linear vector optimization problems (see e.g. [4] and the references therein), the advantages of the new method are as follows:
• It is not necessary to distinguish between homogeneous and inhomogeneous problems to treat unbounded problems (compare [8, 4] ).
• In contrast to the methods in the literature (see e.g. [4] for an overview), this approach covers also the case where the upper image P of (VLP) has no vertex. Moreover, the ordering cone C is allowed to have an empty interior.
• There is no formal difference between primal and dual algorithms as the same idea can be applied to the polar cone K * . However, note that the dual algorithm uses different (transformed) data and can therefore be better or worse than the primal algorithm dependent on the problem instance.
Detailed algorithms as well as numerical results will be presented in a forthcoming paper. Finally we summarize the above considerations in order to apply them in the next section.
Proposition 3.1. Let K ⊆ R p be a polyhedral convex cone. The map Γ defined by
provides an inclusion-reversing one-to-one map between the nonempty faces F of K and the nonempty faces F * of K * . The inverse map is
and for all nonempty faces F of K one has dim F + dim Γ(F ) = p.
Proof. Taking into account the considerations above, we obtain this result from duality of polytopes [3] . Note further that ∆ defined by ∆(F ) :=F + L(K) provides an inclusion invariant one-to-one map between set of all faces ofK := K ∩ L(K) ⊥ and set of all faces of K, where
Alternative proof of the geometric duality theorem
Using the results of the previous sections and a few additional components we obtain an alternative proof of the geometric duality theorem. Note that some basic ideas of this proof can already be found in [9] , where a parametric dual problem is introduced, polarity between a polyhedral set and the epigraph of its support function is utilized to prove duality assertions, and geometric duality (for the special case C = R q + ) is shown to be a consequence. We will see that the duality map Ψ in Theorem 2.3 can be expressed as
compare Propositions 2.6 and 3.1, and (4). (ii) There exists w ∈ Γ(F ) such that c T w < 0.
Proof. Note first that c ∈ 0 + P × {0} ⊆ K. Since R × {0} = cone {c}, (i) is equivalent to ∀ε > 0, ∀y ∈ F : y − εc ∈ K.
(10) ⇒ (ii): There exists w ∈ Γ(F ) such that w T c < 0 since otherwise, by Proposition 3.1, we obtain c ∈ F , which contradicts (10).
(ii) ⇒ (10): Let y ∈ F and ε > 0. Then w T (y − εc) = −εc T w > 0, i.e., y − εc ∈ K. (ii) There exists y ∈ Γ −1 (F * ) such that c * T y < 0.
Proof. We have M (R * × {0}) = cone (M ({−p * (c * )} × {0})) = cone {−c * }. Thus (i) is equivalent to ∀ε > 0, ∀w ∈ F * : w − εc * ∈ K * .
The remaining arguments are analogous to those in Proposition 4.1. is an (R × {0})-minimal face of K and we haveF ⊆ 0 + P × {0}. By Proposition 2.6 this is equivalent to (ii). Now, (9) can be verified by a straightforward calculation. Combining the results of Propositions 2.6 and 3.1 and Corollary 4.3 we complete the proof of the geometric duality theorem.
