Computational tools can be developed to help the interpretation of the ECG and the beating heart. In some cases, such tools are implemented in mobile devices and applied to ''mobile learning'' (m-learning) activities. In the present work, we show a mobile device tool that emulates the beating heart according to ECG data. The tool has been implemented using skeletal subspace deformation to control the movement of a 3D heart model in real time. It is possible to manipulate the heart model and visualize its inner anatomy. The results of the simulation show that the tool allows online adjustments on the virtual heart according to actual ECG data set by the user or by ECG data files (normal rhythm or arrhythmias). The comparison between clinical data and the results of the simulation validated the cardiac beating simulation. The user experience was evaluated by students of biomedical engineering using a Likert scale. The students evaluated their experience with the tool positively. The results, as a whole, show that the tool may represent a newly accessible resource to help support m-learning in the context of interpreting ECG data. Also, the tool seems to be applicable in a teaching/learning environment where undergraduates are studying either the ECG or the cardiac anatomy or function.
Introduction
Mobile device technology allows computational tool developments relevant for the medical area, such as applications that could address public health issues by physicians. 1 The use of mobile devices has the ultimate goal of improving patient outcomes for health care as diversified applications are present in many aspects of clinical practice. 2 Mobile technologies are also important for educating clinicians of the future. 3 Additionally, nurse students who used mobile device simulation as a pre-class activity (simulation scenario) outperformed those students who did not use it (reading exercise scenario). 4 The so-called m-learning, which stands for mobile learning, is already recognized as an evolution of elearning with a mobility component. Just like nurse students, 4 other students who use m-learning benefit through acquiring more in-depth knowledge, as observed in a study of user requirements involving education of multimedia technologists and designers at the university level. 5 Such benefits are also confirmed by an important result of Yoo and Lee's study. 6 Those authors showed that students in the health area who use high-fidelity human simulators exhibited significantly less knowledge of pulmonary assessment compared to students who used mobile applications. M-learning emphasizes the idea that the ''state of the art'' for the applications of mobile devices in the health arena is the universal availability of up-to-date technology using such devices. 7 Resources based on mobile device technology can help in learning or teaching of multiple subjects within the health area, including cardiology. Electrocardiogram (ECG) study with the aid of mobile technology resources is of particular interest for cardiology teaching, as ECG interpretation is frequently not easy for non-specialists and can cause confusion in early medical students. 8 The ECG is a powerful and convenient resource for non-invasive diagnosis of heart diseases, including heart attack or cardiac arrhythmias. 9 It reflects cardiac electrical activity which triggers the movement of different parts of the heart that, in turn, promotes blood pumping. By correlating the movement of the heart with the duration of the ECG waves qualitatively, cardiologists and educators teach this subject to students or healthcare professionals. 8 However, obtaining regular real-time ECG in patients with diverse cardiac diagnoses in clinical and hospital practice is difficult, prejudicing comprehensive learning/medical training. 10 Also, ECG simulation based on heart tissue modeling is not intuitive. [10] [11] [12] Thus, it is reasonable to consider that such training would benefit from alternative and practical technological solutions for ECG interpretation that would overcome these difficulties.
This article presents a mobile device tool to help ECG interpretation. This tool is an app that is usable in several operating systems, including Android, iOS, and Windows. An important innovation of the tool relies on the approach to ECG interpretation. In line with the idea of correlating heart movement with ECG waves, the tool essentially implements a 3D virtual heart simulation that emulates the beating heart according to ECG data. This represents essentially the opposite approach to ECG interpretation that relies on the conventional (but not intuitive) simulation of ECG based on heart tissue modeling. The durations of ECG waves inserted by the user or by ECG data files dictate the normal or abnormal rhythm of the beating heart. A simulation system based on skeletal subspace deformation (SSD) controls the movement of the 3D virtual heart. As a result, the present work implements a suitable environment, in a versatile technology, which is useful to assist the teaching/ learning of ECG interpretation by students on courses related to the health area or clinical professionals.
Background

Cardiac simulation
Due to the physiological complexity of the heart, there are some simulators focused only on the electrical activity of the heart. For instance, Mooney and colleagues simulated the electrical conduction system in a three-dimensional (3D) heart model by calculating the cellular activation corresponding to the progression of a recorded ECG. 13 The 3D heart model was created using several computer graphic techniques. It consists of four major cardiac parts: sinoatrial and atrioventricular nodes, bundle of His, left and right bundle branches, and Purkinje fibers. Eight points of interest are extracted from the ECG signal, where each point corresponds to the timing of the system state (e.g. the beginning of atrium contraction or the peak of ventricle contraction). Those time intervals were used to animate the 3D model using cellular activation.
Ryan and colleagues also used a set of predefined ECG markers to animate a 3D heart model, simulating its electrical activity. 14 In that work, each voxel of the heart model had a cellular data structure holding information about specific cell types (blank, atrial, ventricular, sinoatrial or atrioventricular cell), timings, and frame indices. Thus, in such a model, a set of predefined ECG markers identifies and animates each cell according to ECG markers.
Richards and colleagues published other work related to the simulation of the heart's electrical activity. 15 In that work, the authors used monodomain approximation and operator splitting to solve coupled reaction-diffusion equations on a finite-volume grid. In this case, reaction represents cellular biophysics and diffusion captures the coupling between cells. They reconstructed the geometry of the heart fibers and used this to calculate conductivity tensors for the diffusion computation. The simulator runs using hardware threads and a very powerful computer, as the heart model has 370 million cells.
There are also sophisticated models to simulate both cardiac electrical and mechanical activities. Kohl and colleagues used complex and accurate cardiac cell models to simulate a virtual heart that allows drug development and heart failure simulation. 16 Using finite element analysis, Baillargeon and colleagues simulated the excitationcontraction coupling of the heart. 17 In their environment, it is possible to visualize the electrical potential and the mechanical deformation of human cardiac tissue in a beating cycle. Comprehensive revisions of similar works performed by Trayanova and Peres emphasizes the complexity of modeling both cardiac electrical and mechanical activities. 11, 12 There are also programs that show realistic simulations of cardiac internal and external structures according to actual ultrasound images of the heart. These simulators can realistically reproduce the image of the beating heart in healthy or pathological situations. Thus, as one would expect, the didactical training of medical individuals, such as cardiologists, physiologists, anesthesiologists, or sonographers, counts on these simulators. 18 There is also a concern in correlating the ECG signal with the electromechanical activity of heart tissue. Sermesant and colleagues developed a 3D electromechanical model of two cardiac ventricles in which it is possible to simulate the transmembrane potential propagation based on FitzHugh-Nagumo reaction-diffusion equations. 19 It is possible to simulate electrophysiology interventions and some pathology. On the other hand, Takahashi and colleagues proposed a semi-automatic algorithm to construct a personalized heart model from magnetic resonance imaging (MRI) to synchronize with ECG. 20 This software is semi-automated as the electrophysiological settings are manual. They did not present validation to show synchronization between the signal and the simulation. Billet and colleagues also proposed a method to create a personalized electromechanical heart model from MRI, 21 but they tried to minimize the sum of an image energy required to adjust the heart model, as such a model consists of a static system that evolves under the minimization of energy coupling the model and the data. The authors presented the validation between simulation and ECG. Finally, Hurmusiadis developed a cardiac simulator using a 3D heart model that includes muscle fiber orientations and a conduction system with velocity control of the cardiac electrical excitation. 22 He also used 3D cellular automaton to simulate the propagation of electrical excitation, and accomplished the validation of the system by superimposing cardiac MRI data onto the 3D model to visualize the correlation. Although some simulators contemplate electrical and mechanical activities of the heart with ECG, they do not show the proper relationship between the ECG signal and the heart movement simulation. Such a limitation is especially evident in some simulators developed for mobile devices, as showing that relationship, simultaneously and precisely, would probably require a more sophisticated computational resource. Fan and Weber measured the user's heart rate using the camera of a mobile device, and finger-blood-volume-pulse signal captured by a flashlight to animate a 3D model heart. 23 West presented a review of some simulators for mobile devices, including beating heart simulators. 24 However, such simulators essentially only take into account heart rate and are simplistic models.
Skeletal subspace deformation
The SSD method, also called a bone system, skeletal animation or linear blend skinning (LBS), is one of the most current methods used to simulate deformation in real time ( [25] [26] [27] [28] [29] ). Therefore, many 3D simulations and modeling software packages have SSD tools (for instance, Autodesk Maya LT. 30 SSD consists of generating a system with a 3D mesh associated with a bone structure. Bones are hierarchical structures based on skeletons. Each bone can have other bones as children, which are connected by joints, as shown in the skeleton in Figure 1 . This hierarchy makes the simulation look realistic as, when a bone moves, all other bones in the hierarchy also move. Bone systems are very useful for making organic simulations as they are very similar to the biomechanical design of many structures. 25 Each bone influences a set of vertices during the simulation process. This set of vertices is called the influence area, and the process of associating a 3D mesh to the skeleton and setting the weight of each vertex in influence areas in the 3D mesh is called rigging.
25 Equation (1) expresses the SSD algorithm:
where v r is the original vertex position (rest post); N is the number of bones influencing the vertex v r ; wn is the corresponding weight of each bone; Tn is the transformation matrix of each bone from its rest post and vi is the vertex after deformation. The weights wn are normalized such that the sum is 1 ( P N n = 1 w n = 1). The SSD presents a problem of loss of volume when there are bends or twists in the process. The linear interpolation mechanism involved in the method causes this problem. A method of solving this problem (employed in this article) is the use of dual quaternion linear blending (DLB). 31 In this method, the spherical interpolation is used instead of the linear interpolation. DLB uses dual quaternions to express rotation and translation as a 4 3 4 matrix, as shown in Equation (2):
where _ q n is a dual quaternion transform weighted by wn of each transformation to be blended. The result is normalized to produce the unit dual quaternion ( _ q) used to transform the rest vertex to its deformed position. The use of DLB is interesting as it allows simulations within a convenient timeframe. Hence, it is possible to manipulate the bones, generating a variety of poses and saving them as keyframes. Keyframes represent how the object should be at a given time. This is a very interesting capability, as ECG wave duration, obtained in the ECG signal processing, controls the simulation.
Materials and methods
The heart model used in this work was modified and simplified from a model available in the free digital repository of 3DVIA (www.3dvia.com/models/F5D5D9EBFDCFE1F3/ heart) under the Creative Commons license (http://creative commons.org/licenses/by-nc-sa/2.5). Thus, some inner structures of the heart model, such as valves and papillary muscles, were removed. The simulator was developed using Unity3D Pro, with source code written in UnityScript. The movement of the simplified 3D model of the heart was simulated for one beating cycle, allowing running the simulation on mobile devices. The duration of such movements occurred according to the durations of ECG waves (see Section 3.1). The mechanical displacements of the heart model walls were correlated to the duration of each ECG wave according to the corresponding echocardiogram video (see Section 3.2). Both ECG and echocardiogram were previously analyzed, calibrated, and synchronized in a given cardiac cycle, allowing compliance of the heart model's movements with the duration of each ECG wave.
ECG signals
As the goal of the tool is to simulate the beating heart, the tests use ECG signals from the Databases of Arrhythmia or Normal Sinus Rhythm of MIT-BIH (Massachusetts Institute of Technology -Boston's Beth Israel Hospital). Many of these signals already have fully annotated waveforms (QRS complex, P and T waves) and the time of recording of each waveform. Those waveform durations are representative of specific parts of the cardiac cycle. Therefore, the durations of every wave in these signals were measured, and these actual ECG wave timings were used to animate the heart in the simulator. Figure 2 illustrates durations used in this work and a representation of each ECG wave. The time intervals considered for the simulation were: PQ: interval between the onsets of P and Q waves; QRS: duration of QRS complex; ST: interval between the onsets of S and T waves; Rest (or idle): interval between the end of the T wave and the beginning of the next P wave.
The correspondence of the electrical activity of the heart and the cardiac mechanical function in a cardiac cycle is well established. 32 Thus, as shown in Figure 2 , it is verified that during the PQ interval comes the atrial contraction (AC); during the QRS complex comes the atrial relaxation (AR) and ventricular contraction (VC), and during the ST interval comes the ventricular relaxation (VR). Models are validated essentially by comparing experimental data with results from the simulation. 33 Hence, a specialist adjusted the present model movements, frame by frame, according to the actual position of the heart chambers respectively to the correspondent ECG wave to accomplish the validation of the mechanical movements. That validation occurred in an entire cardiac cycle by using echocardiogram videos of healthy hearts and the corresponding ECG waves.
Simulation process
We used a skeletal mesh animation system to animate a 3D heart model. The system used consists of four parts. Each part has a skeletal structure, called ''bone,'' responsible for the mesh deformation. This structure supports the application of the DLB method to achieve the simulation of the beating heart. There are four bones: a root, a lower, and two uppers, as illustrated in Figure 3 . It is important to set the bones for the rigging process properly. Thus, each bone is positioned strategically so that the influence area includes vertices necessary for the correct simulation of each stage of the heartbeat. The chromatic scale of the heart represents the influence, i.e., the warmer the color, the higher the percentage of influence on the vertices of that region, as shown in Figure 4 (e). As the children bone weights are defined during the skeleton definition process, the root bone weight calculus is:
where W n represents the influence weights of each bone (excluding the root bone), and 1 is, by definition, the sum of weights of all bones. The root bone is responsible for controlling all other bones (children). Thus, when it moves, all child bones also move. The color of the root bone influence area is complementary to the color of the child bone influence areas. Its influence area is shown in Figure 4 (a). The lower bone controls the movement of the ventricles, as shown in Figure 4 (b). The upper left and right bones control the movement of the left and right atria, respectively, as illustrated in Figures 4(c) and (d) . The cardiac cycle consists of four stages with 24 frames each. In each state, the bones were manipulated using geometric transformations of the mesh to produce the desired effect. A keyframe recorded each state. The first state is full atrial contraction (AC). The second is the complete atrial relaxation and the full ventricle contraction (AR/VC). The third is the complete ventricular relaxation (VR). Finally, the fourth is the cardiac rest state (idle). Performing the iteration of keyframes in a loop generates the simulation of a continuous cardiac cycle (default cycle duration is 1 second). SSD was used with DLB interpolation to manipulate the bones and create all frames to produce the simulation in the timeline.
Clip plane
The simulation environment includes a clip plane tool. This tool implementation considers a clip plane B represented by a four-dimensional vector:
where W = À N 3 P, N = N x N y N z ½ is the normal vector of the plane, and P is a point lying in plane B. Considering that this plane should be specified in camera space, in a view frustum, the B plane will replace the near plane, as shown in Figure 5 . Shaders a were used to implement the clip plane. Thus, the user can choose the position and angle of the clip plane. Once the equation of the plane selected by the user is calculated, its normal N is computed. The shaders' function responsible for clipping the heart uses both N and the position of the plane chosen by the user. This option allows the user to view inside the heart with no need to interrupt the simulation. Figure 6 illustrates this clipping using a plane in the y axis.
Implementation tools
Specific programming tools were used in the heart simulation allowing it to run on mobile devices or PCs. The simulation software developed in this work was implemented using Unity3D due to its compatibility with many personal computers and mobile devices. It has a function that allows importing the simulation using DLB with interpolation between keyframes, thereby saving processing time on the target platform. Thus, by using animation functions of Unity, it is possible to control the frame rate (frames per second) in each simulation stage. We also used functions of Unity3D to manipulate the simulation dynamically and generate binary codes for mobile devices (Android, iOS, Blackberry and Windows operating systems) and PC platforms (Linux, Windows, and MacOS operational systems).
The C for Graphics/High-Level Shading Language (Cg/ HLSL) code used in the shader implements the clipping of the heart. This code was imported to Unity3D to run in the simulation environment.
Evaluation of the user experience
In line with the general evaluative approach endorsed by other authors, 34, 35 the evaluation of the user experience had three stages: (1) the instructor introduced the users to the content regarding definition, description and explanation of ECG; (2) the users were expected to gain knowledge or skills; and (3) the user evaluated his or her experience with the educational software. A total of 17 students (male and female; age range of 18-24 years) of a biomedical engineering course (Federal University of São Paulo, Brazil) participated in the evaluation. All students had elementary knowledge of ECG before evaluating the software. The user experience was evaluated by using a questionnaire to check whether the tool's user interface was easy to understand.
The questionnaire was conceived to evaluate statements by ranking (on a five-point Likert scale 36 ): ''1'' if you absolutely disagree; ''2'' if you disagree; ''3'' if you neither disagree nor agree; ''4'' if you agree; or ''5'' if you absolutely agree. ''1'' is the lowest ranking; ''5'' is the highest. The statements were: (a) easy-to-follow on-screen instructions; (b) easy to learn how to use its functions; (c) presented in an appropriate format; (d) text is accurate and easy to read; (e) graphics are clear and relevant; (f) easy to realize ECG with heart beating; (g) easy to adjust cardiac rhythm; (h) easy to adjust ECG intervals; (i) easy to interact with graphical interface (rotation/zoom); (j) easy to observe internal heart parts (clipping/transparency); and (k) improves ECG interpretation. We calculated the Cronbach's alpha to obtain the index of reliability of this survey. 37 
Results
This section shows how the results of the 3D heart simulation complied with the ECG signal. It also includes a functionality description of the developed software and the user experience evaluation. Figure 2 illustrates the synchronism between the ECG signal and the heart simulation. It shows the corresponding relations between each simulation stage (AC, AR/VC, VR, idle) and each labeled signal interval (PQ, QRS, ST, and rest). Figure 7 shows some images in different parts of a cardiac cycle in the simulation. The synchronism between the simulated heart and the ECG was checked by comparing each image in Figure 7 with the background image where ventricles and atria are relaxed.
Heart simulation
For the synchronism validation, the frame-by-frame assertions verified the correspondence of the ECG signal and the simulation. Thus, the following fiducial frames corresponding to ECG waves are: (1) the end of heart resting with the onset of the P wave; (2) the maximum atrial contraction with the end of the P wave; (3) the maximum ventricular contraction and the maximum atrial relation with the end of the R wave; and (4) the maximum ventricular relaxation with the end of the T wave. As can be observed in Figure 7 , these fiducial frames correspond to ECG waves, showing the synchronism of the simulation according to the validation performed by the specialist (see Section 3.1). The simulator runs in real time and allows real-time interactivity on mobile devices. A vertical bar in the ECG signal indicates the moment of synchronism with the heart simulation.
User interface
The simulation tool was projected to have a friendly and intuitive interface for mobile devices. Initially, it is possible to see the ECG signal, the indication of the cardiac rate [beats per minute (bpm)], and the heart model. Figure 8 shows the tool running on a smartphone and tablet. It also runs on a PC.
For simulation configuration (Figure 9 ), the following options are depicted: heartbeat, ECG renderer, clip plane, transparency, and restore defaults.
The tool provides interactive control of the camera, such as rotation and zoom of the heart, and some controls over cardiac parameters, such as heartbeat rate and time of each cardiac beating stage (AC, VC, VR, idle). It is important to note that these characteristics allow the user to change those parameters without losing what would be the physiological aspect of the heart during the beating.
The ECG renderer option allows switching between dynamic and static rendering. In dynamic rendering, a continuous ECG signal is shown, in real time, with the corresponding heart simulation. Both the vertical bar (see Figure 7 ) and ECG signal moves while the simulated heart beats, but in this option the signal appears before the bar position. In the static option, only one ECG cycle is shown in a steady state while the vertical bar follows the corresponding time of the simulated heart. In this case, the vertical bar moves over the ECG signal.
The control menu of the clip plane allows the user to define the rotation angle and displacement of this plane. This option permits the view inside the heart during the simulation (Figure 10 ). Transparency allows the user to turn transparent the external part of the heart, thus making the inside of the heart visible. Figure 11 shows some examples of this option, in which it is possible to see the inner walls of the ventricles.
All menu options run in real time with the simulation.
User experience
The Cronbach's alpha (index of reliability) was 0.92, indicating that the survey (questionnaire and Likert scale) exhibited sufficient internal consistency to be reliable for use in the study of the user experience. Table 1 shows the rank given by biomedical engineering students (Federal University of São Paulo, Brazil) to statements about their experience with the tool. It is noticeable that all 17 students ranked the 11 statements with 5 (absolutely agree) or 4 (agree). Also, all students ranked the following statements at 5: (g) easy to adjust cardiac rhythm and (k) improves the ECG interpretation. Figure 12 shows the bar graph of the average percentage of students according to the rank given by them to the statements. It is possible to verify that almost 80% of the students (on average) ranked the statements as 5 (''absolutely agree'').
Discussion
This article presents a new mobile device tool developed to assist ECG interpretation. A distinguishing feature of the tool is the methodological approach established for ECG-based simulation of a virtual heart. This is essentially the inverse of the conventional approach for ECG interpretation based on non-intuitive heart tissue modeling for ECG simulation. 10, 11 The tool also has the distinguishing feature of allowing the user to set the timing for the 3D simulation of the virtual heart. Such a setting can be used according to actual intervals of ECG waves set by the user or by ECG data files (normal rhythm and arrhythmias). Those distinguishing features are convenient for ECG interpretation as all procedures run in real time. Also, running the tool on mobile devices can assist the teaching/ learning of ECG more easily than for personal computers, as mobile devices are portable and simple to use.
There are other works for heartbeat simulations. For instance, Hurmusiadis uses cardiac anatomy modeling, myocardial fiber orientation, and electrical excitation models to develop a computer-based simulation of the human heart, 22 whereas Baillargeon and colleagues implemented a simulation of the beating heart governed by equations of excitation-contraction coupling and finite element environment. 17 Both works use complex heart models and sophisticated strategies to simulate the movement of the heart that demands many computational resources. Therefore, unlike the present work, it is not possible for them, or is at least difficult, to implement these simulators in mobile devices. Also, their tools implement only predefined cases, whereas the present tool can simulate cases of patients chosen by the user from an ECG database.
The results of simulation show that, even though the modeling of the present work relies on a simpler method than other works, the developed tool represents a new accessible approach for ECG interpretation. Also, it represents a versatile resource implementable not only in mobile devices but also in diversified PC platforms (see Section 3.4).
The correct correspondence between mechanical and cardiac electrical activities provided by the tool is an important feature to assist clinical and educational training in cardiology. In this sense, some learning/training tools generate heart simulations exhibiting analysis of cardiac alterations. 38, 39 These tools allow the user to either practice critical care, such as so-called advanced cardiac life support, or to generate common cardiac rhythms to be explored or identified. Also, in a relatively recent work that analyzed 60 representative 3D cardiac computational models, developed and published during the last 50 years, 12 are outlined approaches that are currently available in 3D cardiac computational modeling. The authors assess specific applications of 3D cardiac simulation in clinical environments as a tool to aid in the prevention, diagnosis, and treatment of cardiac diseases. However, distinct from the present work, they are based on previously fixed ECG intervals or heart rate.
Additionally, just a few tools have didactic proposals with anatomical and functional fidelities appropriate for medical training. 13, 16, 40 These tools rely on building cardiac simulators that contemplate electrophysiology, mechanical contraction and relaxation, myocardium perfusion, and cardiac metabolism. 40 Also, these tools address the structure and function intercorrelated with experimental and clinical research in an integrated cardiac model. 11 Alternatively, they produce an activation sequence that occurs in the heart model synchronized with the progression of recorded ECG. 13 However, again, distinct from the present work, they do not perform heart simulations according to ECG intervals definable by the user.
The present tool enables students and professionals in the medical area to analyze ECG signals while inspecting the 3D simulation (e.g., clipping plane or fading transparency) of the beating virtual heart (see Section 4.2). The results of the user experience show that the tool accomplishes well those computational requirements. The availability of such a resource on mobile devices is expected for health care or clinical education applications, 3 even though it is still necessary to adapt medical education to allow students to use their mobile devices in a sensitive manner. 41 The resources of the present tool comply with the expected m-learning functionality that outlines characteristics of administration, presentation, feedback, motivation, and innovation expected in the context of multimedia education. Those characteristics, verified in a study involving 58 students of an engineering and design school, are pointed out as important to help enhance student performance. 5 Additionally, the accessible approach of the present tool appears to favor m-learning in the cardiac area. As such, a survey conducted with 50 biomedical engineering students who studied the ECG points out that the effectiveness of the ECG study using m-learning increases the learning interest and performance of students. 42 In this sense, the user experience evaluated prospectively in the present work followed the idea that educational software must reflect how learning is viewed. 34 In agreement with that, the results obtained through students ranking statements about the tool suggest that it has convenient usability for ECG learning.
In the future, as mobile technology evolves, the tool is planned to allow input of pre-processed and labeled ECG intervals in real time. Such input would provide real-time perception of heart rate variation using the 3D virtual heart. As this improvement has been foreseen, the tool was already implemented to accept real-time inputs using a plug-and-play procedure. However, to allow implementation of the tool in mobile devices, the 3D virtual model of the heart used in the present work does not contemplate details of the heart, such as the cardiac tissue textures, valves, complete myocardial vascularization, and other anatomical aspects. Remote simulations would allow such sophistication of the heart and help to overcome limitations of mobile device capabilities for this purpose. However, this also would make the tool dependable on additional computational facilities (e.g., PC or computer clusters) and remote resources (e.g., high-speed internet or Wi-Fi). That is not, at least at the moment, the present purpose of a practical and independent app for helping ECG interpretation in a teaching/learning context. Finally, based on the potential versatility of the tool in mobile devices, further software developments would allow additional assistance or resources for ECG interpretation in diversified pathological and physiological conditions of the heart in real time.
Conclusion
Taken together, the results are indicative that the tool, designed with the intent of supporting m-learning, would be applicable, at least partially, in a teaching/learning environment where undergraduates initiate the study of either ECG or cardiac anatomy or function of the heart.
The presented computational tool has the following attributes:
1. It exhibits sufficient versatility for the 3D virtual heart simulation that complies with actual ECG intervals inserted by the user. Such versatility also allows the use of ECG intervals obtained from data files. Thus, the heart simulation accomplishes diversified cardiac rhythms, including arrhythmias, such as tachycardia or bradycardia. 2. It runs on accessible platforms, such as tablets or smartphones. Thus, it is a handy resource for mlearning purposes in the cardiology area. 3. It enables the manipulation of the 3D virtual heart, providing new possibilities for student-teacher interaction during ECG interpretation. 4. It can help the teaching/learning of basic cardiac physiology and anatomy. This possibility was verified prospectively with biomedical engineering students. Thus, the simulation developed in the present work illuminates, at least in part, these basic medical concepts. Note a. Shaders are functions used to control the rendering and lighting of 3D objects in a computer program to manipulate 3D scenes.
