Abstract. We prove that Connes' Embedding Conjecture holds for the von Neumann algebras of sofic groups, that is sofic groups are hyperlinear. Hence we provide some new examples of hyperlinearity. We also show that the Determinant Conjecture holds for sofic groups as well. We introduce the notion of essentially free actions and amenable actions and study their properties.
1 Introduction and preliminaries
Sofic groups
In [17] the authors studied the limit groups of finite marked groups, which they called LEF -groups. This lead Gromov to the notion of sofic groups [8] , [18] . Note that we may suppose that the graphs {(V n , E n )} n≥1 have uniformly bounded vertex degrees. We call a not necessarily finitely generated group Γ sofic if all of its finitely generated subgroups are sofic. However one has an equivalent definition for soficity as well [7] : Definition 1.2 The group Γ is sofic if for any real number 0 < ǫ < 1 and any finite subset F ⊆ Γ there exists a natural number n and a function ψ n : Γ → S n from Γ into the group of permutations on n elements with the following properties:
(a) # fix φ(e)φ(f ) φ(ef ) −1 ≥ (1 − ε)n for any two elements e, f ∈ F .
(b) φ(1) = 1.
(c) # fix φ(e) ≤ εn for any 1 = e ∈ F , where # fix π denotes the number of fixed points of the permutation π ∈ S n .
It is known [8] , [18] , [6] that the LEF -groups are sofic. Direct products, subgroups, free products, inverse and direct limits of sofic groups are sofic as well. If N ⊳ Γ, N is sofic and Γ/N is amenable, then Γ is also sofic. Residually amenable groups are sofic, however there exist finitely generated non-residually amenable sofic groups as well [6] . It is conjectured that there are non-sofic groups, but no example is known yet. In this paper we prove that any countable sofic group can be imbedded into a countable simple sofic group, particularly, there exist countable simple non-amenable sofic groups (Theorem 1).
Connes' Embedding Conjecture and hyperlinear groups
Let H be a separable Hilbert-space with orthonormal basis {e n } ∞ n=1 . We shall denote by B(H) the space of bounded linear operators on H. Then for any k ≥ 1, we have an embedding of the matrix ring ρ k : Mat k×k (C) → B(H) given by the formula
with f s i = e ks+i for each matrix A = {a ij } 1≤i,j≤k ∈ Mat k×k (C), all indices 1 ≤ j ≤ k and s ≥ 0. It is easy to see that if l is a multiple of k then the image of ρ l contains the image of ρ k . In fact there is a natural inclusion T kl : Mat k×k → Mat k×k (C) ⊗ Mat l/k×l/k (C) ∼ = Mat l×l (C) given by the formula a → a ⊗ Id (here Id is the l/k × l/k unit matrix), and all of these embeddings are compatible: ρ l • T kl = ρ k . Hence the images of the ρ k form a directed system of subrings in B(H). The hyperfinite factor R is the closure of this union in the ultraweak operator topology. The natural normalized traces on Mat k×k (C), k ≥ 1 define a normalized trace on the union of their images, and this extends onto R as a tracial state Tr R . Now let ω be an ultrafilter on a countable set I, let lim ω denote the corresponding ultralimit. Consider the restricted direct product:
forms a maximal ideal and
is a type II 1 -factor with trace
Connes conjectured that any type II 1 -factor of separable predual can be embedded into R ω .
It is known that if a countable group can be faithfully represented as unitary elements of R ω then it's von Neumann algebra can be embedded into R ω . Such groups are called hyperlinear [14] , [12] . Note that groups with the so-called factorization property (see [9] for a definition) are always hyperlinear. In [12] Ozawa showed that the groups with factorization property are closed when taking subgroups, extensions by amenable quotients, free products, and increasing union (like sofic groups). He also proved that the factorization property is residual.
We shall prove that countable sofic groups are hyperlinear ( Theorem 2). Thus we obtain examples of simple non-amenable and finitely generated non-residually amenable hyperlinear groups.
Amenable actions
The notion of amenable action was introduced by Tarski. Suppose that a group Γ acts on a set X. Then the following conditions are equivalent [13]:
1. There exists a finitely additive Γ-invariant probability measure on X.
2. There is no paradoxical decomposition of X with respect to the Γ-action. That is, X cannot be partitioned into subsets A 1 , A 2 , . . . A l such that for some elements
3. There exist Følner-systems. That is, for any finite subset K ⊆ Γ and any ǫ > 0 one can find a finite subset F ⊆ X such that for any g ∈ K
If an action satisfies the above conditions then it is called an amenable action. If Γ is an amenable group, then all its actions are amenable, however any group acts on a single point in an amenable way. Definition 1.3 An amenable action of a group Γ on a set X is called essentially free if there exists a Γ-invariant finitely additive measure µ on X such that for any 1 = g ∈ Γ,
where Fix(g) ⊆ X denotes the fixed point set of g.
We shall see that amenable groups and residually free groups have essentially free amenable actions. On the other hand if a group Γ of Kazhdan's Property (T) has an essentially free amenable action, then Γ must be residually finite. Although, we are unable to construct a non-residually finite sofic group with Kazhdan's Property (T) we show that the non-existence of such groups would imply the existence of a residually finite wordhyperbolic group.
We introduce the notion of an almost-action. Definition 1.4 Let Γ be a group, X be a set and µ be a finitely additive probability measure on X. For any g ∈ Γ, let φ(g) : X → X be a bijection. We say that (Γ, X, µ, φ) is an amenable almost-action if
is the identity transformation on X.
For any
g ∈ Γ, φ(g) is measure-preserving: µ(φ(g)(L)) = µ(L) for any L ⊆ X.
We shall obtain Tarski-type characterizations for essentially free amenable actions and almost-actions, and prove that a group has an essentially free amenable almost-action if and only if it is sofic. Finally we prove that if Γ is an inner amenable group then either Γ has a nontrivial sofic quotient or Γ is almost commutative (Corollary 5.2).
L 2 -invariants
Let Γ be a countable group and NΓ be the von Neumann algebra with its usual trace Tr Γ . Then one can extend the trace to Mat d×d (NΓ) by
Let ∆ be a positive self-adjoint operator in Mat d×d (NΓ), then one can consider the spectral density function
where Proj(∆) is the orthogonal projection onto the kernel of ∆, and dim Γ is the von Neumann-dimension. The Fuglede-Kadison determinant of ∆ is defined as follows.
There are two major conjectures concerning the invariants above. Particularly, we show the existence of finitely generated non-residually amenable groups and simple non-amenable groups satisfying the conjecture. We also show that a more geometric version of Schick's second result holds. That is if in Σ m the Atiyah Conjecture holds for a convergent sequence of torsion-free sofic groups then it must hold for the limit group as well (Theorem 6).
Universal sofic groups
In this section we give a new characterization of sofic groups. There is a family S(τ /ω) of sofic groups with very explicit definition, and each sofic group is isomorphic to a subgroup of one of these S(τ /ω). 
Definition 2.2 Let ω be an ultrafilter on a set I, and τ : I → N a function with the property lim ω τ = ∞. Let S(τ ) denote the direct product i∈I S τ (i) , and for elements π ∈ S(τ ) and indices i ∈ I let π(i) ∈ S τ (i) denote the i-th component of π. We define the average number of t-cycles and the average number of fixed points of π via the formula:
Then we define the quotient group:
For elements π ∈ S(τ /ω) we choose a coset representative π ∈ S(τ ), and define the average number of t-cycles and fixpoints as # t π = # t π and # fix π = # fix π.
Proposition 2.3 Let I, ω and τ as in Definition 2.2.
The subgroup of S(τ ) in Definition 2.2 is indeed a normal subgroup, so S(τ
2. The average number of t-cycles and fixed points of an element π ∈ S(τ /ω) does not depend on the chosen representative π. So # t π and # fix π is well-defined on S(τ /ω).
The function # t is a conjugation invariant function on S(τ /ω), and
. Moreover, if P t is a sequence of nonnegative real numbers satisfying ∞ t=1 t · P t ≤ 1, then there is an element π ∈ S(τ /ω) which satisfies # t π = P t for all t.
The conjugacy classes of S(τ /ω) are uniquely determined by their # t invariants:
elements π, ρ ∈ S(τ /ω) are conjugate if and only if # t π = # t ρ for all t.
Each nontrivial conjugacy class generates the group S(τ /ω). Hence it is a simple group.
Proof of (1) and (2): The number of t-cycles is a conjugation invariant function on the symmetric group S d , hence # t and # fix are conjugation invariant functions on S(τ ). For permutations α, β ∈ S d those t-cycles of α which lie entirely in the fixed point set of β will also be t-cycles of the composition αβ, so
. This implies that the subset N = {ρ ∈ S(τ )|# fix ρ = 1} is indeed a normal subgroup of S(τ ), and for all ρ ∈ N and all π ∈ S(τ ) one has # t (πρ) = # t π. Hence the average number of t-cycles and the average number of fixed points is in fact well defined on S(τ )/N = S(τ /ω).
Proof of (3): Since # t and # fix are conjugacy invariant functions on the symmetric groups S τ (i) , they are also conjugation invariant on S(τ ) and S(τ /ω). It is clear that for α ∈ S d one has ∞ t=1 t · # t α = d, and this implies that
(Note that lim ω is finitely additive and monotonic, but not infinitely additive.) Now let P t be a sequence of nonnegative real numbers such that ∞ t=1 t · P t ≤ 1. For each index i ∈ I we build a permutation π i ∈ S τ (i) which consists of [P t · τ (i)] disjoint t-cycles for each t (we denote by [x] the integer part of the real number x), and one extra cycle on the remaining elements (if there are any). We set π = i∈I π i ∈ S(τ ). Let π denote the image of π in S(τ /ω). Since the number of t-cycles of each π i is between P t · τ (i) − 1 and P t · τ (i) + 1, and lim ω 1/τ (i) = 0, we find that # t π = P t for all t.
Proof of (4): Let π, ρ ∈ S(τ /ω) be elements with # t π = # t ρ for all t, we shall prove that they are conjugate to each other. First we pick representatives π, ρ ∈ S(τ ). For each index i ∈ I and each natural number t let p(t, i) = min(# t π(i), # t ρ(i)), then
For each index i ∈ I we divide the cycles of π(i) into two groups. Let P (i) be an arbitrary collection of cycles which contains exactly p(t, i) among the t-cycles for all t, and let E(i) denote the collection of those cycles which are not included in P (i). We shall prove that
Indeed, let e(t, i) denote the number of t-cycles in E(i). Then
by equation (1), and t≥T e(t, i) ≤ τ (i)/T . Putting these together we see that
for all T > 0. This proves equation (2) . We pick one element from the support of each cycle in E(i), let ε i ∈ S τ (i) be an |E(i)|-cycle on these elements, and let ε ∈ S(τ ) be the direct product of these ε i . Equation (2) shows us that # fix ε = 1, hence the element π ′ = ε π ∈ S(τ ) is another representative of π. It is clear from the construction that the cycles of π ′ (i) are the cycles in P (i), and possibly one extra cycle on the remaining
(In fact, if there are no elements left, then this extra cycle is missing.) Similarly, we can replace ρ with another representative ρ ′ ∈ S(τ /ω) with the property that it has p(t, i) t-cycles for each t, and possibly one extra cycle on the remaining τ (i) − t p(t, i) elements. But then π ′ (i) and ρ ′ (i) have the same number of t-cycles for each t, so they are conjugate in S τ (i) . Hence π ′ and ρ ′ are conjugate in S(τ ), therefore π and ρ are conjugate in S(τ /ω). This proves (4). Proof of (5):
Lemma 2.4 Let σ be an element of A n , the alternating group on n elements. Suppose that σ has an orbit of length two and n − 2r ≥ −1, where r is the number of orbits of σ. Then C 4 σ = A n , where C σ is the conjugacy class of σ.
Proof: This is just Theorem 3.05 in [2] . Lemma 2.5 Let σ ∈ A n . Suppose that σ has an orbit of length two. Let
Proof: Suppose that n 2 ≤ T < n. Then by Lemma 2.4, C 4 σ contains an element σ 1 which moves exactly n − T elements and fixes the complete fixed point set of σ. Therefore, for some a ∈ A n , σaσ 1 a −1 has no fixed points at all. Hence
] conjugates of σ such that they move mutually disjoint subsets. Thus their product has less fixed points then n 2 . Consequently, by the previous argument, C
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] σ = A n . Now we turn back to the proof of our proposition. Let 1 = π ∈ S(τ /ω). Then π has a representativeπ ∈ S(τ ) such that for all i ∈ I:
< C, where C does not depend on i. Let ρ ∈ S(τ /ω) be an arbitrary element. Then it has a representativeρ such that all of its component is an even permutation. Thus by Lemma 2.5,it is easy to see that ρ is in the normal subgroup generated by π.
Theorem 1 Let Γ be a group. The following are equivalent:
2. There is an injective homomorphism Γ → S(τ /ω) for an index set I of cardinality at most |Γ|, and appropriate choice of τ, ω.
In particular, the groups S(τ /ω) are themselves sofic for all I, τ, ω.
Proof of (1)⇒(2). For finite Γ it is clear. Let Γ be an infinite sofic group. We define the index set: I = (F, ε) F ⊆ Γ finite, and ε ∈ (0, 1) rational and for each index (H, δ) ∈ I we define the nonempty subset The direct product of the functions φ i is a function φ : Γ → S(τ ), and composing it with the quotient map S(τ ) → S(τ /ω) we get a function φ : Γ → S(τ /ω). We shall prove that this φ is an injective homomorphism. Definition 1.2(a) implies that
for all e, f ∈ Γ. Therefore φ(e)φ(f ) = φ(ef ) for all e, f ∈ Γ, so φ is a group homomorphism. Definition 1.2(c) implies that
for all 1 = e ∈ Γ. But then φ(e) = 1 for these e, hence φ is injective. Proof of (2)⇒(1). Let I, ω, τ be as in Definition 2.2, we shall prove that S(τ /ω) is sofic. Since subgroups of sofic groups are sofic, this is enough to prove the Theorem. So let F ⊂ S(τ /ω) be a finite subset and let 0 < ε < 1 be a number. For each element π ∈ S(τ /ω) we choose a representative π ∈ S(τ ), we make sure that 1 = 1. Let 0 < ξ < 1 be a real number (to be specified later). Then for all π, ρ, σ ∈ S(τ /ω), σ = 1 the subsets
all belong to ω, so any finite collection of them have nonempty intersection. Thus we can choose an index j ∈ I such that
Now we take n 1 = n(j), and define the function ψ 1 : S(τ /ω) → S n 1 via the formula ψ 1 (π) = π(j). We define the positive number δ = max{ # fix σ+1 2 |1 = σ ∈ F }, this depends only on F but independent of ξ. Then ψ 1 have the following properties:
Now for any natural number k ∈ N we define n k = n k 1 , and denote by ψ k : S(τ /ω) → S n k the composition of ψ 1 with the homomorphism k : S n 1 → S n k of Definition 2.1. Then this ψ k has the following properties:
We may choose k so large that δ k < ε, and then we may choose sufficiently small ξ to make (1 − ξ) k > 1 − ε. With these choices the conditions (A'), (B') and (C') will imply the conditions (a), (b) and (c) of the Definition 1.2. This completes the proof of the theorem. Proof: According to Theorem 1, each countable sofic group is isomorphic to a subgroup of one of our groups S(τ /ω) for a countable index set I and appropriate choice τ, ω. Hence it is enough to construct a unitary representation φ : S(τ /ω) → R ω (here we use the same index set I and the same ω in the construction of R ω ). For each index i ∈ I the symmetric group S τ (i) has an irreducible representation σ i : S τ (i) → Mat τ (i)×τ (i) (unique up to conjugation, in fact the image of a permutation π is the linear transformation which permutes the basis vectors via π). Composing it with our embedding ρ τ (i) we get a unitary representation φ i : S τ (i) → R. The direct product of these gives us a unitary representation
For each π ∈ S(τ ) and each index i ∈ I the matrix σ i (π(i)) is a permutation-matrix, so we calculate the traces: Tr σ i (π(i)) = # fix π(i) and Tr 1 − σ i (π(i)) = τ (i) − # fix π(i). Hence we can calculate the normalized traces:
Suppose that π and ρ represent the same element in S(τ /ω). Then lim ω # fix (πρ
Thus φ descends to a unitary representation φ : S(τ /ω) → R ω . Our trace-formula implies, that the image of elements π with # fix π < 1 have ω-trace less than 1, so the representation is nontrivial. On the other hand S(τ /ω) is a simple group according to Proposition 2.3. Hence our φ must be a faithful representation.
Corollary 3.1 There exist countable simple non-amenable hyperlinear groups. Also, there exist finitely generated non-residually amenable hyperlinear groups.
Proof: We proved that for a countably index set I and for arbitrary τ, ω as in Definition 2.2 our group S(τ /ω) is a simple hyperlinear group. Since each countable sofic group is a subgroup of one of these, at least one of them must be non-amenable. If K is a countable group and K ⊂ H is a simple group, then there exists a countable simple group H ′ , K ⊂ H ′ ⊂ H. Hence the corollary follows.
Characterizations of essentially free amenable actions and almost-actions
The goal of this section is to obtain Tarski-type characterisations for essentially free amenable actions and almost-actions.
Theorem 3 Let Γ be a group acting on a set X. For elements g ∈ Γ we denote by Fix(g|X) ⊆ X the fixed point set of g in X. Then the following conditions are equivalent:
1. The action is an essentially free amenable action.
The action is non-paradoxical in the following sense: X cannot be written as a union of subsets
(b) for each B i there are elements p i ∈ Γ with B i = Fix(p i |X).
For any finite subset K ⊆ Γ and any number ǫ > 0 there exists a finite subset
Proof: It follows immediately from the next Theorem 4. Or, one can prove it with the same line of arguments.
Theorem 4 Let Γ be a group and X be a set. For each g ∈ Γ let φ(g) : X → X be a bijection. For elements p, q ∈ Γ we define the subset
Then the following conditions are equivalent:
is an essentially free amenable almost-action for some finitely additive probability measure µ.
φ is non-paradoxical in the following sense: X cannot be written as a union of subsets
(c) for each C i there exists an element r i ∈ Γ with C i = Fix(φ(r i )|X) .
For any finite subset K ⊆ Γ and any number ǫ > 0 there exists a finite subset
Proof of (1)⇒ (2): If (Γ, X, µ, φ) is an essentially free amenable almost-action, then µ(B i ) = 0 and µ(C j ) = 0 for all B i and C j . Hence
providing a contradiction.
Proof of (3)⇒(1):
We shall denote by F in(X) the collection of finite subsets of X. For a fixed pair K, ǫ denote by S K,ǫ ⊆ F in(X) the set of finite subsets F ⊆ X satisfying the conditions of (3). Then
. Hence there exists an ultrafilter ω on the subsets of F in(X) containing each S K,ǫ . We define a finitely additive measure µ on X as
Clearly (Γ, X, µ, φ) is an essentially free amenable almost-action.
Proof of not-(3) ⇒ not- (2): Let ǫ > 0 and 1 ∈ K ⊆ Γ be a finite subset such that no F ⊆ Γ satisfies the conditions of (3). We may suppose that 1 ∈ K and K is symmetric that is k ∈ K implies k −1 ∈ K.
Lemma 4.1 Let K r be the set of elements in Γ that can be written as the product of r elements of K, then:
Fix(φ(c)|X) .
Proof Suppose that g ∈ K r , s, t ∈ K and y ∈ φ(g)
B(a, b) .
Now suppose that g ∈ K r , u ∈ K and u ∈ φ(g) −1 (Fix(φ(u)|X)) . Case 1.:
B(a, b) .
Now let us choose a positive integer p such that (1 + ǫ) p > 2. Define the subsets
By our assumption A r can not be empty for any r ≥ 1. Following the idea of [5] consider the bipartite graph G with vertex sets (A p , X) such that (a, x) is an edge of G if and only if φ(t)(a) = X for some t ∈ K p . Observe that for any finite subset L ⊆ A p , the number of neighbours in X is at least 2|L|. Indeed, let L 0 = L, and define by induction the sequence of subsets
s |L| for all s. The set of neighbours (in G) of the elements of L is just L p with at least 2|L| elements. Therefore we can apply Hall's (2,1)-matching theorem to our bipartite graph G: there exist matchings m 1 : A → X and m 2 : A → X whose images are disjoint. If s = t ∈ K p , let
are disjoint subsets. Hence X can be covered the way described in (2). The corollary below easily follows from (3) of Theorem 4.
Corollary 4.2 Let Γ be a discrete group. Then Γ has an essentially free almost-action if and only if Γ is sofic.
For essentially free amenable actions we have the following proposition.
Proposition 4.3 If Γ is amenable or residually finite then it has an essentially free amenable action.
Proof: If Γ is amenable then the left action on itself is a free amenable action. If Γ is residually finite, then let X be the disjoint union of all finite quotients of Γ with the natural left Γ-actions. The finitely additive measure is defined with an ultra-limit, as in the proof of Theorem 4. Now, we show the existence of groups which have no essentially free amenable actions.
Proposition 4.4 Let Γ be a discrete group of Kazhdan's Property (T). Then Γ has an essentially free amenable action if and only if it is residually finite.
Proof: Suppose that (Γ, X, µ) is an essentially free amenable action of a Kazhdan group Γ. Let X F ⊂ X be the union of the finite Γ-orbits. First suppose that µ(X F ) = 1. Then for any 1 = g ∈ Γ there exists a finite orbit on which g acts non-trivially. Otherwise, the fixed point set of g had positive measure. Hence Γ is residually finite in this case. Now suppose that µ(X F ) < 1. Then µ(Y ) > 0 where Y is the union of the infinite orbits. Thuŝ
defines a finitely additive probability measure on Y . Consider the Hilbert space H of the square-summable functions on Y . Then Γ acts on H without a fixed unit vector. On the other hand, by Theorem 3 (3) for any δ > 0 and all finite K ⊆ Γ there exists a finite set F ⊆ Y such that
where χ F denotes the characteristic function of F . Since Γ has Kazhdan's Property (T), it must have a fixed unit vector in H, leading to a contradiction. We do not know any example of a non-residually finite sofic group of Kazhdan's Property (T). However we have the following proposition. Proof: Let lim n→∞ Γ n = Γ (with m specified generators) in Σ m . Suppose that F ⊆ Γ is a finite set. Then there exists an index k and an embedding t F :
Since soficity is a property decided by the properties of multiplication restricted to such finite subsets F , the soficity of all Γ k implies the soficity of Γ.
Proof of the proposition: Champetier [3] showed that the closure of hyperbolic groups in Σ m contains Kazhdan groups that have no subgroups of finite index. Thus if all hyperbolic group were residually finite, then there exists a sofic group of Kazhdan's Property (T).
Obstruction for essential freeness and inner amenability
Let (Γ, X, µ) be an action of a group Γ on a set X with a Γ-invariant finitely additive measure µ. We denote the class of such actions by Inv Γ . Let N Γ,X,µ be the set of elements g ∈ Γ such that µ(Fix(g|X)) = 1. Then N Γ,X,µ is a normal subgroup of Γ. Indeed, Fix(g|X) ∩ Fix(h|X) ⊆ Fix(gh|X) implies that µ(Fix(gh|X)) = 1 if µ(Fix(g|X)) = µ(Fix(h|X)) = 1. Also, Fix(aga
Proposition 5.1 Let Γ be a group.
There is an action
Γ has an essentially free amenable action on a set X if and only if N Γ = 1.
Γ/N Γ is a sofic group.
Proof of (1): For each element g ∈ Γ \ N Γ we choose an action (Γ, X g , µ g ) ∈ Inv Γ such that µ g (Fix(g|X g )) < 1.
We define the index set I of all pairs (F, ε) where F ⊆ Γ \ N Γ is a finite subset and 0 < ε < 1 is a real number. As in the proof of Theorem 1, there is an ultrafilter ω on the subsets of I which contains all subsets of the form I H,δ = {(F, ε) ∈ I | H ⊂ F, ε < δ} with some (H, δ) ∈ I. For each index (F, ε) there is an integer K F,ε such that
is defined the following way:
where H x = {y ∈ Y |(x, y) ∈ H} and dµ X is the translation invariant functional on L ∞ (X) associated to µ X [13] . Inductively, one can define (
where X i g is a copy of X g . Then for any g ∈ F , µ(Fix(g|X (F,ǫ) 
Then (X, µ) ∈ Inv Γ and µ(Fix(g|X)) = lim ω ǫ = 0 , if g ∈ Γ\N Γ . This proves our claim.
Proof of (2): If (Γ, X, µ) is an essentially free amenable action, then (Γ, X, µ) ∈ Inv Γ , and N Γ,X,µ = 1. Hence N Γ = 1. On the other hand, if N Γ = 1 for a group Γ, then in (1) we build an action which is clearly essentially free and amenable.
Proof of (3): Let (Γ, X, µ) ∈ Inv Γ be the action constricted in (1) . Then the group Γ/N Γ,X,µ = Γ/N Γ has an essentially free amenable almost-action on (X, µ): each element g acts via an arbitrarily choosen liftingg ∈ Γ. Two different liftings act identically outside a subset of µ-measure 0, hence we obtain an almost action. Essential freeness follows from the fact that µ(Fix(g|X)) = 0 unless g = 1.
Corollary 5.2 An inner-amenable discrete group either has a nontrivial sofic quotient, or it is almost commutative ([1]).
Proof: Let Γ be an inner amenable group, i.e. its action on X = Γ\{1} is amenable. Let µ be a conjugation invariant finitely additive probability measure on X. If N Γ,X,µ = Γ, then by Proposition 5.1 the nontrivial quotient Γ/N Γ is sofic. On the other hand, if N Γ,x,µ = Γ, then for any finite set {a 1 , a 2 , . . . a k } ⊆ Γ:
Hence there is an element b ∈ X = Γ \ {1} which is fixed by each a i . Then b commutes with a 1 , a 2 , . . . a k , that is Γ is almost commutative.
6 Approximating the L
-invariants
Let Γ be a finitely generated sofic group and (V n , E n ) n≥1 be a sequence of finite graphs as in the Definition 1.1. Let A = {a ij } 1≤i,j≤d ∈ Mat d×d (ZΓ) be a positive, self-adjoint operator.
Consider the operator kernel of A, that is the function K
,j≤d ∈ Mat d×d (Z) and x = γy. Note that there exists a constant w A , the width of A, such that K A (x, y) = 0 if d(x, y) > w A in the word-metric of Γ with respect to the generating system S. Now we construct the approximation kernel, for m > n (w A , The proposition is the sofic version of the approximation theorem of Lück, first proved for residually finite groups [10] and later extended for residually amenable groups by Clair [4] and Schick [15] . Proof: Let B = {b ij } 1≤i,j≤n ⊂ Mat n×n (R) be a matrix with at most L non-zero entries in each of its rows and columns. Let M be sup 1≤i,j≤n |b ij |. Then if we regard B as an operator on the Euclidean space R n , B ≤ LM .
where χ ij = 1 if b ij = 0 and χ ij = 0, if b ij = 0 . Since any row contains at most L elements,
Also, each column contains at most L elements, hence (4) follows. It is easy to see that (4) implies the statement of our Lemma. Proof: Let p be a polynomial of rank s. Then for large m, K P (∆m) (x, y) = K P (∆) (γ, 1 Γ ) , if |γ| ≤ 2sw A , y ∈ V 0 m and K P (∆) resp. K P (∆m) are the operator kernels of P (∆) resp. P (∆ m ).
TrP (∆ m ) |V m | = z∈Vm trK P (∆m) (z, z)
By the uniform boundedness of the vertex degrees of (V m , E m ) there is a uniform bound K on the coefficients of the matrices K P (∆m) (x, y), depending only on p and A. Hence: Proof: The product of the non-zero eigenvalues of ∆ m , det * (∆ m ) is the lowest non-zero coefficient of the characteristic polynomial of ∆ m . Since ∆ m has only integer coefficients, this number is a positive integer. Now Proposition 6.1 follows exactly the same way as Theorem 6.9 [15] .
Theorem 5 The Determinant Conjecture holds if Γ is a sofic group.
Theorem 6 If (Γ n , S n ) n≥1 is a convergent sequence of torsion-free sofic groups for which the Atiyah Conjecture holds, then it holds for the limit group as well.
First of all, Proposition 6.1 and Lemma 6.4 immediately show that if ∆ is a positive self-adjoint operator, then ln det(∆ 2 ) ≥ 0. By [11] ln det(∆ 2 ) = 2 ln det(∆). Hence, Theorem 5 follows. Now, let (Γ n , S n ) n≥1 be marked sofic groups of m generators such that lim n→∞ (Γ n , S n ) = (Γ, S) in Σ m . We may suppose that B Γn (l) ≃ B Γ (l) for all n and that B Γ (l) contains the support of ∆ ∈ Mat d×d (ZΓ) . For each Γ n , let us choose an approximating sequence of finite directed graphs {V p,n , E p,n } p≥1 as in the definition of sofic groups. The following lemma is easy to prove and is left for the reader.
Lemma 6.5 For any integer sequence {p i } i≥1 one can pick directed graphs {V r i ,i , E r i ,i } i≥1 from the graphs above so that they are approximating Γ and r i ≥ p i for all i ≥ 1.
Since B Γn (l) ≃ B Γ (l), one can pull back the operator kernel of ∆ to Γ n obtaining the operators ∆ n ∈ Mat d×d (ZΓ n ). Also, for each n, one can consider the approximating operators ∆ p,n associated to the finite graphs {V p,n , E p,n }. Then by Proposition 6.1 dim Γn ker(∆ * n ∆ n ) = lim p→∞ ker(∆ * p,n ∆ p,n ) |V p,n | .
Now let us suppose that
| dim Γn ker(∆ * n ∆ n ) − ker(∆ * p,n ∆ p,n ) |V p,n | | < 1 n if p ≥ p n . Pick a sequence {V rn,n , E rn,n } n≥1 , r n ≥ p n as in the previous lemma. Then dim Γ ker(∆ * ∆) = lim n→∞ ker(∆ * rn,n ∆ rn,n ) |V rn,n | .
Since ker(∆ * n , ∆ n ) = ker(∆ n ), Theorem 6 follows. 
