In analyzing the output process generated by a steady-state simulation, we often seek to estimate the expected value of the output. The sample mean based on a finite sample of size n is usually the estimator of choice for the steady-state mean; and a measure of the sample mean's precision is the variance parameter, i.e., the limiting value of the sample size multiplied by the variance of the sample mean as n becomes large. This paper establishes asymptotic properties of the conventional batch-means (BM) estimator of the variance parameter as both the batch size and the number of batches become large. In particular, we show that the BM variance estimator is asymptotically unbiased and convergent in mean square. We also provide asymptotic expressions for the variance of the BM variance estimator. Exact and empirical examples illustrate our findings.
Introduction
The problem of estimating the mean µ of a stationary process {X i } ∞ i=1 often arises in the context of steady-state computer simulation. For example, what is the limiting mean transit time of a product going through a complicated manufacturing system? Or what is the long-term expected cost per period incurred by a certain inventory policy?
The obvious point estimator for µ is the sample mean based on n observations,X n ≡ n i=1 X i /n. But such a point estimator is not enough to constitute a proper analysis, for it is a random variable (r.v.) . Thus, it is also prudent to estimate σ 2 n ≡ nVar[X n ], since this provides a measure of the sample mean's precision. An estimator for σ 2 n can also be used as a basis for a confidence interval for µ, and for comparing the means of competing systems.
A quantity closely related to σ 2 n is the so-called variance parameter, σ 2 ≡ ∞ −∞ R i , where R i ≡ Cov[X 1 , X 1+i ] (i ≥ 1) is the autocovariance function. Under mild conditions (see Lemma 6 below), σ 2 = lim n→∞ σ 2 n ; so it is of interest to estimate σ 2 as well as (or instead of) σ 2 n . The literature contains many estimators for σ 2 n and σ 2 (see Bratley, Fox, and Schrage 1987) . This paper studies the popular batch means (BM) estimator for σ 2 , defined aŝ The BM estimator has been widely studied in the case that b is fixed and m → ∞ (see, e.g., Whitt 1991 and Schmeiser 1982) . In the case of fixed b, mild con-
→ denotes convergence in distribution and χ 2 (ν) is the chi-squared distribution with ν degrees of freedom. Assuming uniform integrability (see Billingsley 1968) , we also find that
Notice that for fixed b, the BM estimator is not consistent, as Var[V B (b, m)] does not necessarily go to zero as the batch size m increases. Although point and confidence estimators based on BM with fixed b remain valid, Glynn and Iglehart (1990) show that these estimators are inferior to those based on consistent estimation of σ 2 . The goal of this paper is to see what happens when both the batch size m → ∞ and the number of batches b → ∞. In §2, we list some preliminary definitions and results that will be invoked afterwards. In §3, we use simple moment and mixing conditions to establish a (well-known) expression for E[V B (b, m)] and then our main finding that
4 . These results yield expressions for the mean squared error (MSE) ofV B (b, m) as an estimator of σ 2 . In particular, we show that if both
to σ 2 as m and b → ∞. We also give suggestions on how to choose the "optimal" batch size in order to minimize MSE[V B (b, m)] for fixed n. Exact and empirical examples in §4 illustrate our findings, and §5 provides a brief discussion.
A number of other papers have also attacked the case in which both m → ∞ and b → ∞. For instance, Chien (1989) gives a number of order results on various moments of r.v.'s related to the BM variance estimator; he uses these results to prove the validity of Edgeworth-expansion-based confidence intervals for the mean of a stationary process. Carlstein (1986) proves the mean-square consistency ofV B (b, m) as an estimator for σ 2 ; he assumes uniform integrability of certain r.v.'s whereas we give explicit moments and mixing requirements on the underlying stochastic process. Damerdji (1993) uses strong approximation techniques to establish the mean-square consistency ofV B (b, m); his assumptions on the underlying stochastic process are also different than those invoked in the current paper. Song and Schmeiser (1995) 
Preliminaries
In this section, we state some definitions and useful results.
Definitions. Suppose {X i } ∞ i=−∞ is a stationary process. Following Billingsley (1986) , we say that a σ-field is a class of subsets of a set that is closed under complements and countable unions. The σ-field generated by {X i } is the smallest σ-field with respect to which every X i is measurable. Let M k j (j ≤ k) denote the σ-field generated by {X i } k i=j . We say that {X i } is φ-mixing if for all j ≥ 1 and k ≥ 1, and any events A ∈ M j −∞ and B ∈ M ∞ j+k , we have |P (B|A)−P (B)| ≤ φ k , where φ k → 0 and, without loss of generality, the φ k are nonincreasing. Informally, φ-mixing means that events in the distant future are approximately independent of those in the past. Lastly, the notation
We will have occasion to use certain tools that are listed here for easy reference. We start off with some simple moment inequalities.
Lemma 1 (Cauchy-Schwarz inequality; see Rohatgi 1976, p. 165 
Lemma 3 (Billingsley 1968, Lemma 1, p. 170 
Lemma 4 (Lyapunov inequality; see Rohatgi 1976, p. 103 
We will sometimes need to have finer moment information than Lemma 5's crude finiteness results. Lemmas 6 and 7 below require the quantity γ ≡ −2 ∞ j=1 jR j (see Song and Schmeiser 1995) 
Lemma 6 (Song and Schmeiser 1995; Titus 1985, p. 29 
Lemma 7 (Chien 1989, Corollary 2.9 and Proposition 3.1). If {X i } is stationary,
Remark 1 We can justify Lemma 7 heuristically. By a central limit theorem, The next lemma follows from the fact that
The following lemma will be used in the proof of the main variance expression in §3.
Lemma 9 (Chien 1989, Lemma A.10(1) 
Remark 2 We provide a different proof of Lemma 9 in the Appendix. The alternative proof is carried out under slightly more restrictive conditions than those of Chien (1989) , but it is somewhat simpler and makes the current paper self-contained.
To complete the series of preliminary lemmas, we state one last result that will be invoked in an analytical example in §4.1 involving a first-order moving average process.
Lemma 10 (See, e.g., Patel and Read 1982.) 
With the requirements of the lemmas in mind, we shall henceforth adopt the following standing assumptions.
Assumption 1
The process {X i } is stationary and φ-mixing with E[X 12 1 ] < ∞ and
). Without loss of generality, we take E[X 1 ] = 0.
Remark 3 Although the φ-mixing assumption has been made mainly for mathematical convenience, we note that many stochastic processes are φ-mixing, e.g., ℓ-dependent processes and finite-state Markov chains (see Billingsley 1968, p. 167) . Further, in light of Lemma 5, we can henceforth assume that E[|X n | j ] < ∞ for all 1 ≤ j ≤ 12.
Results
This section contains our main results on the expected value, variance, and mean squared error of the BM variance estimatorV B (b, m). Lemma 6 and some algebra yield the next well-known result which says that as m → ∞, the BM estimatorV B (b, m) becomes unbiased for σ 2 (whether or not b → ∞).
Theorem 1 (Goldsman and Meketon 1986 and Song and Schmeiser 1995.) Under Assumption 1,
Our goal now is to obtain an expression for Var[V B (b, m)] as both m and b become large.
Theorem 2 Under Assumption 1, as m → ∞ and b → ∞,
Proof We will break up b Var[V B (b, m)] into five terms and treat each separately.
By Lemma 7, the first two terms on the right side of (4) are
The third term of (4) is bounded by
2 φ (i−1)m (by Lemma 3) = O(m −9/2 ) (by Lemmas 7 and 8 and the assumption that φ k = O(k −9 )). (6) We deal with the fourth term of (4). For ease of exposition, suppose that √ m is an integer, else use the "floor" (round-down) function ⌊ √ m⌋. Then
(by Lemmas 1, 2, and 3)
(by Lemma 7 and the assumption that φ k = O(k −9 )) Finally, Lemma 9 shows that the fifth term of (4) is O(1/b). The theorem follows from this and (5)-(7). 2
The next result gives the mean squared error ofV B (b, m) as an estimator of σ 2 , i.e.,
, the squared bias plus the variance ofV B (b, m).
Proof Immediate from (2) and (3). 2
Let us consider the problem of selecting m (and b) as a function of n. Suppose we take m = cn ζ , where c is some positive constant and 0 < ζ < 1. Then it is easy to see that ζ = 1/3 is asymptotically optimal in the sense that MSE[V B (b, m)] will have the fastest convergence rate to zero. If we ignore the small-order terms and take m = cn 1/3 , we can minimize
with respect to c. We then obtain the approximate "optimal" batch size m ⋆ ≡ (γ 2 n/σ 4 ) 1/3 , with resulting approximate "optimal" mean squared error MSE ⋆ (n) ≡ 3(γσ 4 /n) 2/3 (cf. Goldsman and Meketon 1986 and Song and Schmeiser 1995) .
Examples
This section illustrates our findings. In §4.1, we analytically calculate 
Analytical Example
Consider the stationary MA(1) process, X j = θǫ j−1 + ǫ j (j ≥ 1), where the ǫ j are i.i.d. Nor(0, 1) r.v.'s. This is a simple yet interesting process, used widely in time-series applications. The coefficient θ determines the autocovariance structure of the MA(1); in particular,
It is also easy to show that all of the requirements of Assumption 1 hold. Further, we can establish that
Then (1) and (8) imply that
which is in agreement with Theorem 1. Of special interest is the fact that if θ ≈ −1, then σ 2 ≪ γ; soV B (b, m) is quite biased for small m. In order to obtain an exact expression for Var[V B (b, m)], observe that (8) implies
(10) By Lemma 10, we can rewrite (4) as (8), (10), and algebra)
as m → ∞ and b → ∞, which is in agreement with Theorem 2. By (9) and (11), we also have 
Empirical Example
We can study the behavior ofV B (b, m) when it is applied to a nontrivial stationary stochastic process-namely, the TES + process of Melamed (1991) . The main merit of TES + processes is that they can be transformed to fit precisely any prescribed empirical marginal distribution and most empirical autocorrelation structures.
We now describe the TES + process. Let x ≡ x − ⌊x⌋ be the fractional part of x. Suppose U Melamed (1992a, 1992b) show that the autocovariance function of
, where a tilde denotes the Laplace transform operator.
For a basic TES + process {X i }, we set
, where {W i } is a stream of i.i.d. Unif(0, 1) variates and −1/2 ≤ ℓ < r < 1/2. Then the autocovariance function of the X i specializes to (see Melamed 1992a, 1992b )
where α = r − ℓ and ϕ = (r + ℓ)/α. Evaluation of this autocovariance structure is amenable to numerical methods since the power terms decay quickly. To demonstrate the above ideas, assume that D(x) = −ℓn(1 − x), so that X i ∼ Exp(1). For this example, we shall set ϕ = 0.0 and consider various choices for α. From (13), we find that the R j decrease monotonically to zero; e.g., when α = 0.2, the R j practically vanish by j ≈ 100. Further, from (13), we can calculate numerically σ 2 , γ,
4 ; for instance, when α = 0.2, we have σ 2 = 13.809, γ = −185.38, and 2σ 4 = 381.38. To verify these calculations, we ran a small Monte Carlo simulation study for this TES + process with exponential distortions. Some results of the study are displayed in Table 2 . Each entry is based on 2000 independent simulation runs. AV B entry is the sample mean of the 2000 realizations ofV B (b, m), and S 2 (V B (b, m)) is the corresponding sample variance. Indeed, the quantities appear to converge towards the appropriate limiting values.
Discussion
The results of §3 and examples of §4 show that the BM variance estimatorV B (b, m) behaves as advertised as both the batch size m and number of batches b become large. Specifically, we showed thatV B (b, m) is asymptotically unbiased and convergent in mean square. We also provided asymptotic expressions for the variance ofV B (b, m).
How can one put our results to practical use? Indeed, a number of interesting BMbased applications arise in situations where the experimenter cannot place an a priori upper bound on the number of batches that will be required. For example:
• Fixed-width confidence interval estimation procedures for µ. • Sequential ranking and selection procedures for determining which of a number of steady-state processes has the largest (or smallest) mean.
• Control chart procedures based on sequential probability ratio tests.
These topics are the subjects of ongoing research.
11's seemingly restrictive assumptions.) In the ensuing discussion, let
, and δ 0 ≡ 1.
Lemma 13 If {X i } is stationary and E[X 
By Lemma 12, the triangle inequality, and manipulations similar to those leading to (14), 
