ABSTRACT Low-power wide-area (LPWA) communication has gained increasing attention in recent years with the rapid growth of fifth generation evolution (5G), the Internet of Things (IoT), and mobile computing. Narrowband Internet of Things (NB-IoT) is one kind of LPWA technology based on cellular IoT, which supports massive connections, wide area coverage, ultra-low power consumption, and ultra-low cost. Research on NB-IoT communication is increasingly attractive. Network calculus theory facilitates the performance analysis and network optimization of the NB-IoT system. We aim to analyze and optimize the NB-IoT networks. In this paper, we construct a random access traffic model including the NB-IoT user equipment (UE) arrival process and eNB service process. Then, we utilize the stochastic network calculus (SNC) to analyze the network delay in NB-IoT traffic model. Random latency bounds in different arrival processes are derived. Simulations show that SNC can evaluate the system delay under different distributions effectively. For the condition that numerous UEs access simultaneously following the Beta distribution, we first propose an improved K-means algorithm to cluster the NB-IoT terminals. Then, we raise the scheduling strategy on the basis of priority. It consists of the priority generation algorithm IPGNTQ and the NB-IoT task scheduling algorithm SANTQ. The extensive experiment results verify that our proposed optimized strategy can alleviate the network congestion effectually. Moreover, we compare our proposed optimized scheme with four existing uplink traffic scheduling schemes, showing that ours outperforms all of them.
Narrow Band Internet of Things (NB-IoT) supports ultralow power consumption, wide area coverage and massive connections, which is the indispensable LPWAN technology today [7] .
At the 72 plenary session of the 3GPP RAN, a narrow-band system based on Long Term Evolution (LTE) was first introduced to support the Internet of Things [8] . NB-IoT is a burgeoning radio access technology based on cellular network, which works in authorized frequency band [9] . The uplink and downlink transmission rates supported by NB-IoT are within 250kbits. Its channel bandwidth is limited to 180KHz. NB-IoT has the characteristics of strong anti-interference, high reliability, wide coverage and so on. Consequently, it works well for low-rate communication businesses. The typical applications include smart grid, smart metering, intelligent environment monitoring [10] , as illustrated in Fig.1 . Besides, NB-IoT can be supported directly in cellular or LTE networks, which can expand deployment and reduce costs [11] . Thence, NB-IoT is a promising and indispensable technology in IoT. At present, research on NB-IoT is mainly focused on latency, security, availability, coverage area and energy consumption [9] . Furthermore, due to the massive data volume in NB-IoT, requirement for communication delay is increasingly stringent. The basic theories and key technologies of delay analysis chiefly centralize in uplink access latency. The delay of uplink consists of broadcast latency, random access latency, data transmission latency and feedback latency [12] . The previous works mainly concentrated on computing the mean and variance of the random access delay, while few works pay close attention to the bounding function and the probability density function (PDF) [2] . The theory of stochastic network calculus (SNC) can compute the random latency bounds conveniently, which is conductive to analyze the randomness and burstiness of system performance [13] .
When numerous NB-IoT terminals are connecting to the network, it is fatal to estimate the random access performance of system. In this paper, we focus on the quality of service (QoS) of the NB-IoT random access system. Our main contributions can be summarized as follows.
• We construct a random access model combining the NB-IoT traffic characteristics. Then, we utilize stochastic network calculus to analyze the network latency of the model. We analyze the variation of network delay from the uniform and Beta distribution of arrival process, respectively. And the stochastic delay bounds in different arrival process are derived.
• For the condition that massive NB-IoT devices access simultaneously following Beta distribution, we first propose a improved K-means algorithm to cluster the NB-IoT terminals. Then, we recommend the prioritybased scheduling strategy for the NB-IoT nodes in different clusters.
• We develop a NB-IoT network simulator with C++ programming language to conduct the numerical simulations for evaluating the performance of NB-IoT access model and the proposed optimization algorithm. For comparison, we also implement other four existing traffic scheduling algorithms. Simulation results show that our proposed scheduling scheme outperforms all of them. The remainder of the paper is organized as follows. Section II reviews the related work. In Section III, we introduce the theory of SNC and model the NB-IoT sensor nodes access processes. The methods of analyzing the access delay bounds are proposed in Section IV. Section V provides the optimization for the case where massive NB-IoT terminals access simultaneously following the Beta distribution. Section VI simulates our proposed NB-IoT traffic access scheme. Finally, we conclude the main work in this paper in Section VII.
II. RELATED WORK
In this part, we illustrate the research status of NB-IoT from the aspect of application, performance evaluation and task scheduling, respectively.
A. APPLICATIONS SUITABLE FOR NB-IOT
At present, the national and international studies on NB-IoT are still in its infancy. The previous research findings are mainly focused on the market forecasting, system architecture, coverage area enhancement and energy consumption [14] [15] [16] [17] . In [2] , Chen Min et al. made an analysis for the intelligent applications of NB-IoT, including smart cities, smart buildings, intelligent environment monitoring and intelligent metering. The security problems in NB-IoT that need to be solved urgently are put forward [18] . References [1] and [4] discussed the application requirements and communication technologies from the aspect of 5G and edge computing, respectively. Qiu et al. [9] considered the applications and the state-of-art technologies of heterogeneous internet of things (HetIoT), consisting of self-organization, big data transmission, privacy protection and data integration. Moreover, research on the detailed NB-IoT communication is becoming increasingly standardized. Reference [10] describes the three deployment modes supported by NB-IoT, VOLUME 7, 2019 namely standalone operation, guard-band operation and in-band operation. Reference [11] introduces the two uplink physical channels defined by NB-IoT, including NPUSCH and NPRACH.
B. PERFORMANCE EVALUATION OF NB-IOT
3GPP pointed out that performance evaluation model for uplink and downlink transmission is extremely necessary [19] , [20] . Mekki et al. [7] found that NB-IoT performs better in terms of quality of service and delay compared with LoRaWAN and Sigfox. In [21] , Adhikary et al. evaluated the coverage capacity of NB-IoT in detail. Compared with LTE, NB-IoT has improved coverage by 20dB. In [8] , the goal is to maximize system acquisition performance. In order to optimize the throughput of NB-IoT network, Li et al. [22] computed a unique set of optimal sensing parameters. To estimate the access delay of machine type communication (MTC), a MTC traffic model is established to analyze the network access condition and provide the latency parameter evaluation index [23] . In terms of network delay analysis, the existing researches mainly focus on the computation of mean and variance, while few studies pay attention to the stochastic boundary characteristics of the access latency [24] . Stochastic network calculus is an effective network performance analysis tool based on Min-plus Algebra and stochastic process [25] . The SNC uses a probabilistic model to describe the data flows in the network and the service characteristics provided by the nodes [26] . Beck et al. [27] developed a novel SNC-based network performance analyzer to evaluate the network boundary characteristics. In [28] , Zhou Tao et al. proposed a network performance analysis framework for M2M communications based on SNC. The poisson process model is used to describe the traffic arrival, and the stochastic arrival curve and stochastic service curve are derived. Finally, the performance bounds of throughput, backlog and delay of M2M communication networks are given.
C. TASKS SCHEDULING OF NB-IOT
When a large number of terminals access simultaneously, the data traffic in NB-IoT networks will increase dramatically [29] , [30] . Therefore, the corresponding access control strategy, such as resource allocation and tasks scheduling, is of great concern [31] , [36] , [37] . References [33] and [34] mainly discuss how to effectively balance the shared resources for large-scale heterogeneous data. Liang et al. [32] applied himself to minimize the NB-IoT system energy consumption in the case of QoS guarantee. In [35] , Huang et al. proposed an access control model for M2M communications. The model distinguishes all M2M access requests from tolerance and sensitivity. Then the delay-tolerant requests are put into a lowpriority queue. In order to improve the emergency response performance of large-scale network packets, a new packet scheduling scheme LOES (Local-Optimization Emergency Scheduling) [36] is proposed, which combines priority-based packet scheduling scheme with local optimization. In [38] , Qiu et al. proposed an event-aware backpressure scheduling scheme for emergency IoT, which is to polish up the NB-IoT system QoS.
The aforementioned studies generally concern on the static and average performance of the NB-IoT system [39] . Few studies focus on the dynamic and stochastic characteristics [40] . In this paper, the analysis of stochastic delay bounds in NB-IoT networks and the proposal of corresponding optimization strategy are the focus of our study.
III. THEORETICAL BASIS AND SYSTEM MODEL
When an NB-IoT terminal is connected to network, it needs to consider how to meet the communication requirements of various devices reasonably and effectively. Meanwhile, when the number is huge, it will cause system congestion and network performance will be degraded severely. Therefore, a rational traffic access model needs to be established to analyze network performance, the strategies to improve the QoS are also needed.
A. STOCHASTIC NETWORK CALCULUS
Network calculus consists of deterministic network calculus (DNC) and stochastic network calculus. It is one kind of queue theory based on min-plus algebra [25] . Compared with DNC, SNC is more efficient in analyzing the random characteristic of the networks. It is comprised mainly of stochastic arrival curves (SAC) and stochastic service curves (SSC) [26] . Thereinto, SAC reflects the status of the incoming flows, and SSC demonstrates the processing capacity of the server. The QoS of the networks can be displayed intuitively in the form of boundary features through SNC.
In SNC, the cumulative traffic of arriving and departing the system can be denoted as A(t) and A * (t). In addition, S(t) represents the amount of data that the base station has served. We assume t ≥ 0 in this paper. When t = 0, there holds
Besides, we summarize in Table 1 some notation used across the paper.
Definition 1 (Min-Plus Convolution [26] ): The min-plus convolution operation of function f and function g at time t can be denoted as
Definition 2 (Stochastic Arrival Curve [26] ): Suppose the NB-IoT arrival flow A has a stochastic arrival curve α ∈ F with bounding function f ∈F, denoted as A(t) ∼ sa < f , α >. For any time t ≥ 0 and delay x ≥ 0, there holds
F is defined as the set of non-negative wide-sense increasing functions andF is defined as the set of non-negative wide-sense decreasing functions. [26] ): Suppose the NB-IoT system S can provide a stochastic service curve β ∈ F with bounding function g ∈F, denoted as S ∼ sc < g, β >. For any time t ≥ 0 and delay x ≥ 0, there holds
Definition 3 (Stochastic Service Curve
B. NB-IOT ACCESS MODEL Figure 2 describes some components in the NB-IoT networks, such as user equipment(UE), evolved node base(eNB), network server. UEs sense the changes of surrounding environment by the sensors, then generate message flows and send to the NB-IoT eNB. The eNB receives the messages from the UEs, process and forward them to the core network and application center. In NB-IoT networks, the eNB is lossless and uses the FCFS (First-Come First-Service) scheduling strategy for incoming requests. The resource unit is called RU. In this paper, we only use single-tone RU to transmit packets. The single-tone RU is with one subcarrier (3.75KHz) and 16 time slots (8ms). We assume one message transmission consumes one RU for simplicity. The arriving requests are stored in a cache queue. The eNB will provide services for the requests when the queue is not empty. Suppose that the service rate of eNB is C, and the service curve is β(t) = Ct, following S ∼ sc < 0, Ct >. In this paper, we assume the arrival process of the NB-IoT UE flows comply to the certain probability distribution. Referring to the 3GPP technical report [25] , we take into consideration the two kinds of traffic scenarios for NB-IoT flows arrival process, listed as follows:
1) In a normal scenario, NB-IoT UEs access the network uniformly over a period of time, i.e. in a nonsynchronized manner. 2) In an extreme scenario, massive NB-IoT UEs access the network in a highly synchronized manner, e.g. after a power outage. We will evaluate the NB-IoT networks delay based on the two kinds of traffic models.
IV. ACCESS DELAY ANALYSIS
In this section, we will conduct an analysis for the NB-IoT network delay according that the arrival process A(t) follows the uniform and Beta distribution, respectively, where the eNB provides services at rate C.
A. ACCESS DELAY UNDER UNIFORM DISTRIBUTION
Assume that n UEs are located in the NB-IoT eNB cell, the packet size sent by the UE at a time is l, and all the requests of the UEs will be processed within time T . Accordingly, the average arrival rate of the UE messages is nl T . A(t) denotes the cumulative traffic of arriving the eNB at time t. According to Def.2, the arrival curve of the traffic is α(t) = r · t + b, where [26] ): Consider the NB-IoT system S with the arriving flows A. Suppose that the flows have stochastic arrival curve α satisfying A ∼ sa < f , α >, and the NB-IoT system provides a stochastic service curve β satisfying S ∼ sc < g, β > for the flows. Then, for all t ≥ 0 and x ≥ 0, the delay D(t) of the NB-IoT system is bounded by
Theorem 1 (Stochastic Delay Bounds
where
Recall that the arrival curve α(t) = r · t + b and the service curve β(t) = C · t. According to Def.2, Def.3, and Theo.1, we can acquire the stochastic delay bounds of the NB-IoT system when the UE flows arrival process follows uniform distribution.
Referring to the Poisson arrival traffic model [9] , [26] , we can obtain the bounding function of stochastic arrival VOLUME 7, 2019 curve in the case where the NB-IoT flows follows uniform distribution.
where a = nl/Tr, k = x l . According to eq.6, the stochastic delay bounds of NB-IoT networks under uniform distribution can be denoted as
B. ACCESS DELAY UNDER BETA DISTRIBUTION
In extreme cases, the UEs access the eNB in a highly synchronous manner after the power outage. The arrival process of the NB-IoT flows can be indicated in the form of Beta distribution, that is Beta(3, 4) [25] . And we can define the access intensity as Acs to describe the cumulative traffic received by the eNB during the i-th access period in [0, T ], denoted as
where t i denotes the i-th access period, p(t) is the access probability density function of Beta distribution in [0, T ] and
Beta(α, β) is the Beta function. We assume α = 3 and β = 4 in this paper. According to eq.9, eq.10 and eq.11, we can get
The cumulative arrival traffic A(t) of the NB-IoT flows can be denoted as
The stochastic arrival curve of the NB-IoT arrival flow A is
(t +1) 3 and the service curve of the NB-IoT system S is β(t) = Ct. Therefore, according to the above definitions and theorem, as the UEs arrival flows follow Beta distribution, we can denote the stochastic delay bounds of the NB-IoT networks as
Referring to the Gaussian arrival traffic model [26] , we can obtain the bounding function in the case where the
NB-IoT flows follows
), ρ > λ. λ and ν say the mean and variance of the arrival process A(t), respectively. Thence, the stochastic delay D(t) of The NB-IoT system S is bounded by
V. PROPOSED OPTIMIZATION APPROACHES
The NB-IoT network performance, such as delays and backlogs, will be impaired when massive UEs access. Particularly, the NB-IoT system may be at risk of paralysis when all NB-IoT UEs send access request synchronously. Therefore, it is indispensable to design corresponding optimized control strategies for incoming flows.
In this paper, we try to adopt K-means algorithm, which is a unsupervised learning method, to cluster NB-IoT terminal nodes in the serving area. Then, for the NB-IoT nodes in different clusters, we utilize the scheduling strategy of accessed by time, which aims to alleviate the network congestion of the system.
A. IMPROVED K-MEANS FOR NB-IOT NODES
3GPP has proposed several basic access control strategies, such as access by category, dynamic RACH resource allocation and access by time interval, to deal with the NB-IoT networks overload problems [25] . Although 3GPP provides the group-based quantity control mechanisms, it does not give the specific grouping scheme. Referring to the abovementioned strategies, we introduce an optimal scheme based on unsupervised learning, called K-means, for the traffic overloading problem. In various IoT application scenarios, sensor nodes have different deployment methods, including uniform deployment, near-center deployment, and out-center deployment [7] .
Let sample set D = {x 1 , x 2 , . . . , x n } be the n sensor nodes deployed in the serving area. Assume the cluster set after divided can be denoted as C = {C 1 , C 2 , . . . , C k }, which k means the number of the clusters. K-means applies the sum of squared errors (SSE) as the objective function, denoted as
x, saying the mean vector of cluster C i . Intuitively, Eq.17 characterizes the closeness of the samples in the cluster around the mean vector to a certain extent. The smaller the value of SSE, the higher the sample similarity within the cluster.
By minimizing the SSE continually and iteratively, we can get the cluster set C. The detailed procedure of this algorithm is as follows, 44408 VOLUME 7, 2019 1) Randomly select k samples from nodes set D as the initial mean vector, also named centroid, denoted as
Iterate through all the sample points and calculate their Euclidean distance from the centroid, denoted as
where indicates the Euclidean distance between sample nodes x j and centroid µ i . And then, classify x j and µ i into one class if the distance d ji is the smallest for all µ. 3) After step 2, we can receive k sample clusters. Recalculate the centroid of each cluster according to the aforementioned formula.
where C i indicates the clustered i-th sample nodes and µ i means the centroid of C i . 4) Repeat step 2 and step 3 until the current mean vectors has not changed or the maximum number of iterations has been reached. The K-means algorithm is shown in Algorithm 1.
B. ACCESS TASK SCHEDULING BASED ON NB-IOT CLUSTERS
In this subsection, we mainly focus on the scheduling strategy of NB-IoT clusters. After the sensor nodes in the cell are clustered by Algorithm 1, we can allocate the network resource to the NB-IoT sensors by clusters in order.
Recall that our purpose is to alleviate the NB-IoT network congestion of the system. Therefore, the target of the scheduling algorithm is to maximum the access network performance under constraints of QoS and energy consumption. We take advantage of the priority to bewrite the access order of the NB-IoT clusters. We divide priorities for different clusters taking consideration into energy consumption and task urgency. Ultimately, the data flow with higher priority has better right to be served.
We notice that the terminal's transmission power is related to the distance of the base station. The average transmission power P i of the i-th cluster can be denoted as
where C is considered to be a constant and γ is the path loss factor. From the perspective of energy consumption, we assign a initial priority value r j for the j-th cluster according to the distance between centroid ω i and BS position . The closer the distance, the higher the priority. The initial priority of the i-th task in the queue is
which means the i-th task comes from the cluster C j . It is worth mentioning that initial priority reflects the location of the requesting task in the message queue. The worst case is that some tasks with lower priority at the end of the 
8
Determine the cluster mark of x j according to the nearest mean vector: λ j = argmin i∈{1,2,...,k} d ji .
9
Divide the sample node into the corresponding cluster:
Calculate the new mean vector of C i :
12 if µ i = µ i then 13 Update the current mean vector µ i to µ i :
else 15
Keep the current mean vector µ i unchanged: 17 return Clusters set C = {C 1 , C 2 , . . . , C k }, Centroid of the clusters:
until All mean vectors are not updated or the maximum iterations has been reached;
queue may wait a long time, which is known as ''strived''. As a result, the task urgency R 2 i is taken into account, which indicates the task waiting for too long will be more urgent.
where t i means the i-th task waiting time in the message queue and ∇R/∇t denotes the rate of rise.
Hence, according to the initial priority and the urgency of the task, we can calculate the integral priority of the task in the message queue.
where δ and η reflect the importance of initial priority and task urgency. The details of the integral priority generation are described in Algorithm 2.
Once the priority of tasks is computed according to Algorithm 2, the scheduler in the system will submit the Calculate the Euclidean distance between ω i and : Particularly, if the tasks hold the same priority, it will submit and execute these tasks in conformity with FCFS. Moreover, The scheduling strategy can be depicted detailedly in Algorithm 3.
VI. SIMULATION RESULTS
In this section, we verify the correctness of NB-IoT network performance analysis using SNC. Then we highlight the efficiency of our proposed optimization algorithm by comparing with some corresponding uplink scheduling strategies.
A. SIMULATION SETUP
Referring to the LTE simulation [42] , we develop a NB-IoT communication simulator by C++, which runs on Linux OS. The simulation settings are shown in Table 2 . Specifically, we simulate the arrival process of 5000 ∼ 50000 UEs under uniform and Beta distributions. The data size of each packet is around 10 ∼ 200 Byte. The initial scheduling strategy Confirm the scheduling order according the priority level. is FCFS. All data packets of UEs have equal priority. In addition, the eNB server owns the stable service capacity.
B. VERIFICATION OF VALIDITY
We evaluate the pre-optimization network latency based on the NB-IoT simulator in this part. The arrival flows in uniform and beta are built in order to verify the accuracy of performance analysis using SNC. On the other side, we validate the effectiveness of NB-IoT nodes clustering algorithm.
1) ARRIVAL FLOWS UNDER UNIFORM
Under normal circumstances, each node sends packets to the eNB randomly. The arrival process A(t) follows the uniform distribution. We can make a analysis for the network latency according to the cumulative data. Figure 3 depicts the relationship between A(t) and S(t) under uniform distribution. X-axis denotes time, which starts as the flows request to access eNB. Y-axis denotes the data cumulants. When t = 3s, the server starts to work. We can notice that the service capability of the eNB is greater than the flows arrival. The maximum latency of the NB-IoT system is 3.5s, which is the maximum horizontal distance between A(t) and S(t). When t = 5.83s, the cumulative service data is equal to the arrival, which is 14.16 Mb. When t > 5.83s, the service capacity of eNB has exceeded the arrival of UEs, and there is no data backlog. Figure 4 illustrates the boundary characteristics of the NB-IoT system latency. By setting the eNB service rate to 5Mbps, 10Mbps, 15Mbps, we can notice that the bounding probability diminishes with the access delay increasing. Generally speaking, as the augment of the access delay, the probability that the system latency exceeds the bounds is going to be lower. Detailedly, we note that the average access delay of the NB-IoT system is mainly located near inflection point in Fig.4 . When C is 5Mbps, the probability P{D(t) > 0.8} ≤ 0.3012; When C is 10Mbps, the probability P{D(t) > 0.6} ≤ 0.2231; When C is 15Mbps, the probability P{D(t) > 0.4} ≤ 0.1653; With the enlargement of the system service rate, the probability of high latency in NB-IoT networks is reduced significantly.
2) ARRIVAL FLOWS UNDER beta
Under extreme circumstances, all UEs send packets to eNB synchronously. The arrival process A(t) follows the Beta distribution. Correspondingly, the cumulative arrival data will increase rapidly. Figure 5 shows the changes of A(t) and S(t) over time. In general, the increment rate of the data cumulation in arrival is larger than in sever. When t is 0.1s, the data cumulation that the eNB has served is equal to the arrival, no data backlog exits at this time. When 0.1s < t < 1.8s, the eNB service capability is higher than the NB-IoT flows arrival. The system can still process the arrived data flows timely. However, when t ≥ 1.8s, the cumulative arrival data will increase exponentially. The network delay and data backlog will keep increasing due to the stable service rate of eNB.
Apparently, when massive NB-IoT UEs access the eNB in a high synchronous manner, referring to eq.16, the eNB with stable service rate cannot provide enough time and frequency resources for the arrival flows, leading to excessive latency or even serious network paralysis.
3) NB-IOT NODES CLUSTERING EFFECT BASED ON NCAK
In order to reflect the clustering effect of Algorithm 1, we visualize the clustering results using Matplotlib in Python. In addition, the UEs position data are generated by our NB-IoT simulator. According to the distribution of the nodes, we divide these into 4 categories, that is, k = 4 in Algorithm 1. The clustering effect can be shown in Fig.6 .
In Fig.6 , we compare the NB-IoT UEs distribution before and after clustering. The original sample nodes can be classified as clustered A, B, C, D clearly. Moreover, the centroid of every cluster is shown in the form of black triangle. We can compute the average distance between the cluster and the eNB. After the NB-IoT nodes are clustered, we can assign a initial priority for each cluster. Then, the eNB scheduler will allocate service resource for the requesting tasks in the queue on the basis of integral priority.
C. PERFORMANCE COMPARISON
In order to verify the efficiency of our proposed optimization scheme, we compare with the other uplink scheduling strategies, which conclude Narrowband Link Adaption (NBLA) [41] , the standard method in 3GPP (Spec) [20] , round robin (RR) and random scheduling (Random). Specifically, NBLA can adjust the scheduling order iteratively according to the network delay and service quality. Spec schedules the NB-IoT UEs with a fixed order and resource unit. RR chooses the series order to schedule the UEs. Random schedules the NB-IoT UEs with a random order. In contrast experiment, the main evaluation indicators we consider are: 1) average access delay: the time from sending requests to being served. 2) system throughput: the total bits received by eNB during the simulation. 3) number of serving NB-IoT UEs: the mean number of NB-IoT UEs that can be served when QoS is satisfied.
1) AVERAGE ACCESS DELAY
We discuss the difference of NB-IoT system average access delay among the above-mentioned scheduling algorithms, as shown in Fig.7 . Thereinto, Fig.7(a) depicts the effect of number of request NB-IoT UEs on system average access delay. On the whole, we can see that the average access delay increases slowly as the number of request NB-IoT UEs increases. RR and Random have a bad performance because they don't take into account factors such as QoS and transmission quality. Besides, Random gradually outperformed RR as the number of UEs increases, which is because the system may be overloaded in the case of sequential scheduling. Spec consider the resource unit allocated to each UE, therefore, it perform better than RR and Random. Since NBLA adjusts the scheduling order dynamically according to transmission delay and quality, its average access delay is much lower than the above algorithms. We note that our algorithm outperforms all of them. The reason is that we consider not only transmission QoS, but urgency of each data packet and UEs clustering. Figure 7 (b) shows the NB-IoT system delay performance in different packet size distributions. Notice that average access delay in all the scheduling algorithms is getting bigger with the packet size increasing. Similarly, NBLA performs better than Spec, RR and Random because of its adjustability. Spec has lower system latency than RR and Random due to the resource unit is taken into account. It's worth noting that, when the packet size is small, the average access delay in RR is obviously better than in Random. However, RR performs worse than Random when the packet size is more than 160 Byte. This's because the NB-IoT system in RR maybe congested when the packet size is too large. Note that our proposed scheme outperforms the others. The reason is that we also consider the constraints of QoS and the characteristics of UEs distribution.
2) SYSTEM THROUGHPUT Then, we investigate the impact of these scheduling algorithms on NB-IoT system throughput, as shown in Fig.8 . Firstly, Fig.8(a) illustrates the relationship between number of request NB-IoT UEs and system throughput. Apparently, the system throughout promotes gradually with the increase of number of UEs. However, the magnitude of the increase varies considerably. When the number of request NB-IoT UEs is less, the system performance varies little due to the limitation of the upper bound of throughout. The difference in throughout becomes more and more obvious with the number of UEs increasing. Ours performs best, followed by NBLA and Spec. Because of RR and Random's static and random practices, their performance in throughout are the worst and the growth in RR and Random are extremely slow. But Random performs slightly better than RR owing to its simplicity. Figure 8 (b) depicts the effect of packet size on the NB-IoT system throughput. As a whole we notice that RR and Random have lower system throughput. Although the system throughput in Random has risen steadily, the throughput in RR does not increase but decrease due to severe system congestion. Random is better than RR in stability and simplicity. Spec performs better than RR and Random because it specifies the resource unit occupied by NB-IoT UE. NBLA can flexibly schedule data requests in the queue, so its performance in system throughput is better than the above. Notably, the system throughput in our proposed algorithm is the largest, as both the request priority and nodes distribution are considered.
3) NUMBER OF SERVING NB-IOT UES
Finally, we analyze the influence of these strategies on the average number of serviceable UEs, as depicted in Fig.9 . As before, Fig.9(a) describes the relationship between number of request NB-IoT UEs and number of serving NB-IoT UEs. Overall, as the number of request UEs increases, the number of serving UEs increases accordingly. Similarly, we can see that RR and Random have the worst performance because they don't consider transmission quality and QoS. And the number of serving UEs in RR is slightly more than in Random. Spec additionally takes the schedulable resource units into account, which causes the system with Spec can process more UEs than RR and Random.
In addition, NBLA can adjust scheduling sequence flexibly and dynamically, its performance is better than the above three. Note that our proposed scheme is still the best.
In Fig.9(b) , we discuss the effect of the packet size distribution on the number of serving NB-IoT UEs. As expected, as the size of packet grows, the number of serving NB-IoT UEs decreases. It is noteworthy that RR even outperforms Spec when the packet size is distributed at 10∼ 40 Byte, yet its performance decreases sharply with the increasing packets. When the size of package is around 90∼ 200 Byte, its performance is lower than Random. On the contrary, Random has good stability because of its simplicity. Because NBLA does not consider the distribution of UEs, the number of serving UEs decreases dramatically as the packet size increases. Our algorithm still outperforms all other algorithms because it can determine the best scheduling order based on the UE priority and clustering.
VII. CONCLUSION
In this paper, we propose an effective random latency bounds analysis method for complicated NB-IoT traffic scenarios. We model the arrival process of the NB-IoT system in the form of uniform and Beta distribution after taking into account the non-synchronous and synchronous arrival modes of the NB-IoT nodes comprehensively. Then, we make the best use of stochastic network calculus to analyze the network latency of NB-IoT traffic model. The random latency bounds in various arrival processes are derived. For the case that massive NB-IoT UEs access synchronously following the Beta distribution, we propose a scheduling strategy based on priority. The procedure of this scheduling strategy can be described as follows. First, we put forward an improved K-means algorithm to cluster the NB-IoT terminals. We assign an initial priority for the cluster. Then, we propose a priority generation algorithm for the tasks in the buffer queue. According to the integral priority of the tasks, the BS scheduler allocates services for the waiting tasks in the queue. Simulation results verify that the optimized NB-IoT system can improve network performance and alleviate network congestion. The effectiveness and rationality of our proposed scheme are verified by comparing with four existing scheduling strategies.
The NB-IoT network model and its optimization scheme proposed in this paper can provide reference for performance evaluation and access control in various IoT communications. It has reference value in terms of NB-IoT device deployment and QoS guarantee. 
