Abstract. We extend Strichartz's uncertainty principle [18] from the setting of the Sobolov space W 1,2 (R) to more general Besov spaces B 1/p p,1 (R). The main result gives an estimate from below of the trace of a function from the Besov space on a uniformly distributed discrete subset. We also prove the corresponding result in the multivariate case and discuss some applications to irregular approximate sampling in critical Besov spaces.
1. Introduction
Motivation and main results. Let us recall the classical Heisenberg uncertainty principle
where f ∈ L 2 (R) andf (ζ) = R f (x) exp(−2πixζ) dx. It is frequently refereed to as a restriction for a simultaneous good localization of a function and its Fourier transform around the origin.It can also be read as an inequality preventing smooth functions with bounded norm (in some homogeneous Sobolev space) to be well concentrated, since
Here we use standard notation, W s,p (R) = {f ∈ L p : (I −∆) s/2 f ∈ L p } for s ≥ 0 and p ≥ 1 and define the (homogeneous) norm in W s,p (R) by f Ẇ s,p = ∆ s/2 f L p for f ∈ W s,p (R). The Heisenberg inequality was further generalized by Cowling and Price:
Theorem (Cowling-Price, [4] ). Let p, q ∈ [1, ∞] and a, b > 0. There exists a constant K such that
for all f ∈ L 2 (R) if and only if If this is the case, let γ be given by
then there exists a constant K such that
Again, when q = 2, |ξ| b f L 2 (R) = f Ẇ b,2 .
In [18] R. Strichartz obtained a number of uncertainty inequalities in Euclidean spaces, connecting smoothness of a function to its concentration on a suitably uniformly distributed set. His starting point was the following:
Our aim here is to extend this result to L p -smoothness setting as the Cowling-Price Theorem extends the classical Heisenberg Inequality. To be able to consider the values of a functions f at some points, we assume that the function possesses some smoothness. For the classical case of L 2 -norm we need at least derivative of order 1/2. For L p -norm the embedding theorem suggest that we would require at least 1/p-smoothness. The right scale turns out to be that of Besov spaces. Our main result gives bounds (also from below) on the trace of functions from Besov spaces on some uniformly distributed union of subspaces. Note also that Paley-Wiener spaces are included in Besov spaces so that our results cover some results in sampling theory, though with non-optimal form. In particular, it implies the following statement. Theorem 1.1. Assume that m is an integer 0 < m ≤ d, and 1 ≥ p < ∞, let also D be given. There exist constants δ,
and each point belongs to at most D distinct sets in this union, the following inequality holds
We remark that the right hand side inequality follows from localization and trace properties of the Besov spaces, the aim is to prove the left hand side estimate. However our argument gives both inequalities simultaneously and in particular provides a quite simple proof of the classical trace estimate. We consider the critical Besov spaces for which the trace inequality holds, the result does not hold in the spaces B s p,q with s < m/p. The concentration principle says that a function satisfying the conditions above cannot have too many gaps, the precise statement is given by the left hand side inequality above. We also rewrite the result as sampling inequalities for functions in the corresponding Besov spaces and apply it to give estimates for irregular approximate sampling. Similar one-dimensional approximation results for the case of regular samples were obtained recently in [10] .
The remaining of the paper is organized as follows. We start by recalling the main facts on Besov spaces that we use. Section 2 is then devoted to the one-dimensional version of Theorem 1.1 and some corollaries. In section 3 we prove the main result in higher dimensions and apply it to sampling theory.
1.2.
Preliminaries on wavelets and Besov spaces. We recall very briefly the basics of multiresolution wavelet analysis (for details see for instance [5] ). For an arbitrary integer N ≥ 1 one can construct functions ψ 0 ∈ C N (R) (called the scaling function) and ψ 1 ∈ C N (R) (called the mother wavelet), with (i) ψ 0 , ψ 1 ∈ C N (R) and are real valued; (ii) for ℓ = 0, 1, m = 0, . . . , N and k ≥ 1 there exists
We will then say that ψ 1 is N -regular. Now, in higher dimension d ≥ 2, we introduce
An orthonormal basis of
Let s > 0, 1 ≤ p; q ≤ ∞. Assume that ψ 1 is at least [s] + 1-regular. According to [3, 11, 14] , the homogeneous Besov spaceḂ s p,q (R d ) can be defined as the space of all locally integrable functions such that the Besov norm
is finite. An alternative definition is as follows [15, 19, 20] . Fix an arbitrary non-negative smooth
Denote by F the Fourier transform an ß ′ (R d ) (the space of tempered distributions) and by
is the space of all tempered distributions such that
Moreover, this quantity defines an equivalent norm to f Ḃs p,q (R d ) . Using this norm, we see that there is a constant C such that, if supp 
coincide with continuous ones almost everywhere.
We will take the continuous representative. The trace of a function in B
We refer the reader to [20] and references there for the details; interesting results on local regularity of functions from the critical Besov spaces can be found in [9] .
2. Sampling and uncertainty in dimension one 2.1. Localization inequalities. First, we prove one-dimensional version of Theorem 1.1 to demonstrate the main ideas avoiding technical complications. In the next section we outline the changes that should be done in multivariate case.
Moreover, there is a constant C, depending only on p,
and a j are as above with b/2 ≤ a j+1 − a j ≤ b then
Proof. Let ψ be a wavelet function with compact support ψ(x) = 0 when |x| > R (ψ = ψ 1 from the previuos section). Write
where φ j,k are defined as above. It follows from the estimates below that the series converges uniformly. For each n ∈ Z, let I n = [(a n−1 + a n )/2, (a n + a n+1 )/2], then b n = |I n | ≤ b. Fix some n and let x ∈ I n . Then
and note that |Z x (j)| ≤ 2R + 1, therefore |Z x (n, j)| ≤ 4R + 2. Now,
the last inequality follows from Hölder's inequality with the notation 1 p
, and set
Then it is not difficult to see that
Clearly, for x, a ∈ I n we have
Then there exists a constant C that depends only on ψ such that
Taking the L p -norms over x ∈ I n and applying the triangle inequality, we get
It remains to take the ℓ p norm in n to obtain
We have also
and applying (2.6), we get
Finally, notice that if j ≤ j 0 then 2
2.2. Some corollaries. As a first application of this proposition, let us establish the following version of the Uncertainty Principle:
p then there exists c that depends only on p and α such that
Proof. We may assume that f p = 1. Suppose that |x| α/p f p = A then for any b > 0
We choose b such that 4 α b −α A p = 1/2. Then by the proposition above we obtain
This implies the required inequality.
We will now show some sampling estimates for functions in certain Besov spaces:
1/p p,1 (R) and a = {a j } be a sequence as above. ) is the piece-wise linear interpolant of f at a. Then
.
(ii) There exists a bandlimited function g ∈ [−cb −1 , cb
Proof. The first statement follows directly from the proof of the theorem. Clearly,
Thus integrating (2.4) we obtain the required inequality.
To prove the second statement, let us now assume that ψ 1 is regular and band-limited to some interval [−Ω, Ω]. Let f ∈Ḃ f, ψ j,k ψ j,k and h = f − g.
. Now, we apply (2.8) to h and obtain n∈Z |h(a n )|
The required inequalities follow.
Some results on regular smooth spline interpolation in such Besov spaces were obtained in [10] , we discuss a different sampling for the multivariate case in the next section.
3. Multivariate concentration inequality and irregular sampling 3.1. Localization inequalities in higher dimensions. Similar argument as in the previous section gives the sampling inequalities of Theorem 1.1 formulated in the introduction for functions with small norms in appropriate homogeneous Besov spaces. Example of spaces of functions with homogeneous Besov norms controlled by the corresponding Lebesgue norm are bandlimited functions or more generally functions in shift-invariant subspaces, see [1, 2] . Sampling of bandlimited functions from irregular point sets is a well developed topic, see for example [6, 7, 12, 13, 16] ; new interesting results on sampling from trajectories can be found in [8] . We obtain the sampling inequalities under much milder smoothness assumptions and reduce the questions of approximate sampling of functions in Besov spaces to those of bandlimited functions.
Let us now describe the general setting of our sampling sets. Our aim here is to provide a description of sampling sets that are intuitive and easy to check rather than a fully general definition that would be too complicated to check in practice. Let 1 ≤ m ≤ d be an integer and b, C 0 > 0 be real.
First we take G to be a finite or countable union of d − m dimensional C 1 manifolds (a countable set when m = d). To each a ∈ G we attach m-dimensional manifold H a in a sufficiently regular way (e.g. H a may be defined through an implicit function). Each H a is endowed with a measure ν a that is absolutely continuous with respect to surface measure, ν a = ϕdH ≤ ϕ ≤ C 0 , measures ν a depend on a also in a regular way, see
(ii) below. We further assume that
Example 3.1. (i) Let (a n ) n∈Z be an increasing sequence such that b 2 ≤ a n+1 − a n ≤ b then we can take G = ∪ n∈Z P n , where
we take H a = {α} × a n−1 + a n 2 , a n+1 + a n 2 .
(ii) The hyperplanes P n can be replaced by more general manifolds. For instance, Let (a n ) n∈Z be a sequences such that b 2 ≤ a n+1 − a n ≤ b and let f :
be a smooth function such that f k takes its values in the ℓ ∞ -ball centered at bk of radius b/4 and such that the derivatives are uniformly bounded from above and below C
, a ∈ G we associate H a to be the ℓ ∞ -ball centered at (bk, a) of radius b/4 endowed with the Lebesgue measure.
We will prove the following generalization of Theorem 1.1
Theorem 3.2. Suppose that 1 ≤ p ≤ ∞ and G as above. There exist constants δ,
≤ N f p , and
Proof. The proof repeats the one-dimensional argument from the previous section. We start with a smooth one-dimensional wavelet function supported on [−R, R] and construct a wavelet basis as outlined in the introduction. We have
Fix some a and let x ∈ H a . Then
and note that, |Z x (j)| ≤ C, where C depends on R only. We also define
Further, it is not difficult to see that |Z(a, j)| ≤ C(1 + 2 jm b m ) and by (3.11) the following inequality holds
where 2 −j0 ∈ (b, 2b] as before. Then (2.7) becomes
We take the L p (H a , ν a )-norms over H a . Then we apply the triangle inequality and get
Next, taking the L p norm over each G, we have
Futher, when j ≥ j 0 the estimate for M j above implies
Then the first sum is the right hand side of (3.12) is bounded by Cb
We divide the second sum in the right hand side of (3.12) into two sums, where j 1 < j 0 will be fixed later,
, where the constants depend on ψ and does not depend on j (it follows by a simple scaling argument). Since b2 j0 ∈ [1/2, 1], we obtain
In summary, (3.12) implies (3.13)
where
. Taking the lower bound in (3.9) and the upper bound in (3.10) we get
Choosing j 1 small enough to have C2 j1−j0 ≤ (2C 0 ) −1 we get
On the other hand, taking the upper bound in (3.9) and the lower bound in (3.10), (3.13) with j 1 = j 0 implies
The theorem follows immediately.
Remark. The result may be extended to sampling sets that do not exactly satisfy the requirements. For instance let {r n } n∈N be an increasing sequence of positive numbers, r n+1 − r n ∈ (b/2, b) and let G = ∪ n {x : |x| = r n } be the union of concentric spheres of radius r n . For a ∈ G, |a| = r n , we define
The right hand side of (3.9) does not hold and we have to replace it by (3.14)
G Ha
|f (rζ)| dσ(ζ) max(1, r d−1 ) dr while the left hand side of (3.9) still holds. Then the proof of the theorem shows that
where ν is the measure dσ(ζ) max(1, r d−1 ) dr (in polar coordinates). We then apply the left hand side of this inequality to f ψ where ψ is a smooth function such that ψ = 0 in a ball B(0, ε) and ψ = 1 outside the ball B(0, 1/4). Then ψf B 
Therefore the theorem also holds in this case. A similar reasoning also applies to a spiral. Let r k be as previously and let ρ be a smooth (strictly) increasing function such that ρ(2kπ) = r k . Let G ⊂ R 2 be the curve given in polar coordinates by ρ, that is G = {ρ(θ)(cos θ, sin θ), θ ∈ [0, +∞)}. If θ ∈ [2kπ, 2(k + 1)π] we attach to a = ρ(θ)(cos θ, sin θ) the manifold H a = t(cos θ, sin θ), r k−1 ≤ t ≤ r k+1 (with the convention r −1 = 0). 
Assume further that we are given a bounded operator S G : L p (G) → L p (R d ) that interpolates band-limited functions. More precisely, we assume that there is an A > 0 such that
and if g is bandlimited withĝ(x) = 0 when x ∈ [−cb −1 , cb
