This paper describes a very simple and intuitive algorithm to estimate parameters of ARX models from incomplete data sets. An iterative scheme involving two least squares steps and a bias correction is all that is needed.
Introduction
Identification experiments are costly for the process industry. Time when saleable products could have been manufactured is "wasted" on experiments. Having to discard an incomplete data set collected for identification and do a new experiment is not necessarily an acceptable option. Algorithms that can take care of the missing data problem in an efficient way are therefore very welcome.
The problem with missing data has been studied extensively in statistics, but less so in engineering literature. A survey of the research in statistics is given in the book by Little and Rubin [5] . In engineering literature parameter estimation of ARX models has been studied in [4] , [3] , [l] and [7] . Methods in the frequency domain are studied in [6] . The reference list in [4] has further references.
A very simple iterative off-line algorithm for estimating the parameters of an ARX model is:
1. Guess the parameters.
Do a least squares estimate of the missing data
assuming the parameters to be the true ones.
Do a least squares estimate of the parameters as-
suming the estimated data to be the correct data. 
4.
where Y k and U 6 are the output and input at time k respectively, and nk is the time delay between input and output. The term e k is a zero mean white noise with variance A. The number of parameters (na and n b ) are here assumed to be known a priori. Thus, estimation of model order -albeit a very interesting problem -is considered beyond the scope of this paper. The equation is linear in the parameters and can be written in matrix form as
where Y is a vector with the outputs of the left hand side of the equation (l), is built up by the old inputs and outputs of the right hand side of equation (l), 8 is a vector containing the a and b parameters and E is a vector with the noise terms. This way of writing the equation is preferred when the parameters are to be estimated.
Another nice feature of equation (1) is that it is also linear in the data and hence another matrix form is
where R is a matrix with the a and b parameters as elements and
This procedure will however give a biased parameter estimate except for some special cases, as will be shown 
the columns of @ look like
and S 2 is a linear combination of the c k matrices p -+ = -n j P -$e = -nZ.
It follows from equations (2)-(3) and (7)-(9) that This result will be used frequently in the following sections:
Missing data estimation
If we assume that we have the true model we can estimate the missing data with the least squares method. Introduce the selection matrix Q1 to pick out the missing data in a vector of minimal length, Z,, and the selection matrix Q2 to pick out the observed data in a vector of minimal length, 2,. If a data point is missing the corresponding column in the identity matrix should be included in Q1 and analogously for Q 2 if a data point is observed. 
A' = (ATA)-'AT
To get the estimate of the whole 2 we first premultiply 2, by Q1. This results in a vector with the estimated data points in their correct places and zeros where the observed data points are located. Then the observed data points are filled in by adding Q2QT2, i.e.
i = (I -Q~(~Q~)~~) Q~Q : z
In the positions where data are observed we make no error in the _estimate. Thus, the estimation error of the whole 2 is 2, premultiplied by Q1.
= 4 Condition for unbiased parameter estimate
Using equations (7) and (8) we can rearrange equation (2) . We get 3 = &e + (P -&e + E ) .
-V Doing a least squares estimate, assuming the estimated data are correct (the algorithm described in the introduction) yields
As a consequence, a least squares estimate of the parameters using any estimate of the missing data is unbiased if the following holds
Hence, every column in 6 must be orthogonal to the equation error. Unfortunately, this is usually not the case for the missing data estimation approach described above, as will be demonstrated next. This means that the true parameter vector is not a stationary point of the iterative method.
The criterion (12) can be divided into three terms Since the input is assumed to be uncorrelated with the noise, we simply have to solve a linear banded system of equations to get the elements of E[EZT]. 
E[(-n8 + E ) T ( -n Z + E)] =

A . trace(1-n Q~( n Q l )~) .
Hence an estimate of the noise variance X is -(P -i e ) T ( P -&e) The final algorithm is based on a bias correction of the parameter estimates.
1.
2.
3.
4.
5.
Guess parameters and noise variance.
Do a least squares estimate of the missing da!a assuming the model is correct and form Y and a.
Compute the bias causing term A = using the guessed parameters.
Compute the parameter estimate
where the last term will compensate for the bias, and the noise variance estimate
Iterate from 2 until convergence The only differences between this algorithm and the algorithm described in the introduction is the term (PT&>-' A which makes the parameter estimate unbiased and the way we estimate the noise variance.
Modifying (11) by adding and subtracting our bias compensation yields
[(&T&)-l&TV -(~J~& > -' A ]
B
Therefore the parameter variance is evaluated as
E(eeT) = E[(&T&)-l(&TV -A)(&TV -A)T(&T&)-'].
This expression involves higher order moments, but should be computable. In that paper the missing data are computed with a Kalman filter smoother and a bias correction is done based on the Kalman filter covariances.
In [2] it is shown that the least squares method is equivalent to Kalman filtering under certain conditions. Our conjecture, although left for future research, is that if the correction is the same the methods may also be equivalent.
What is then the point of implementing the method the way we have done? There are at least four reasons:
There is no need for the input model of the EM method.
The EM method does not give an estimate of the parameter variance. Here we have a potential to compute an estimate of the variance.
The pedagogic value of the new algorithm is high. It is relatively easy to understand what is done and why.
By utilizing the fact that many of the matrices in the algorithm are sparse, a faster implementation than the Kalman filter can be made. 
U
The algorithm works fine for massive losses of data in either output or input. One advantage of the algorithm compared to the one described in [4] using the EM algorithm is that it does not require a model for the input. However, if data are missing in both output and input in an unfortunate pattern the algorithm may fail as nQ1 will not have full column rank. One way to solve this problem is to introduce a model for the input signal and in this way get more equations to use for the least squares estimate of the missing data.
The difference from the original algorithm is that more parameters have to be estimated. However, the size of the matrix that has to be inverted in the data estimation step is still number of missing data. We have done a few experiments and it seems that you should not introduce an input model if you do not have to, as the parameter variance increases.
Conclusions
We have in this paper studied identification from incomplete datta sets. A criterion for when a least squares estimate of tthe model parameters from estimated missing data is lunbiased was given. Usually such an estimate is biased. Therefore a bias correction was derived.
The performance of the proposed algorithm was illustrated by Monte-Carlo simulations. Implementation can be rather efficient if the fact that many matrices are sparse is taken into consideration.
The algorithm usually works fine for large amounts of missing data in either input or output. However, when much data are missing in both input and output and the missing data pattern is unfavourable, the algorithm will not work. This problem can however be solved by introducing a model for the input.
