The main purpose of this study is to develop and compare the classification accuracy of bankruptcy prediction models using the multilayer perceptron neural network, and discriminant analysis, for the industrial sector in Jordan. The models were developed using the ten popular financial ratios found to be useful in earlier studies and expected to predict bankruptcy. The study sample was divided into two samples; the original sample (n=14) for developing the two models and a hold-out sample (n=18) for testing the prediction of models for three years prior to bankruptcy during the period from 2000 to 2014.
In Jordan, the first study on bankruptcy was undertaken by Gharaibeh and Yacoub (1987) . The researchers developed a model using the discriminant analysis technique, and this study had a 100% accuracy rate. Also, the same results were found by Alomari (2000) and Al-Hroot (2015) . Al-Hroot's (2016) study was recorded as the first study in Jordan related to using the neural network (NN). This study developed a model using the neural network (NN) and reached a 100% accuracy rate for one-year pre to bankruptcy. The study of Alkhatib and Al Bzour (2011) applied Altman and Kida models in the Jordanian non-financial service and manufacturing firms during (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) , results of the study show that the prediction rate for Altman model (93.8%) is better than Kida's model prediction rate (69%). also the study of (Gharaibeh et al., 2013) applied the Altman Z-score (1968) and Kida models in Jordan between 2005and 2012 on a sample included 38 companies in the Jordanian industrial companies, Altman's model shows for three years before bankruptcy prediction rate 89.5%, 65.8% and 52.6% (one, two and three years before bankruptcy) respectively, while Kida's model for three years before bankruptcy prediction rate 76.3%, 52.6%, and 44.7% (one, two and three years prior bankruptcy) respectively. Another study by Alareeni and Branson (2012) applied the Altman models to the service sector in Jordan, the researchers concluded that the Altman Z-score could not give a warning as soon as before bankruptcy and could not differentiate between bankrupt and non-bankrupt companies. They recommended that to obtain high accuracy, another statistical method must be used.
We can conclude that studies inside and outside of Jordan show differing results. While the neural network models and discriminant analysis shows high predictive ability in classification in many studies, researchers in this field reached a high classification rate and a satisfactory result. A neural network model was not applied in earlier studies conducted in Jordan, except in the study of Al-Hroot (2016) . In other words, the number of studies that test statistical prediction models that have been done in Jordan are limited, especially the neural network models, when compared with other countries such as the USA or European Union countries.
Hypotheses Development
To achieve the objective of the study, and after reviewing the related literature, the following hypotheses will be tested:
Hypothesis 1: The MLPNN model will not predict bankruptcy of industrial firms in Jordan for the three years before bankruptcy.
Hypothesis 2:
The DA model will not predict bankruptcy of industrial firms in Jordan for the three years before bankruptcy.
Research Methodology
This study is to develop and compare the classification accuracy of bankruptcy prediction models using the multilayer perceptron neural network, and discriminant analysis. The study population consisted of companies in the Industry sector in Jordan, over a 14-year period (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) . The sample contains 32 industrial companies in Jordan, Out of 32 industrial companies, 14 are used for estimation sample comprise a similar pair-matched sample of bankrupt and non-bankrupt firms, and 18 are a holdout for model effectiveness comprise a similar pair-matched sample of bankrupt and non-bankrupt firms. Once the sample was selected, the financial ratios can be seen in (Appendix) Table 1 ; financial ratios includes the ten most popular financial ratios found to be useful in earlier studies and expected to predict financial distress (Jodi, Don and Michael, 2007) . Table 1 shows the accounting ratios; calculated accounting ratios are entered then into SPSS to estimate the MPLNN and DA models. The steps to calculate the prediction score are as follows:
1-Converting input nodes to a hidden node f (j), the equation is given by (Schmidhuber, 2015) :
(1)
is the hidden node.
x (i): is the input node.
h (i,j) : is the weights to hidden.
The values shown in Table 4 are not final and the algorithm cannot use these values because they are not actual values. The results in Table 4 show the application of the above equation shown in number 1. 
2-Converting the values to actual values:
The values in Table 4 must be converted to threshold values (theta) to be actual values. The theta values fall between 0 and 1 (Gosavi, 2015), using the sigmoid function which refers to the logistic function to convert 3-Calculating the weights on the link from the hidden node to the output node Table 4 shows the equations for weights on the link from hidden nodes ∑ f (j) to the continuous output v (j); the v (j) is the weights on the link from the hidden node to the output node o (j). The results in Table 4 show the application of the below equation number 2. 
(3) (6) ) -1.9 v(6) × z(6) 1/(1+e -f (7) ) 0.1 v(7) × z (7) Total (∑ ( ) × ( , ) 10 =1
) Value 1 Finally, we have to convert the value of o(j) similar to the prediction score as a calculation in step 2. The equation is given by (Schmidhuber, 2015) :
Discriminant Analysis (DA)
Discriminant Analysis (DA) is a statistical technique (discrete prediction), and this technique usually used when the dependent variable has two or more than three categories, in this study the dependent variable (bankrupt or non-bankrupt) is predicted on the basis of two or more independent variables (financial ratios), the financial ratios are interval numerical variables in DA. The final equation of DA is:
Where DA is the discriminate function or score M = the discriminant coefficient or weight for that variable X = the independent variables (e.g., financial ratios) a = a constant i = the number of predictor variables DA score = 0.25X1 + 3.92X2 -8.9X3 + 9.94X4 -7.46X5 -8.6X6 + 0.8X7 + 7.62X8 -6X9 + 1.95X10 +4.3
In the above function (DA function) the cut-off point or value is -0.0071, the cut-off point means that companies with a DA score greater than or equal to -0.0071 are predicted as solvent and companies with a DA score less than -0.0071 are predicted as being bankrupt. The performance of the model is evaluated using the overall accuracy rate and accuracy is based on the total number of the correct classification shown in Table 8 shows the results after testing the PLMNN and DA models on the original sample. The PLMNN model cut-off point is 0.5; using a cut-off level of 0.5 to classify the output values, the cut-off point means that companies with a PLMNN score greater than or equal to 0.5 are predicted as solvent and companies with a PLMNN score less than 0.5 are predicted as being bankrupt. The performance of the model is evaluated using the overall accuracy rate and accuracy is based on the total number of the correct classification shown in table 7. The holdout sample was used to assess the PLMNN and DA models. The results obtained by using the PLMNN and DA models on the holdout sample are presented in Tables 8 and 9 . Comparative classification results of PLMNN and DA models are summarized in Table 10 . As indicated in Table 8 , the PMLNN model is extremely accurate in classifying 100% of the total sample correctly for one year prior to bankruptcy, but the accuracy rate declined to 94.44% for the second year prior to bankruptcy. The Type I error proved to be only 11.11%, while the Type II error was not recorded. For the third year prior to bankruptcy, the accuracy rate dropped to 83.34% with the Type I error proved to be only 22.22%, while the Type II error increased to 11.11% in this test. Nevertheless, the PMLNN achieved high overall classification accuracy for two years prior to bankruptcy, with an accuracy rate of 100% and 94.44% respectively. As indicated in Table 9 , the DA model is extremely accurate in classifying 100% of the total sample correctly for one year prior to bankruptcy, but the accuracy rate falls from 100% one year prior to bankruptcy to 72.22% two years prior to bankruptcy. The Type II error proved to be 44.44% while the Type I error was lower at 11.11% in this test. For the third year prior to bankruptcy, the accuracy rate dropped to 61.11%, with the Type I error proved to be only 22.22%, while the Type II error was slightly larger at 55.56% in this test. Nevertheless, the DA achieved high overall classification accuracy for one year prior to bankruptcy with an accuracy rate of 100%. Table 10 presented the results of two methods used in this study. The results indicated that the MLPNN model achieved the highest overall classification accuracy rate for all three years prior to bankruptcy than the DA model. Furthermore, the results indicate that the accuracy rate of the MLPNN model increased from 77.78% for the third year prior to bankruptcy to 100% for the first year prior to bankruptcy. This result supports the rejection of the first hypothesis which states that the MLPNN model is unable to predict bankruptcy of industrial companies in Jordan during the three years prior to bankruptcy.
Results

Discussion
As Table 10 shows that the accuracy rate of the DA model increased from 61.11% for the third year prior to bankruptcy and reached 100% for the first year prior to bankruptcy. These results support the rejection of the second hypothesis which states that the DA model is unable to predict bankruptcy of industrial companies in Jordan during the three years prior to bankruptcy.
It is also noted from Table 10 and Figure 2 that the MLPNN model achieved the highest overall classification accuracy rate for all three years prior to bankruptcy, with an average classification rate of 92.59% while the DA model achieved an average classification rate of 77.78%. Furthermore, since the type I error is more costly than the type II error (Charitou et al., 2004) , Altman et al. (1977) and Charitou et al. (2004) . In addition, if models minimize type I error rates they consider to be superior. Table 10 and Figure 3 shows that the MLPNN model provides the lowest type I error percentage in the first two years prior to bankruptcy. However, type II error rates are highly low (3.70% on average) and this model may consider reliable for practical application purposes. These results support the rejection of the first hypothesis which states that the MLPNN model is unable to predict bankruptcy of industrial companies in Jordan during the three years prior to bankruptcy.
Conclusion
The comparison of the multilayer perceptron neural network (MLPNN) and discriminant analysis (DA) in terms of ability to predict bankruptcy in Jordan, The study population consisted of companies in the Industry sector in Jordan, over a 14-year period (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) . The sample contains 32 industrial companies in Jordan to develop two models using the MLPNN and DA.
The MLPNN and DA models can predict bankruptcy of Industry sector in Jordan, with the accuracy of 100% for one year before bankruptcy, and this is the same prediction rate accuracy for the DA model. On the holdout sample, the results indicated that the MLPNN model achieved the highest overall classification accuracy rate for all three years prior to bankruptcy than the DA model, and the MLPNN model result in low type I error rates.
The results are associated with the findings of Odom & Sharda (1990) and Raghupathi & Schkade and Raju (1991) , Koh & Tan (1999) and Charitou et al. (2004) . They also found that the models developed with neural networks (NN) can achieve a better classification accuracy rate than other statistical methods. 
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