We introduce the logic FOCN(P) which extends first-order logic by counting and by numerical predicates from a set P, and which can be viewed as a natural generalisation of various counting logics that have been studied in the literature.
Introduction
The counting ability of first-order logic is very limited: it can only make statements of the form "there are at least k witnesses x for ϕ(x)" for a constant k ∈ N. To overcome this problem, one can add number variables κ to first-order logic and means to express that κ equals the number of witnesses for the formula ϕ(x). In order to make use of these number variables, one also adds numerical functions like addition and numerical predicates like κ κ or "κ is a prime" to the logic. These and similar ideas led to the extensions of first-order logic by the Rescher quantifier, the Härtig quantifier, or arbitrary unary counting quantifiers [24, 13, 27] , to logics like FO(D p ) from [23] , FO(Cnt) from [21] , and FO+C from [11] . In this paper, we introduce an extension FOCN(P) of first-order logic by counting, number variables, and numerical predicates from a set P. By choosing P appropriately, we use this extension as a general framework for counting extensions of first-order logic (it subsumes all the logics mentioned above).
Clearly, two isomorphic graphs cannot be distinguished by logical sentences. Even more: suppose there is a bijection between two undirected graphs A and B such that, for every node of A, the neighbourhood of radius 2 O(q) of that node is isomorphic to the neighbourhood of its image. Then, first-order logic cannot distinguish the two graphs by first-order sentences of quantifier rank at most q (this goes back to [12] , the actual bound 2 q−1 − 1 was obtained in [20] ). Consequently, to determine whether a sentence ϕ of quantifier rank q holds in an undirected graph A, it suffices to count how often each neighbourhood type of radius 2 O(q) is realised in A.
It actually suffices to count these realisations up to a certain threshold (that depends on q and the degree d of the graph A) [8] . Bounding the degree of A by d, there are only finitely many neighbourhood types of radius 2 O(q) that can be realised. Consequently, this condition can be expressed as a first-order sentence; i.e., as a first-order sentence in Hanf normal form.
A similar story can be told, e.g., for the extension FO(D 2 ) of first-order logic by the ability to express that the number of witnesses for ϕ(x) is even. To determine whether such a sentence holds in an undirected graph A, one has to count the number of realisations up to a certain threshold and one has to determine the parity of this number [23] . Again, this leads to a sentence in Hanf normal form that expresses the said condition in the graph A.
We say that a logic can only express local properties if validity of a sentence in a structure can be determined by solely counting the number of realisations of neighbourhood types. This property has traditionally been proven by suitable notions of games. Often, the existence of a Hanf normal form follows from this directly. But there is no obvious way to extract an algorithm for the construction of it. On the other hand, these Hanf normal forms have also found various applications in algorithms and complexity (cf., e.g., [25, 21, 9, 6, 17, 16, 26, 3, 14, 2] ). In particular, there are very general algorithmic meta-theorems stating that model checking is fixed-parameter tractable for various classes of structures, and that the results of queries against various classes of databases can be enumerated with constant delay after a linear-time preprocessing phase. In this context, questions about the efficiency of the normal forms have recently attracted interest (cf. e.g., [5, 22, 3, 14] ).
The main result of this paper is the effective construction of a Hanf normal form from an arbitrary formula from our logic FOCN(P). This construction extends the constructions from [3, 14] and can be carried out in 5-fold exponential time. We also provide a 4-fold exponential lower bound. From the existence and the computability of Hanf normal forms, we infer four applications:
• The model checking problem for the (large) fragment FOC(P) of the logic FOCN(P) on structures of bounded degree is fixed-parameter tractable (with elementary parameter dependence) where we assume an oracle for the numerical predicates from P.
• The Hanf-locality rank of first-order formulas of bounded quantifier alternation depth only grows polynomially with the formula size. This complements Libkin's bound 2 q−1 − 1 for q the quantifier rank of the formula [20] and (partly) proves a conjecture from [19] .
• From a sentence ϕ in FOCN(P), we can compute a first-order description of the numerical condition that is equivalent to validity of ϕ. This first-order description is expressed in an extension of integer arithmetic with the predicates from P.
• The query evaluation problem for fixed queries from FOC(P) over fully dynamic databases of degree d can be solved efficiently: there is a dynamic algorithm that can enumerate the tuples in the query result with constant delay, and that allows to compute the size of the query result and to test if a given tuple belongs to the query result within constant time after every database update.
Above, we said that the existence of a Hanf normal form follows "often". A counterexample to this is the fragment FO(P) of FOCN(P) that we consider in [14] . The problem there is that, in general, FO(P) does not allow to formulate the necessary numerical condition. In Corollary 3.3 we present a weakening of the notion of a Hanf normal form that also works in this case.
The rest of the paper is structured as follows. Sections 2 and 3 introduce the logic FOCN(P) and the according notion of Hanf normal form. Theorem 3.2 summarises the paper's technical main result, the proof of which is given in Sections 4 and 6. Section 5 describes the mentioned applications.
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First-order logic with counting and numerical predicates
We write Z, N, and N 1 for the sets of integers, non-negative integers, and positive integers, resp. For all m, n ∈ N, we write [m, n] for the set {k ∈ N : m k n} and [m] = [1, m] . For a k-tuple x = (x 1 , . . . , x k ) we write |x| to denote its arity k. The exponential functions exp k : N → N are defined by induction on k via exp 0 (n) = n and exp k+1 (n) = 2 exp k (n) for all k ∈ N. We write poly(n) for the set of functions k∈N O(n k ).
A signature σ is a finite set of relation and constant symbols. Associated with every relation symbol R ∈ σ is a positive integer ar(R) called the arity of R. The size ||σ|| of a signature σ is the number of its constant symbols plus the sum of the arities of its relation symbols. We call a signature relational if it does not contain any constant symbol. A σ-structure A consists of a finite non-empty set A called the universe of A, a relation R A ⊆ A ar(R) for each relation symbol R ∈ σ, and an element c A ∈ A for each constant symbol c ∈ σ. Note that according to these definitions, all signatures and all structures considered in this paper are finite. To indicate that two σ-structures A and B are isomorphic, we write A ∼ = B.
We define the extension FOCN(P) of first-order logic FO by counting and by numerical predicates from a set P. Our notation extends standard notation concerning first-order logic, cf. [7, 21] .
Let vars and nvars be fixed disjoint countably infinite sets of structure and number variables, respectively. In our logic, structure variables from vars will always denote elements of the structure, and number variables from nvars will denote integers. Typical structure variables are x and y, typical number variables are λ and κ. Often, we use z as an arbitrary variable from vars ∪ nvars.
A σ-interpretation I = (A, β) consists of a σ-structure A and an assignment β in A, i.e., β : vars ∪ nvars → A ∪ Z with β(x) ∈ A for x ∈ vars and β(κ) ∈ Z for κ ∈ nvars. For k, ∈ N, for a 1 , . . . , a k ∈ A, n 1 , . . . , n ∈ Z, and for pairwise distinct y 1 , . . . , y k ∈ vars and κ 1 , . . . , κ ∈ nvars, we write β a 1 ,...,a k y 1 ,...,y k n 1 ,...,n κ 1 ,...,κ for the assignment β in A with β (y j ) = a j for all j ∈ [k], β(κ j ) = n j for all j ∈ [ ], and β (z) = β(z) for all z ∈ (vars ∪ nvars) \ {y 1 , . . . , y k , κ 1 , . . . , κ }. For I = (A, β) we let I a 1 ,...,a k y 1 ,...,y k n 1 ,...,n κ 1 ,...,κ = A, β a 1 ,...,a k y 1 ,...,y k n 1 ,...,n κ 1 ,...,κ .
Definition 2.1 (FO[σ])
Let σ be a signature. The set of FO[σ]-formulas is built according to the following rules:
(1) x 1 =x 2 and R(x 1 , . . . , x ar(R) ) are formulas, where R ∈ σ and x 1 , x 2 , . . . , x ar(R) are structure variables or constant symbols in σ (2) if ϕ and ψ are formulas, then so are ¬ϕ and (ϕ ∨ ψ) (3) if ϕ is a formula and y ∈ vars, then ∃y ϕ is a formula
The semantics ϕ I ∈ {0, 1} for a σ-interpretation I = (A, β) and a formula ϕ is defined as usual:
(1) x 1 =x 2 I = 1 if a 1 = a 2 and x 1 =x 2 I = 0 otherwise, R(x 1 , . . . , x ar(R) ) I = 1 if (a 1 , . . . , a ar(R) ) ∈ R A , and R(x 1 , . . . , x ar(R)) I = 0 otherwise, where for j ∈ {1, . . . , max{2, ar(R)}} we let a j = β(x j ) if x j ∈ vars and a j = x A j if x j is a constant symbol in σ
In a first step, we extend first-order logic such that numerical statements on the number of witnesses for a formula are possible. These numerical statements are based on numerical predicates that we define first.
Definition 2.2 (Numerical predicate collection)
A numerical predicate collection is a triple (P, ar, . ) where P is some countable set of predicate names, ar : P → N 1 assigns the arity to every predicate name, and P ⊆ Z ar(P) is the semantics of the predicate name P ∈ P.
Basic examples of numerical predicates are P + , P · , P = , P , Prime with P + = {(m, n, m+n) :
m n}, and Prime = {n ∈ N : n is a prime number}. Also, D p with D p = pZ (for each fixed p ∈ N 1 ) and the halting problem (i.e., the set of indices of Turing machines that halt with empty input) are possible numerical predicates.
Definition 2.3 (FO(P)[σ])
Let σ be a signature and (P, ar, . ) be a numerical predicate collection. The sets of formulas and counting terms for FO(P) [σ] are built according to the rules (1)-(3) and the following rules: (4) if P ∈ P, m = ar(P), and t 1 , . . . , t m are counting terms, then P(t 1 , . . . , t m ) is a formula (5') if ϕ is a formula, y ∈ vars, and k ∈ N, then #(y).ϕ − k is a counting term.
Let I = (A, β) be a σ-interpretation. For every formula ϕ and every counting term t from FO(P)[σ], the semantics ϕ I ∈ {0, 1} of ϕ in I and the semantics t I ∈ Z of t in I extend the definition for FO[σ]-formulas as follows: (4) P(t 1 , . . . , t m ) I = 1 if t 1 I , . . . , t m I ∈ P , and P(t 1 , . . . , t m ) I = 0 otherwise
We will write #(y).ϕ as a shorthand for the counting term #(y).ϕ − 0.
Remark 2.4
For the logic FO(P) and the following logics FOC(P) and FOCN(P), an expression is a formula or a counting term. As usual, for a formula ϕ and a σ-interpretation I we will often write I |= ϕ to indicate that ϕ I = 1. Accordingly, I |= ϕ indicates that ϕ I = 0.
For structure variables y ∈ vars, the quantifier ∃y can be replaced by using a suitable numerical predicate:
Example 2.5 Let P ∃ be the numerical predicate with ar(P ∃ ) = 1 and P ∃ = N 1 . Consider an arbitrary σ-interpretation I = (A, β). Since A is finite, we have I |= P ∃ (#(y).ϕ) ⇐⇒ |{a ∈ A : I a y |= ϕ}| ∈ P ∃ = N 1 ⇐⇒ there is some a ∈ A with I a y |= ϕ (since A is finite)
⇐⇒ I |= ∃y ϕ .
Thus, we have I |= P ∃ (#(y).ϕ) ⇐⇒ I |= ∃y ϕ .
The following examples provide choices of P for which the logic FO(P) has been studied in the literature.
Example 2.6
(a) Let E = {∃ k : k ∈ N 1 } with ar(∃ k ) = 1 and ∃ k = {k, k+1, . . .} for every k 1. The logic FO(E) is equivalent to the logic FO(C) of [7] .
(b) The logic FO({D p }) is equivalent to the extension of first-order logic by the divisibility quantifier D p , considered by Nurmonen in [23] .
(c) Let (P, ar, . ) be a numerical predicate collection with ar(P) = 1 for all P ∈ P. Then, FO(P) is equivalent to the logic considered in [14] .
(d) For all formulas ϕ and ψ and for every σ-interpretation I = (A, β) we have
Analogously, we have
Thus, the logics FO({P }) and FO({P = }) are equivalent to the extension of first-order logic by the Rescher quantifier and the Härtig quantifier, resp. [24, 13] .
(e) Let U = {0, 1} * ${0, 1} + and, for u$v ∈ U, let u$v ⊆ N be the set with characteristic sequence uv ω , i.e., i ∈ u$v if, and only if, the ω-word uv ω carries a 1 at position i ∈ N (here, we follow the convention that the leftmost position of an ω-word is position 0). Note that a set X ⊆ N is ultimately periodic (or, semilinear) if, and only if, there is some w ∈ U with w = X. The logic FO(U) is equivalent to the extension of first-order logic by ultimately periodic unary counting quantifiers, considered in [14] .
(f) In [21, Sect. 8.1], Libkin considers the extension FO(unary) of first-order logic by the class of all unary generalised quantifiers. It is not difficult to see that every FO(unary)-formula is equivalent to an FO(P)-formula, for a suitable numerical predicate collection (P, ar, . ):
For the definition of FO(unary), let ν n = {R 1 , . . . , R n } be the relational signature that consists of n unary relation symbols. Formulas of FO(unary) are built from the rules (1)-(3) and the following additional rule:
(U) if n ∈ N, K is a class of ν n -structures that is closed under isomorphism, y ∈ vars, and
For the semantics of the logic FO(unary), we only need to explain the meaning of this last formula: For a σ-interpretation I = (A, β) we have I |= Q K y (ϕ 1 , . . . , ϕ n ) iff the structure (A, ϕ I 1 , ϕ I 2 , . . . , ϕ I n ) belongs to K where
To construct a numerical predicate collection (P, ar, . ) for which our logic FO(P) is at least as expressive as FO(unary), we proceed as follows: Let n ∈ N and let B be a (finite) ν n -structure. The characteristic sequence of B is the tuple χ(B)
gives the number of elements in i∈S R B i , i.e.,
Since ν n contains only unary predicates, we get that
, for all ν n -structures B 1 and B 2 .
Now let K be a class of ν n -structures. We define a numerical predicate P K of arity 2 n with
Then, for every σ-interpretation I = (A, β) we have
Thus, the FO(unary)-formula
.
Our next logic FOC(P) allows not only numerical statements on numbers given by counting terms of the form #(y).ϕ−k, but on polynomials over such terms. In addition, the logic FOC(P) allows to count tuples.
Definition 2.7 (FOC(P)[σ])
Let σ be a signature and let (P, ar, . ) be a numerical predicate collection. The set of expressions for FOC(P)[σ] is built according to the rules (1)-(4) and the following rules:
(5) if ϕ is a formula, k ∈ N 1 , and y = (y 1 , . . . , y k ) is a tuple of pairwise distinct structure variables (i.e., variables in vars), then #y.ϕ is a counting term (6) every integer i ∈ Z is a counting term (7) if t 1 and t 2 are counting terms, then so are (t 1 + t 2 ) and (t 1 · t 2 )
Let I = (A, β) be a σ-interpretation. For every expression ξ of FOC(P)[σ], the semantics ξ I is given by the semantics for the rules (1)-(4) and the following:
If s and t are counting terms, then we write s − t for the counting term (s + ((−1) · t)). With this convention, we can understand FO(P) as a fragment of FOC(P). Note that counting terms of FOC(P) are polynomials while counting terms of FO(P) are special linear polynomials. In addition, counting terms of FOC(P) can count tuples of elements of the universe while counting terms of FO(P) only count single elements of the universe.
Example 2.8 The following FOC({Prime})-formula (expressing that the sum of the numbers of nodes and edges of a graph is a prime) is not an FO({Prime})-formula:
Prime ( #(x).x=x + #(x, y).E(x, y) ) .
Our final extension of the logic allows, besides structure variables also number variables, and it allows to quantify over "small" numbers, i.e., over numbers in {0, 1, . . . , |A|}, when evaluated in a σ-structure A:
Let σ be a signature and let (P, ar, . ) be a numerical predicate collection. The set of expressions for FOCN(P) [σ] is built according to the rules (1)-(7) and the following rules: (8) every variable from nvars is a counting term (9) if ϕ is a formula and κ ∈ nvars, then ∃κ ϕ is a formula Let I = (A, β) be a σ-interpretation. For every expression ξ of FOCN(P)[σ], the semantics ξ I is given by the semantics for the rules (1)-(7) and the following:
By FOCN(P), we denote the union of all FOCN(P) [σ] for arbitrary signatures σ, and similarly for FOC(P), FO(P), and FO.
Example 2.10 Let P = {Prime, P = } and consider the formula ∃κ Prime #(y).P = κ, #(z).E(y, z) .
The counting term #(z).E(y, z) denotes the out-degree of y, hence the formula P = κ, #(z).E(y, z) expresses that κ is the out-degree of y. Consequently, the whole formula says that there is some degree κ such that the number of nodes of out-degree κ is a prime. Since 0 is not a prime, this FOCN(P) formula is equivalent to the following FO(P)-formula ∃x Prime #(y).P = #(z).E(x, z), #(z).E(y, z) .
Remark 2.11
The logics FO(Cnt) from [21] and FO+C from [11] can be viewed as fragments of FOCN(P) where P contains the predicates P + , P · , P = and P . But these two logics have no mechanism for counting tuples. E.g., it is not clear how to express in FO(Cnt) or FO+C that the number of edges of a graph is a square number, while this is FOCN(P)-expressible by ∃κ P = #(x, y).E(x, y) , (κ · κ) .
Note that we restrict the quantification over numbers to the size of the universe of the structure A. This is analogous to the semantics of the logics FO(Cnt) and FO+C from [21, 11] . As a consequence, the logic FOCN(P) [σ] does not have the full power of integer arithmetic. Let us mention that our main result Theorem 3.2 also holds for the variant of FOCN(P) where quantifications of number variables range over arbitrary integers (rather than just numbers in {0, 1, . . . , |A|}); the model-checking algorithm described in Section 5, however, does not carry over to this variant of FOCN(P).
The construct ∃z binds the variable z ∈ vars ∪ nvars, and the construct #y in a counting term binds the (structure) variables from the tuple y; all other occurrences of variables are free. We denote the set of free variables of the expression ξ by free(ξ). I.e., the free variables free(ξ) of FOCN(P)-expressions ξ are inductively defined as follows:
(1) free(x 1 =x 2 ) = {x 1 , x 2 } ∩ vars and free(R(x 1 , . . . , x ar(R) )) = {x 1 , . . . , x ar(R) } ∩ vars (2) free(¬ϕ) = free(ϕ) and free((ϕ ∨ ψ)) = free(ϕ) ∪ free(ψ) (3) free(∃y ϕ) = free(ϕ) \ {y}
We will often write ξ(z), for z = (z 1 , . . . , z n ) with n 0, to indicate that at most the variables from {z 1 , . . . , z n } are free in the expression ξ.
A sentence is a formula without free variables, a ground term is a counting term without free variables. Furthermore, a number formula is a formula whose free variables all belong to nvars. For instance, P(κ, #(y).ϕ(y, κ)) is a number formula, but not a sentence since κ is free in this formula.
Note that the semantics ξ I for an expression ξ(x, κ) and a σ-interpretation I = (A, β) only depends on A and β(z) for the variables z in x, κ.
Let us consider an FOCN(P)[σ]-counting term t(x, κ), for x = (x 1 , . . . , x m ) and κ = (κ 1 , . . . , κ n ). If A is a σ-structure, a = (a 1 , . . . , a m ) ∈ A m and k = (k 1 , . . . , k n ) ∈ {0, . . . , |A|} n , we write t (A,a,k) or t A [a, k] for the integer t (A,β) , where β is an assignment in A with β(x j ) = a j for all j ∈ [m] and β(κ j ) = k j for all j ∈ [n]. Furthermore, for an FOCN(P)[σ]-formula ϕ(x, κ) we write (A, a, k) |= ϕ or A |= ϕ[a, k] to indicate that ϕ (A,β) = 1, i.e., the formula ϕ(x, κ) is satisfied in A when interpreting the free occurrences of the structure variables x 1 , . . . , x m with a 1 , . . . , a m and the free occurrences of the number variables κ 1 , . . . , κ n with k 1 , . . . , k n . In case that m = n = 0 (i.e., ϕ is a sentence and t is a ground term), we simply write t A instead of t A [a, k], and we write A |= ϕ instead of A |= ϕ[a, k].
Let x ∈ vars m , y ∈ vars j , κ ∈ nvars n , A a σ-structure, a ∈ A m , and k ∈ Z n . Note that if ϕ(x, κ, y) is a formula, then t(x, κ) := #y.ϕ is a counting term, such that t A [a, k] is the number of tuples b ∈ A j for which A |= ϕ[a, k, b]. Furthermore, a formula ψ(x, κ) of the form P(t 1 , . . . , t ) is satisfied by a σ-structure A and tuples a ∈ A m and k ∈ Z n iff the tuple of integers (i 1 , . . . , i ) belongs to the relation P , where i j = t A j [a, k] for every j ∈ [ ]. Two formulas or two counting terms ξ and ξ are equivalent (for short, ξ ≡ ξ ), if ξ I = ξ I for every σ-interpretation I.
The size ||ξ|| of an expression is its length when viewed as a word over the alphabet σ ∪ vars ∪ nvars ∪ P ∪ {, } ∪ {=, ∃, ¬, ∨, (, )} ∪ {#, .}.
The number quantifier rank nqr(ξ) of an FOCN(P)-expression ξ is the maximal nesting depth of quantifiers of the form ∃κ with κ ∈ nvars. The binding rank br(ξ) of ξ is the maximal nesting depth of constructs of the form ∃y with y ∈ vars and #y with y a tuple in vars. The binding width bw(ξ) is the maximal arity |y| of a term of the form #y.ψ occurring in ξ; if ξ contains no such term, then bw(ξ) = 1 if ξ contains an existential quantifier ∃y with y ∈ vars, and bw(ξ) = 0 otherwise. Note that quantification over number variables does not influence the binding rank or the binding width and, conversely, quantification over structure variables does not influence the number quantifier rank. Precisely, the notions are defined as follows.
(1) nqr(ϕ) = br(ϕ) = bw(ϕ) = 0, if ϕ is of the form x 1 =x 2 or R(x 1 , . . . , x ar(R) ) (2) for each f ∈ {nqr, br, bw} we let f (¬ϕ) = f (ϕ) and f ((ϕ ∨ ψ)) = max{f (ϕ), f (ψ)} (3) for all structure variables y ∈ vars we let nqr(∃y ϕ) = nqr(ϕ), br(∃y ϕ) = br(ϕ) + 1 and bw(∃y ϕ) = max{bw(ϕ), 1} (4) for each f ∈ {nqr, br, bw} we let f (P(t 1 , . . . , t m )) = max{f (t 1 ), . . . , f (t m )}, (5) for all tuples y of structure variables we let nqr(#y.ϕ) = nqr(ϕ), br(#y.ϕ) = br(ϕ) + 1 and bw(#y.ϕ) = max{|y|, bw(ϕ)} (6) nqr(i) = br(i) = bw(i) = 0 for i ∈ Z (7) for all f ∈ {nqr, br, bw} we let f ((t 1 + t 2 )) = f ((t 1 · t 2 )) = max{f (t 1 ), f (t 2 )} (8) nqr(κ) = br(κ) = bw(κ) = 0 for κ ∈ nvars (9) for all number variables κ ∈ nvars we let nqr(∃κ ϕ) = nqr(ϕ) + 1, br(∃κ ϕ) = br(ϕ) and bw(∃κ ϕ) = bw(ϕ).
Example 2.12 The sentence ∃x Prime #(y).E(x, y) has number quantifier rank 0, binding rank 2, binding width 1, and size 16. When evaluated in a directed graph A = (A, E A ), the sentence states that A contains a node whose out-degree is a prime number.
Hanf Normal Form
Gaifman graph and bounded structures
Let σ be a signature. The Gaifman graph G A of a σ-structure A is the undirected graph with vertex set A and an edge between two distinct vertices a, b ∈ A iff there exists R ∈ σ and a tuple (a 1 , . . . , a ar(R) ) ∈ R A such that a, b ∈ {a 1 , . . . , a ar(R) }. The structure A is called connected if its Gaifman graph G A is connected; the connected components of A are the connected components of G A . The degree of A is the degree of its Gaifman graph, i.e., the maximum number of neighbours of a node of
Two formulas or two counting terms ξ and ξ over a signature σ are d-equivalent (for short,
Let A be some σ-structure, a ∈ A n for some n 1, and b ∈ A. The distance dist A (a, b) between a and b is the minimal number of edges of a path from some element of the tuple a to b in G A (if no such path exists, we let dist A (a, b) = ∞). For every r 0, the r-neighbourhood of a in A is the set N A r (a) = {b ∈ A : dist A (a, b) r}.
Types, spheres, and sphere-formulas Let σ be a relational signature and let c 1 , c 2 , . . . be a sequence of pairwise distinct constant symbols. For every r 0 and n 1, a type with n centres and radius r (for short: r-type with n centres) is a structure τ = (A, a 1 , . . . , a n ) over the signature σ ∪ {c 1 , . . . , c n }, where A is a σ-structure and (a 1 , . . . , a n ) ∈ A n with A = N A r (a 1 , . . . , a n ), i.e., each element of A is "close" to some element from {a 1 , . . . , a n }. The elements a 1 , . . . , a n are the centres of τ .
Let A be a σ-structure. For every non-empty set B ⊆ A, we write A[B] to denote the restriction of the structure A to the universe B ⊆ A, i.e., the σ-structure with universe B, where
For each tuple a = (a 1 , . . . , a n ) ∈ A n , the r-sphere of a in A is defined as the r-type with n centres
over the signature σ∪{c 1 , . . . , c n }. We say that a is of (or, realises the) type τ in A iff N A r (a) ∼ = τ . For any d-bounded structure A, any node a ∈ A, and any r ∈ N, we have
Observe that for all r 0 we have ν 0 (r) = 1, ν 1 (r) 2, ν 2 (r) = 2r+1, and
e., ν d grows linearly for d 2 and exponentially for d 3.
For every d, r 0 and n 1, the universe of every d-bounded r-type τ with n centres contains at most n · ν d (r) elements. Thus, given τ and r, one can construct a sphere-formula sph τ (x) (depending on τ and r), i.e., an FO[σ]-formula such that for every σ-structure A and every tuple a ∈ A n we have
The formula sph τ (x) can be constructed in time O(||σ||) if n · ν d (r) = 1, and otherwise in time (n · ν d (r)) O(||σ||) .
Formulas in Hanf normal form for FO(P)
In this subsection, we fix a relational signature σ and a unary numerical predicate collection, i.e., a numerical predicate collection (P, ar, . ) with ar(P) = 1 for all P ∈ P. We recall the notion of formulas in Hanf normal form for the logic FO(P) from [14] (it extends the classical notion for first-order logic FO, see, e.g., [3] ).
A numerical condition on occurrences of types with one centre (or numerical oc-type condition) for FO(P)[σ] is a sentence of the form
where P ∈ P ∪ {P ∃ }, k ∈ N, and τ is an r-type with one centre, for some r ∈ N (in [14] , such sentences are called Hanf-sentences). We call r the locality radius of the numerical octype condition. The condition expresses that the number of interpretations for y such that the r-sphere around y is isomorphic to τ belongs to the set P + k.
A formula ϕ(x) is in Hanf normal form for FO(P)[σ] if it is a Boolean combination of numerical oc-type conditions for FO(P)[σ] and sphere-formulas from FO[σ]; in particular, this means that ϕ ∈ FO(P ∪ {P ∃ }) [σ] . Accordingly, a sentence is in Hanf normal form if it is a Boolean combination of numerical oc-type conditions. We will speak of hnf-formulas (for FO(P)[σ]) when we mean "formulas in Hanf normal form" (for FO(P)[σ]), and similarly for hnf-sentences. The locality radius of an hnf-formula is the maximum of the locality radii of its numerical oc-type conditions and its sphere-formulas.
The following theorem summarises the main results of [14] and was the starting point of the work to be reported in the present paper.
Theorem 3.1 ([14, 3])
(a) Let (P, ar, . ) be a numerical predicate collection with ar(P) = 1 for all P ∈ P. The following are equivalent:
• For any relational signature σ, any degree bound d ∈ N, and any formula
• For all P ∈ P, the set P is ultimately periodic.
(b) Let (U, ar, . ) be the numerical predicate collection from Example 2.6(e). There is an algorithm which receives as input a degree bound d 2, a relational signature σ, and a formula ϕ ∈ FO(U) [σ] , and constructs a d-equivalent hnf-formula ψ for FO(U) [σ] . The algorithm's running time is in
(c) There exists a relational signature σ and a sequence of
Claim (a) above implies in particular the existence of d-equivalent hnf-formulas for first-order logic (cf. e.g. [3] ). For P = {D p } (cf. Example 2.6(b)), the existence of d-equivalent hnf-formulas for FO(P) also follows from Nurmonen's work [23] , and claim (b) provides an algorithmic version of Nurmonen's theorem. Claim (b) also implies the main result from [3] . Finally, claim (c) was already shown in [3] .
Hanf normal form for FOCN(P)
To also allow some kind of "Hanf normal form" for numerical predicates that are not ultimately periodic, we introduce the notion of a formula in "Hanf normal form", where the "numerical oc-type conditions for FO(P)" are replaced by more general "numerical oc-type conditions for FOCN(P)" and, in addition to Boolean combinations, we also allow quantification over number variables (but not over structure variables). Recall that the numerical oc-type condition for FO(P) is of the form P(#(y).sph τ (y) − k) and expresses that the number of realisations of the type τ with a single centre, decremented by k, belongs to the set P . In numerical octype conditions for FOCN(P), the "difference between the number of realisations of τ and k" is replaced by an arbitrary multivariate integer polynomial whose variables are the number of realisations of one-centred types τ 1 , . . . , τ n and number variables from nvars. In addition, we give up the restriction to unary numerical predicate collections. The precise definition is as follows.
A basic counting term for FOCN(P)[σ] is a counting term t of the form
where y ∈ vars, r ∈ N and τ is an r-type with one centre (over σ). The number r is called the locality radius of the basic counting term t. In a σ-structure A, the basic counting term t specifies the number t A of elements a ∈ A with N A r (a) ∼ = τ . A numerical oc-type condition for FOCN(P)[σ] is a formula that is built from basic counting terms, number variables, and integers, by addition, multiplication, numerical predicates from P ∪ {P ∃ }, Boolean combinations, and quantification of number variables. Its locality radius is the maximal locality radius of the involved basic counting terms. More precisely, the numerical oc-type condition for FOCN(P)[σ] are defined as follows.
• The simple counting terms for FOCN(P) [σ] are built from the basic counting terms, number variables from nvars, and the rules (6) and (7) of Definition 2.7, i.e., are polynomials over basic counting terms and number variables with integer coefficients. The locality radius of a simple counting term t is the maximum of the locality radii of the basic counting terms that occur in t.
• An atomic numerical oc-type condition for FOCN(P)[σ] is a formula χ of the form
where P ∈ P ∪ {P ∃ }, m = ar(P), and t j is a simple counting term for each j ∈ [m]. Since simple counting terms do not have free structure variables from vars (but possibly free number variables from nvars), the formula χ is actually a number formula. The maximum locality radius of the t j is called the locality radius of χ.
• Numerical oc-type conditions for FOCN(P) [σ] are built from atomic numerical oc-type conditions by Boolean combinations and quantification over number variables, i.e., by applying the rules (2) and (9) of Definition 2.1 and Definition 2.9. The locality radius of a numerical oc-type condition is the maximal locality radius of the involved atomic numerical oc-type conditions.
A formula ϕ(x, κ) is in Hanf normal form for FOCN(P)[σ] if it is a Boolean combination of numerical oc-type conditions for FOCN(P)[σ] and sphere-formulas from FO[σ]; in particular, this means that ϕ ∈ FOCN(P∪{P ∃ }) [σ] . The maximal locality radius of the involved conditions and formulas is the locality radius of the formula in Hanf normal form.
We abbreviate "formula in Hanf normal form (for FOCN(P)[σ])" by hnf-formula (for FOCN(P) [σ] ). Accordingly, a hnf-sentence (for FOCN(P) [σ] ) is a sentence in Hanf normal form, i.e., a Boolean combination of numerical oc-type conditions without free number variables.
When speaking of the number of distinct numerical oc-type conditions in an hnf-formula ψ we mean the minimal number s of numerical oc-type conditions χ 1 , . . . , χ s such that each χ i is either an atomic numerical oc-type condition or starts with a number quantifier (i.e., is of the form ∃κ χ i with κ ∈ nvars), and ψ is a Boolean combination of χ 1 , . . . , χ s and of sphere-formulas from FO [σ] .
In analogy to the first two statements in Theorem 3.1, the following is our main result regarding the existence and computability of hnf-formulas for FOCN(P). The proofs of these two statements can be found in Section 4. Concerning the numerical predicates, our proofs are purely syntactical and do not rely on the particular semantics P of the numerical predicates P ∈ P. From statement (a), we infer in Section 5 a polynomial bound for the locality rank of firstorder formulas of bounded quantifier alternation depth as well as a connection between our logic and bounded arithmetic; algorithmic applications of statement (b) for model checking and query evaluation are also discussed in Section 5.
Note that Theorem 3.2(a) implies that if ϕ is in FOC(P) (i.e., contains no number variables), then the hnf-formula ψ is in FOC(P ∪ {P ∃ }). For ϕ in FO(P), however, Theorem 3.1(a) ensures that ψ is not always in FO(P ∪ {P ∃ }).
Suppose ar(P) = 1 for all P ∈ P (i.e., P is unary) and let ϕ ∈ FO(P). Since FO(P) ⊆ FOC(P), there is a d-equivalent hnf-formula ψ for FOCN(P), and we even know that ψ ∈ FOC(P ∪ {P ∃ }). An analysis of the proof of Theorem 3.2(a) yields that all counting terms that appear in ψ have the form i with i ∈ N or τ ∈T #(y).sph τ (y) − k for some set T of types of radius r and some k ∈ N. Since all predicates from P are unary, we can eliminate the constant counting terms i ∈ N by replacing P(i) with true or false depending on whether i ∈ P or not. Clearly,
since the types from T all have the same radius and no element can satisfy the sphere-formulas for two different types from T . Hence, ψ can be transformed into a Boolean combination of sphere-formulas and of sentences of the form
with P ∈ P ∪ {P ∃ }. We call such a Boolean combination a formula in weak Hanf normal form for FO(P) or whnf-formula since it weakens the condition on numerical oc-type conditions in hnf-formulas for FO(P) (that requires |T | = 1). As a result, we obtain Corollary 3.3 Let (P, ar, . ) be a unary numerical predicate collection. For any relational signature σ, any degree bound d ∈ N, and any formula ϕ ∈ FO(P) [σ] , there exists a d-equivalent formula ψ in weak Hanf normal form for FO(P) [σ] .
As can be seen from the proof above, the formula ψ can be constructed effectively and the bounds from Theorem 3.2 apply here as well; in particular, the number of subformulas of the form (1) is 4-fold exponential in the size of ϕ. For this setting, we get a matching lower bound in analogy to Theorem 3.1(c); the proof can be found in Section 6:
(c) There exists a unary numerical predicate collection (P, ar, . ), a relational signature σ, and a sequence of FO(P)[σ]-sentences ϕ n of size O(n) such that for every 3-equivalent weak hnf-sentence ψ n for FO(P) [σ] , the number of distinct subformulas of the form (1) in ψ n is at least exp 4 (n), for every n 1.
Construction of hnf-formulas for FOCN(P)
The following lemma summarises easy facts concerning types (cf., [14, 2] ).
Lemma 4.1 Let d 2 and let A be a d-bounded σ-structure. Let r 0, k 1, and a = a 1 , . . . , a k ∈ A.
(b) Given A and a, the r-sphere N A r (a) can be computed in time
(e) Let B be a d-bounded σ-structure and let
It can be tested in time
the test can even be performed in time 2 O(||σ||k 2 r 2 ) . For our algorithms it will be convenient to work with a fixed list of representatives of dbounded r-types, provided by the following lemma (see [14, 2] for a proof). Our proof of parts (a) and (b) of Theorem 3.2 proceeds by induction on the construction of the input formula. A major technical step for the construction is provided by the following lemma.
Lemma 4.3 Let σ be a relational signature, let r 0, n 0, k 1, let (x 1 , . . . , x n , y 1 , . . . , y k ) be a tuple of n+k pairwise distinct variables in vars, let x = (x 1 , . . . , x n ), let y = (y 1 , . . . ,
r (n+k), and let t(x) := #y.sph τ (x, y).
• If n = 0, then there is a simple counting termt without number variables such that t A =t A , for any d-bounded σ-structure A.
• If n = 0, then for every R R := r + k·(2r+1) and every ρ ∈ L σ,d
R (n), there is a simple counting termt ρ without number variables, such that t A [a] =t A ρ holds for any d-bounded σ-structure A and any tuple a ∈ A n of type ρ (i.e., any a ∈ A n with A |= sph ρ [a]).
Furthermore,t andt ρ have locality radius at mostR := r + (k−1)(2r+1). Moreover, there is an algorithm which constructst andt ρ , respectively, within time
Proof: The proof relies on a similar analysis of neighbourhood types as the proof of Lemma 4.7 in [18] and proceeds by an induction on the number of components of τ w.r.t. x. These components are defined as follows. Let τ = (T , e 1 , . . . , e n , f 1 , . . . , f k ) and let G = (V, E) be the Gaifman graph of τ . Decompose G into its connected components V 1 , . . . , V s . In case that n = 0, the tuple x is the empty tuple, the components of τ w.r.t. x are defined as the connected components V 1 , . . . , V s of G, and we let m := s and W j := V j for all j ∈ [m]. In case that n = 0, we can assume w.l.o.g. that there is an i ∈ {1, . . . , s} such that each of the sets V 1 , . . . , V i and none of the sets V i+1 , . . . , V s contains an element of {e 1 , . . . , e n }. The components of τ w.r.t. x are defined as the sets W 1 , . . . , W m where m := s−i+1, W 1 := V 1 ∪ · · · ∪ V i and W j := V i+j−1 for every j ∈ {2, . . . , m}.
Let e = (e 1 , . . . , e n ) and f = (f 1 , . . . , f k ). For a set I ⊆ {1, . . . , k} and a k-tuple a = (a 1 , . . . , a k ) we write a I to denote the tuple of length |I| obtained from a by deleting all components that do not belong to I.
In case that n = 0, consider an arbitrary R ∈ N with R R := r + k·(2r+1) and an arbitrary ρ ∈ L σ,d R (n) and let (S, a ) = ρ and a = (a 1 , . . . , a n ). Case 1: n = 0 and m = 1. Then, f 1 , . . . , f k ∈ N T R−r (e) and thus T = N T r (e, f ) = N T R (e). Therefore, for any σ-structure A and any tuple a ∈ A n of type ρ (i.e., N A R (a)) ∼ = (S, a )), the following is true:
Thus, we can choosê
and we are done.
Case 2: n = 0 and m = 1.
. Therefore, for any d-bounded σ-structure A, the following is true:
where
(1) and, for each ρ = (S, f 1 ) ∈ J,
Note that for every ρ ∈ J and for every σ-structure A we have
Using equation (2), we chooset :
Case 3: n = 0 and m 2. Let
We consider the neighbourhood types
Clearly, τ = (T , e, f ) is the disjoint union of τ 1 and τ 2 . Furthermore, for any σ-structure A and any tuple a = (a 1 , . . . , a n ) ∈ A n the following is true:
Obviously, i A 1 = t A 1 for t 1 := #y I 1 .sph τ 1 (y I 1 ) .
Since τ 1 is connected and has no free variable(s), by Case 2 we obtain a simple counting term
Since τ 2 has fewer components w.r.t. x than τ , by induction hypothesis we obtain a simple counting termt 2,ρ such thatt A 2,ρ = t A 2 [a] holds for any d-bounded σ-structure A and any tuple a ∈ A n of type ρ.
In case that I 2 = ∅, we have
Thus, lettingt
, for any d-bounded σ-structure A and any tuple a ∈ A n of type ρ. Furthermore, letting J be the set of all
we obtain on all d-bounded σ-structures A and for all a ∈ A n that
, for t τ (x) := #y.sph τ (x, y) .
Note that each τ ∈ J has fewer components w.r.t. x than τ . Thus, by induction hypothesis we obtain for each τ ∈ J a simple counting termt τ ,ρ such thatt A τ ,ρ = t A τ [a] holds for any d-bounded σ-structure A and any tuple a ∈ A n of type ρ. Using equation (3), we are done by choosingt
Case 4: n = 0 and m 2. The proof can be taken almost verbatim from the proof for Case 3 by always letting e, a, x, and e be the empty tuple, omitting the case that I 2 = ∅, and dropping the type ρ wherever mentioned.
It is straightforward to verify that in each of the four cases, the lemma's statement concerning the locality radius oft andt ρ , respectively, is correct. Furthermore, the above proof can easily be translated into an algorithm for constructingt andt ρ , respectively. To analyse the algorithm's runtime, let us write time
n,k,r (m) for the algorithm's runtime for the case where τ has at most m components w.r.t. x. By using Lemma 4.1 and 4.2 it is straightforward (although a bit tedious) to verify the following.
• In Case 1, time
• In Case 2, time
• Thus, in Case 1 and in Case 2 we have
• For Case 3 and Case 4 we obtain that time
n,k,r (m−1).
• Inductively, we thus obtain that
n,k,r (1)
• Since m n+k, the algorithm's runtime upon input of t (and ρ, in case that n = 0) is at most 2
Finally, the proof of Lemma 4.3 is complete.
We also use the following lemma from [2] . 
where ψ J (x) is the formula obtained from ψ(x, κ) by replacing every occurrence of a formula χ j (κ) with true if j ∈ J and with false if j ∈ J (for every j ∈ [s]). Given ψ and J, the set I can be computed in time poly(||ψ||) · 2 (kν d (r)) O(||σ||) .
By combining the Lemmas 4.4 and 4.3, we immediately obtain: Lemma 4.5 Let σ be a relational signature. Let s 0 and let χ 1 (κ), . . . , χ s (κ) be arbitrary number formulas from FOCN(P) [σ] . Let r 0, n 0, k 1, and d 2. Let (x 1 , . . . , x n , y 1 , . . . , y k ) be a tuple of n+k pairwise distinct variables in vars, let x = (x 1 , . . . , x n ), and let y = (y 1 , . . . , y k ). Let ψ(x, y, κ) be a Boolean combination of the formulas χ 1 (κ), . . . , χ s (κ) and of d-bounded sphereformulas of radius at most r (over σ), and let t(x, κ) := #y.ψ(x, y, κ) .
For every J ⊆ [s] there is a set I ⊆ [ ] such that the following is true for every d-bounded σ-structure A and every tuple k ∈ Z |κ| with
• If n = 0, then
wheret i is the simple counting term (without number variables) provided by Lemma 4.3 for the term t i . We lett J := i∈It i .
• If n = 0, then for every R R := r + k·(2r+1), every ρ ∈ L σ,d
R (n) and every tuple a ∈ A n of type ρ we have
wheret i,ρ is the simple counting term (without number variables) provided by Lemma 4.3 for the term t i (x) and the type ρ. We lett J,ρ := i∈It i,ρ .
Furthermore, the locality radii oft J andt J,ρ are at mostR := r + (k−1)(2r+1). Moreover, there is an algorithm which upon input of ψ(x, y, κ) and J (and ρ, in case that n = 0), constructst J (resp,t J,ρ ) within time poly(||ψ||)
We are now ready to prove Theorem 3.2(a)+(b):
Theorem 4.6 Let (P, ar, . ) be a numerical predicate collection. There is an algorithm which upon input of a degree bound d 2, a relational signature σ, and an
Furthermore, free(ψ) = free(ϕ), nqr(ψ) nqr(ϕ), and the locality radius of ψ is < (2 bw(ϕ)+1) br(ϕ) . The number of distinct numerical oc-type conditions in ψ is at most Proof: W.l.o.g. we assume that P ∃ ∈ P and that ϕ does not contain any existential quantifier of the form ∃y with y ∈ vars (to achieve this, we add P ∃ to P with P ∃ = N 1 , and we replace every subformula of ϕ of the form ∃y ϕ by the formula P ∃ (#(y).ϕ )). We proceed by induction on the shape of ϕ. Throughout the proof, we let x = (x 1 , . . . , x n ) be the free structure variables, and κ be the free number variables of ϕ.
Case 1: Suppose that ϕ is an atomic formula of the form x 1 =x 2 or R(x 1 , . . . , x ar(R) ) with R ∈ σ. Clearly, ϕ is equivalent to the formula
where J is the set of all types τ ∈ L σ,d 0 (n) that satisfy ϕ. Furthermore, ψ has locality radius 0, and (2 bw(ϕ)+1) br(ϕ) = 1 0 = 1 > 0. The number of distinct numerical oc-type conditions in ψ is 0, and nqr(ψ) = nqr(ϕ) = 0, and free(ψ) = free(ϕ). By Lemma 4.2, J and ψ can be constructed in time 2 ( 
Case 2: Suppose that ϕ is of the form ¬ϕ or of the form (ϕ ∨ϕ ). By induction hypothesis, there are hnf-formulas ψ and ψ with ψ ≡ d ϕ and ψ ≡ d ϕ . Thus, ¬ψ and (ψ ∨ ψ ) are hnf-formulas that are d-equivalent to ¬ϕ and to (ϕ ∨ ϕ ), respectively. Furthermore, by applying the induction hypothesis, it is straightforward to see that the free variables, the number quantifier rank, the locality radius, the number of distinct numerical oc-type conditions, and the runtime for constructing ¬ψ and (ψ ∨ ψ ) are as stated in the theorem.
Case 3: Suppose that ϕ is of the form P(t 1 , . . . , t m ) with P ∈ P ∪ {P ∃ }, m = ar(P), and where t 1 , . . . , t m are counting terms.
According to Definition 2.9, for every j ∈ [m], the counting term t j is built by using addition and multiplication based on integers, on number variables from κ, and on counting terms θ of the form #y.θ. Let Θ be the set of all these counting terms θ and let Θ be the set of all the according formulas θ. By the induction hypothesis, for each θ in Θ there is a d-equivalent hnf-formula ψ (θ) . Let Ψ be the set of all these ψ (θ) . Each ψ in Ψ is a Boolean combination of d-bounded sphere-formulas and of numerical oc-type conditions. Let χ 1 (κ), . . . , χ s (κ) be a list of numerical oc-type conditions such that any of the ψ ∈ Ψ is a Boolean combination of sphere-formulas and of formulas in {χ 1 , . . . , χ s }. Let r be the maximum locality radius of any of the sphere-formulas that occur in any ψ ∈ Ψ, and let k be the maximum arity |y| for any term θ of the form #y.θ in Θ .
For each θ (x, κ) = #y.θ(x, y, κ) in Θ , we apply Lemma 4.5 to the term
and obtain for every J ⊆ [s]
• a simple counting termt 
where, for every i ∈ [m], we let t i,J (κ) be the simple counting term obtained from t i (κ) by replacing each occurrence of a term θ ∈ Θ by the termt
where, for every i ∈ [m], we let t i,J,ρ (κ) be the simple counting term obtained from t i (x, κ) by replacing each occurrence of a term θ ∈ Θ by the termt
J,ρ . In summary, we obtain the following: If n = 0, then
The formula χ J is a Boolean combination of the numerical oc-type conditions χ 1 , . . . , χ s . The terms t i,J are polynomials over the simple counting termst (θ ) J and number variables from κ, i.e., they are simple counting terms. Hence ψ is a Boolean combination of numerical oc-type conditions and therefore a hnf-formula without free structure variables.
χ J ∧ P(t 1,J,ρ , . . . , t m,J,ρ ) =: ψ(x, κ) .
As above, the formula χ J is a Boolean combination of numerical oc-type conditions. The terms t i,J,ρ are polynomials over the simple counting termst
J,ρ and number variables from κ, i.e., they are simple counting terms. Hence ψ(x, κ) is a Boolean combination of sphere-formulas and of numerical oc-type conditions, and therefore ψ(x, κ) is a hnf-formula.
By Lemma 4.5, each of the terms t i,J and t i,J,ρ , respectively, has locality radius at most r + (k−1)(2r+1). Furthermore, for each ρ ∈ L the formula sph ρ (x) has locality radius R = r + k(2r+1). Thus, the locality radius of ψ is the maximum of R and the maximum of the locality radii of χ 1 , . . . , χ s .
By the induction hypothesis, each χ j has locality radius <r := (2 bw(ϕ)+1) br(ϕ)−1 . Furthermore, by the induction hypothesis we also know that r <r, i.e., r r−1. Since k bw(ϕ), we therefore obtain R = r + k(2r+1) (r−1) + 2 bw(ϕ)(r−1) + bw(ϕ) <r + 2 bw(ϕ)r = (2 bw(ϕ) + 1) br(ϕ) .
Therefore, the locality radius of ψ is < (2 bw(ϕ) + 1) br(ϕ) . Furthermore, by applying the induction hypothesis it is easy to see that free(ψ) = free(ϕ) and nqr(ψ) nqr(ϕ).
To determine the number of distinct numerical oc-type conditions in ψ, let us first consider the case n = 0. Recall from Lemma 4.5 that for each θ ∈ Θ we have |{t Thus, in case that n = 0, we obtain that ψ is a Boolean combination of at most s + 2 m·||ϕ||· distinct numerical oc-type conditions. By a similar reasoning we obtain that if n = 0, then ψ is a Boolean combination of sphere-formulas and of at most s + |L| · 2 m·||ϕ||· distinct numerical oc-type conditions. Note that
We already know that R < (2 bw(ϕ)+1) br(ϕ) ||ϕ|| ||ϕ|| = 2 poly(||ϕ||) . Furthermore, m+n+k ||ϕ||. Thus,
In case that d = 2, this is at most 2 2 2 poly(||ϕ||+||σ||)
. In case that d 3, it is at most 2 2 d 2 poly(||ϕ||+||σ||) .
From the induction hypothesis we obtain a bound on s, and in summary we obtain that ψ is a Boolean combination of sphere-formulas and of at most exp 3 (poly(||ϕ|| + ||σ||)) for d = 2 and exp 4 (poly(||ϕ|| + ||σ||) + log log d) for d 3 distinct numerical oc-type conditions.
To verify that the claimed runtime is correct, note that by Lemma 4.5 for each θ ∈ Θ , each ρ ∈ L, and each J ⊆ [s], the termst
J,ρ , resp., can be constructed in time poly(||ψ (θ) ||) · 2 ((n+k)·ν d (R)) O(||σ||) , whereR R < (2 bw(ϕ) + 1) br(ϕ) ||ϕ|| ||ϕ|| 2 poly(||ϕ||) . By the induction hypothesis, s is at most exp 3 poly(||ϕ|| + ||σ||) for d = 2 and exp 4 poly(||ϕ|| + ||σ||) + log log(d) for d 3.
Thus, the number of sets J ⊆ [s] that have to be considered is at most exp 4 poly(||ϕ|| + ||σ||) for d = 2 and exp 5 poly(||ϕ|| + ||σ||) + log log(d) for d 3.
Based on this, it is straightforward to verify that the runtime for constructing ψ is as stated in the theorem.
Case 4:
Suppose that ϕ is of the form ∃λ ϕ with λ ∈ nvars. By the induction hypothesis, there is a hnf-formula ψ (x, κ, λ) with ψ ≡ d ϕ . Let R be the locality radius of ψ .
From
R (n), we now construct a numerical oc-type condition ψ τ (κ, λ) as follows: Consider a type ρ = (S, d) such that the sphere-formula sph ρ (x) occurs in ψ , and let r be the locality radius of this sphere-formula. If N T r (c) ∼ = S , then we replace every occurrence of the sphere-formula sph ρ (x) in ψ by true, otherwise we replace it by false. As a result, we get
which is a hnf-formula.
Clearly, free(ψ) = free(ϕ), and nqr(ψ) nqr(ψ )+1 nqr(ϕ )+1 = nqr(ϕ). Since the locality radius of ψ equals that of ψ , it is bounded by (2 bw(ϕ ) + 1)
The number of distinct numerical oc-type conditions in ψ is at most |L
by Lemma 4.2
by the induction hypothesis
since n, bw(ϕ ), br(ϕ ) ||ϕ|| = exp 3 (poly(||ϕ|| + ||σ||) + log log(d))
< exp 4 (poly(||ϕ|| + ||σ||) + log log(d)) .
Furthermore, it is straightforward to verify that the runtime for constructing ψ is as stated in the theorem.
Applications

Fixed-parameter model-checking
As a straightforward application of Theorem 3.2(a)+(b), we obtain that Seese's [25] FO modelchecking algorithm for classes of structures of bounded degree can be generalised to the logic FOCN(P) for arbitrary numerical predicate collections (P, ar, . ):
Theorem 5.1 Let (P, ar, . ) be a numerical predicate collection. There is an algorithm with oracle {(P, n) : P ∈ P, n ∈ P } which receives as input a formula ϕ(x, κ) ∈ FOCN(P), a σ-structure A (where σ consists of precisely the relation symbols that occur in ϕ), a tuple a ∈ A |x| , and a tuple k ∈ Z |κ| , and decides whether A |= ϕ[a, k]. If d 2 is an upper bound on the degree of A, then the algorithm runs in time
where f (ϕ, d) ∈ exp 5 poly(||ϕ||) + log log(d) and g(ϕ, d) ∈ exp 3 poly(||ϕ||) + log log(d) .
Proof: Let ϕ(x, κ), A, a, and k be the algorithm's input, where σ is the relational signature that consists of precisely the relation symbols occurring in ϕ, A is a σ-structure, and P is the set of all numerical predicates that occur in ϕ. For checking whether A |= ϕ[a, k], the algorithm proceeds as follows:
(1) Compute an upper bound d 2 on the degree of A.
This can be done in time poly(||A|| · ||σ|| · d).
(2) Use the algorithm from Theorem 3.
By Theorem 3.2(a)+(b), this takes time at most f (ϕ, d) ∈ exp 5 (poly(||ϕ||) + log log d), and ψ has locality radius at most r < (2 bw(ϕ)+1) br(ϕ) 2 poly(||ϕ||) , and nqr(ψ) nqr(ϕ).
Note that ψ is a Boolean combination of sphere-formulas of the form sph ρ (x) and numerical oc-type conditions with free variables among κ. By using the Lemmas 4.1 and 4.2, the numbers n τ for all relevant τ can be computed in time
, and this is in |A| · exp 3 (poly(||ϕ||) + log log d). Furthermore, by Lemma 4.2 the number of relevant τ is in 2 (d r+1 ) O(||σ||) , and thus in exp 3 (poly(||ϕ||) + log log d).
(5) Replace each occurrence of a basic counting term #(y).sph τ (y) in ψ with the number n τ .
Furthermore, replace each free occurrence of a number variable κ i with the number k i (where κ = (κ 1 , . . . , κ j ) and k = (k 1 , . . . , k j )).
Note that the resulting formula can be viewed as a first-order sentence χ that has to be evaluated in Z with addition, multiplication, and the predicates in P ∪ {P ∃ }, and where quantifications are relativised to numbers in {0, . . . , |A|}. By construction, this sentence evaluates to true if, and only if, A |= ψ[a, k].
When using oracles for evaluating the predicates in P, the evaluation of χ in Z can be carried out in time ||ψ|| · O(|A| nqr(ψ) ).
In summary, this yields an algorithm that runs in time
with f (ϕ, d) ∈ exp 5 (poly(||ϕ||) + log log d) and g(ϕ, d) ∈ exp 3 (poly(||ϕ||) + log log d). This completes the proof of Theorem 5.1.
Remark 5.2
Since nqr(ϕ) = 0 for all ϕ ∈ FOC(P), Theorem 5.1 in particular implies that on classes of structures of bounded degree, model-checking of FOC(P) is fixed-parameter tractable (even fixed-parameter linear) when using oracles for the predicates in P.
Hanf-locality of FOCN(P) and the locality rank of FO
The following notion is taken from [15] (see also the textbook [21] ). Let A and B be structures over a relational signature σ, let k ∈ N and a ∈ A k and b ∈ B k . Let furthermore r ∈ N. Then (A, a) and (B, b) are r-equivalent (denoted (A, a) r (B, b) ) if there exists a bijection f : A → B such that for all c ∈ A we have
Now let ϕ(x) be an FOCN(P)-formula with k free structure variables and without free number variables. The formula ϕ(x) is Hanf-local if there exists r 0 such that for all structures A and B and all a ∈ A k and b ∈ B k with (A, a) r (B, b), we have
The minimal such r is called the Hanf-locality rank of ϕ and is denoted by hlr(ϕ).
Let τ be a type with a single centre and let A be a σ-structure. By real for (B, b) ). We therefore get
Hence ϕ is r-Hanf-local.
For first-order formulas ϕ we have hlr(ϕ) ∈ exp 1 (O(||ϕ||)) (actually, hlr(ϕ) 2 q−1 − 1 where q is the quantifier depth of ϕ [20] ). Our results allow us to bound the Hanf-locality rank of ϕ ∈ FO by a polynomial in ||ϕ|| whose degree is the quantifier alternation depth of ϕ. As usual, we write Σ n to denote the set of all FO-formulas of quantifier alternation depth n whose outermost quantifier block is existential. Proof: The formula ϕ is equivalent to a formula of the form ∃x 1 ¬∃x 2 · · · ¬∃x n ¬ψ where ψ is quantifier-free and x 1 , x 2 , . . . , x n are tuples of variables of length ||ϕ||.
By induction, set ψ n = ψ and ψ i−1 = P ∃ (#x i .¬ψ i ). Clearly, ψ 0 ≡ ϕ has binding rank n and binding width max{|x i | : 1 i n} ||ϕ||.
Then Corollary 5.3 implies that hlr(ϕ) = hlr(ψ 0 ) < (2||ϕ|| + 1) n .
In [19] it is conjectured that, for every n ∈ N, the locality rank (also for infinite structures) of formulas ϕ ∈ Σ n is polynomial in the quantifier rank q and therefore in the size of ϕ. The above theorem confirms this conjecture at least for finite structures. 2 We close this subsection by proving a result that is slightly stronger than Theorem 5.4. To formulate that result concisely, we need the following definition. Let ∈ N 1 . Then BΣ 0, is the set of quantifier-free formulas from FO (independent from ). A formula belongs to BΣ n+1, if it is a Boolean combination of formulas of the form ∃x 1 ∃x 2 · · · ∃x k ψ with k and ψ ∈ BΣ n, . Note that the traditional set BΣ n of formulas of quantifier alternation depth n equals the union of all the sets BΣ n, with 1. The index bounds the size of blocks of quantifiers. As an example, consider ϕ(x), ψ(y) ∈ BΣ n, with disjoint sets of free variables, and note that the formula ∃x 1 . . . ∃x ∃y 1 . . . ∃y (ϕ(x) ∧ ψ(y)) belongs to BΣ n+1,2 as well as to BΣ n+2, , but the following is an equivalent formula from BΣ n+1, : ∃x 1 . . . ∃x ϕ(x) ∧ ∃y 1 . . . ∃y ψ(y) .
The following lemma translates BΣ n, -formulas into FOC({P ∃ })-formulas of restricted binding width and rank:
Lemma 5.5 For all n 0, 1, and ϕ ∈ BΣ n, , there exists an equivalent formula ϕ ∈ FOC(P) with P = {P ∃ } such that free(ϕ ) = free(ϕ), bw(ϕ ) and br(ϕ ) n.
Proof:
We proceed by induction on n. If n = 0, i.e., ϕ is quantifier-free, we set ϕ = ϕ. Now consider a formula of the form ϕ = ∃x ψ with ψ ∈ BΣ n, and |x| = k . By induction, there exists a formula ψ ∈ FOC(P) with ψ ≡ ψ , bw(ψ )
, br(ψ ) n, and free(ψ ) = free(ψ). We set ϕ = P ∃ (#x.ψ ). Then, clearly, ϕ and ϕ are equivalent, bw(ϕ ) = bw(#x.ψ ) = max(|x|, bw(ψ ))
, br(ϕ ) = br(#x.ψ ) = 1 + br(ψ ) n + 1, and free(ϕ ) = free(ϕ). Since BΣ n+1, -formulas are Boolean combinations of formulas of the form ∃x ψ with ψ ∈ BΣ n, and |x| = k , the result follows.
We obtain the following strengthening of Theorem 5.4:
with |x| > 0 belong to BΣ n, . Then the Hanf-locality rank of ϕ is less than (2 + 1) n , i.e., hlr(ϕ) < (2 + 1) n ||ϕ|| n .
Proof: By Lemma 5.5, there exists a formula ϕ ∈ FOC(P) with P = {P ∃ } that is equivalent to ϕ such that bw(ϕ ) , br(ϕ ) n, and free(ϕ ) = free(ϕ) ⊆ vars. Then we get hlr(ϕ) = hlr(ϕ ) < (2 + 1) n from Corollary 5.3.
Hanf-locality and bounded arithmetic
For a numerical predicate collection (P, ar, . ) consider the extension
of integer arithmetic with the predicates from P ∪ {P ∃ }. A first-order formula Φ(v) in the signature of this structure is bounded if every quantification ∃v is of the form ∃v (0 v
Note that if the formula ϕ belongs to FOC(P), i.e., contains no number variables, then the formula Ψ ρ is quantifier-free. With U the numerical predicate collection from Example 2.6(e), the formula Ψ ρ can be rewritten into a formula in the signature of (Z, +, 0, ) (for ϕ ∈ FOC(U)). Furthermore, using [8] and in particular [3] , a similar proof for ϕ ∈ FO[σ] yields a quantifierfree formula Ψ ρ in the signature of (Z, ). Recall that the counting logics FO(Cnt) from [21] and FO+C from [11] are fragments of FOCN(P) where P contains only arithmetical predicates. Consequently, the d-bounded models of any formula from these logics are determined by some set definable in bounded arithmetic.
Query-evaluation on dynamic databases
In [2] , Berkholz, Keppeler, and Schweikardt used the Hanf normal form result of [14] to design efficient algorithms for evaluating queries of first-order logic with modulo-counting quantifiers on dynamic databases. It turns out that the methods of [2] can easily be adapted to generalise to FOC(P)-queries, when using the Hanf normal form for FOC(P) obtained from Theorem 3.2(a)+(b).
To give a precise statement of the results, we need to provide some notation from [2] . We fix a countably infinite set dom, the domain of potential database entries. Consider a relational signature For an FOCN(P)-formula ϕ with free(ϕ) ⊆ vars and for any tuple x = (x 1 , . . . , x k ) of pairwise distinct structure variables such that free(ϕ) ⊆ {x 1 , . . . , x k }, the query result
If ϕ is a sentence, then the answer ϕ D of ϕ on D is defined as ϕ D = ϕ A D ∈ {0, 1}. We allow to update a given σ-database by inserting or deleting tuples as follows (note that both types of commands may change the database's active domain and the database's degree). A deletion command is of the form delete R(a 1 , . . . , a m ) for R ∈ σ, m = ar(R), and a 1 , . . . , a m ∈ dom. When applied to a σ-db D, it results in the updated σ-db D with R D = R D \ {(a 1 , . . . , a m )} and S D = S D for all S ∈ σ \ {R}. An insertion command is of the form insert R(a 1 , . . . , a m ) for R ∈ σ, m = ar(R), and a 1 , . . . , a m ∈ dom. When applied to a σ-db D in the unrestricted setting, it results in the updated σ-db D with R D = R D ∪ {(a 1 , . . . , a r )} and S D = S D for all S ∈ σ \ {R}. Here, we restrict attention to databases of degree at most d. Therefore, when applying an insertion command to a σ-db D of degree d, the command is carried out only if the resulting database D still has degree d; otherwise D remains unchanged and instead of carrying out the insertion command, an error message is returned.
As in [2] , we adopt the framework for dynamic algorithms for query evaluation of [1] . These algorithms are based on Random Access Machines (RAMs) with O(log n) word-size and a uniform cost measure (cf., e.g., [4] ). We assume that the RAM's memory is initialised to 0. Our algorithms will take as input a FOC(P)-formula ϕ(x) with x = (x 1 , . . . , x k ) ∈ vars k and a σ-db D 0 of degree d. For all query evaluation problems considered here, we aim at routines preprocess and update which achieve the following.
Upon input of ϕ(x) and D 0 , preprocess builds a data structure D which represents D 0 (and which is designed in such a way that it supports the evaluation of ϕ(x) on D 0 ). Upon input of a command update R(a 1 , . . . , a m ) (with update ∈ {insert, delete}), calling update modifies the data structure D such that it represents the updated database D. The preprocessing time t p is the time used for performing preprocess; the update time t u is the time used for performing an update. By init we denote the particular case of the routine preprocess upon input of a formula ϕ(x) and the empty database D ∅ (where R D ∅ = ∅ for all R ∈ σ). The initialisation time t i is the time used for performing init. In the dynamic algorithms presented here, the preprocess routine for input of ϕ(x) and D 0 carries out the init routine for ϕ(x) and then performs a sequence of |D 0 | update operations to insert all the tuples of D 0 into the data structure. Consequently,
Whenever speaking of a dynamic algorithm we mean an algorithm that has at least the routines preprocess and update. In the following, D will always denote the database that is currently represented by the data structure D. To answer a sentence ϕ under updates, apart from the routines preprocess and update, we aim at a routine answer that outputs ϕ D . The answer time t a is the time used for performing answer.
The following corollary is obtained by a straightforward adaptation of the proof of Theorem 4.1 of [2] , where all uses of the Hanf normal form result for first-order logic with modulocounting quantifiers of [14] are replaced by uses of Theorem 3.2(a)+(b).
Corollary 5.8 Let (P, ar, . ) be a numerical predicate collection. There is a dynamic algorithm with oracle {(P, n) : P ∈ P, n ∈ P } which receives as input a relational signature σ, a degree bound d 2, an FOC(P)[σ]-sentence ϕ, and a σ-db D 0 of degree d, and computes within t p = f (ϕ, d) · ||D 0 || preprocessing time a data structure that can be updated in time t u = f (ϕ, d) and allows to return the query result ϕ D with answer time t a = O(1). The function f (ϕ, d) is of the form exp 5 (poly(||ϕ||) + log log d).
Proof: The proof is a straightforward adaptation of the proof of Theorem 4.1 of [2] .
In addition to the statement made in Corollary 5.8, we also show the following: If ϕ is a d-bounded hnf-sentence of locality radius r (i.e., each sphere-formula that occurs in ϕ or in a numerical oc-type condition of ϕ, regards a sphere of degree d and radius r), then f (ϕ, d) = poly(||ϕ||) + 2 O(||σ||d 2r+2 ) , and the initialisation time is t i = O(||ϕ||).
W.l.o.g. we assume that all the symbols of σ occur in ϕ (otherwise, we remove from σ all symbols that do not occur in ϕ). In the preprocessing routine, we first use Theorem 3.2(a)+(b) to transform ϕ into a d-equivalent FOCN(P)[σ]-sentence ψ in Hanf normal form; this takes time f (ϕ, d) = exp 5 (poly(||ϕ||) + log log d).
The sentence ψ is a Boolean combination of atomic numerical oc-type conditions for FOCN(P) [σ] , each of which is of the form P(t 1 , . . . , t m ) with P ∈ P ∪ {P ∃ }, m = ar(P), and each t i is a simple counting term without number variables, i.e., it is a polynomial over basic counting terms and with integer coefficients. Recall that each basic counting term that occurs in ψ is of the form #(y).sph ρ (y) where ρ is an r-type with 1 centre (over σ); and from Theorem 3.2(a) we know that r < (2 bw(ϕ)+1) br(ϕ) 2 poly(||ϕ||) .
Let ρ 1 , . . . , ρ s be the list of all types ρ that occur in ψ. Thus, every basic counting term that occurs in ψ is of the form #(y).sph ρ j (y) for some j ∈ [s]. For each j ∈ [s] let r j be the radius of ρ j . Thus, ρ j is an r j -type with 1 centre (over σ).
For each j ∈ [s] our data structure will store the number A[j] of all elements a ∈ adom(D) whose r j -type is isomorphic to ρ j , i.e., A[j] = #(y).sph ρ j (y) D . The initialisation for the empty database
In addition to the array A, our data structure stores a Boolean value Ans where Ans = ϕ D is the answer of the Boolean query ϕ on the current database D. This way, the query can be answered in time O(1) by simply outputting Ans.
The initialisation for the empty database D ∅ computes Ans as follows. Consider each atomic numerical oc-type condition P(t 1 , . . . , t m ) in ψ, evaluate each t i after replacing each basic counting term in t i by the number 0, and let n i be the resulting integer. Use the oracle to determine if (n 1 , . . . , n m ) ∈ P . If the oracle answers "yes", replace each occurrence of P(t 1 , . . . , t m ) in ψ by true, and otherwise replace it by false. The resulting formula, a Boolean combination of the Boolean constants true and false, then is evaluated, and we let Ans be the obtained result. The entire initialisation takes time at most t i = f (ϕ, d). If ϕ is a hnf-sentence, we even have t i = poly(||ϕ||).
To update our data structure upon a command update R(a 1 , . . . , a k ), for k = ar(R) and update ∈ {insert, delete}, we proceed as follows. The idea is to remove from the data structure the information on all the database elements whose r j -neighbourhood (for some j ∈ [s]) is affected by the update, and then to recompute the information concerning all these elements on the updated database.
Let D old be the database before the update is received and let D new be the database after the update has been performed. We consider each j ∈ [s]. All elements whose r j -neighbourhood might have changed, belong to the set U Using Lemma 4.1 we obtain for each j ∈ [s] that |U j | kd r j +1 . For each a ∈ U j , the neighbourhoods B a and B a can be computed in time d r j +1 O(||σ||) , and testing for isomorphism with ρ j can be done in time d r j +1 O(||σ||+d r j +1 ) . Thus, the update of A[j] is done in time
, we recompute the query answer Ans in a similar way as in the initialisation for the empty database: Consider each atomic numerical oc-type condition P(t 1 , . . . , t m ) in ψ, evaluate each t i after replacing each basic counting term of the form #(y).sph ρ j (y) in t i by the number A[j], and let n i be the resulting integer. Use the oracle to determine if (n 1 , . . . , n m ) ∈ P . If the oracle answers "yes", replace each occurrence of P(t 1 , . . . , t m ) in ψ by true, and otherwise replace it by false. The resulting formula, a Boolean combination of the Boolean constants true and false, then is evaluated, and we let Ans be the obtained result. Thus, recomputing Ans takes time poly(||ψ||).
In summary, the entire update time is t u = f (ϕ, d) = exp 5 (poly(||ϕ||) + log log d).
In case that ϕ is a d-bounded hnf-sentence of locality radius r, we even have t u = poly(||ϕ||)+ k· d r+1 O(||σ||+d r+1 ) poly(||ϕ||) + 2 O(||σ||d 2r+2 ) . Note that for a d-bounded r-type ρ with 1 centre (over σ), the formula sph ρ (y) has size (d r+1 ) Ω(||σ||) . Hence, if ϕ is a d-bounded hnf-sentence of locality radius r, then the update time t u also is in 2 poly(||ϕ||) . This completes the proof of Corollary 5.8.
Regarding the evaluation of queries ϕ(x) where x = (x 1 , . . . , x k ) is a tuple of arity k > 0, the framework of [2] considers the following problems. To test if a given tuple belongs to the query result, we aim at a routine test which upon input of a tuple a ∈ dom k checks whether a ∈ ϕ(x) D . The testing time t t is the time used for performing a test. To solve the counting problem under updates, we aim at a routine count which outputs the cardinality | ϕ(x) D | of the query result. The counting time t c is the time used for performing a count. To solve the enumeration problem under updates, we aim at a routine enumerate such that calling enumerate invokes an enumeration of all tuples (without repetition) that belong to the query result ϕ(x) D . The delay t d is the maximum time used during a call of enumerate
• until the output of the first tuple (or the end-of-enumeration message EOE, if ϕ(x) D = ∅),
• between the output of two consecutive tuples, and
• between the output of the last tuple and the end-of-enumeration message EOE.
The proof of the following corollary is obtained from the proofs of Theorem 6.1, Theorem 8.1, and Theorem 9.4 of [2] by replacing all uses of Theorem 4.1 of [2] by Corollary 5.8.
Corollary 5.9 Let (P, ar, . ) be a numerical predicate collection. There is a dynamic algorithm with oracle {(P, n) : P ∈ P, n ∈ P } which receives as input a relational signature σ, a degree bound d 2, an FOC(P)[σ]-formula ϕ(x) with free variables x = (x 1 , . . . , x k ) ∈ vars k (for some k ∈ N), and a σ-db D 0 of degree d, and computes within t p = f (ϕ, d) · ||D 0 || preprocessing time a data structure that can be updated in time t u = f (ϕ, d) and allows to
• test for any input tuple a ∈ dom k whether a ∈ ϕ(x) D within testing time t t = O(k 2 )
• return the cardinality | ϕ(x) D | of the query result within time O(1)
The function f (ϕ, d) is of the form exp 5 (poly(||ϕ||) + log log d).
The lower bound
This section is devoted to the proof of Theorem 3.2(c). In fact, we will prove a slightly stronger lower bound, for which the following notation is needed. A counting term t(x) is linear if it is of the form i with i ∈ N or of the form
with n 0 and b 0 , b 1 , . . . , b n ∈ N. In particular, linear counting terms do not count tuples of variables, but only single variables. In addition, they are not arbitrary polynomials, but linear polynomials with non-negative coefficients and a negative constant term. An FOCN(P)-formula is linear if it only uses linear counting terms. Note that all formulas from FO(P) are linear since the only counting terms allowed there are of the form #(y).ϕ(x, y) − k, for k ∈ N.
By Theorem 3.2(a), for any formula ϕ ∈ FOCN(P) and any d 2, there exists a d-equivalent hnf-formula ψ. A close inspection of the proof of Theorem 3.2(a) shows that if ϕ is linear, then ψ is linear as well; moreover, if ψ belongs to FO(P), then all counting terms that appear in ψ even are of the form i with i ∈ N or of the form τ ∈T #(y).sph τ (y) − k for some k ∈ N and some set T of types of radius r. As the bounds from Theorem 3.2(a) apply here as well, it follows that the number of distinct numerical oc-type conditions in ψ is at most exp 4 poly(||ϕ|| + ||σ||) + log log(d) . In this section, we show a matching lower bound for linear hnf-formulas for FOC(P), provided that P contains a predicate that is rich in the following sense.
Definition 6.1 (Rich numerical predicate) A set R ⊆ N of natural numbers is rich if for all s, u, v ∈ N, all a 0 ∈ {0, 1} s \{0}, a 1 , . . . , a u ∈ N s , and all c 1 , . . . , c u ∈ N with (a 0 , 0) = (a i , c i ) for all i ∈ {1, . . . , u}, there exist x, y ∈ (v + N) s such that 3
• a 0 x ∈ R ⇐⇒ a 0 y / ∈ R and
Example 6.2 We can produce probabilistically a set R of natural numbers as follows: for every n ∈ N, toss a fair coin and place n into R iff the outcome is tail. Then, with probability 1, we get a rich set (cf. Section 6.1). Furthermore, Section 6.2 shows that a set R ⊆ N is rich whenever it has "large gaps", i.e., R is infinite, 0 / ∈ R, and for all d ∈ N 1 , there exists q ∈ R such that
Examples of such sets are {n n : n ∈ N}, { 2 n c : n ∈ N} for all reals c > 1, {n! : n ∈ N}, as well as all infinite subsets of these sets. But note that neither the set {2 n : n ∈ N} nor (by Bertrand's postulate) the set of primes has large gaps.
Our main lower bound result reads as follows.
Theorem 6.3 Let P = {R} with ar(R) = 1 and R ⊆ N rich. Let σ tree = {E 0 , E 1 , X} be the signature consisting of two binary relation symbols E 0 , E 1 and a unary relation symbol X. There is a sequence (ϕ n ) n 1 of FO(P)[σ tree ]-sentences of size O(n) such that for all n 1 and for every linear hnf-sentence ψ n ∈ FOC(P ∪ {P ∃ })[σ tree ] that is 3-equivalent to ϕ n , the number of distinct numerical oc-type conditions in ψ n is at least exp 4 (n).
For proving Theorem 6.3 let us consider the following σ tree -structures. For n ∈ N let T n denote the set of all (complete labeled ordered binary) trees of height 2 n , i.e., of all structures T = (D, E 0 , E 1 , X) with D the set of binary words of length at most 2 n , E b = {(u, ub) : ub ∈ D} for b ∈ {0, 1}, and X ⊆ D.
A tree T is marked if the root ε belongs to X, i.e., is labeled. Otherwise, T is unmarked. For a tree T = (D, E 0 , E 1 , X), let µ(T ) = (D, E 0 , E 1 , X ∪ {ε}) denote the marked tree that is obtained by labelling the root; the unmarked treeμ(T ) = (D, E 0 , E 1 , X \ {ε}) is defined analogously.
For a finite set S of trees, a forest over S (an S-forest, for short) is a disjoint union of finitely many copies of trees from S. Since every tree is finite, the same applies to every S-forest. Definition 6.4 (Property P R (F)) For a T n -forest F and a set R ⊆ N, let P R (F) be the following property:
The number of unmarked trees T in F such that µ(T ) also appears in F belongs to R.
The following lemma is the technical core of the proof of Theorem 6.3.
Lemma 6.5 Let P = {R} with ar(R) = 1 and R ⊆ N rich. Let n ∈ N and ψ ∈ FOC(P ∪ {P ∃ })[σ tree ] be a linear hnf-sentence such that for all T n -forests F we have
Then, the number of distinct atomic numerical oc-type conditions of the form R(t) in ψ is at least as big as the number of non-empty sets B ⊆ µ(T n ) of marked trees of height 2 n .
Proof: Let σ := σ tree . Since ψ is a linear hnf-sentence from FOC(P∪{P ∃ }) [σ] , it is a Boolean combination of atomic numerical oc-type conditions of the form P(t) with P ∈ {R, P ∃ } and t a linear counting term. Thus, there exist numbers u, u ∈ N and linear simple counting terms t 1 , . . . , t u+u such that ψ is a Boolean combination of the atomic numerical oc-type conditions R(t 1 ), . . . , R(t u ), P ∃ (t u+1 ), . . . , P ∃ (t u+u ) .
Let r be the locality radius of ψ and let L := L 
For each τ ∈ L and each tree T ∈ T n we write real T τ to denote the number of nodes v from T whose neighbourhood is isomorphic to τ , i.e.,
To apply the richness of R , we consider the following vectors from N Tn and numbers from N: For each i ∈ {1, . . . , u} let
and let
Furthermore, let us fix a number v ∈ N with v > b 0,i for all i ∈ {1, . . . , u + u }. I.e., v > c for all constant terms of linear counting terms that appear in some numerical oc-type condition of ψ.
Finally, for every non-empty set B ⊆ µ(T n ) let S := B ∪μ(T n ) and consider the vectors Proof: Consider an arbitrary non-empty set B ⊆ µ(T n ) and let S := B ∪μ(T n ). Towards a contradiction, suppose that (a 0 B , 0) = (a i B , c i ) for all i ∈ {1, . . . , u}. Note that a 0 B = 0 since B = ∅. Since the set R is rich, there are vectors x, y ∈ (v + N) S such that
From these vectors x and y, we build S-forests F x and F y as follows: For each T ∈ S, the S-forest F x contains x T copies of T , and the S-forest F y contains y T copies of T . I.e.,
where x T · T denotes the disjoint union of x T copies of the tree T . Let
be one of the linear counting terms t 1 , . . . , t u+u that occur in ψ. By definition of F x we have
and similarly
We next show that
is true for all atomic numerical oc-type conditions δ that appear in ψ. First consider the case that δ = P ∃ (t i ) for some i ∈ {u + 1, . . . , u + u }, let t := t i and suppose that F x |= P ∃ (t), i.e., t F x 1. By (7), there exists T ∈ S with τ ∈L b τ · real
by (8) . Hence t F y 1 and therefore F y |= P ∃ (t), i.e., F y |= δ. By symmetry, we obtain the equivalence (9) in this case.
Next, we consider the case δ = R(t i ) for some i ∈ {1, . . . , u}. Note that (7), (8) and the definition of a i B and c i imply
Thus, the equivalence (9) holds also in this case.
Since ψ is a Boolean combination of numerical oc-type conditions for which (9) holds, we obtain that
Now we derive a contradiction as follows: Let T ∈ µ(T n ) be some marked tree. Then T appears in F x if and only if T ∈ B. Hence we get the following:
⇐⇒ the number of copies of unmarked trees T in F x such that the marked tree µ(T ) appears in F x belongs to R ⇐⇒ the number of copies of trees fromμ(B) in F x belongs to R ⇐⇒ T ∈μ(B)
This contradiction completes the indirect proof of the claim. Now consider two distinct non-empty sets B, B ⊆ µ(T n ). By the claim we know that there are i, i ∈ {1, . . . , u} such that (a 0 B , 0) = (a i B , c i ) and (a 0 B , 0) = (a i B , c i ). To finish the proof of Lemma 6.5, it suffices to show that i = i . For contradiction, assume that i = i . W.l.o.g., there is a marked treeT ∈ B \ B . Let T be the unmarked version ofT . Thus, a B T = 1 since T ∈μ(B), and a B T = 0 since T ∈μ(B ). But as we assume that i = i , we have a B T = a i,T = a i ,T = a B T . This contradiction completes the proof of Lemma 6.5.
We are now ready for the proof of Theorem 6.3.
Proof: [Proof of Theorem 6.3] A construction by Frick & Grohe [10, Lemma 25] provides us with a sequence of formulas ϕ n ∈ FO(P)[σ tree ] of size O(n) such that, for all n ∈ N and all T n -forests F, we have
Precisely, the proof of [10, Lemma 25] 
, where χ n (x) states that x is an unmarked root node for which there exists a marked root node y such that for all nodes x and y that satisfy ψ n (x, x , y, y ) and x = x and y = y, we have X(x ) ↔ X(y ). Let n 1 and let ψ ∈ FOC(P ∪ {P ∃ })[σ tree ] be a linear hnf-sentence that is 3-equivalent to ϕ n . Then, by Lemma 6.5, ψ contains at least 2 1 2 |Tn| − 1 distinct atomic numerical oc-type conditions. Note that each tree T in T n is a complete labeled ordered binary tree of height 2 n . Therefore, each T ∈ T n has 2 n h=0 2 h = 2 2 n +1 − 1 2 2 n + 3 nodes. Thus, |T n | 2 (2 2 n +3) , and hence
In summary, the number of distinct atomic numerical oc-type conditions in ψ is at least 2
Note that Theorem 3.2(c) is an immediate consequence of Theorem 6.3:
Proof: [Proof of Theorem 3.2(c)] Let ψ ∈ FO(P∪{P ∃ }) be a formula in weak Hanf normal form. Replacing every counting term #(y). τ ∈T sph τ (y) − k by τ ∈T #(y).sph τ (y) − k yields an equivalent linear hnf-formula from FOC(P ∪ {P ∃ }). Hence, the lower bound of Theorem 6.3 also applies to formulas in weak Hanf normal form, providing a proof of Theorem 3.2(c).
The remainder of the section is devoted to proving the statements of Example 6.2. In Section 6.1 we show that random sets are rich, and in Section 6.2 we show that sets with "large gaps" are rich.
Random sets are rich
In this subsection we show that "almost all" sets of natural numbers are rich -something one would presumably not expect when looking at the definition. Lemma 6.7 Let R ⊆ N such that, for all s, u, v ∈ N, all a 0 ∈ {0, 1} s \ {0}, a 1 , . . . , a u ∈ N s , and all c 1 , . . . , c u ∈ N with (a 0 , 0) = (a i , c i ) for all i ∈ {1, . . . , u} and c 0 := 0, there exist x, y ∈ (v + N) s such that
a 0 y − c 0 / ∈ R, and (10b)
Then R is rich.
Proof: To show that R is rich, let s, u, v ∈ N, a 0 ∈ {0, 1} s \ {0}, a 1 , . . . , a u ∈ N s , and c 1 , . . . , c u ∈ N with (a 0 , 0) = (a i , c i ) for all i ∈ {1, . . . , u}. For notational simplicity, we set c 0 := 0. By the assumption on R, there exist vectors x, y ∈ (v + N) s satisfying (10a)-(10c).
Then, by (10a) and (10b), we have
By (10a) and (10c), we furthermore get
for all i ∈ {1, . . . , u} with a i = 0. If a i = 0, this also holds since then
This subsection's main result reads as follows:
Proposition 6.8 A random set R ⊆ N is, with probability 1, rich.
Proof: Let s, u, v ∈ N, a 0 ∈ {0, 1} s \ {0}, a 1 , . . . , a u ∈ N s , and c 1 , . . . , c u ∈ N with (a 0 , 0) = (a i , c i ) for all i ∈ {1, . . . , u}. For notational simplicity, we set c 0 := 0. Without loss of generality, we can assume that a 0 = (1, 1, . . . , 1 j entries , 0, 0, . . . , 0). We show that, for a random set R ⊆ N, there exist with probability 1 vectors x, y ∈ (v+N) s satisfying the conditions (10a)-(10c) of Lemma 6.7.
First let B > j be properly larger than any of the entries in a i and any of the number c i for i ∈ {0, . . . , u}. Let furthermore d = 4s 1 i j+1 B i . From Lemma 6.9 below, we obtain a sequence of natural numbers (q n ) n∈N with q n < q n+1 for all n ∈ N and a sequence of vectors (x n ) n∈N such that the following holds for all n ∈ N, all a ∈ {0, . . . , B−1} s and all c ∈ {0, . . . , B−1}: Let n ∈ N be fixed. We now estimate the probability for (10a)-(10c) from Lemma 6.7 to hold with x = x 2n and y = x 2n+1 : Then condition (10a) expresses that some fixed numbers m 1 , . . . , m j for some j u + 1 belong to R. Thus, this condition holds with probability 1 2 j 1 2 u+1 . Similarly, condition (10b) holds with probability < a j x 2n+1 − c j for all i, j with a i , a j = 0 and, furthermore, that a 0 = 0. Hence condition (10a) is independent from both, condition (10b) and condition (10c). Furthermore, a 0 x 2n+1 − c 0 = a i x 2n+1 − c i for all i ∈ {1, . . . , u} with a i = 0. Hence also condition (10b) is independent from condition (10c). It follows that the probability for all three conditions to hold is 1 2 2u+2 . Let p := 1 2 2u+2 and note that p > 0 and p is independent from n.
For each fixed N ∈ N, the probability that for all n N at least one of the conditions (10a)-(10c) from Lemma 6.7 with x = x 2n and y = x 2n+1 is violated, is (1 − p) N . Thus, the probability that for all n ∈ N, at least one of the conditions (10a)-(10c) from Lemma 6.7 with x = x 2n and y = x 2n+1 is violated, is lim N →∞ (1 − p) N = 0. Hence, with probability 1, there is some n ∈ N satisfying all conditions (10a)-(10c) with x = x 2n and y = x 2n+1 .
Note that there are only countably many legitimate choices of s, u, v, a 0 , . . . , a u , c 1 , . . . , c u , and recall that the intersection of countably many events of probability 1 has probability 1, again. Hence, with probability 1, the condition from Lemma 6.7 holds. Consequently, R is with probability 1 rich.
Lemma 6.9 Let 1 j s and B > j be natural numbers and let d = 4s 1 i j+1 B i . For all sufficiently large natural numbers q, there exists x ∈ N s such that the following hold for all a ∈ {0, . . . , B−1} s and all c ∈ {0, . . . , B−1}: To verify condition (a), consider arbitrary a = (a 1 , . . . , a s ) ∈ {0, . . . , B−1} s \ {0} and c ∈ {0, . . . , B−1}. Then there exists ∈ {1, . . . , s} with a > 0. First consider the case where 1 j.
Note that Therefore, condition (b) is satisfied. It remains to verify the implication "⇒" of condition (c). So let a = (a 1 , . . . , a s ) ∈ {0, . . . , B−1} s and c ∈ {0, . . . , B−1} with a x − c = q. If there exists i ∈ {j+1, . . . , s} with a i > 0, then q = a x − c x i − c = q + B − c > q, a contradiction. Hence a j+1 = · · · = a s = 0.
We now distinguish the cases j i=1 a i = j and j i=1 a i = j. In the former, we have Since 0 a i < B for all i ∈ {1, . . . , j}, this implies that a 1 = a 2 = · · · = a j = 1. I.e., we obtain the implication "⇒" of condition (c).
It remains to consider the case where j i=1 a i = j. As above, we obtain
This implies that
a i B i + c < j jB + jB · B j+1 + jB j+2 + B since a i < B and c < B
contradicting our choice of q. Therefore, the case where j i=1 a i = j cannot occur. This completes the proof of Lemma 6.9.
Sets with large gaps are rich
While Proposition 6.8 shows that almost all sets of natural numbers are rich, it does not provide us with a single such set, let alone a natural one. Next we prove that sets with "large gaps" (defined as follows) are rich: Definition 6.10 A set R ⊆ N has large gaps if R is infinite, 0 / ∈ R, and for every k ∈ N with k > 0 there exists q ∈ R such that q k , k · q ∩ R = {q} .
Examples of sets with large gaps are {n n : n ∈ N}, { 2 n c : n ∈ N} for all reals c > 1, {n! : n ∈ N} as well as all infinite subsets of these sets. But note that neither the set {2 n : n ∈ N} nor (by Bertrand's postulate) the set of all primes has large gaps.
Proposition 6.11 If R ⊆ N has large gaps, then R is rich. Proof: Let s, u, v ∈ N, a 0 ∈ {0, 1} s \ {0}, a 1 , . . . , a u ∈ N s , and c 1 , . . . , c u ∈ N with (a 0 , 0) = (a i , c i ) for all i ∈ {1, . . . , u}. For notational simplicity, we set c 0 := 0. We can, without loss of generality, assume that a 0 = 1, . . . , 1 j entries , 0, . . . , 0 .
Let B > j be larger than any of the entries in a i and larger than any of the numbers c i , for all i ∈ {0, . . . , u}. Let furthermore d := 4s 1 i j+1 B i . 
Proof: For each q ∈ R let k q ∈ N be the maximal value k such that (11) holds (note that Definition 6.10 implies that k q does exist for every q ∈ R). Since R has large gaps, the set {k q : q ∈ R} contains arbitrarily large elements. Thus, the set {k q : q ∈ R, k q d(d+1)} is infinite. Since every q ∈ R with k q d(d+1) satisfies (12), the claim follows.
By Lemma 6.9 and Claim 6.12, there exists a q > vd(d + 1) satisfying (12) and there exist vectors x, y ∈ (v + N) s such that for all i ∈ {0, . . . , u}, the following holds with q = In particular, (12) implies that
Consequently, (a)-(c) imply for all i ∈ {0, . . . , u} with a i = 0 that
The same holds if a i = 0, since then a i x − c i = −c i 0 implies that a i x − c i / ∈ R and i = 0.
We now consider q = q+d+1 d+1
and y. Clearly,
Consequently, we have
Hence, (a) and (b) imply for all i ∈ {0, . . . , u} with a i = 0 that
Since a 0 = 0, (13) and (14) imply that a 0 x ∈ R ⇐⇒ a 0 y / ∈ R .
Similarly, for all i ∈ {1, . . . , u} with a i = 0, (13) and (14) implies that
Finally, for all i ∈ {1, . . . , u} with a i = 0, we get a i x − c i = −c i = a i y − c i and therefore
Hence R is rich. This completes the proof of Proposition 6.11.
