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SUMMARY
The content in the dissertation is divided into two main categories: (1) micro-
particle characterization techniques based on elastic light scattering, and (2) ultra-
compact on-chip plasmonic light concentration and its applications. For category (1),
I developed two techniques, one is in vitro and the other is in the scenario of flow
cytometry. I investigated theoretically and experimentally the spectra of scattered
light from spherical dielectric particles at certain fixed angles, and demonstrate the
linearity between the peak positions in the Fourier domain and the diameter of the
particle. Based on this discovery, I demonstrate an efficient and accurate technique
for in-vitro micro-particle sizing. Moreover, I theoretically analyzed the far-field e-
lastic scattering signals from micro-particles passing through a flow cytometer with
tightly focused incident beams, and established an algorithm to extract size informa-
tion from the detected signals with higher accuracy than that in conventional flow
cytometry systems. For category (2), I proposed an on-chip plasmonic nanofocusing
technique whose unit device is a plasmonic triangle-shaped nanotaper mounted upon
a dielectric optical waveguide. This structure provides highly efficient and robust
light concentration into the tip of the nanotaper. Near-field measurements were per-
formed to thoroughly investigate a fabricated sample and prove the concept. I also
proposed theoretically a novel concept named phase-induced local-field configuration
with logic behaviors, whose actuators are composite devices built on units of single




The content in the thesis is divided into two main categories: (1) some micro-particle
characterization techniques based on elastic light scattering, and (2) ultra-compact
on-chip plasmonic light concentration. The first category includes Chapters 2, 3 and
4, and the second category includes Chapters 5, 6 and 7. In particular, Chapter 2
gives a concise description of elastic light scattering theories, Chapter 3 describes a
Fourier technique of particle sizing based on spectrum detection on elastic light s-
cattering, Chapter 4 gives a theoretical analysis on flow cytometry based on focused
incident light beam with a comparison to experimental results, Chapter 5 proposes
and conceptually demonstrates an ultra-compact on-chip plasmonic device for light
concentration, Chapter 6 shows the design, fabrication, and near-field measurements
of on-chip plasmonic light concentration on a Silicon platform, and Chapter 7 dis-
cusses two applications, plasmonic nanotrapping and local-field configuration, of this
plasmonic device.
In this chapter, I will give a brief introduction to the backgrounds and motivations
of the above work.
1.1 Particle Characterization from Elastic Light Scattering
Various elastic-light-scattering methods have been reported and used for efficien-
t and accurate measurement of the geometrical properties (size, refractive index,
shape, distribution, concentration etc.) of micro-particles, which is essential for many
biomedical applications including early cancer detection [1], cellular morphology ex-
ploration [2] and bacteria size determination [3]. In general, these methods can be
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divided into two categories [4]: (1) methods that analyze light scattering from a par-
ticle suspension, and (2) methods that analyze light scattering from an individual
particle. For the techniques in the first category, the scattering profiles are usu-
ally averaged over all the particles in the suspension. In particular, analyzing the
angular scattering patterns [2, 6] and spectral scattering patterns [7, 8] are two pri-
mary approaches for particle characterization. The major techniques in the second
category are based on flow cytometry [5]. Conventional flow cytometry can record
the forward-scattered light (FSC) and the side-scattered light (SSC) with individual
particles/cells passing through the light detection spot. The data collected in this
way are relatively rough in accuracy when determining particle parameters. In the
mid-90’s, a scanning-flow-cytometry (SFC) technique was developed. Using this tech-
nique, the angular light-scattering-pattern of an individual particle passing through
the detection spot can be measured.
Inverse problems need to be solved to obtain the scatterer’s parameters from
the scattering profiles, which is the most challenging part to the light-scattering
techniques for particle characterization. The first step towards solving the inverse
scattering problems is to solve the direct scattering problems, i.e., what are the s-
cattering patterns for the scatterers. The most commonly used scattering model is
Mie theory [9,10] which gives precise analytical solutions to the scattering problem of
micro-spheres. In this case, the scatterer’s parameters are usually the diameter of the
sphere, the relative refractive index of the sphere, or both. Other methods that can
attack the problem of scattering from nonspherical particles include the T-matrix ap-
proach [11] which allows the exact simulation of light scattering from micro-particles
of some basic shapes, the discrete dipole approximation (DDA) [12,13] which approx-
imates the scattering from micro-objects of varied shapes by a finite set of dipoles,
and the Wentzel-Kramer-Brillouin (WKB) approximation [15,83] which assumes the
relative refractive index of the micro-object is close to 1.
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In the first category of elastic-light-scattering methods, a typical angular scatter-
ing pattern or a spectral scattering pattern has some oscillatory features, which can
be used to reconstruct particle parameters. At present, most of those methods based
on light scattering spectroscopy (LSS) are investigated in a back-scattering geometry,
since it has been shown that the spectrum over the wavenumber of back-scattered
light has a periodic component with an oscillation frequency proportional to the par-
ticle size [7]. However, certain data fitting algorithms based on look-up tables are
still required, which can be quite time-consuming [8]. In Chapter 3, I will present a
Fourier transform technique using the scattering spectrum at a certain fixed angle,
which can provide an accurate reconstruction of particle sizes [17].
In the second category of elastic-light-scattering methods, most flow cytometers
nowadays Forward-scattered light (FSC) is proportional to cell-surface area or size.
FSC provides a suitable method of detecting particles greater than a given size in-
dependent of their fluorescence and is therefore often used in immunophenotyping to
trigger signal processing. Side-scattered light (SSC) is proportional to cell granularity
or internal complexity. SSC is a measurement of mostly refracted and reflected light
that occurs at any interface within the cell where there is a change in refractive index.
SSC is collected at approximately 90 degrees to the laser beam by a collection lens
and then redirected by a beam splitter to the appropriate detector.
Most of the flow cytometers nowadays uses loosely focused incident light beams.
However, tightly focused beams are used in the MCARS (Multiplex Coherent Anti-
Stokes Raman Scattering) flow cytometer developed by my colleague Charles H. Camp
Jr. [18]. In Chapter 4, I will present a theoretical analysis of the elastic scatter in this
platform of focused incident light beam.
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1.2 Plasmonic Light Concentration
According to the review [19], plasmonic light concentrators (PLC) can be divided
into two big categories: resonant and non-resonant. In resonant structures, plasmon
oscillations can be excited resonantly by light waves at specific optical frequencies and
produce a strong field enhancement. Such structures include metallic nano-particles,
nano-disks, nano-rods, etc [20]. The discussion in this section will focus on non-
resonant PLCs, on which I will give a further classification.
Interference-induced plasmonic nanofocusing. For this type of techniques,
the plasmonic excitation sites on a metal film are carefully tuned so that the propoga-
tion of surface plasmon polaritons (SPP) originated at the sites can get focused into
a hot spot on the metal film. Some people call their structures “plamonic lenses”,
and others stick to the term “nanofocusing”. Typical planar patterns for plasmonic
excitation on the metal film include individual circular rings [21], multiple concentric
rings [22], curved arrays of nanoholes [23], and certain coaxial structures [24].
Geometry-induced plasmonic nanofocusing. In contrast to the interference-
induced nanofousing techniques which are planar in nature and lack of accurate con-
trol on the focus point, geometry-induced techniques are more versatile with higher
concentrating ability. In principle, tapering the cross section of the SPP propagation
gradually will increase the intensity of the SPP and the slow down its group veloci-
ty. At the tip end of the taper, the group velocity becomes infinity which mean the
surface plasmon becomes localized and the energy is highly concentrated [25–40].
On-chip plasmonic light concentrators. The aforementioned interference-
induced and geometry-induced naofocusing techniques all have the SPP excited in free
space. Therefore, the light energy is concentrated from a “> 10λ” scale to a “< λ”
scale with λ being the wavelength. The length of the SPP propagation is usually in the
order of 10µm. There are two issues which limit the concentration efficiency. First,
the efficiency of SPP excitation is usually quite low. Therefore only a small portion
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of light energy is coupled into surface plasmons. Second, the SPP propagation length
is limited by the lossy nature of metal. Very recently, several approaches of realizing
plasmonic nanofocusing on integrated-optics platforms have been reported [42–44].
Using these on-chip light concentration techniques, the light energy is coupled from
a photonic waveguid to a plasmonic structure (usually a metallic taper) and then
concentrating the light energy to the tip of the taper. The coupling from the photonic
waveguide to the plasmonic structure is efficient and the plasmonic part is usually
compact. The plasmonic structures concentrate light from a “∼ λ” scale to a “<
λ/10” scale. Therefore, the two limitations for free space plasmonic nanofocusing can
be well addressed by the on-chip techniques.
In Chapters 5, 6, and 7, I will show the design, experimental demonstration and
applications of a novel ultra-compact on-chip plasmonic light concentrator [45,58].
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CHAPTER II
ELASTIC LIGHT SCATTERING THEORY
Mie theory (also known as Mie scattering, the Mie solution, or the Lorenz-Mie solu-
tion), named after Gustav Mie and Ludvig Lorenz, was developed as an analytical
theory of electromagnetic plane wave scattering by a spherical particle. The formal-
ism of Mie solutions is based on solving the coefficients of the scattered field from
the coefficients of the incident plane wave under radiating spherical vector function
expansions using the boundary conditions on the spherical surfaces. If the scatterer
has a size much smaller than the light wavelength, a dipole model makes a good
approximation. If the scatterer has a size much larger than the light wavelength, we
may refer to geometric optics to approximately solve the scattering problem. But for
scatterers of size similar to the wavelength of the incident light, Mie theory provides
a more exact approach. Since the elastic light scattering problems considered in this
thesis fall into the last category of particle sizes, the formalism of Mie solutions (fol-
lowing Bohren and Huffman [16]) is to be concisely presented in this chapter. I will
also give brief descriptions to other computational methods.
2.1 Formulation of Mie Scattering Functions of Spherical
Dielectric Particles
For Mie particles, the far field scattering functions represent the scattering in all
the angles. In general, we have two scattering functions S1(θ) and S2(θ) for two
polarizations (here θ is the angle between the incident vector and the scattering
vector), and they are quite similar to each other at small angles.
Let the angle φ be the angle between the incident electrical field and the scattering




Figure 1: A schematic for Mie scattering. The scattering plane is defined by the
incident vector and the scattering vector.









If the incident light polarization is perpendicular to the scattering plane, then




−ikrS1(θ). On the contrary, if the polarization is in-plane,
then we will only have Esθ .
Let n1 be the refractive index of the scattering sphere, n0 the refractive of the
ambient medium, and m = n1/n0 the refractive index of the sphere relative to the
ambient medium, λ the wavelength in vaccuumm, λ0 = λ/n0 the wavelength in the
ambient medium, d the radius of the sphere and k = 2π/λ0 = 2πn0/λ the wave
number, and x = kd/2 = πdn0/λ the size parameter.























P 1n(cos θ). (6)
Here P 1n is the associated Legendre polynomial. The functions πn(cos θ) and








τn = n cos θ · πn − (n+ 1)πn−1 (8)
starting with the first few terms
π0 = 0, π1 = 1, π2 = 3 cos θ, τ0 = 0, τ1 = cos θ, τ2 = 3 cos(2θ). (9)
Suppose the relative magnetic permeability of the sphere to the ambient medium














n (x)]′ − h(1)n (x)[mxjn(mx)]′
. (11)
Here jn and h
(1)
n are spherical Bessel functions of order n.
Some examples of scattering functions are shown in Section 4.1.1.2.
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2.2 Other Computational Methods
2.2.1 Discrete Dipole Approximation
There are several techniques for computing scattering of radiation by particles of arbi-
trary shape. The discrete dipole approximation is an approximation of the continuum
target by a finite array of polarizable points. The points acquire dipole moments in
response to the local electric field. The dipoles of these points interact with one
another via their electric fields. There are DDA codes available to calculate light
scattering properties in DDA approximation.
2.2.2 T-matrix
The technique is also known as null field method and extended boundary technique
method (EBCM). Matrix elements are obtained by matching boundary conditions
for solutions of Maxwell equations. The incident, transmitted, and scattered field are
expanded into spherical vector wave functions. Finite-difference time-domain method
Main article: Finite-difference time-domain method
The FDTD method belongs in the general class of grid-based differential time-
domain numerical modeling methods. The time-dependent Maxwell’s equations (in
partial differential form) are discretized using central-difference approximations to
the space and time partial derivatives. The resulting finite-difference equations are
solved in either software or hardware in a leapfrog manner: the electric field vector
components in a volume of space are solved at a given instant in time; then the
magnetic field vector components in the same spatial volume are solved at the next
instant in time; and the process is repeated over and over again until the desired




FOURIER-TRANSFORM TECHNIQUE FOR PARTICLE
SIZING
In this chapter, I will give a Fourier analysis on the far-field light scattering spectra
of micro-particles over wavenumber at a certain angle and show the observation that
the spectrum can be decomposed into many components with different oscillation
frequencies, each with linear dependence on the particle size.
For most angles, there is one oscillatory component predominant over the others,
which I call the “major oscillatory component”. The Fourier transform is used to
separate these oscillatory components. By isolating the regime of the major oscillation
in the Fourier domain and inversely mapping the position of the peak in the Fourier
domain (corresponding to the oscillation frequency) to the particle size, I propose and
experimentally demonstrate a simple and fast particle sizing technique with a robust
data processing algorithm and a flexible detection system [17].
3.1 Fourier Transforms of Scattering Spectra of a Mie Par-
itcle
The scattering spectra of a spherical particle can be calculated analytically using Mie
theory [9, 10] with formulation discussed in Section 2.1. Consider a dielectric sphere
of diameter d and refractive index n1 in a surrounding medium of refractive index
n0. For a nonpolarized plane wave of intensity Iin and wavelength λ incident on this
particle, the far-field scattering intensity Isca at scattering angle θ can be expressed
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as
Isca(θ, λ, d, n0, n1) =
λ2
(n0π)2r2
(|S1(θ, x,m)|2 + |S2(θ, x,m)|2)Iin. (12)
Here, r is the distance from the scatterer to the detector, and S1 and S2, obtained
via Mie calculations, are scattering amplitudes for polarizations perpendicular and
parallel to the scattering plane, respectively. They are functions of the scattering
angle θ, a dimensionless size parameter x = n0πd/λ, and the refractive index ratio
m = n1/n0.
Consider the scattering spectra of polystyrene suspensions, i.e., dielectric micro-
spheres (n1 = 1.59 ) in water (n0 = 1.33 ). Figure 2(a) shows the calculated spectra
over wave number 1/λ for suspensions of particles of diameter 10µm at scattering
angles of 10°, 30°and 60°, with unpolarized incident light. In each spectrum, there
exists an easily observable ripple. It can be observed that the oscillation of these
ripples, which is generated by the combined effects of diffraction and resonance in the
dielectric spheres, is periodic. Furthermore, aside from the prominent major ripple,
there are more oscillatory components: a slow background oscillation and higher
order ripples oscillating with higher frequency. Note that in Eq. (12), the particle
diameter d is tied with wave number 1/λ by multiplication into a dimensionless size
parameter x = n0πd/λ. This implies that the oscillation frequencies are proportional
to the particle size. Figure 2(b) illustrates such linear relationships. The Fourier
transforms of downshifted spectra (to annihilate the DC offset) versus (0.001 nm−1 ∼
0.0025 nm−1) are plotted for particle sizes in a range from 5µm to 20µm. The major
ripple corresponds to the bright straight line, while the background oscillation and
higher order ripples generate other observable straight lines.
A particle sizing technique can be developed based on this phenomenon. The ma-
jor oscillatory component in a scattering spectrum is well-isolated from other com-
ponents in the Fourier domain, and its corresponding peak position can be linear-
ly mapped to particle size. As the spectrum measurements are usually taken over
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Figure 2: (a) The calculated scattering spectra as a function of wavenumber 1/λ at
different scattering angles for 10µm polystyrene particles. (b) The linear evolution of
Fourier transform of spectrum over 1/λ with the increasing of particle size, scattering
angle fixed to 30°. Note that the “frequency” here is the Fourier transform variable
in Eq. (13).
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wavelength, it is necessary to convert spectra over wavelength λ into spectra over
1/λ before applying a Fourier transform. Consider a wavelength sampling sequence
λ1, λ2, · · · , λn and a spectrum I(λ). Then the Fourier transform of the corresponding




































3.2 Experimental Demonstrations on Particle Suspensions
of a Uniform Particle Size
The experimental setup for measuring the light scattering spectra is shown in Figure 3.
The white light source is a tungsten lamp, incorporating a monochromator and a
lens to provide collimated wavelength-tunable incident light. A detector is mounted
directly onto the arm of a rotating motor. A modulator (light chopper) and a lock-in
amplifier are used to improve the signal-to-noise ratio (SNR) of the detection system.
The suspension samples are contained in thin quartz cuvettes of 2mm thickness.
To verify the performance of this technique, several measurements of the scatter-
ing spectra (wavelength scanned from 490 nm to 790 nm in 1 nm intervals) are taken
for a number of polystyrene suspensions with different particle sizes, which are dilute
enough to validate the single scattering model. Due to the refraction at the water-
air interface, the detection angle θ determines the scattering angle θ′ by Snell’s law
(sin θ′ = sin θ/n0). Figure 4(a) shows the theoretical and experimental downshifted
spectra for the suspension of 10µm particles, with corresponding Fourier transforms
shown in Figure 4(b). Note that the major peak derived from a measurement is not as
dominant as from theoretical calculations, while higher order peaks are not observable
at all. The explanation depends on several factors: (1) the probe collects light from a
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Figure 3: Schematic of the angle and wavelength scanning detection system.
small range of scattering angles due to the nonzero spot area of scatterers and the nu-
merical aperture of the detector, (2) there exists small nonuniformity of particle sizes
in each sample, and (3) multiple scattering cannot be neglected completely. All these
factors combine to smooth away the higher order ripples and decrease the oscilla-
tion amplitude of the major ripple, while having little effect on the slow background
oscillation. However, since the oscillation frequencies of these components remain
consistent, the precision of particle size estimation is minimally affected, making this
technique robust. The particle size estimations for a set of suspensions, based on the
linear relation between the major frequency peak and the particle size, are shown in
Figure 4(c), where the average percentage error is less than 5%.
The oscillation frequencies are also angle-dependent. For forward-scattered light
(scattering angle less than 90°) investigated in this work, the spectrum at larger angles
typically has faster oscillations but lower intensity. This is demonstrated in Figure 6,
which shows the theoretical and experimental spectra at different scattering angles.
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Figure 4: (a) The calculated and measured scattering spectra for the suspension of
10µm particles, detection angle fixed at 25°. (b) Fourier analyses for the curves in
Fig. 4(a). Note that the ”frequency” here is the Fourier transform variable in Eq. (13).
(c) Particle size determination for a set of suspensions.
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Figure 5: Comparison of Fourier analyses of calculated and measured scattering
spectra for a number of suspensions with particle sizes ranging from 5µm to 15µm,
scattering angle fixed to 25°. Linearity is demonstrated by the straight lines in both
cases.
Note that the increasing peak frequencies at higher scattering angles allow for better
separation of particle sizes, while the strength reduction in these peaks requires higher
sensitivity in the light detection.
Compared to other particle-sizing techniques, this technique uses a simple setup
and a fast data processing algorithm. Furthermore, as found in experiments, the dis-
crepancy between the corresponding spectra from a measurement and a computation
usually results in the variation of relative amplitude of each oscillatory component,
while oscillation frequencies are not affected. This makes this technique robust since
the precision is well-preserved even under rough experimental conditions. In addition,
the detection angle in our system is flexible, which enables us to employ the angular
dependence of the oscillation frequencies to obtain optimum discrimination of particle
size based on the available detection capability. The main limitation of this technique
is that the peak positions are usually sensitive to the detection angle. Therefore, it
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Figure 6: Fourier analyses of calculated and measured scattering spectra for 12µm
particles at detection angles of 15°, 25°and 35°.
is important to obtain accurate angular information. However, this effect can be
minimized by an initial calibration of the system with precisely known particle sizes.
In conclusion, I present here a Fourier transform method of particle-size determi-
nation using the oscillatory features of scattering spectra, which avoids the complex
data fitting algorithms and sophisticated setups that are conventionally used. I show
that the linear dependence of the particle size on the major peak in the Fourier trans-
form of the scattering spectrum can be used for particle-size estimation with good
accuracy. This technique is simple, robust and flexible.
3.3 Scattering Analysis to Multiple-Sized Particles
The particle-sizing technique can also be applied when the colloidal suspension con-
tains particles of several different sizes.
Figure 7 shows the Fourier analysis of scattering spectrum of a suspension con-
taining particles of diameters 6µm and 7µm with the scattering angle fixed at 50°.
The two peaks corresponding to 6µm and 7µm are prominent in the curve, as marked
by red arrows.
17
Figure 7: Fourier analysis of measured scattering spectrum for the suspension of
6µm +7µm particles, scattering angle fixed to 50 degrees. (Sizes of 1um interval are
well-discriminated.)
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In Figure 8, the number of particle sizes in the suspension is increased to 3, i.e.,
6µm, 8µm and 12µm. Correspondingly, one can observe three peaks in the curve of
Figure 8.
Figure 8: Fourier analysis of measured scattering spectrum for the suspension of
6µm +8µm +12µm particles, scattering angle fixed to 45 degrees.
This Fourier technique is limited when the number of discrete particle sizes in-
creases, or when the particles has sizes continuously distributed in a wide range. In
sum, this technique works extremely well for single-sized particle suspensions with
high accuracy of size detection, and is applicable to size detections for microparticle
suspensions with two or three groups of particle sizes where the particles in each
group have relatively uniform particle sizes.
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CHAPTER IV
A THEORETICAL ANALYSIS OF OPTICAL SIGNALS
FROM A FLOW CYTOMETER USING FOCUSED LIGHT
BEAM
Flow cytometry is a technology that simultaneously measures and then analyzes mul-
tiple physical characteristics of single particles, usually cells, as they flow in a fluid
stream through a beam of light [5]. A flow cytometer is made up of three main sys-
tems: fluidics, optics, and electronics. The properties measured include a particles
relative size, relative granularity or internal complexity, and relative fluorescence in-
tensity. These characteristics are determined using an optical-to-electronic coupling
system that records how the cell or particle scatters incident laser light and emits
fluorescence.
Conventionally, light beams used in elastic scatter platforms of flow cytometry are
only very loosely focused. Therefore, and a basic plane-wave model is adequate to
analyze the scattering signals. In an MCARS (Multiplex Coherent Anti-Stokes Ra-
man Scattering) flow cytometer developed by my colleague Charles H. Camp Jr. [18],
multiple tightly focused lasers are used as incident beams. Other than the Raman
signals used for species detection, the elastic light scattering signals can also provide
important information for particles/cells passing through the detection area. Howev-
er, the simple plane-wave model is no longer accurate. In this chapter, simulations
of elastic light scattering from focused light beams are performed, and a theoretical
Fourier model is established to explain the signals. Moreover, a comparison of the-
ory and experimental results are also shown. As a practical application, other than
recording the strength of forward scattering (FSC) and side scattering (SSC) which
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are common to most flow cytometers, we can also use time-of-flight method to derive
a more accurate size information of the particles passing through the detection areas.
4.1 Simulations and a Theoretical Fourier Model of Focused-
Beam-Based Flow Cytometry
Figure 9 provides a 3-dimensional schematic of the model for discussion. A focused
light beam propagates along the Z+ direction with the focus point of this Gaus-
sian beam at the origin. A microparticle moves straightly along the X+ direction.
The moving trajectory of the center of the particle can have offsets in its Y and Z
coordinates.
The detection of far-field scattering is along the red ray of polar angle θ and
azimuth angle φ. Suppose that the offset of the particle center to beam center is
(X, Y, Z). Then since the particle moves in X+ direction, we can directly map the
X-scan result divided by particle velocity to the time-domain signal.
4.1.1 An Approximation using 2-Dimensional Settings
To give a conceptual demonstration, let us first analyze the 2-dimensional approxi-
mation. As illustrated in Figure 10, the particle still moves in X+ direction and the
incident light still propagates along the Z+ direction. The beam get focused in the
X direction with focused point at the origin, and is considered to be homogeneous in
the Y direction.
4.1.1.1 Plane-Wave Expansion of an Incident Gaussian Beam
The incident Gaussian beam is expanded by plane waves of different wave vectors ~K
in the following way.
Let D be a constant with arbitrary unit and let G(θ) = cos θ exp(−D sin2 θ) =
cos θG′(θ), which is indeed a Gaussian function. Consider G(θ) as the amplitude
of a plane wave propagating in the directions of a polar angle θ. Suppose all the
21
Figure 9: Schematic of a microparticle passing through a focused light beam. The
direction of the particle movement is X+. The detection of scattering is along the
red ray (θ, φ).
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Figure 10: Schematic of a microparticle passing through a focused light beam in the
2D setting.
plane waves have phase 0 at the origin and polarization in the Y direction. Then
the composition of all these plane waves is a Gaussian beam focused at the origin of
the coordinate system and propagating in the Z+ direction. Several functions G(θ)
(which are called θ-spectrum functions) of different values of D (called waist factor)
are shown in the Figure 11. The amplitude at position (x, z) of the incident Gaussian




G(θ) exp(ik(sin θ · x+ cos θ · z))dθ, (15)
As shown in Figure 11, when the waist factor D is small (D = 2 for example), the
θ-spectrum of the Gaussian beam is broad, which actually means that the beam is
tightly focused with a small focused waist. When the constant D is larger (D = 200
for example), the spectrum is much sharper, which means the beam is relatively
loosely focused and performs more like a plane wave.
As illustrated in Figure 12, when D = 2, the Gaussian beam is tightly focused
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Figure 11: θ-spectrum functions G(θ) of different waist factors D.
with a waist of about 1µm which is close to diffraction limit (λ = 633 nm).
In Figure 12, the waist factor D changes to 60, and the waist of the beam is about
4µm.
In sum, a small waist factor means a tightly focused beam with small beam waist,
and a large waist factor means a loosely focused beam with large beam waist.
4.1.1.2 An Approximation to the Scattering Functions
As discussed in details in Section 2.1, the Mie formulation is based on two scattering
functions S1(θ) and S2(θ) with respect to two polarizations (θ is the scattering angle
defined as the angle between the incident vector and the scattering vector).
In this section, I will demonstrate the features of the two scattering functions
for particles with different size and refractive index parameters, and show that the
scattering functions are quite similar to each other at small angles.
a) The diameter of the particle is 10µm. The relative index m is 1.59/1.33.
(Notice that 1.59 is the refractive index of polystyrene and 1.33 is the refractive index
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Figure 12: (a) The amplitude function of the electric field profile of a focused Gaus-
sian beam with respect to position (x, z). (b) Curves of amplitude of E-field for
different values of position z (slices of (a)). The waist factor D is 2. The wavelength
of the beam is 633 nm.
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Figure 13: (a) The amplitude function of the electric field profile of a focused Gaus-
sian beam with respect to position (x, z). (b) Curves of amplitude of E-field for
different values of position z (slices of (a)). The waist factor D is 60. The wavelength
of the beam is 633 nm.
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of water.)
Figure 14: Amplitude and phase for scattering functions S1 and S2 of a dielectric
particle with diameter 10µm and index 1.59/1.33 relative to the ambient medium.
Figure 14 shows the amplitude and phase of the scattering functions. There
are some ripples in the amplitude curves. (Recall that conventionally elastic light
scattering techniques usually involve intensity measurements of these ripples.) In
particular, one can notice that S1 and S2 are almost identical when θ is less than 40°.
To examine the complex scattering functions more, Figure 15 shows the real and
imaginary parts of S1(θ) and S2(θ). The oscillations happen to both the real part and
imaginary part. When θ is not very small, an approximation of a scattering function
can be written as R(θ) cos(ωθ)+ iI(θ) cos(ωθ+ϕ) where R(θ) and I(θ) are decreasing
amplitude functions. (Note that our time domain signals will be able to capture the
complex scattering functions, not just its amplitude.)
b) The diameter of the particle is 10µm. The relative index is 1.05.
The complex scattering functions are shown in Figure 16. The difference from a)
is that the relative refractive index changes to a smaller value. One can observe that
R(θ) and I(θ) decreases more quickly than in (a) as θ increases.
c) The diameter of the particle is 1µm. The relative index is 1.59/1.33.
In this case, a smaller particle of diameter 1µm is consider as the scatterer, and
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Figure 15: (a) Real and imaginary parts of the scattering functions S1 and S2 of a
dielectric particle with diameter 10µm and index 1.59/1.33 relative to the ambient
medium. (b) The corresponding 3D plot.
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Figure 16: (a) Real and imaginary parts of the scattering functions S1 and S2 of a
dielectric particle with diameter 10µm and index 1.05 relative to the ambient medium.
(b) The corresponding 3D plot.
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the scattering functions are shown in Figure 17. Compare to case (a), the amplitude
of the scattering functions decreases and the oscillation feature becomes slower.
Figure 17: Real and imaginary parts of the scattering functions S1 and S2 of a
dielectric particle with diameter 1µm and index 1.59/1.33 relative to the ambient
medium.
d) Core-shell structure. The diameter of the core particle is 1um with relative
index 1.59/1.33 (refer to case (c)). The diameter of shell particle is 10um with relative
index 1.05 (refer to case (b)). One can actually observe that the scattering cross
section of c) is very small compared to b).
Here I just plot the amplitude of S1 of the core-shell structure and of the pure
10um particle with relative index 1.05 as in b). They are quite similar to each other,
which means the scattering from the inside 1um core just provide a fluctuation term.
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Figure 18: The amplitude of the scattering function S1 for a core-shell structure (a
core of diameter 1µm and refractive index 1.59/1.33 and a shell of diameter 10µm
and refractive index 1.05) and for a pure 10µm particle with refractive index 1.05.
4.1.1.3 Time-Domain Signals Perform as Fourier Transforms of the Scattering
Function
First recall that the time domain scattering signal is equivalent to the X-offset signal.
So here we actually analyze the X-offset (the displacement of the center of the particle
and the focus center of the incident Gaussian beam) signal.
Let (X,Z) be the displacement of the particle center to the Gaussian beam center.
Let θout be the output angle of signal detection direction. Then the detected scattering
signal is a function of X, Z and θout in the following way.
A(X,Z, θout) =
∫








G(θ)S(θout − θ) exp(ik(X(sin θ − sin θout) + Z(cos θ − cos θout)))dθ.
(17)







exp(ikZ(cos θ − cos θout))S(θout − θ) (18)
exp(ikX(sin θ − sin θout)) cos θdθ (19)
=
∫





exp(ikZ(cos θ − cos θout)).
This means that the detected signal A(X) can be considered as the Fourier trans-
form of the multiple of the scattering function S(θ) and a window function W (θ)
(somehow shifted) which is closely related to the profile G(θ) of the Gaussian beam.
(From sin θ-domain toX-domain, or approximately from θ-domain toX-domain when
θ is small.) Note that θout determines how much we shift the window function. This
actually means, depending on θout, we shift the window function to different parts of
the scattering function, and then do Fourier transform.
This 1-dimensional Fourier transform approximation works quite well when Z = 0.
In this case, W0,θout(θ) =
G(θ)
cos θ
is purely real, which means it is more reasonable
to consider it as a window function. Although our detection is 1-dimensional, it
is necessary to analyze the 2-dimensional case to get the big picture on how the




G(θ)S(θout − θ) exp(ik(X(sin θ − sin θout) + Z(cos θ − cos θout)))dθ (22)
= exp(−ik(X sin θout + Z cos θout))
∫
G(θ)S(θout − θ) exp(ik(X sin θ + Z cos θ))dθ.
(23)
The term exp(−ik(X sin θout + Z cos θout)) won’t be able to be detected by the
measurement, since the actual detected signal is the intensity |Aθout(X,Z)|2.
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G(θ) exp(ik(x sin θ + z cos θ))dθ,
and we already know what the field distribution should look like. The above two
equations are somehow similar to each other, even though Aθout(X,Z) has variables
(X,Z) as the displacement of the center of the particle to the center of the incident
light focus and Ein(x, z) has variables (x, z) as the actual spatial position. The term
S(θout − θ) is functional on G(θ).
Now let us consider the scattering from 10µm particle with relative index 1.05.
Since the scattering functions S1 and S2 are almost identical (Figure 16), our com-
putation will use S2 as the scattering function.
a) θout = 60°
For a moderately focused incident Gaussian beam (D = 20) as shown in Fig-
ure 19(a) (light yellow the window represents the expand of G(θ)), we may somehow
model the complex scattering function around θout as
S(θout − θ) ∼ R(θ) cos(ωθ) + i · I(θ) cos(ωθ + ϕ),
where R(θ) and I(θ) are the envelop functions for the real and imaginary parts. (They
are real functions themselves.)
A more conceptual way is to write it down as
S(θout − θ) ∼ C(θ)eiωθ +D(θ)e−iωθ.
Now C(θ) and D(θ) are complex envelop functions. Thus
G(θ)S(θout − θ) ∼ G(θ)C(θ)eiωθ +G(θ)D(θ)e−iωθ.
Note that phase shift in θ-domain will result in the spatial shift in the (X,Z)-
domain. This actually means that we get a split of the input Gaussian beam into two
Gaussian beams in the (X,Z)-domain and the detected signal at polar angle θout with
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Figure 19: (a) The real and imaginary parts of the scattering function S2 for particle
with diameter 10µm and refractive index 1.05. The window illustrated in yellow is
derived from the θ-spectrum of the incident beam with waist factor D = 20 and the
detection angle θout = 60°. (b) The 3D plot of the corresponding scattering signal
|A(X,Z)|.
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respect to the X-offset and Z-offset has a pattern looking like the interference of these
two Gaussian beams. The two split Gaussian beams may have different amplitudes
according to C(θ) and D(θ). One can also observe that the two split Gaussian beams
has a distance in X-offset of about 10µm, the diameter of the particle. Recall that
the time-domain signal comes from the X-offset of the particle to the origin of the
coordinate. Therefore, the actual signal in measurement is the slice of the pattern
|Aθout(X,Z)| in Figure 19(b) with a fixed Z-offset of the particle trajectory
Now let D = 200, which means the incident light is loosely focused. Then the
window performed by G(θ) is narrower.
Now let D = 2, which means the incident light is tightly focused. Then the
window performed by G(θ) is much wider, and the simple approximation
S(θout − θ) ∼ C(θ)eiωθ +D(θ)e−iωθ
is not very precise in this case.
(b)θout = 0
This is the case of forward scattering. Still we set different values for the focus con-
stant D of the incident light and get the following figures of scattering amplitudes for
moderately, loosely and tightly focused incident beams respectively. They somehow
reflect the Fourier transform of S(θ) into (X,Z)-domain. As a result, the scattering
signal |A(X,Z)| looks like an interference pattern from two balanced Gaussian beams
with a split distance in X-offset about 10µm, i.e., the diameter of the particle.
4.1.2 Analysis in 3-Dimensional Settings
Now let us consider the realistic case of 3D settings. Then the incident Gaussian
beam propagates in the Z+-direction and get focused in the X and Y directions.
For simplicity, we also suppose the incident light is unpolarized and since the two
scattering functions S1 and S2 are quite close to each other, we can use a scalar
assumption of the electric field and choose either S1 or S2 as the scalar scattering
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Figure 20: (a) The real and imaginary parts of the scattering function S2 for particle
with diameter 10µm and refractive index 1.05. The window illustrated in yellow is
derived from the θ-spectrum of the incident beam with waist factor D = 200 and the
detection angle θout = 60°. (b) The 3D plot of the corresponding scattering signal
|A(X,Z)|.
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Figure 21: (a) The real and imaginary parts of the scattering function S2 for particle
with diameter 10µm and refractive index 1.05. The window illustrated in yellow is
derived from the θ-spectrum of the incident beam with waist factor D = 2 and the
detection angle θout = 60°. (b) The 3D plot of the corresponding scattering signal
|A(X,Z)|.
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Figure 22: (a) The real and imaginary parts of the scattering function S2 for particle
with diameter 10µm and refractive index 1.05. The window illustrated in yellow is
derived from the θ-spectrum of the incident beam with waist factor D = 20 and the
detection angle θout = 0. (b) The corresponding scattering signal |A(X,Z)|.
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function.
Therefore, the scattering signal in direction (θout, φout) for a particle with displace-
ment (X, Y, Z) from the origin of the coordinates is formulated as follows:













K in(θ, φ) = k · [sin θ cosφ, sin θ sinφ, cos θ],
−→









Figure 23: The scattering signals |(A(X, Y, Z)| for a particle of diameter 10µm and
refractive index 1.05 at Z = 0. (a) The detection direction (θout, φout) is (60°, 0).
(b)The detection direction (θout, φout) is (60°, 60°).
Again, we assume the scattering particle has diameter 10µm and refractive index
1.05. Figure 23 shows the scattering signals in the detection direction (θout, φout)
of (60°, 0) and (60°, 60°) when the Z-offset is 0. For each case, two bright spots of
distance about 10µm can be seen while one is stronger than the other. In addition,
it can be observed that Figure 23(b) is actually a 60°rotation of Figure 23(a).
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Figure 24: (a) The forward scattering (θout = 0) signals |A(X, Y, Z)| when Y -offset of
the particle is 0. (b) The forward scattering signals |A(X, Y, Z)| when Z-offset of the
particle is 0. (c) The total signal at θout = 0 which is the interference of the forward
scattering and the incidence. The three white lines represent possible trajectory of
the particle movement with different Y -offset. The scattering particle has diameter
10µm and refractive index 1.05.
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Now let us consider forward scattering with θout = 0. As shown in Figure 24(a),
the pattern of scattering signals with Y = 0 is analogous to the corresponding 2D
case (Figure 22) with two peaks. If we assume the Z-offset is 0, then the pattern of
scattering signal looks like a ring. The actual signal the photon detector can observe
on FSC is actually the interference of the scattering with the incidence, as shown in
Figure 24(c), whose pattern looks like the complement of the pattern in Figure 24(b).
The three white lines I, II, and III are possible trajectories of the particle passing
through the focus spot of the incident beam with different Y -offset. Therefore, when
Y = 0 (line I), and two dips with separating distance about the size of the particle are
expected to be observed in a time-domain measurement; when the Y -offset is a little
larger (∼ 2µm line II), the separating distance becomes small; and when the Y -offset
is much larger (∼ 4µm line III), one might only observe one dip in the time-domain
detection.
4.2 Experimental Demonstration
An experimental measuring result of time-domain FSC and SSC derived from the
MCARS flow cytometer [18] is shown in Figure 25.
There are two dips in the FSC curve and two peaks in the SSC curve. The two
dips in the FSC curve have almost the same depth and width, while one peak is
predominantly stronger than the other in the SSC curve. In addition, the distance
between the two dips in the FSC curve is the same as the distance between the
two peaks in the SSC curve. All these observations agree well with our theoretical
expectations presented in the previous sections. Since the interval distance between
the dips for FSC or peaks for SSC is linearly proportional to the particle size which
is barely affected by the refractive index of the particle, an accurate time-of-flight
morphological technique for focused-light flow cytometry can be developed based on
this phenomenon.
41
Figure 25: (Reproduced by the courtesy of Charles Camp Jr.) FSC (blue) and SSC
(red) waveform recorded from two amplified silicon detectors. Arrows and labels iden-
tify various measurable parameters, such as FSC and SSC, FSC and SSC amplitude,
and FSC and SSC (width) (N.B.: in this example SSC and FSC widths are the same;
thus, the labeling of FSC width was neglected for pictorial clarity).
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CHAPTER V
ULTRA-COMPACT ON-CHIP PLASMONIC LIGHT
CONCENTRATION
In this section, I will demonstrate a novel ultra-compact on-chip plasmonic light
concentrator (PLC) [45]. Some related techniques of plasmonic light concentration in
the literature have been reviewed in Section 1.2.
5.1 Hybrid Photonic-Plasmonic Structures for Nano-Scale
Light Concentration
The basic structure of the proposed PLC is a small triangle-shaped metal taper on top
of a dielectric waveguide, as shown in Figure 26(a). In our analysis of this structure,
the material for the metal triangle is gold (Au), and the material for the dielectric
ridge waveguide is either silicon (Si) or silicon nitride (Si3N4). The substrate is silicon
dioxide (SiO2). In addition, a SiO2 buffer layer is used to separate the metal triangle
and the dielectric ridge waveguide. The ambient material is water or air. The dimen-
sions of the ridge waveguide are chosen to support only the fundamental transverse
magnetic (TM, vertical polarization) mode and the fundamental transverse electric
(TE, horizontal polarization) mode. For the triange-shaped metal taper analyzed in
this section, I only take use of the fundamental TM mode for the light input, while the
fundamental TE mode will be considered for a dual structure which will be discussed
in Section 5.4. I set up the coordinate system with X-axis in the horizontal direction,
Y -axis in the vertical direction and Z-axis in the propagation direction of the input
light.
Figure 26(b) shows the top view of the metal triangle, which is isosceles. I use
the radius of curvature a at the tip to simulate how the tip of the triangle can be
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Figure 26: (a) Schematic of an ultra-compact PLC which is a hybrid dielectric-
plasmonic structure with a gold triangle taper integrated on top of a dielectric (Si3N4
or Si) ridge waveguide with a SiO2 buffer layer. (b) The top view of this hybrid
structure.
rounded up in real fabrications. I use W to denote the length of the base of the
isosceles triangle, and L to denote the the length of a perpendicular from the center
of the curved tip to the middle point of the base side. In particular, I will call W the
width of the triangle and L the length of the triangle throughout this proposal.
5.2 Hybrid Photonic-Plasmonic Waveguides
To analyze the behavior of this hybrid structure with the metal triangle on top, I first
do mode analysis on a hybrid photonic-plamsmonic waveguide with a metal strip on
top. Plasmonic waveguides [46–48] are waveguides that can guide SPP modes, which
are usually in a metal-insulator-metal (MIM) profile or an insulator-metal-insulator
(IMI) profile [49]. Hybrid photonic-plasmonic waveguides are waveguides that can
guide supermodes which can be decomposed into plasmonic parts and photonic parts.
Several different configurations of hybrid waveguides have been developed recently [50,
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51]. The hybrid photonic-plasmonic waveguides we discuss in this section are specific
to our settings.
As shown in Figure 27(a), the ridge waveguide is made of Si3N4 with dimensions
of 620 nm in width and 200 nm in thickness. The thickness of the SiO2 buffer layer is
100 nm. The Au strip has thickness of 40 nm and width of w. The ambient material is
water. Assume the working wavelength λ is 800 nm. At this wavelength, the refractive
index of Si3N4 is 2, the refractive index of SiO2 is 1.46, the refractive index of water
is 1.33, and the permittivity of Au is −24.02 + j1.18.
Here I study the supermodes in the hybrid waveguides by looking at possible
mode couplings between the modes in the corresponding purely photonic waveguide
(with the Au layer removed) and the modes in the corresponding purely plasmonic
waveguide (having Si3N4 changed to SiO2). Under the aforementioned dimensions,
the purely photonic waveguide only support the fundamental quasi-TM mode (de-
noted by TM0) and the fundamental quasi-TE mode (denoted by TE0). The TM0
mode can only couple with symmetric modes of the purely plasmonic waveguide, and
the TE0 mode can only couple with the asymmetric modes of the purely plasmonic
waveguide. I only consider the fundamental symmetric (S0) and asymmetric (A0)
modes of the purely plasmonic waveguide, since higher order modes are cut off with
the dimensions of our structure at the wavelength λ of 800 nm. Figure 27(b) shows
how two supermodes, HTM,0 and HTM,1, are derived from the superposition of the
TM0 mode and the S0 mode. The electric field lines are sketched for these modes.
Analogously, Figure 27(c) shows how two supermodes, HTE,0 and HTE,1, are derived
from the superposition of the TE0 mode and the A0 mode.
To give more details about the mode-coupling processes, I use a COMSOL software
to compute the eigenmodes at the wavelength λ of 800 nm based on finite element
method (FEM). Note that the effective indices neff of the propagating modes must
have real parts greater than 1.46, which is the refractive index of the SiO2 substrate.
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Figure 27: (a) The cross section and top view of a hybrid plasmonic-dielectric waveg-
uide. (b) Two hybrid modes (HTM,0 and HTM,1) come from the superposition of the
fundamental TM mode (TM0) of the purely dielectric waveguide and the fundamen-
tal symmetric mode (S0) of the purely plasmonic waveguide. (c) Two hybrid modes
(HTE,0 and HTE,1) come from the superposition of the fundamental TE mode (TE0)
of the purely photonic waveguide and the fundamental asymmetric mode (A0) of the
purely plasmonic waveguide.
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Figure 28 shows the normalized electric and magnetic mode profiles of TM0, S0,
HTM,0 and HTM,1, with the width w of the Au strip set to 620 nm. The electric
and magnetic field lines are plotted. This corresponds to the mode coupling process
explained in Figure 27(b). The TM0 mode has an effective index of neff = 1.5696,
the S0 mode has an effective index of neff = 1.7302 + j0.0223, the HTM,0 mode has an
effective index of neff = 1.5743 + j0.0094, and the HTM,1 mode has an effective index
of neff = 1.7992 + j0.0163.
Analogously, the related modes in Figure 27(c), TE0, A0, HTE,0 and HTE,1, are
illustrated in Figure 29. The TE0 mode has an effective index of neff = 1.6533, the
A0 mode has an effective index of neff = 1.7088 + j0.0238, the HTE,0 mode has an
effective index of neff = 1.7512 + j0.0213, and the HTE,1 mode has an effective index
of neff = 1.6273 + j6.1× 10−4.
The dispersion of the four propagating supermodes (HTM,0, HTM,1, HTE,0 and
HTE,1) is plotted in Figure 30 as the real and imaginary parts of the effective index
versus the width w of the Au strip. The minimum of the coordinate of real(neff) is
1.46, which is the refractive index of the SiO2 substrate. As I have mentioned, the
real part of the effective index of a propagating mode must be greater than 1.46.
Therefore, the HTE,1 mode is cut off when w < 180 nm as shown in the figure. The
imaginary part of the effective index accounts for the propagation loss.
The Real(neff) of HTM,0 is greater than the Real(neff) of HTM,1, and as w decreases,
the difference becomes larger. The imaginary parts follows the same trend. This is
because as w decreases, the light energy becomes more concentrated in the lossy metal
region for HTM,0, while the light energy becomes more concentrated in the dielectric
region for HTM,1. The mode profiles of both modes are illustrated in Figure 31,
where w = 60 nm. When w approaches 0, both the real and imaginary parts of the
effective index of HTM,0 goes to infinity, which means that the phase velocity goes
to 0 and HTM,0 becomes more and more like a localized mode. When w = 0, the
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Figure 28: The normalized electric and magnetic mode profiles of TM0, S0, HTM,0
and HTM,1. The width w of the Au layer is 620 nm. The wavelength λ is 800 nm.
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Figure 29: The normalized electric and magnetic mode profiles of TE0, A0, HTE,0
and HTE,1. The width w of the Au layer is 620 nm. The wavelength λ is 800 nm.
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Figure 30: Dispersion characterization of the four supermodes (HTM,0, HTM,1, HTE,0
and HTE,1) with respect to the width w of the Au strip. The wavelength λ is 800 nm.
metal strip vanishes and the HTM,1 mode is actually the purely photonic mode TM0.
Note that localization of propagating modes is one of the main mechanisms in our
triangle-shaped PLCs.
Using the same method of analysis, I can see that the HTE,0 mode evolves into
the purely photonic mode TE0 as w approaches 0. When w < 180 nm, the HTE,1
mode is cut off. This is the reason that I can not take use of the supermodes HTE,0
and HTE,1 in our application of light concentration based on triangle-shaped metal
tapers. The HTE,0 mode has its applications in a dual structure, as will be discussed
in Section 5.4.
The supermodes in the hybrid waveguide can be excited by the modes in the
corresponding bare (or purely photonic) waveguide. More specifically, the incident
mode TM0 in the bare waveguide can excite two supermodes (HTM,0 and HTM,1) of
the hybrid waveguide. The superposition of these two supermodes at the input end
should have the light energy more concentrated in the dielectric region to match the
incident TM0 mode. Since they have different effective indices, as can be seen from
the dispersion diagram in Figure 30, the two supermodes undergo a beat effect with
light energy bouncing back and forth between the dielectric region and the metal
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Figure 31: The normalized electric and magnetic mode profiles of HTM,0 and HTM,1.
The width w of the Au strip is 60 nm. The wavelength λ is 800 nm.





where BL(w) is the beat length. In particular, at a distance equal to half of the beat
length from the input end, the light energy is coupled mainly into the metal region.
5.3 Silicon-Nitride-based Plasmonic Light Concentrators
The ultra-compact PLCs introduced in Section 5.1 take use of three effects: mode
beat, nanofocusing and weak resonance. The efficiency of a PLC depends on the
interplay among the three effects. I will demonstrate these effects by analyzing the
performance of a Si3N4-based PLC, which is a triangle-shaped Au taper integrated
on a Si3N4 ridge waveguide.
For the dielectric part, I use the same size parameters as in Section 5.2: the Si3N4
ridge of width 620 nm and thickness 200 nm, and the SiO2 buffer of width 620 nm and
thickness 100 nm. The thickness of the Au triangle is 40 nm. The ambient material
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is also water. The coordinate system is set up as in Figure 26. In particular, the
coordinate origin is chosen such that the plane X = 0 cuts through the middle of
the Si3N4 ridge vertically, the plane Y = 0 coincides with the boundary between the
Si3N4 layer and the SiO2 substrate, and the plane Z = 0 goes through the center of
the curved tip.
Figure 32: Normalized electric field patterns in the planes horizontally (Y = 320 nm)
and vertically (X = 0) cutting through the Au layer. The length L of the Au triangle
is 900 nm, and the width W is 400 nm. The FCF is 12.6 with he radius of curvature
a at the tip being 20 nm.
As shown in Figure 32, I compute the electric field patterns in the horizontal (Y =
320 nm in (a) and (b)) and vertical planes (X = 0 in (c)) using a 3D FEM simulation
(COMSOL Multiphysics). Here Y = 200 nm +100 nm +20 nm, which comes from the
sum of the thickness of the Si3N4 layer, the thickness of the SiO2 buffer layer and
half of the thickness of the Au layer. The Au triangle has dimensions of L = 900 nm,
W = 400 nm and a = 20 nm.
Let |E0| be the average norm of the incident electric field in the Si3N4 region,
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which is calculated from the corresponding bare waveguide (the Au layer is removed).
Only the TM0 mode (vertical polarization) is carried in this bare waveguide. Let us
consider a cross-section plane D of the bare waveguide. Since the bare waveguide is
homogeneous in Z direction, I can simply choose A as the plane Z = 0 without lose of
generality. Note that D extends to infinity in both X and Y direction, while I reduce
the actual calculation within a bounded region. Let PA denote the total power flow














where S̄ is the time-averaged Pynting vector, η0 =
√
µ0/ε0 ≈ 120π is the wave
impedance of free space, nSi3N4 is the refractive index of Si3N4, and ASi3N4 is the area of
the cross section of the Si3N4 slab. Note that nSi3N4 = 2 and ASi3N4 = 620 nm×200 nm
with our choice of parameters. This equality assumes that the total power flow
through D is evaluated by a plane-wave approximation with the electric field E0
homogeneously distributed within the Si3N4 region. Therefore, E0 represents what I









The electric field patterns shown in Figure 32 are normalized to |E0|. The light
field becomes highly concentrated at the metallic tip. To evaluate the field concen-
tration induced by the PLC, I introduce a field concentration factor (FCF) as the
normalized electric field norm at the apex point (point P in Figure 32 (b) and (c)) in
the horizontal plane cutting through the Au layer. In particular, the FCF is 12.6 in
this case. Note that the FCF depends on the radius of curvature a. While reducing
a can afford higher FCF, I need to choose a large enough for a good estimation on
real fabrications. Here I let a = 20 nm, and write FCF(a = 20 nm) = 12.6.
As mentioned above, the field concentration is governed by three effects: mode
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beat, nanofocusing and weak resonance. I have analyzed in Section 5.2 that the
incident mode TM0 in the bare photonic waveguide can excite two supermodes, HTM,0
and HTM,1, in the corresponding hybrid waveguide with a metal (Au) strip integrated
on top. The triangle-shaped PLC can be considered as a taper with the width w of
the Au strip gradually going down to 0. Therefore, I can still use the two supermodes
for the Au taper in our analysis. The mode beat between the two supermodes can
transfer light energy quickly from the dielectric region to the metal region, and the
triangle taper performs plasmonic nanofocusing at the same time. A certain amount
of the light energy will be reflected at the tip. Thus I will also see some resonance.
This weak resonance also affects how much energy can be concentrated into the tip.
By adjusting the size parameters of the Au taper, I can coordinate the three effects
and optimize the efficiency of the PLC.
Figure 33: FCF vs Length L of the Au triangle. The width W is 300 nm for the
blue curve and 400 nm for the red curve. The wavelength λ is 800 nm. The radius of
curvature a at the tip is 20 nm.
Figure 33 shows how the FCF varies with respect to the length L of the Au triangle,
while the radius of curvature a is always assumed to be 20 nm. The wavelength λ is
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800 nm. The blue curve is for W = 300 nm, and the red curve is for W = 400 nm.
These curves are composed of two oscillatory parts, the slow variations corresponding
to the mode-beat effect and the ripples of high oscillation frequency corresponding to
the resonance effect. Both of them can be clearly seen from the figure.
I use Equation (24) to estimate the beat length for this triangular structure, where
w is set to be W/2 which is about the average width of the triangle. For the blue curve,
I have W = 300 nm and w = 150 nm. Therefore, the real part of neff(HTM,0(150 nm))




= 1896 nm .
Analyzing analogously on the W = 400 nm case (the red curve), I get w = 200 nm,
Real(neff(HTM,0(200 nm))) = 1.9216, Real(neff(HTM,1(200 nm))) = 1.5413, and
BL(200 nm) = 2104 nm. Note that the beat length for the W = 400 nm case is a little
bit larger than the beat length of the W = 300 nm case. The beat lengths can also be
estimated from the figure by approximately locating the the first minimums of slow
variation parts. These two methods of beat-length estimations agree with each other
very well. It is quite convenient to use the first method for a real design, because the
second method is a lot more time-consuming and lacks numerical accuracy. When L
is about half of the beat length, the light energy transfers from the dielectric region
to the metal region most efficiently, which results in a higher FCF, as can be seen
from the figure. This is actually a principle of design. More precisely, the tapering
evolution also induces energy coupling between the two supermodes, which is different
from the case for hybrid waveguides. In other words, the ratio of energy stored in the
two modes will change at different locations along the metal taper. Moreover, only
the HTM,0 mode becomes localized as the metallic tip.
The ripples on the curves come from to the resonance effect. Although the struc-
ture is not resonance-based, the resonance effect inevitably kicks in and affects the
efficiency of our structure adequately. To calculate the free spectral range (FSR), I
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For example, in the case ofW = 400 nm, I have w = 200 nm, Real(neff(HTM,0(200 nm))) =
1.9216, and FSR(200 nm) = 208 nm. This corresponds to about 15 peaks for the red
curve, a good matching with an actual counting on the figure. The FCF is usually the
highest, when L is chosen to be at a resonance peak close to half of the beat length.
Moreover, L can be further reduced to make the PLC supercompact, while still get
a high FCF. For example, the FCF is still larger than 10 with L = 500 nm for both
curves.
I also use the finite difference time domain (FDTD) analysis to do simulations for
the structure. Figure 34 shows the spectra of transmission, reflection and transmis-
sion+reflection for (a) L = 1µm and (b) L = 2µm. Set W = 400 nm and a = 20 nm
as usual. The wavelength range is 600 nm ∼ 1100 nm. Note that the bare waveguide
supports higher order TM modes when the wavelength is less than 700 nm.
Let us consider the L = 1µm case first. As having been computed, when
W = 400 nm, the beat length is about 2.1µm at the wavelength of 800 nm. Fur-
ther computations show that the beat length is stable over the wavelength range.
Therefore, 1µm is around half the beat length, when the PLC is expected to be most
efficient. Let the transmission be T , and the reflection be R. Then 1−T−R indicates
the power consumption on the metal structure due to the internal material loss and
the radiative loss. As shown in Figure 34(a), the resonance corresponds to the drops
in the transmission spectrum and peaks in the reflection spectrum. At the resonance,
the field is more concentrated in the metal region, which lowers down the transmission
and the overall T +R. At the same time, the higher field discrepancy at the metallic
tip causes larger reflection. It is noticeable that the reflection part contributes less
significantly to the overall T +R than the transmission part, and therefore the profile
of the T + R spectrum is basically determined by the transmission spectrum. When
56
Figure 34: Spectra of transmission, reflection and transmission plus reflection for the
Au triangle length (a) L = 1µm and (b) L = 2µm. The width W of the triangle is
400 nm. The radius of curvature a at the tip is 20 nm.
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the structure is off resonance, T + R is about 0.8, which means a certain amount of
power is still coupled into the the metal region. This is quite different from a typical
spectrum of a (plasmonic) resonator, which can reach a value very close to 1 when
the structure is off resonance. Figure 34(b) shows the spectra in the L = 2µm case.
The spacing between two successive drops in the transmission spectrum is clearly less
than that of the L = 1µm case. Moreover, since 2µm is close to the beat length, the
PLC is expected to be less efficient. As a result, the overall reflection is a lot smaller
than in the L = 1µm case.
In Figure 35, comparisons are made between the transmission spectrum and the
FCF spectrum for three groups of metal triangle lengths. The first group (Fig-
ure 35(a)) has lengths 0.4µm, 0.425µm and 0.45µm, the second group (Figure 35(b))
has lengths 1µm, 1.025µm and 1.05µm, and the third group (Figure 35(c)) has
lengths 2µm, 2.025µm and 2.05µm. Set W = 400 nm and a = 20 nm as usual. Re-
call that by definition, FCF(a = 20 nm) is the normalized norm of the electric field
at the point (0, 320 nm, 20 nm) in our coordinate system. When the wavelength is
less than 700 nm, the bare photonic waveguide supports higher order TM modes and
the hybrid structure supports more modes other than HTM,0 and HTM,1. Our analytic
model using two supermodes is no longer valid in this case. As a result, the field
concentration effect is tremendously suppressed. For wavelengths larger than 700 nm,
the vertical dashed lines indicate that a local minima of the transmission corresponds
almost exactly to a local maxima of the FCF, which means that the plasmonic struc-
ture is at resonance. Note that when L is small, the resonance wavelengths are more
sensitive to a change ∆L of L.
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Figure 35: Spectra of transmission and field concentration factor for lengths of Au
triangle (a) 0.4µm, 0.425µm and 0.45µm, (b) 1µm, 1.025µm and 1.05µm, and (c)
2µm, 2.025µm and 2.05µm. The width W of the triangle is 400 nm. The radius of
curvature a at the tip is 20 nm.
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5.4 Silicon-based Plasmonic Light Concentrators
I will discuss two types of PLCs integrated on silicon in this section. One is based
on tapering a strip hybrid photonic-plasmonic waveguide, which is analogous to the
Si3N4-based PLCs discussed in Section 5.2 and 5.3, and the other one is based on
tapering a slit hybrid waveguide, which can be considered as a dual structure to the
former one. Accordingly, I call the first type tapered-strip PLCs, and the second type
tapered-slit PLCs.
Figure 36 shows the mode analysis for a strip hybrid waveguide. The Si ridge has
dimensions 500 nm×250 nm, the SiO2 buffer has dimensions 500 nm×100 nm, and the
Au strip has dimensions w×50 nm. The ambient material is air. Assume the working
wavelength λ is 1550 nm. At this wavelength, the refractive index of Si is 3.48, the
refractive index of SiO2 is 1.45, and the permittivity of Au is about −115 + j11.
The corresponding purely photonic waveguide only support the fundamental TM
mode (TM0) and the fundamental TE mode (TE0). Using the same analysis as
in Section 5.2, the TM0 mode can only couple with the symmetric modes of the
corresponding purely plasmonic waveguide. As a result, under the aforementioned
dimensions, a light incidence of the TM0 mode can possibly excite two propagating
supermodes, HTM,0 and HTM,1. The real parts of the effective indices of HTM,0 and
HTM,1 are plotted in Figure 36(b). The HTM,1 mode is a propagating mode when w
is less than 90 nm, and becomes an evanescent mode (cut off) when w is larger than
90 nm. This is quite different from the case of the Si3N4-based hybrid waveguide I
discussed in Section 5.2, where HTM,1 is a propagating mode in the whole range of the
width of the Au strip. Figure 36(c) shows the electric mode profiles of the HTM,0 mode
with w = 500 nm and w = 50 nm, and the HTM,1 mode with w = 0 and w = 50 nm.
Note that HTM,1(w = 0) is just the purely photonic mode TM0. The HTM,0 mode
becomes more and more localized as w approaches 0.
Figure 37 shows the mode analysis for a slit hybrid waveguide. The dielectric
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Figure 36: (a) The cross section of a strip hybrid waveguide. The size parameters
are indicated. (b) Dispersion characterization of two supermodes, HTM,0 and HTM,1,
with respect to the width w of the Au strip. The wavelength is 1550 nm. (c) The
electric field profiles of the HTM,0 mode with w = 500 nm and w = 50 nm, and the
HTM,1 mode with w = 0 and w = 50 nm.
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Figure 37: (a) The cross section of a slit hybrid waveguide with the size parameters
indicated. (b) Dispersion characterization of two supermodes, HSTE,0 and HSTE,1,
with respect to the slit width w. The wavelength is 1550 nm. (c) The electric field
profiles of the HSTE,0 mode with w = 0 and w = 50 nm, and the HSTE,1 mode with
w = 500 nm and w = 50 nm.
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part has the same dimensions as in the strip hybrid waveguide, and the Au layer
has thickness 50 nm. The full width of the Au layer is 500 nm, and the width of the
opening is w. I still assume the ambient material to be air and the working wavelength
to be 1550 nm.
I only consider the TE0 mode of the corresponding purely photonic waveguide.
Note that when w = 0, the slit hybrid waveguide has no opening and coincides with
the strip hybrid waveguide with full width of the Au strip. Following the same analysis
as in Section 5.2, I see that only the HTE,0 mode is supported as a propagating mode in
this case. This is quite different from the case of the Si3N4-based hybrid waveguide,
where both HTE,0 and HTE,1 are propagating modes. Therefore, two supermodes
(HSTE,0 and HSTE,1) that can be coupled with the incident TE0 mode will be generated
by opening a slit in the Au layer. Figure 37(b) shows the the real parts of the effective
indices of HSTE,0 and HSTE,1, and Figure 37(c) shows the electric mode profiles of
the HSTE,0 mode with w = 50 nm, and the HSTE,1 mode with w = 0, w = 50 nm
and w = 500 nm. Note that HSTE,1(w = 0) is identical to the HTE,0 mode for the
strip hybrid waveguide with full width of the Au strip, and HSTE,1(w = 500 nm) is
identical to the purely photonic mode TE0. The HSTE,0 mode becomes more and
more localized, when w approaches either 0 or 500 nm.
Recall that the efficiency of an ultra-compact Si3N4-based PLC is mainly deter-
mined by three effects (mode beat, nanofocusing and weak resonance), as discussed
in Section 5.3. This is also true for both types of Si-based PLCs discussed in this
section. In particular, for a tapered-strip PLC, the incident purely photonic mode
is TM0, and the two beating supermodes are HTM,0 and HTM,1; for a tapered-slit
PLC, the incident purely photonic mode is TE0, and the two beating supermodes are
HSTE,0 and HSTE,1.
Figure 38 shows the normalized electric field patterns in the plane Y = 375 nm
for two PLCs of different types. The first one is a triangle-shaped tapered-strip PLC
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with L = 900 nm and W = 300 nm. The radius of curvature at the tip is 20 nm. The
second one is a tapered-slit PLC with length 800 nm. The width of the larger opening
at the input end is 300 nm, and the width of the small opening at the output end is
30 nm. Field concentration factors (FCF) can also be defined as the normalized norm
of the electric field at point (0, 375 nm, 0). In both cases, I choose the length of the
Au structure close to half of the beat length according to the principle of design in
Section 5.3. As shown in Figure 38(a), the FCF is about 15.2, and in Figure 38(b),
the FCF is about 12.5.
Figure 38: Normalized electric field patterns in the plane Y = 375 nm which hori-
zontally cuts through the Au layer for (a) a tapered-strip PLC and (b) a tapered-slit
PLC. The wavelength is 1550 nm.
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CHAPTER VI
EXPERIMENTAL DEMONSTRATIONS OF ON-CHIP
PLASMONIC LIGHT CONCENTRATION
The work present in this chapter is in collaboration with my colleague Maysamreza
Chamanzar and with Aniello Apuzzo and Sylvain Blaize from Laboratoire de Nan-
otechnologie et d’Instrumentation Optique (LNIO) at Université de Technologie de
Troyes (UTT). Experimental characterizations are performed on two Si-based samples
we fabricated, including scattering and near-field detections.
6.1 Design and Fabrication
The samples I designed for test has the dimensions as shown in Figure 39 including
both types of PLCs (tapered strips and tapered slits). As shown in Figure 39 (a1)
and (b1), the width of the bare waveguides is designed to be 500 nm and the height
is 220 nm, and the SiO2 buffer layer has thickness of 20 nm and also has width of
500 nm. The Au layer of the plasmonic pattern has thickness 30 nm. In design, the
width W of the tapered triangle is 300 nm while patterns of different lengths L are
fabricated (Figure 39 (a2)). Also, the tip of a tapered triangle is rounded up with
a radius of 20 nm. For the tapered slits, an initial outer width Wout is 400 nm, an
initial inner width Win of 300 nm, and the gap width at the tip is 50 nm. Also, there
are several different values of length L for different patterns. The reason that Wout
has value 400 nm which is smaller than the width of the Si waveguide underneath is
for the consideration of the two-step fabrication described below. Such a difference
won’t affect the functionality of the waveguide.
The fabrication is carried out in the the Nanotechnology Research Center (NRC)
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Figure 39: (a1) (a2): The dimensions of the Si waveguides and plasmonic tapered
triangles. In design, the triangles has width W of is 300 nm, several different values
of length L, and radius a of curvature at the tip is 20 nm. (b1) (b2): The dimensions
of the Si waveguides and plasmonic tapered slits. In design, the tapered slits has
an initial outer width Wout of 400 nm, an initial inner width Win of 300 nm, several
different values of length L, and the gap distance at the tip b is 50 nm.
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at Georgia Institute of Technology by my colleague Maysamreza Chamanzar. Be-
cause the hybrid device has two parts: the photonic structures (waveguides) and the
plasmonic structures, the fabrication procedure also consists of two major steps of
electron beam lithography (EBL), one for defining the photonic structure patterns
and the other for defining the plasmonic patterns respectively. The fabrication process
is on a 2µm buried oxide (BOX) layer.
The first step of electron beam lithography is carried out to define the triangle
plasmonic layer in polymethyl methacrylate (PMMA) electron beam resist. Then
2 nm titanium and 30 nm gold are evaporated on the sample and lift off is carried out
in 1165 microposit remover bath. In the next step, the waveguides were defined using
e-beam lithography and ICP etching.
Two duplicated samples were fabricated based on the same design. However,
alignment between the two steps is critical and different qualities among fabrications
of different samples can happen. Actually, the alignment of one of the samples is not
as good as the other. Figure 40 shows the scanning electron micrograph (SEM) of
the sample with a good alignment where the plasmonic patterns are well centered on
the Si waveguides (called ‘Sample I’), and Figure 41 shows the SEM of the sample
with a shifted alignment where the plasmonic patterns are shifted from the center of
the Si waveguides (called ‘Sample II’). Experimental characterizations are performed
on both samples.
As shown in Figure 40, we can see that the fabrication imperfections of the plas-
monic patterns happen mostly on two sides: one is the roughness of the outer bound-
aries of the patterns and the other is non-flatness of the top surface of the plasmonic
patterns. Both irregularities will affect the efficiency of light concentration. The di-
mensions of the fabricated structures are close to the design, although do not match
perfectly. The overall quality is satisfactory.
For Sample II, since the patterns are all shifted (Figure 41) about 60 ∼ 80 nm
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Figure 40: Some plasmonic patterns on Sample I. (a) and (b): tapered triangles; (c)
and (d): tapered slits
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Figure 41: Some plasmonic patterns on Sample II. (a) and (b): tapered triangles;
(c) and (d): tapered slits
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from the central line of the Si waveguide underneath, we can also expect the near-
field patterns and concentration efficiencies of the plasmonic patterns will be affected.
Theoretical analysis is performed to study the influence of misalignments. As shown in
Figure 41 (a) and (b), the tapered triangles still well sit on the waveguides underneath,
and the simulations will show that the concentration efficiencies won’t be affected
much. However, as shown in Figure 41 (c) and (d), one side of the tapered slits
actually collapse which will make those patterns unusable.
Figure 42: Some fabricated patterns on other samples (not sample I or II). (a) and
(b) long tapered Au triangles and (c): a long tapered slit.
Figure 42 shows some patterns we have fabricated other than samples I and II.
Generally speaking, these are long tapered strips and slits. These structures have
good fabrication qualities with acceptable roughness on the pattern boundaries.
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6.2 Mode Analysis
In this section, I will focus on analyzing the modes of the hybrid photonic-plasmonic
waveguides corresponding to the tapered strips, since near-field measurements are
performed on these patterns.
Figure 43: (a) and (b): The normalized electric and magnetic fields of the funda-
mental quasi-TM mode of the bare waveguide. (c) and (d): The normalized electric
and magnetic fields of the fundamental quasi-TE mode of the bare waveguide. The
wavelength is 1550 nm. The arrows demonstrate the electric field lines for (a) and
(c), and magnetic field lines for (b) and (d).
Figure 43 shows the normalized amplitudes of the electric and magnetic field of
the bare waveguide where only the fundamental quasi-TM and quasi-TE mode exist
as propagating modes. The dimensions of the bare waveguide are as designed, i.e.,
silicon (500 nm×220 nm) and silicon dioxide (500 nm×20 nm).
The mode effective index for the quasi-TM mode is 1.61, and the mode effective
index for the quasi-TE mode is 2.40. The values of the mode effective indices will be
different if the dimensions of the waveguide are not authentic to the design. Here are
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some examples. If the width is changed to 480 nm, then the mode effective indices
for quasi-TM and quasi-TE modes will be 1.59 and 2.36, respectively. If the width is
changed to 460 nm, then the mode effective indices for quasi-TM and quasi-TE modes
will be 1.57 and 2.31, respectively. If the width is changed to 520 nm and thickness
of Si is changed to 250 nm, then the effective indices are 1.88 and 2.54. Roughly
speaking, the effective index of either quasi-TM or quasi-TE mode will increase if the
dimensions of the cross section of the bare waveguide increase.
Figure 44: (a) The mode profiles for the propagating supermodes HTM,0, HTE,0 and
HTE,1 when the width w of the Au layer is 500 nm. b) The mode profiles for the
propagating supermodes HTM,0, HTE,0 when w = 200 nm. c) The mode profiles for
the propagating supermodes HTM,0, HTE,0 and HTM,1 when w = 60 nm.
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Figure 44 shows the E-field profiles of the propagating photonic-plasmonic super-
modes HTM,0, HTE,0 and HTE,1 when the width w of the Au layer is 500 nm, 200 nm
or 60 nm. The modes HTM,0 and HTE,0 are propagating modes for all the widths. As
shown in Figure 44(a), when w = 500 nm, HTE,1 is a propagating mode while HTM,1
is not; in Figure 44(b), when w = 200 nm, neither HTM,1 nor HTE,1 is a propagating
mode; in Figure 44(c), when w = 60 nm, HTM,1 is a propagating mode while HTE,1 is
not.
Figure 45: a) The cross section of the corresponding strip hybrid waveguide with
varied width w of the Au layer. b) The dispersion characterization of supermodes
HTM,0, HTM,1, HTE,0 and HTE,1 with respect to w. c) Dispersion characterization when
the thickness of the oxide layer is adjusted to 50 nm. d) Dispersion characterization
when the thickness of the oxide layer is adjusted to 100 nm.
The dispersion diagrams of the four supermodes with respect to the width w of
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the Au layer are plotted in Figure 45(b) where the oxide buffer layer has a thickness
of 20 nm (the same as the fabricated samples). For w in a region from 80 nm and
260 nm, the HTM,1 and HTE,1 modes are not supported as guided modes. As the
width w further decreases, the HTM,1 mode, which is a higher order quasi-TM mode,
appears. As the width w tends to zero, the effective index of the HTM,0 increases to
infinity, which means it is more confined around the plasmonic region, whereas the
HTM,1 mode stays around the dielectric waveguide. When w = 0, HTM,1 becomes the
fundamental quasi-TM mode in the bare waveguide.
Figure 45(b) and (c) show the dispersion diagrams of the supermodes when the
thickness of the oxide layer is increased to 50 nm and 100 nm respectively. One can
observe that the effective indices of the HTM,1 mode and HTE,0 mode does not change
much for different thicknesses of the oxide layer, while the HTM,0 mode and HTE,1
mode have effective indices that are quite sensitive to the oxide layer thickness. The
reason that the HTM,1 mode and HTE,0 mode are relatively not quite affected by the
thickness change is that they are closer to the purely photonic modes (the fundamental
quasi-TM and quasi-TE modes) of the corresponding bare waveguide.
For the incident fundamental quasi-TM of the Si waveguide at 1550 nm, only the
HTM,0 and HTM,1 supermodes can be excited at the input of the plasmonic nanotaper
(i.e., at W = 300 nm). As soon as these supermodes are excited, they propagate
through the plasmonic nanotaper and they couple through a directional coupling
mechanism. Recall that the beat length BL is defined as the length over which
the relative phase of the supermodes differ by 2π, which is inversely proportional to
the real part of the difference between their effective indices and can be obtained as
BL(w) = λ/real(4neff(w)), where λ is the operation wavelength. BL decreases as
the light propagates along the triangle since the effective index of HTM,0 increases as
the width of the triangle nanotaper decreases. Finally, the effective index of HTM,0
increases asymptotically to infinity and thus the BL approaches zero at the apex of
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Figure 46: (a) Dispersion diagrams of the supermodes HTM,0 and HTM,1 for the hybrid
waveguides with different thickness d of the silicon dioxide layer (d = 20 nm for blue
curves, d = 50 nm for green curves and d = 100 nm for red curves). (b) Electric
field profile in the middle plane of the gold layer with a zoom at its apex. The
field is normalized to the average electric field amplitude in the corresponding bare
waveguide. The field concentration factor (FCF) is the normalized field amplitude at
the apex point ‘P’. The thickness of the silicon dioxide layer is 20 nm. The tapered
triangle has width 300 nm and length 750 nm. c) The field concentration factor (FCF)
and the E-field amplitude at point ‘Q’ verses the length L of the nanotaper. The width
of the taper is fixed at 300 nm. The thicknesses of silicon dioxide layer are 20 nm,
50 nm and 100 nm for curves of color ‘blue’, ‘green’ and ‘red’, respectively.
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the triangle nanotaper, where the group velocity asymptotically approaches to zero.
As a result, the electromagnetic energy is focused at the apex of the nanotaper in a
very small volume.
Based on the dispersion diagrams in Figure 46(a) for the HTM,0 and HTM,1 modes,
the average beat length of the nanotaper with 20 nm-thick, 50 nm-thick and 100 nm-
thick oxide layer is estimated to be around BL(w = 150 nm) = 1.4µm, 1.8µm and
2.4µm. Using the design principle introduced Section 5.3 which says the PLC is
most efficient when its length is around half of the beat length, we can expect that
the FCF − L curve for each has a maximum around L = 0.7µm, 0.9µm and 1.2µm
for oxide layer thickness 20 nm, 50 nm and 100 nm respectively, which is verified in
Figure 46(c) (the slow variation in each of the curves). In addition, in Figure 46(c), the
electrical field amplitude at point ‘Q’ is computed as a monitor of light transmission
in the photonic waveguide, and one can observe that the FCF is maximum when
the strength of the electric field is minimum at point ‘Q’. This correlation implies
higher consumption of the input optical power and hence lower optical transmission.
Moreover, the ripples on the curves of FCF come from weak resonances between the
forward wave propagating and the reflected wave at the apex of the nanotaper.
6.3 Field Simulations of Mixed TM-TE inputs
In this section, simulations of different ratios of mixed TM-TE inputs are shown
and discussed. Two types of plasmonic nanotapers are discussed, i.e., L = 750 nm
triangle and L = 900 nm shifted triangle, corresponding to the fabricated patterns in
Figure 40(a) and 41(a), respectively.
For L = 750 nm, Figure 47 and 48 show the profiles in the middle plane of the Au
layer of the the electric field amplitude |E|, the amplitude (Ex, Ey and Ez) and phase
(ϕx, ϕy and ϕz) of all three components of the electric field for purely TM input and
TE input, respectively.
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Figure 47: The upper panel is the electric field amplitude profile in the middle plane
of the Au layer with a TM input. The amplitude (Ex, Ey and Ez) and phase (ϕx, ϕy
and ϕz) of all three components of the electric field are shown in the following panels.
The length L of the nanotaper is 750 nm.
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Figure 48: The upper panel is the electric field amplitude profile in the middle plane
of the Au layer with a TE input. The amplitude (Ex, Ey and Ez) and phase (ϕx, ϕy
and ϕz) of all three components of the electric field are shown in the following panels.
The length L of the nanotaper is 750 nm.
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As expected, only the TM input induces nanofocusing and the strongest focused
field component is Ez. It is interesting to notice that the plasmonic nanotaper distorts
the phase of the guided waves.
Figure 49: Interference patterns of E-field amplitude for a mixed TM and TE input
with fixed phase ϕTM of TM input being 0 and varied phase ϕTE of TE input. The
amplitude ratio of TM and TE inputs is 1 : 1.
Now, let us consider a mixed input of TM-TE amplitude ratio 1 : 1 and different
relative phases. As shown in Figure 49, for phase differences spread over [0, 2π]
(0, π/4, π/2, 3π/4, π, 5π/4, 3π/2, 7π/4) at a certain reference point, one can see that
the field distributions along the two sides of the tapered triangle become a little
asymmetric. However, the maximum amplitude of normalized E-field around the
apex is still around 15, which does not change much from a pure TM input.
Since the energy coupling of the TM input into the metallic layer is a lot stronger
than the TE input, the interference patterns around the plasmonic nanotaper are
shown in Figure 50 when the TM-TE amplitude ratio changes 1 : 3 which makes
79
Figure 50: Interference patterns of E-field amplitude for a mixed TM and TE input
with fixed phase ϕTM of TM input being 0 and varied phase ϕTE of TE input. The
amplitude ratio of TM and TE inputs is 1 : 3.
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their plasmon excitations more balanced. As a result, the asymmetry along the two
sides of the tapered triangle becomes more prominent for each different relative phase
of the quasi-TM and quasi-TE inputs. In addition, the maximum amplitude of E-field
around the apex becomes more unstable (e.g., when ϕTE = 3/2π, the maximum value
can be around 17.).
Figure 51: The upper panel is the electric field amplitude profile in the middle plane
of the Au layer with a TM input. The amplitude (Ex, Ey and Ez) and phase (ϕx,
ϕy and ϕz) of all three components of the electric field are shown in the following
panels. The plasmonic nanotaper is shifted in the X direction of 80nm and has length
L = 900 nm.
For the shifted nanotaper of L = 900 nm, Figure 51 and 52 show the profiles of
|E|, Ex, Ey and Ez, ϕx, ϕy and ϕz of the electric field for purely TM input and
TE input, respectively. Since the fabricated structure is shifted from the central line
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Figure 52: The upper panel is the electric field amplitude profile in the middle plane
of the Au layer with a TE input. The amplitude (Ex, Ey and Ez) and phase (ϕx,
ϕy and ϕz) of all three components of the electric field are shown in the following
panels. The plasmonic nanotaper is shifted in the X direction of 80nm and has length
L = 900 nm.
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of the waveguide, the mode coupling becomes more complicated. With a quasi-TM
input from the barewaveguide, TE-like supermodes will also be excited, and vice
versa. The excited patterns from both polarizations of inputs are asymmetric, and
in particular, a hot spot at the apex of the taper can be generated from a quasi-TE
input with the maximum amplitude of E-field of about 5.5. For comparison, a purely
quasi-TM input can generate a maximum amplitude of E-field of about 8.4.
Figure 53: Interference patterns of E-field amplitude for a mixed TM and TE input
with fixed phase ϕTM of TM input being 0 and varied phase ϕTE of TE input. The
amplitude ratio of TM and TE inputs is 1 : 1.5. The plasmonic nanotaper is shifted
in the X direction of 80 nm and has length L = 900 nm.
Figure 53 shows the interference patterns on the nanotaper with a mixed input of
TM-TE amplitude ratio 1 : 1.5 and different relative phases. It can be seen that the
maximum amplitude varies in a wide range (7 ∼ 14) because both the quasi-TM and
quasi-TE input can induce field concentration at the apex.
Figure 54 shows the FCF curves for different X-shift of the plasmonic pattern for
values from 0 to 100 nm with a purely quasi-TM input. The FCF decreases and shifts
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Figure 54: The FCF versus L curves for several values of X-shift of the pattern from
the central line of the waveguide. The input is purely quasi-TM
as the X-shift of the plasmonic pattern increases, while the actually differences are s-
mall. This means the PLCs presented here are tolerant to the fabrication imperfection
on alignment of the plasmonic patterns.
6.4 Experimental Demonstration of the Si-based Plasmonic
Light Concentration using the NSOM System
Near-field scanning optical microscopy (NSOM) technique breaks the far field diffrac-
tion limit by exploiting the properties of evanescent waves. It is employed as a
powerful tool for the investigation of the near-field optics in integrated optics devices.
Historically, the original idea of imaging optical near-field was proposed to use the
scattered light from a small particle or collected light through a tiny aperture to
overcome the diffraction limit of conventional microscopy techniques [52]. These ap-
proaches lead to two main operation modes of current near-field imaging techniques:
aperture-based mode and apertureless mode. Currently available NSOM systems
fall into the category of scanning probe microscopy (SPM), whose probing tips are
either metal-coated tapered optical fibers (aperture-based mode) or coated atomic
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force microscopy (AFM) tips (apertureless mode). The AFM technique is also used
to provide feedback control on probe scanning and keep the NSOM tip distance with
the photonic structure surface constant. NSOM techniques have been used to image
near-field intensity of the optical mode profile in different integrated optic devices, in-
cluding waveguides [53], optical resonators [54], and plasmonic devices [55]. Recently,
some people use NSOM systems to experimentally demonstrate the newly discovered
plasmonic nanofocusing effects [40,42,44].
6.4.1 The NSOM systems used for measurements
NSOM measurements of our plasmonic samples were performed both in aperture-
based mode in the photonics group at Georgia Institute of Technology and in aper-
tureless mode in Laboratoire de Nanotechnologie et d’Instrumentation Optique at
Université de Technologie de Troyes.
The NSOM system in our group is developed and modified from a commercial-
ly available NSOM system (Multi view 2000, Nanonics Inc.) to work in aperture
operation mode. Figure 55 shows a schematic and a picture of this NSOM system.
The input light comes from a tunable laser (HP7560, HP-Agilent) with tuning range
1520 nm ∼ 1580 nm (optical communication wavelengths). Figure 55(c) is an SEM
of an NSOM probe which is a tapered fiber tip coated with gold where there is an
aperture of diameter about 200 nm on the tip. A fiber polarization controller is used
to adjust the polarization. Light is coupled into a waveguide with a plasmonic light
concentrator integrated on top, and NSOM signals are collected around the plasmon-
ic pattern with tip-scanning controlled by a feedback system. A lock-in amplifier
(Stanford Research Systems) is used to enhance sigal-to-noise ratio (SNR) from the
optical detection of the NSOM signal. Both the AFM signal and NSOM signal are
collected and data-processed to provide the topography and near-field images of the
structure simultaneously.
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Figure 55: (a) Schematic of the characterization setup for near-field measurement.
(b) A picture of the working NSOM system. (c) an SEM of an NSOM probe tip.
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The plasmonic nanotaper is excited with a light input into the waveguide of input
power about several milliwatts. The NSOM probe will scan the topological surface
in the area around the plasmonic pattern, and the aperture of the probe will collect
light intensity information at each pixel when working in collection mode.
Figure 56: Schematic of the s-NSOM system. (Reproduced by courtesy of Aniello
Apuzzo)
The NSOM system in LNIO at UTT is working in a heterodyne apertureless
mode with an AFM tip as the NSOM probe. A silicon atomic force microscope
(AFM) probe with a nominal apex diameter of 15 nm was used to locally probe the
optical near field. Therefore, the resolution is a lot higher than the NSOM system at
Georgia Tech. The experimental setup is equipped with polarization controllers and
tapered lensed polarization-maintaining fibers to precisely control the polarization of
the incident light. In addition, this system can work either as an s-NSOM (“s” stands
for “scattering”) or a p-NSOM (“p” stands for “perturbation”). In Figure 56, the
system is tuned into scattering mode. The scattered light of the near field induced
by the AFM tip is collected by a confocal microscope. And in Figure 57, the system
87
Figure 57: Schematic of the p-NSOM system. (Reproduced by courtesy of Aniello
Apuzzo)
is tuned into perturbation mode, where the perturbation of the AFM tip on the near
field is captured by directly measuring the transmission of the waveguide.
6.4.2 Experimental results
Figure 58 shows a measurement of near field on a PLC using the aperure-based
NSOM system. Figure 58(a) is a top scattering pattern captured by a high definition
IR camera. Because of some small roughness of the Si waveguide, one can see some
light spots on the input region of the waveguide to the PLC (Figure 58(a)). The
high intensity bright spot right upon the PLC shows that light energy transfers from
the Si waveguide into the PLC. In contrast, after the PLC, the scattering from the
Si waveguide is quite weak, which means a low transmission. Such a phenomenon is
also confirmed by the near-field measurement (Figure 58(b)).
Now let us turn to discuss in more details the results from the heterodyne aper-
tureless NSOM system whose resolution is a lot higher. The following work in this
section is done in collaboration with Maysamreza Chamanzar, Aniello Apuzzo, Rafael
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Figure 58: (a)Top scattering pattern of a PLC. (b) Near field measurement of light
intensity by the aperture-based NSOM. The operation wavelength is 1550 nm.
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Figure 59: Measured optical near field along the integrated PLC under a light ex-
citation at 1550 nm with an uncontrolled polarization. The upper panel represents
the integrated PLC on a Si waveguide. (a) AFM topography of the Si waveguide in
the input zone before the plasmonic nanotaper. Optical amplitude and phase NSOM
images showing the multimodal behavior of the waveguide. (b) AFM topography
around the plasmonic triangle (inside the white circle). 2D NSOM mapping of the
hybrid coupler reveals a strong interaction between the triangle nanotaper and the Si
waveguide (c) AFM topography of the bare waveguide taken immediately after the
coupling zone. The light pattern is a clear manifestation of a TE-like propagating
mode. (d) FFT spectra of the complex electric field profile as function of the modal
effective index. Black, blue and red curves are referred to the three different zones,
where the NSOM measurement was performed: on the input zone of the waveguide,
on the hybrid structure region, and on the output part of the waveguide. The inset
shows only the forward propagating modes, where it can be seen that the TM-like
and TE-like modes are consumed differently in three parts of the sample.
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Salas-Montiel and Sylvain Blaize [58].
In order to observe the behavior of the electromagnetic modes propagating along
the structure, we first removed the polarizers to excite the PLC structure with ellipti-
cal light at the wavelength of 1550 nm. The experiments were conducted for a pattern
with a plasmonic nanotaper of about 750 nm. We scanned the electromagnetic modes
along the structure at three different locations, in the input waveguide (Figure 59(a)),
in the nanotaper zone (Figure 59(b)), and in the output waveguide (Figure 59(c)),
respectively.
Figure 59(a) reveals a lightwave pattern characterized by a field highly concentrat-
ed both on the edges and on the top center of the bare waveguide. This observation
indicates that both the fundamental TM-like and TE-like modes propagate in the
Si waveguide. As a result, the two co-propagative modes induce a longitudinal pe-
riodic pattern in the near field profile that is also clearly visible. In addition, we
observe very short longitudinal oscillations due to interferences between propagative
and contra-propagative waves produced by reflections from the PLC and from the
waveguide output facet.
The beating pattern produced by TM-like and TE-like modes is also visible in
the phase image (shown in the bottom row of Figure 59(a), (b), and (c)), where
we note a distortion of the wavefronts, and also many phase singularities at some
points where the field vanishes due to destructive interferences of different modes.
As expected, we observe an enhancement of the optical near field signal at the PLC
location indicated by the white dashed circle in the topography image (Figure 59(b)
middle row). Moreover, part of the incident light also couples to radiative modes as
confirmed by the presence of concentric wavefronts in the phase map in Figure 59(b).
An interesting observation from the amplitude and phase maps is that the interference
mode beating is more pronounced in the input region and vanishes at the output
region (Figure 59(c)). Also, it can be seen from Figure 59(c) that light is mostly
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confined at the edge of the waveguide, implying the existence of TE-like modes at
the output region. This plot shows that the TM-like mode is mostly coupled to the
plasmonic nanotaper and is “consumed”, whereas the TE-like mode passes through
the plasmonic nanotaper region with minimum interaction. It was expected from our
theoretical analysis that the fundamental TM-like mode in the Si waveguide has a
stronger coupling to the plasmonic nanotaper.
To quantify these qualitative observations, we performed a spatial Fourier analysis
of the complex electric field along the direction of propagation using fast Fourier trans-
form (FFT) to obtain the mode propagation constants. As shown in Figure 59(d),
the black curve shows the fundamental harmonics of the TM-like and TE-like modes
in the input region before the plasmonic nanotaper with the effective index values
of nTM = 1.83 and nTE = 2.43, respectively. These values agree with the simula-
tion results of nTM = 1.6105 and nTE = 2.3977. The forward propagating modes
are indicated by positive effective index values and the backward propagating guid-
ed modes are indicated by negative effective index values. The amplitudes of the
FFT spectra show the power spectral density of the modes. It is evident from the
inset of Figure 59d that the power of the fundamental TM-like photonic mode (TM0)
is significantly decreased after passing through the plasmonic nanotaper due to the
coupling to the plasmonic modes compared to the power of the fundamental TE-like
mode. The transmittance, defined as the ratio of the output power to the input
power for the TM0 mode (inset of Figure 59d) can be obtained as TTM = 2%. In
order to estimate the PLC intrinsic reflectance RTM we have to take into account
the reflection coming from the waveguide output facet, say Routput. Then, from the
overall reflection Rinput measured from Figure 59a in the input waveguide, we obtain
RTM = Rinput − Routput = 6%. Therefore, the power lost by the PLC (scattering and
absorption), amounts to PExtinction,TM = 92%. In an analogous way, the experimental
transmittance and reflectance for TE-like incidence are estimated to be TTE = 32%
92
and RTE = 2% respectively, leading to PExtinction,TE = 66%. The strong extinction
of the TM incidence confirms that this mode strongly interacts with the PLC as
expected from the simulations.
Figure 60: Measured optical near field along the integrated PLC under TM-like
photonic mode excitation:(a) AFM topography and (b) optical near field amplitude
around the PLC on silicon waveguide. (c) Simulated profiles (|E| and |Ey|) of electrical
field amplitude on the surface 20 nm above the geometric surface around the plasmonic
pattern. (d) AFM topography and (e) high-resolved NSOM images of the PLC at
the tip of the triangle.
To go further in the experimental investigation, we fixed a TM-like incidence, and
we performed a higher resolution NSOM scan over a small area on top of a plasmonic
nanotaper (Figure 60). This nanotaper pattern under measurement has some shift
from the central line of the waveguide. However, it barely affects the concentration
efficiency as demonstrated in the FCF curves in the Figure 54. Figure 60(b) and
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60(e) clearly demonstrates the strong nanofocusing of light at the apex of the PLC.
In addition, a standing wave pattern in a region just before the PLC can be
observed as a result of the interference between the forward and backward TM-like
modes originating from the reflections caused by the mismatch between the photonic
waveguide mode and the hybrid modes in the PLC region. It can be seen that the
amplitude profile has a strong peak at the apex. To obtain the effective mode volume
of the concentrated electric field, we have measured the lateral profiles as well. The
longitudinal confinement along the z-axis profile can be characterized by the full
width at half maximum of the squared electric field profile as 4zFWHM = 130 nm
and similarly the lateral confinement along the perpendicular direction (not shown)
can be obtained as 4xFWHM = 100 nm. The experimental results indicate that the
effective area of the focused spot at a plane on top of the plasmonic nanotaper is
thus Aeff = 4zFWHM4xFWHM = 0.013 µm2. This value is a direct measure of the
effective mode area and is thus a confirmation of sub-wavelength concentration of
electromagnetic radiation. The experimental effective volume (Veff = Aeff •4y) of the
electric field energy density around the apex of the nanotaper could not be measured
since precise scanning of the near fields along the y-axis (4y) is not easily possible.
An estimation of the field confinement along the vertical direction, however, can be
carried out using the method discussed in [56]. The calculated effective volume is
thus Veff,cal = 0.00086 µm
3, a mode volume that is 177.5 times lower than the limit
of diffraction in all three dimensions (Veff,cal = 0.00563(λ/(2n(rmax)))
3). Therefore,
we estimate the vertical extent of the concentrated mode to be 4y = 70 nm. Here,
n(rmax) is the value of the index of refraction at the position maximum of the squared
electric field. Through this calculation, we calculated the effective area at several xy-
planes and we found that the maximum electric field energy density is confined into
the oxide layer (n(rmax) = 1.45). Furthermore, the calculated effective area, taken at
20 nm from the surface of the gold nanotaper, is Aeff,cal = 0.0124 µm
2, which agrees
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with the experimental value.
The field concentration factor (FCF) is another figure of merit that quantifies the
nanofocusing effect in the plasmonic structure. The direct measurement of FCF from
our NSOM experimental results is not possible since the average electric field inside
the Si core on a reference waveguide is not accessible. Moreover, it is hard to find
a representative reference waveguide on the sample, since the coupling conditions
vary from one waveguide to the other. However, we can measure the maximum
field amplitude at the apex of the plasmonic triangle and compare it to the field on
the surface of the same waveguide after the nanotaper tip along the dashed line in
Figure 60(b), where the electric field amplitude is almost constant (the electric field
at the point 400 nm after the nanotaper tip is actually picked as the reference). We
define the ratio of these two fields as the enhancement factor (EF). The EF is then
estimated from our experimental results to be ∼ 12.5. For comparison, Figure 60c
shows the simulation results of electrical field amplitude profiles simulated profiles
(|E| and |Ey|) 20 nm above the surface of the metal, from which we can estimate
an EF of 12.2 from the |Ez| profile and 14.5 from the |E| profile. The experimental
results and the theoretical estimations agree. The NSOM picks out more signal of Ey
component than that of the other electrical field components, since the AFM tip is
along the y -direction. The experimental results and the theoretical estimations agree
well with a rough assumption on the average distance of the NSOM probe from the
measured surface to be around 20 nm. It should be noted, however, that the scattering
differential cross section of the NSOM probe is strongly influenced by its interaction
with the structure. One consequence of this interaction is that the radiation pattern
detected in the far field rapidly changes depending on the position of the probe
relative to the sample and to the local field polarization [57]. In our simulations, we
have focused on the behavior of the structure in the absence of the NSOM probe.
Further research is needed in order to understand in detail the interaction between
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the plasmonic nanotaper and the NSOM probe particularly at its apex and therefore,
get a quantitative and reliable measurement of the field enhancement factor.
Figure 61: (a) An AFM of the plasmonic taper which is the same one as in Figure 60.
(b) (c) (d) The p-NSOM images under several different input polarizations.
To compare the interference patterns on the plasmonic nanotaper with the exis-
tence of both quasi-TM input and quasi-TE input (Figure 53), we also took p-NSOM




SOME APPLICATIONS OF ON-CHIP PLASMONIC
LIGHT CONCENTRATORS
In this chapter, I propose two application of on-chip PLCs: one is on plasmonic
nano-trapping, and the other is phase-induced local-field configuration.
7.1 Optical Trapping of Nano-particles
7.1.1 A review of optical trapping techniques
Compared to its invaluable ability in encoding and transmitting information about
the world around us, light has a less prominent mechanical effect on material objects.
Although this property of light has been known as early as when Maxwell’s equations
were discovered, optical forces used to be considered too weak for applications. In
the 1980’s, Ashkin and his colleagues demonstrated that optical forces can be used to
confine or propel micro-objects [59]. This ground-breaking work inspired numerous
followers to explore the possibilities of generating and taking use of optical forces with
a combination of various techniques. This emerging field is called “optical trapping
and manipulation” nowadays [60,61].
Light scattering and absorption by an irradiated object result in an exchange of
momentum between the incident photon and the object. An optical force is applied
to the object due to its momentum change. When a micro-particle or a nano-particle
whose refractive index is different from that of the ambient medium is placed very
close to the focus point of a focused laser beam, two types of optical forces will
be generated which can be considered separately in most cases. The first type of
force is called scattering force, which comes from the radiation pressure of the light
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that propels the particle in the direction of light propagation. The second type
of force is called gradient force, which comes from the inhomogeneous distribution
of light intensity. When the refractive index of the particle is higher than that of
the ambient medium, the gradient force attracts the particle toward the location of
the highest optical intensity. If the light beam is tightly focused with high enough
power, then the gradient force can compensate the thermal force (Brownian motion)
and the scattering force so that the particle is trapped in the region of high optical
intensity. In particular, if the location of the beam focus is moving gradually, the
particle will follow its movement as being tweezed. This makes the idea in Ashkin’s
original work [59], and the configuration is called an optical tweezer. In contrast, if
the particle’s refractive index is lower than that of the ambient medium, the gradient
force pushes the particle away from the region of high optical intensity. In most
experiments, the intensity of the incident light is in the range of a milliwatt (mW) up
to a watt (W), and the generated optical force is in the range of tens of femtonewton
(fN) up to tens of piconewton (pN).
After a development of more than 30 years, today’s techniques for optical trapping
and manipulation employ many novel configurations and lots of exciting applications
have been found:
(1) Single-beam optical tweezers
The best-known tool of optical manipulation is still the optical tweezer invented
by Ashkin and his colleagues, which is based on a single tightly focused beam. A
protocol of how to set up an optical tweezer system is available in [63]. Nowadays
such techniques have been commercially available [64].
(2) Dual-beam optical trap
This configuration is based on two counter-propagating moderately focused laser
beams, which was also proposed by Ashkin in an earlier work [65]. One advan-
tage of this configuration is that relatively low light intensity is required due to the
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compensation of scattering forces between the counter-propagating beams. Modern
adaptations of this configuration include low intensity 3D confinement dual-beam
trapping [66, 67], dual-beam or multiple-beam fiber trapping schemes [68, 69] and
optical stretchers [70].
(3)Rotation of micro-objects using optical forces
In addition to providing spatial confinements, optical forces can also transfer the
angular momentum to the trapped objects and make them rotate. There are sever-
al different mechanisms to realize such light-induced rotations. The light itself can
carry angular momentum. In particular, there are two kinds of light angular mo-
mentum. The first kind is called orbital angular momentum, which can be carried
by Laguerre-Gaussian (LG) beams and be transferred to absorptive particles [71,72].
The other kind is called spin angular momentum, which can be carried by circular-
ly polarized beams and be transferred to birefringent particles or shape-birefringent
particles which are elongated along one axis [73–76]. Based on the same principle, a
rotation of the polarization of a linearly beam will induce a rotation of the trapped
birefringent particle [77–79]. Other techniques use objects with specially designed
shapes [80,81] or tune the wave-front of the trapping beam by phase modulation [82].
(4)Trapping and manipulation using optical near-fields
An optical near-field is a non-propagating electro-magnetic field that exists very close
to an optical interface and is usually in the form of an evanescent field/wave with light
intensity decaying exponentially away from the interface. One conventional method
of generating an evanescent wave from free space uses total internal reflection (TIR)
at an interface between a glass prism and a medium (e.g. water) of lower refractive
index. The gradient force caused by the intensity distribution of the evanescent wave
attracts the particles to the surface, and the scattering force caused by the wave prop-
agation can guide the particles along the wave propagation direction which is parallel
to the surface. This is a technique of light-induced migration [83, 84]. By making
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interference pattern on the surface, optical traps can be generated on the surface.
Several optical sorting techniques (separation of particles of different nature) have
been developed based on this principle [85–88]. Optical near-fields can also be gener-
ated by tapered optical fibers (nano-wires) [89,90], waveguides, plasmonic structures
and many integrated structures, which will be discussed more in the following parts.
(5) Trapping and manipulation with integrated optics
Techniques of optical trapping and manipulation using integrated optics started in
the 1990’s, when people found that the evanescent field of an optical waveguide could
be used to trap and drive micro-particles [91]. Later on, further development of these
techniques found applications in delivery, sorting and assembly of micro-particles and
living cells [92–94]. These techniques fit naturally into the platform of optofluidics
together with other “lab-on-a-chip” devices [95–97]. Using such an optofluidic plat-
form, a remarkable recent achievement is a realization of trapping and transportation
of nano-particles and biomolecules using slot waveguides [98]. To improve the trap-
ping process efficiency, optical resonators are also included to enhance the optical
field [99].
(6) Plasmon-induced trapping and manipulation
Among the optical trapping and manipulation techniques, those using plasmons
are developed only recently. The first experimental observation of surface-plasmon-
enhanced optical manipulation was reported in 2006, where the excited surface plas-
mon polaritons (SPP) in thin metal layers generated significant field enhancement
to the near-fields, and thus the optical forces [100]. Trapping and manipulation of
micro-particles can also be realized by near-fields generated by localized surface plas-
mons on patterned metallic surfaces [101] or around randomly distributed metallic
nanoparticles [102].
Trapping of nano-particles is extremely challenging to conventional trapping tech-
niques whose light confining abilities are restricted by the diffraction limit. Recall
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that the magnitude of a trapping force is proportional to both the object volume and
the light intensity gradient. Moreover, the thermal (or Brownian) motion becomes
more prominent at nano-scale. Therefore, to generate an optical trapping force strong
enough to compensate the thermal motion, the power of the trapping laser is required
to be very high which can easily destroy the nano-objects. Plasmonic metallic struc-
tures are well-known for the unprecedented ability of breaking the diffraction limit
and achieving large field enhancements in small volumes [104]. Therefore, in addition
to the aforementioned applications of trapping and manipulation in the micro-scale,
plasmonic techniques have tremendous potential in the area of nano-trapping. In
recent years, several promising approaches using plasmons have been reported, al-
l of which are based on metallic nano-structures including gap antennas [105, 108],
nano-apertures made on gold films (using the so-called self-induced back-action effec-
t) [106,107], and gold nano-pillars [109].
7.1.2 Plasmonic Nano-Trapping based on-chip PLCs
The approach proposed here falls in the category of plasmonic nano-trapping. It is
based on-chip PLCs discussed in the previous chapters, which is highly efficient in
concentrating light from an photonic waveguide into nano-scale
I am going to demonstrate the ability of nano-trapping using the Si3N4-based PLC
discussed for Figure 32 in Section 5.3.
When the radius of the particle is less than 1/20λ, where λ is the light wavelength,
a dipole model can be used to compute the optical force with reasonable accuracy.
Let E be the complex electric field of a linearly polarized light beam, which can
be expressed using the real amplitude E′ and the real phase φ′ as E = E′ exp(iφ′).
Denote the components of E by Em and the components of E
′ by E ′m with m running
through x, y and z. Let the polarizability α be expressed as











where ε0 is the permittivity of vacuum, ε1 = n
2
1 is the relative permittivity of the
ambient medium, k = 2πn1/λ0, and α0 = 3ε0V (ε2− ε1)/(ε2 + 2ε1) with ε2 = n22 being
the relative permittivity of the particle and V being the volume of the particle. Then
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Generally speaking, the gradient force is proportional to the product of the light in-
tensity gradient and the volume of the particle. For larger objects, a general approach
for force calculation is based on an integral of the Maxwell stress tensor [62].
Dielectric nano-particles used to be the most challenging object to be trapped
because of their relative low contrast to the surrounding medium. Here I want to
examine the performance of the PLC using a polystyrene nano-particle (refractive
index 1.59) of diameter 20 nm. Note that in nano-scale, the scattering force can be
overlooked. Therefore, I just consider the gradient force and use the potential well
of trapping energy to describe the trapping ability. Suppose the power in the input
bare waveguide is 1 mW. Figure 62 shows the potential well of trapping energy close
to the metallic tip in the plane Y = 320 nm and X = 0. The force in the X-direction
and Z-direction.
As shown in the figures, 1 mW of input power can generate a trapping energy
of about 0.3kBT (kB is the Boltzmann constant and T = 300K is a usually room
temperature.) with a trapping spot of dimension about 10 nm. This is huge compared
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Figure 62: (a) Trap energy in the plane Y = 320 nm. (b)Trap energy in the plane
X = 0. The optical field computation comes from Figure 32.
to conventional approaches. In real fabrications, a tip radius is usually smaller than
20 nm. Therefore, we can expect higher trapping ability with smaller tip radius. And
to achieve a trapping energy of 8kBT (a criterion proposed by Ashkin), typically an
input power of 10 mW should be enough.
Figure 63: The force in the X-direction and Z-direction corresponding to the trap
energy in Figure 62(a).
7.2 Phase-Induced Local Field Configuration
One of the biggest advantages of the plasmonic light concentrators in this dissertation
is that our plasmonic device is directly mounted on top of a photonic waveguide while
103
the waveguide does not terminate. In other words, we can easily insert our device
into optical circuits while the local concentrated optical field around the tip of the
plasmonic taper is related to the optical transmission in the waveguide. Moreover, we
can implement composite devices based on units made of individual plasmonic light
concentrators.
In this section, we will discuss and analyze several composite structures based
on individual PLCs. The first structure we will discuss is formed by two triangle-
shaped plasmonic tapers facing each other mounted on top of one waveguide with
two optical inputs into the two ends of the waveguide. The second structure we will
discuss is formed by four plasmonic tapers mounted on two crossing waveguides with
four inputs into the four ends of the waveguide.
For both structures, we are able to configure the local fields around taper tips by
modulating the inputs into the two/four arms. If the inputs from different arm are
incoherent, then the local field intensities are simply the sum of the intensities induced
by each input. If the inputs are coherent, then the local field surrounding the tips
is actually the result of interference of the local field induced by single-arm inputs.
Therefore, we will be particularly interested in the effects of local field configuration
by phase modulations of the two/four arms of inputs in the latter case. Moreover, we
observe that such field configurations follow some logic behaviors.
7.2.1 Two-arm plasmonic tapers
As shown in Figure 64, our first structure is composed of two triangle-shaped plas-
monic tapers mounted on a single photnonic waveguide. The two tapers are facing
each other with a typical gap distance < 100 nm. Since the two tapers are triangle-
shaped (tapered-strip), the two inputs (left and right arms) are both set to TM-like
mode. Generally speaking, the light concentration for the plasmonic taper on left is
induced by the input from the left arm of the waveguide and the light concentration
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for the plasmonic taper on right is induced by the input from the right arm of the
waveguide.
Figure 64: Schematic diagram of two-arm plasmonic tapers.
In the following, we will simulate and analyze the structure on a Silicon platform
at wavelength 1550 nm. The dimensions of the waveguide follows from the previous
chapter, i.e., the cross section of the silicon ridge having width of 500 nm and height
of 220 nm, the silicon dioxide layer has thickness of 20 nm. We also assume the Au
tapers to be ultra-compact. The thickness of the Au layer is 30 nm. The the width of
the triangles is 300 nm and length of 400 nm. We set the radius of curvature at the
tips to be 20 nm. We assume the gap distance (the distance between the two tip-ends
of the tapers) to be 40 nm.
To demonstrate both the local near field around the taper tips and the optical
transmission inside the waveguide, we will analyze optical fields in three planes: (1)
plane ‘A’: the plane horizontally cutting through the Au layer (since the thickness of
the Au layer is 30 nm, the distance between plane ‘A’ and the top plane of the Au
layer is 15 nm), which represents the near field; (2) plane ‘B’: the plane 30 nm above
the top layer of the Au layer, which represents both near field and scattering; and (3)
plane ‘C’: the plane horizontally cutting through the silicon layer (since the thickness
of the silicon layer is 220 nm, the distance between plane ‘C’ and the top plane of the
Au layer is 110 nm), which represents the effect in the underlying photonic waveguide.
7.2.1.1 Single input from one arm
Before discussing the interfering patterns of the local field generated by two-arm
inputs, we first discuss the case when the light input is only impinged into one arm.
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Figure 65 shows the optical field profiles in the aforementioned three plane for a
single optical input from the left arm or the right arm. This two-arm structure can
be considered as two oppositely-facing PLCs. Roughly speaking, the left PLC con-
centrates the input light from the left arm to its taper tip and the PLC concentrates
light from the right arm.
Figure 65: (a0) (a1) (a2) and (a3): light input from the left arm of the waveguide.
(b0) (b1) (b2) and (b3): light input from the right arm of the waveguide. (a1) and
(b1): optical field distributions in plane ‘A’ in the middle of the Au layer. (a2) and
(b2): optical field distributions in plane ‘B’ above the Au layer. (a3) and (b3): optical
field distributions in plane ‘C’ in the middle of the silicon layer.
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Now let us consider the field of the left arm input in more details. Figure 66
shows the amplitude and phase of the z-component of the electric field in plane ‘A’
which is the middle plane of the Au layer. The reason we consider the z-component
of the electric field is that it is the most prominent component around the tip of
the plasmonic taper as a demonstration of field concentration, and analyzing the
phase change of the z-component along the direction of wave propagation provides
explanations to our further discussions on the interference patterns.
Figure 66: (a) Diagram of light input from the left arm of the waveguide. (b)
Amplitude of the z-component of the electric field in plane ‘A’. (c) Phase of the
z-component of the electric field in plane ‘A’. (d) Phase of the z-component of the
electric field in plane ‘A’ along the dotted line in (a).
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As shown in Figure 66 (c) and (d), the phase of Ez jumps up and down abruptly
about 3/2π on the two boundaries of Au and air in the 40 nm gap. However, since
the gap is so small, the phase of Ez does not change much in the 40 nm gap and can
also be considered as a constant. By the same analysis, a symmetric input from the
right arm will have the phase of Ez jumps inversely.
7.2.1.2 Phase induced configuration with inputs from both arms
In the above, we analyzed the phase change along the waveguide when there is only
one arm of input. Now suppose we have both arms with inputs. If the two inputs
of light are incoherent, the the light intensities are a simple summation of the light
intensities induced by only one arm of input. This is a simple case, where we can
configure the optical near field around the tips by the intensities of the two inputs.
A more interesting case is phase-induced configurations of the near field around
the tips by changing the phase difference between the two input arms. There are many
different ways of making phase modulation on waveguides, e.g., thermo-optically in-
duced phase modulation. We can apply such phase modulations to one of the input
arms. The local field pattern that is configured by the phase modulation is richer
than the incoherent modulation of the optical intensities for each input.
Figure 67 shows the local field interfering patterns in plane ‘A’ when the phase
of the left-arm input evaluated on a reference point in the input left arm is 0 and
the phase of the right-arm input evaluated on the other reference point, which is a
symmetric point of the first reference point, is Φ. Note that as long as the location
of the two reference points are symmetric with opposite values of the z-coordinate,
it does not really matter what exactly the z-coordinates of the reference points are
as long as they are negations of each other. We have 8 value of Φ (0, (1/4)π, (1/2)π,
(3/4)π, π, (5/4)π, (3/2)π and (7/4)π) in this figure.
Let us first consider two opposite cases that Φ = 0 and Φ = π. As we have
108
Figure 67: Local field profiles in plane ‘A’ for different relative phases between the
inputs into the two arms.
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Figure 68: Local field profiles in plane ‘B’ for different relative phases between the
inputs into the two arms.
110
Figure 69: Local field profiles in plane ‘C’ for different relative phases between the
inputs into the two arms.
discussed, the phase evolutions of Ez in Figure 66 show that in the whole 40 nm
gap, the phase can be considered as a constant. If Φ = 0, then the interference
pattern in the gap is destructive. Descriptively speaking, the concentrated local field
on each plasmonic tip is pushing each other away. The maximum value of the E-field
amplitude from the colorbar reads 6.8. If Φ = π, then the interference pattern in
the gap is constructive. Descriptively speaking, the concentrated local field on each
plasmonic tip is attracting each other in the gap region and the maximum value on
the color bar is 18.5. It can be expected that such interference phenomena will be
more prominent if the gap is even smaller (destructive becomes more destructive and
constructive becomes more constructive). The patterns for the remaining values of
Φ in Figure 66 are transitive status between the extremal state Φ = 0 and the other
extremal state Φ = π. While not very easy to judge from just the patterns, it is more
prominent by tracking the maximum values on the colorbars, which increases from a
minimum value at Φ = 0 to a maximum value at Φ = π.
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Figure 68 shows the field profiles in plane ‘B’ with various values of Φ as in Figure
67. Other than the maximum values in the colorbars, we can also observe that some
patterns are asymmetric. For example, when Φ = π/4, the bright spot in the pattern
is stronger on the right than on the left, and when Φ = 7π/4, the spot is stronger on
the left.
Figure 69 shows the field profiles in plane ‘C’ which is the middle plane of the
photonic waveguide. The patterns also follow the same rules. The pattern around
Z = 0 for Φ = 0 is weaker (destructive interference) than the pattern for Φ = π
(constructive interference).
Figure 70: Field profiles around the gap in plane ‘A’ between taper tips with varying
phase difference between the two input arms, (a) along the Z direction (following the
dotted line in the schematic diagram above) and (b) along the X direction (following
the dotted line in the schematic diagram above)
Figure 70 gives a more detailed analysis of the local pattern around the plasmonic
tips in plane ‘A’ with Φ varying continuously from 0 to 2π. Figure 70(a) monitors the
field profile along the Z direction and Figure 70(b) monitors the field profile along
the X direction. Both of them show that the local pattern around the plasmonic tips
is the strongest when Φ = π and weakest when Φ = 0.
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7.2.2 Four-arm plasmonic tapers
Our analysis in the previous section shows that we can realize local field configurations
in an ultra small region (∼ 100 nm×100 nm) by amplitude or phase modulations on
the two-arm inputs. In particular, the configuration induced by phase modulation
has some binary logic behavior which makes it more interesting. In this section we
will extend our analysis to two waveguides with four input arms. Similar binary logic
behaviors still happen and we can have more refined modulation of the local filed
around the plasmonic pattern.
Figure 71: Schematic diagram of four-arm plasmonic tapers. Inputs are marked as
east, west, south, and north arms.
Figure 71 illustrates the four-arm structure we will analyze. This four-arm struc-
ture can be considered as combining two of the two-arm structure in the previous
section by crossing each other normally. We mark the four input arms by east, west,
south and north respectively. We will divide our further study into four cases by the
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number of inputs (one, two, three and four).
7.2.2.1 Single input from one arm (left arm)
Figure 72: Single light input from the west arm. (a) The schematic diagram (b)
Optical field distributions in plane ‘A’ in the middle of the Au layer. (c) Optical field
distributions in plane ‘B’ above the Au layer. (d) Optical field distributions in plane
‘C’ in the middle of the silicon layer.
Figure 72 shows the field profiles in the three planes (‘A’, ‘B’ and ‘C’) when there
is only one input from the west arm. The plasmonic taper on the left arm concentrates
the light coming into the horizontal waveguide from the left arm. Since the plasmonic
tips on the north and south arms are closer to the tip, we can see the local field extend
from the west tip to the north and south tips prominently. We also can see that other
than some transmission into the east arm in the same waveguide, the input light from
the west arm also couples into the vertical waveguide, propagating to the north and
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south arms. Based on the above phenomena, we conclude that one arm of light input
can affect all the remaining arms both on the level of local field around the tips and
on the level of light propagation in the photonic waveguides.
Therefore, we can expect that if there are more arms with inputs, then the patterns
generated by single arms will interference each other. The seemingly complicated
interference will still follow the 0-π binary logic behaviors as in the two arm case, since
the one-arm input pattern shows that the phase around the tip area is still almost a
constant and relative phase is 0 at two arm of inputs means destructive interference
while relative phase is π at two arm of inputs means constructive interference. In
the following analysis of interference pattern, we will focus on the cases when relative
phases are 0 or π.
7.2.2.2 Local field configuration with inputs from two arms
In this subsection, there are two arms of inputs with the same amplitude and different
relative phases. Figure 73 shows the case that the two arms of inputs are adjacent to
each other (in particular, west arm and north arm). Figure 74 shows the case that
the two arms of inputs are opposite to each other (in particular, west arm and east
arm).
In Figure 73 (a0) (a1) (a2) and (a3), we suppose the phase ΦW on a reference point
on the west arm is 0 and the phase ΦN on a corresponding reference point on the
north arm is also 0. Note that we still follow the same rule of choosing the reference
points by enforcing them to lie on the same plane with the same distance to the center
of the structure. The actual distance does not matter. Now the binary logic is that
a relative phase of 0 means destructive or repulsive interference. Therefore, we can
observe from Figure 73 (a1) that there are two hot spots. One is in the gap between
the tips on the west and south arms, and the other is in the gap between the tips on
the north and east arms. The explanation follows exactly from the repulsive nature
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Figure 73: (a0) (a1) (a2) and (a3): two light inputs from the west and north arms
with phase difference 0. (b0) (b1) (b2) and (b3): two light inputs from the west and
north arms with phase difference π. (a1) and (b1): optical field distributions in plane
‘A’. (a2) and (b2): optical field distributions in plane ‘B’. (a3) and (b3): optical field
distributions in plane ‘C’.
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of patterns generated by single arms when the relative phase is 0.
Now we may guess that the interference pattern will be an constructive or at-
tractive pattern when the relative phase is π. This is exactly true as can be seen
from Figure 73 (b0) (b1) (b2) and (b3) when ΦW is still 0 but ΦN changes to π. In
Figure 73 (b1), there is only one strong hot spot between the west and north arms
which means the interference is attractive.
Comparing Figure 73 (a2) and (b2), we observe that the an repulsive interfer-
ence means a more diffusive pattern of scattering (Figure 73 (a2)) and an attractive
interference means a more converging pattern of scattering (Figure 73 (b2)).
Now let us look at the case when the two arms of inputs opposite two each other on
the same waveguide, i.e., the west arm and the east arm (Figure 74). The phase ΦW
of the reference point on the west arm is still fixed to 0, while we have the phase ΦE of
the reference point on the east arm being 0 for Figure 73 (a0) (a1) (a2) and (a3), and
π for Figure 73 (b0) (b1) (b2) and (b3). Still, when the relative phase between the two
arms is 0, the local field pattern around the tips is generated by repulsive interference,
which can be seen from hollow spot in the the pattern of Figure 74 (a1) and the gap
between two bright spot in the scattering pattern of Figure 74 (a2). Conversely, when
the relative phase is π, we will have the local field pattern generated by attractive
interference, while the maximum values of the amplitude of the electric field in the
colorbars of Figure 73 (b1) and (b2) are much larger than the corresponding values
in Figure 73 (a1) and (a2) respectively.
In Figure 73 (a3) and (b3), we can also see that the couplings to the north and
south arms along the vertical waveguide are also affected by the inputs from the two
arms. It appear that the couplings are stronger for ΦE = π (attractive interference)
than for Φ = 0 (repulsive interference), which means the couplings to the vertical
waveguide follow the same trend of variation as the local field around the tips for
different relative phases.
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Figure 74: (a0) (a1) (a2) and (a3): two light inputs from the west and east arms
with phase difference 0. (b0) (b1) (b2) and (b3): two light inputs from the west and
east arms with phase difference π. (a1) and (b1): optical field distributions in plane
‘A’. (a2) and (b2): optical field distributions in plane ‘B’. (a3) and (b3): optical field
distributions in plane ‘C’.
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Figure 75: The optical field amplitude at (a) point ‘A’ in plane ‘A’ and (b) point ‘B’
in plane ‘C’ as in the schematic diagram above.
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To confirm this expectation, we monitor the electric field at the central point of
the structure (point ‘A’) in the middle plane cutting through the Au layer (plane
‘A’) and the electric field at a reference point in the south arm (point ‘B’) in the
plane cutting through the waveguide (plane ‘C’), as shown in Figure 75. Point ‘A’
represents the local electric field around the tips and point ‘B’ represents the couplings
into the waveguide. We can see that both of them reach the minimum when Φ = 0
and maximum when Φ = π, and our expectation is confirmed.
7.2.2.3 Local field configuration with inputs from three arms
Now let us increase the number of inputs by one and we have three inputs from the
west, east and north arms. For a consideration of symmetry, we force the phase ΦW
at the reference point in the west arm to be the same as the phase ΦE at the reference
point in the east arm. We may expect that the local field around the tips generated
by interference between the two arms is destructive. Now the only arm with a varied
phase is the north arm with phase ΦN at the corresponding reference point.
The result is shown in Figure 76.
We can still apply our binary logic analysis. For Figure 76 (a0) (a1) (a2) and (a3),
the phase ΦN for the north arm input is 0, which is the same as the two other inputs
from the west and east arms. Therefore, both the interference between the north-arm
and west-arm inputs and the interference between the north-arm and east-arm inputs
are repulsive. Therefore, the local field will reside in the remaining south arm with
no inputs. From Figure 76 (a1), we can see that this is exactly the case with two hot
spots in the gaps between the west and south tips and between the east and south
tips.
Analogously, we can apply the same logic analysis to the case when ΦN = π
(Figure 76 (b0) (b1) (b2) and (b3)). Now both the interference between the north-
arm and west-arm inputs and the interference between the north-arm and east-arm
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inputs are attractive, which is confirmed by Figure 76 (b1) where there are two hot
spots in the gaps between the west and north tips and between the east and north
tips.
7.2.2.4 Local field configuration with inputs from all four arms
Now let us consider the case with inputs from all four arms with the same amplitude.
We have the most flexibility of local field configuration since now we should control
the phases (ΦW , ΦE, ΦN , ΦS) for all arms and have three free parameters when
considering relative phases. We can generate several interesting local field patterns
by adjust the parameters of phases. Only using the binary logic analysis as the
previous analysis, we will be able to explanations to them.
In Figure 77 (a0) (a1) (a2) and (a3), all the phases on reference points in the
four arms have the same value of 0 except the phase ΦW from the west arm being π.
Therefore, by the binary logic analysis, the interference between the west-arm input
and an input from any of the remaining arms is attractive. As shown in In Figure 77
(a1), there are two hot spots in the gaps between the west and north tips and between
the west and south tips, which is very much like the pattern in Figure 72 where there
is only one input from the west arm.
In Figure 77 (b0) (b1) (b2) and (b3), all the phases on reference points in the four
arms have the same value of 0. Therefore, the interference between any inputs from
two arms is repulsive. As shown in In Figure 77 (b1), we can barely see a prominent
hot spot. However, the scattering pattern shown in Figure 77 (b2) has a shape of
“red cross” which is very interestingly looking.
In Figure 78 (a0) (a1) (a2) and (a3), we have the phases from the two arms in
the horizontal waveguide being 0 and the phases from the two arms in the vertical
waveguide being π, i.e., ΦW = ΦE = 0 and ΦS = ΦN = π. Also, by the binary logic
analysis, the interference between any two adjacent arms are attractive. As shown
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Figure 76: (a0) (a1) (a2) and (a3): three light inputs from the west, east and north
arms with phase differences 0. (b0) (b1) (b2) and (b3): three light inputs from the
west, east and north arms with the phase in the north-arm input being π and the
phase in the other two being 0. (a1) and (b1): optical field distributions in plane
‘A’. (a2) and (b2): optical field distributions in plane ‘B’. (a3) and (b3): optical field
distributions in plane ‘C’.
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Figure 77: (a0) (a1) (a2) and (a3): four light inputs from all arms with the phase
in the west-arm input being π and the phase in the other two being 0. (b0) (b1)
(b2) and (b3): four light inputs from all arms with the phase difference ‘0’ among
all arms of inputs. (a1) and (b1): optical field distributions in plane ‘A’. (a2) and
(b2): optical field distributions in plane ‘B’. (a3) and (b3): optical field distributions
in plane ‘C’. 123
Figure 78: (a0) (a1) (a2) and (a3): four light inputs from all arms with the phase in
the north-arm and south-arm inputs being π and the others being 0. (b0) (b1) (b2)
and (b3): four light inputs from all arms with the phase in the east-arm and south-
arm inputs being π and the others being 0. (a1) and (b1): optical field distributions
in plane ‘A’. (a2) and (b2): optical field distributions in plane ‘B’. (a3) and (b3):
optical field distributions in plane ‘C’.
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in In Figure 78 (a1), there are four hot spots in the gaps between each pair of the
adjacent plasmonic tips. Notice that the pattern in Figure 78 (a2) has a shape of
octagon with a hollow center.
In Figure 78 (b0) (b1) (b2) and (b3), the phase ΦW in the west-arm input and
the phase ΦN in the north-arm input are both 0, while the phase ΦS in the north-
arm input and the phase ΦE in the east-arm input are both π. Based on similar
binary logic analysis, the interferences between the adjacent west and south arms
and between the adjacent north and east arms are attractive, and the interferences
between the adjacent west and north arms and between the adjacent south and east
arms are repulsive. Therefore, we are able to observe to hot spots, one in the gap
between the plasmonic tips on the west and south arms and the other in the gap
between the plasmonic tips on the north and east arms. Because the interferences
between the south and north arms and between the west and east arms are also
attractive, the field pattern in Figure 78 (b2) does not have a hollow center like the
pattern in Figure 78 (a2).
7.3 Conclusion
We have analyzed a strategy of realizing local field configuration in a very small area
(∼ 100 nm×100 nm) using composite plasmonic structures composed of PLCs with
tips closely facing each other. In particular, we analyzed a two-arm structure with
two PLCs on a single waveguide and a four-arm structure with four PLCs on two
perpendicular waveguides.
Flexible configurations of local field are achieved by phase modulations on each
of the input arms. We choose a reference point on each arm with the same distance
from the center points of the structures and evaluate the phase at each reference point
with a single input from the corresponding arm. The overall local field pattern around
the plasmonic pattern is determined by the relative phases on those reference points.
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We’ve discovered that if the relative phase between two arms of inputs is 0, then their
interference pattern is destructive (or repulsive), and if the relative phase between
two arms of inputs is π, then their interference pattern is constructive (or attractive).
Using this simple logic-like criterion, we are able to give analytic estimations of the
local behaviors of the interference patterns around the plasmonic tips. There are
many interesting local field patterns we can generate with certain modulations of the
phases in the input arms.
This mechanism of local field configuration is not specific to our structure in
silicon platforms. Actually, as long as you can design your PLC for certain materials of
waveguides, buffer layers, substrates and metals with the right dimensions at the right
waveguide, you may use this strategy to design local field configurations. For example,
we can apply everything in the same form onto a silicon nitride platform working at a
wavelength of 800 nm. Then we can apply such local field configurations to generate
more complicated optical traps for nano-particles. In particular, we can obtain the
ability of not only trapping nano-particles but also doing certian manipulations on
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