Introduction
Every structure has a tendency to vibrate under certain frequencies. This phenomenon is known as resonance. In the resonance state amplitudes can reach critical values. From this point of view, vibrations which occur in the majority of mechanical systems are undesirable not only because of the increased noise and dynamical stresses that can in some cases lead to malfunction or failure of a structure, but also due to loss of energy and decrease in efficiency. There are many cases known where excessive vibrations of one or several parts of the structure led to their damage or decreasing their lifetime. That is the reason why the dynamic analysis of a structure is part of its design process. After its completion and when putting the structure into operation, it is necessary to experimentally verify the assumptions of the analytical solution.
-160 -Experimental estimation of modal parameters from the measured data is known as modal testing or modal analysis. We distinguish two basic types. The first type, Experimental Modal Analysis (EMA), lies in the investigation of the relation between excitation and response of the object in the frequency domain. The second type, Operational Modal Analysis (OMA), allows determine modal parameters by only measuring the response of the structure without using an artificial excitation.
Sensors of acceleration are most often used for the measurement in the experimental testing. Thanks to progress achieved in the area of computer technology, modern optical systems which are becoming more common and increasingly available allow to provide high-speed contactless and blanket measurement of space displacements or velocities of an object. This category of measurement systems includes e.g. laser vibroscanners or digital image correlation.
Digital Image Correlation Method
Digital image correlation is an optical method based on correlation principle of a random black and white pattern created on an investigated object, which is sampled by CCD cameras during its loading. This pattern imitates the object contour, deforms and moves with it together. A comparison of acquired digital images, also called correlation, is performed gradually on small image elements called facets (Fig. 1) . Minimal facet size is determined by a size of created pattern in such a way that every one facet has to contain white and black color in order to ensure proper correlation. Shape of these image elements use to be squared with usual size from 15x15 to 30x30 pixels [1] . There are various ways to create finer or coarser pattern (using of a spray gun, an easy coating of Xerox toner on wet white surface, a manual painting by indelible ink felt pen or a chemical etching of metal materials), but the easiest and most popular as well is a creation of pattern by white and black spray color [1] .
If the sampling process is performed by one CCD camera then the correlation is constrained only for planar objects situated parallel to camera image plane. For this instance it is not possible to perform spatial analysis but only a planar one (Fig. 2) . By a spatial analysis minimally a stereoscopic configuration of sensors is necessary. Providing that the object is observed from two different directions, the position of each object point is focused on a specific pixel of corresponding camera image plane (Fig. 3) [2] . If the cameras position, lens magnifications and all image parameters are known, it is possible to calculate the absolute threedimensional coordinates of each object point and thus make its spatial contour [3] . (Fig. 4) , the coordinate transformations can be expressed [4, 5] : and by applying the photogrammetric corrections as follows [5] :
The term
, represents an intensity change of grey points during loading and can be expressed:
where 0 g and 1 g are the illumination parameters. If the initial contour and displacement vectors of all element points are known, it is possible to compute its strains. Acquisition of strains is ensured either by differentiation of adjoining point displacements or by analysis of local facets curving used by correlation.
Background of Operational Modal Analysis
The dynamic behavior of any mechanical system can be described in frequency domain by Frequency Response Functions (FRFs). Consider the model of MDOF system with N degrees of freedom. Its FRFs can be written as a function of the complex poles as follows [6, 7] : If the poles are considered as eigenvalues of a system, its eigenvectors can be interpreted as the modal shapes, where each eigenvector corresponds with a specific eigenvalue. The residues, r R are described by equation [6, 7] :
where r γ is the modal participation vector, r Ψ is the mode shape. All those parameters are specified for the r -th mode. It is obvious that FRFs depend on the modal parameters, and modal parameters can therefore be extracted from the FRFs.
Frequency response function matrix can also be expressed as the ratio between output (response) and input (excitation) as a function of frequency:
This concept is commonly used in practical applications of Experimental Modal Analysis. Excitation is any form of input that is used to create a response in a structural system. In Experimental Modal Analysis, there is controlled force signal used as input. The most commonly-used excitation signals are harmonic or periodic signals, random signals, impact (impulse) etc.
Operational modal analysis allows obtain a modal model of the system by using only the measured response and without explicitly knowing the excitation input. The relationship between input and output (eq. 6) can be also written in the following form [6, 7] : 
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is not known in OMA, it is necessary to make an assumption that input is represented by a white noise that has a flat power spectral density over the entire frequency spectrum [8] . Then spectral density matrix of the measured responses can be expressed as [6, 7] :
where r d is a scalar constant and )
is the set of modes that contribute at the particular frequency.
In a practical measurement, output spectral density matrix is defined as follows [6] :
where each element ij g is a spectral density function. The diagonal elements are the power spectral densities (PSD) of the corresponding response, the off-diagonal elements are the cross spectral densities (CSD) between the individual responses. Output spectral density matrix (for a certain frequency) is Hermitian ( n n ), where n being the number of measured responses. The most important step of operational modal analysis is to extract modal parameters from the measurement data. Brincker et al. introduced method called Frequency Domain Decomposition (FDD) [9] [10] [11] that is based on the singular value decomposition of the output PSD matrix: This technique allows us to identify possible coupled modes that are often indiscernible in the frequency spectrum. If only one mode is dominating at a particular frequency, then only one singular value will be dominating at this frequency and the corresponding singular vector is an estimate of the mode shape for that resonance frequency. Therefore, the first singular vector is a good approximation of the mode shape. In the case of close or repeated modes, there will be as many dominating singular values as there are close or repeated modes [6] . The plot of the first four or five singular values depending on frequency is sufficient to detect resonance peaks (Fig. 5) . The frequency domain decomposition provides very good results for the resonance frequencies and the mode shapes. It is important to note that the obtained mode shapes are not true mode shapes because residues are not scaled to the input force.
Figure 5 Plot example of singular values
It is also possible to obtain damping characteristics of each mode and more precise resonance frequencies by using the Enhanced Frequency Domain Decomposition (EFDD) based on the determination of the correlation functions [12] . The correlation function is being obtained from the power spectral density function by using the inverse Fast Fourier Transformation [13] and represents the free-decay of an equivalent SDOF oscillator. Fig. 6 shows an example of spectral Bell identification. This is the first step how to obtain a correlation function. Frequency band around the selected peak is defined by using Modal Assurance Criterion (eq. 13) of which value is greater than 0.9 [6] [7] [8] . Correlation function subsequently obtained by inverse FFT is shown in Fig. 7 . The resonance frequency is simply obtained by counting the number of times the correlation function crosses the zero axis. Damping is estimated by the logarithmic decrement technique and the logarithmic plot of decay curve [12] ( Fig. 8) . The logarithmic decrement  is given by the equation [6, 7] :
where 0 r is the initial value of the correlation function and 
Experimental Determination of Modal Parameters by using DIC Method
The using of DIC method in Operational Modal Analysis is based on postprocessing of the measurement data. Since, most correlation systems do not have software tools for the evaluation of such type of analysis, it is needed to use another post-proccessing application. Modan 3D is a modal analysis software tool intended for the high-speed digital image correlation system Dantec Dynamics Q-450. It is being developed at the Department of Applied Mechanics and Mechatronics, Faculty of Mechanical Engineering, Technical University of Košice, Slovakia [1, 15, 16] . Modan is being programmed in Matlab because of easy transfer and processing of measurement data exported from Istra 4D (software application of the system Q-450). Modan 3D has two main parts, of which one provides the evaluation for operational modal analysis measurements. This part uses functions and algorithms described in the previous chapter. The block diagram in Fig. 9 shows the basic principle of Modan 3D as a tool for operational modal analysis. Measured data exported from Istra4D are contained in the HDF5 files. The number of files corresponds to the number of time data. Each file contains the information about the surface mask and surface point displacements that represent measured responses. Modan enters these data into the relevant matrices. Subsequently, Power Spectral Density Matrix is being obtained by using Fast Fourier Transformation. PSD Matrix is important for the identification and estimation of modal parameters. Modan uses the algorithm of Frequency Domain Decomposition to determine natural frequencies and mode shapes. Damping ratio is being determined by Enhanced Frequency Domain Decomposition. The results of evaluation can be exported in graphical and text form.
The object of measurement was a steel specimen of fan blade shape with thickness of approximately 0.4 mm. The specimen was fixed on the tapering side. For the purposes of image correlation, a black and white speckled pattern was sprayed onto the investigated surface. The specimen was acoustically excited by using the powerful sound system (Fig. 10) and white noise was used as the excitation signal. The measurement has been performed by using the correlation system Q-450 with two IDT NanoSense cameras. The sampling frequency was 1000 fps and the total acquisition time was 1 second. Coordinates and spatial displacements of all surface points were determined in image correlation process in every single time step. The correlation results have been exported from Istra4D in HDF5 file format and subsequently processed in Modan 3D.
The reference specimen shape shown in Fig. 11 is the result of the image correlation and contains 1831 mesh points. Computer memory size is the limiting factor in creating of spectral density matrices. When we used all points, the only one complete spectral density matrix had more than 1.3 billion elements. For this reason, Modan 3D had to reduce the number of the input data. The size of the matrices used in the experiment was 500 237 237   .
Figure 11
The reference shape of specimen Fig. 12 shows the first four singular lines obtained by the singular value decomposition of the output spectral density matrix for vibration measured in zdirection. Potential resonance frequencies were determined from the first singular line by peak-picking method. Their mode shapes vectors were subsequently compared to each other by using MAC (Fig. 13 ). The results of the modal analysis performed in the Modan 3D have been verified by using the finite element method (see Tab. 1). Istra4D allows to export obtained geometry to STL (STereoLithography) file format. Spatial contour of the specimen was imported to SolidWorks as an object of the type "surface". There were defined material properties and thickness of the imported surface. SHELL elements were used to meshing. Table 1 Resonance frequencies and mode shapes of the specimen Vol. 10, No. 5, 2013 -173 -Modal parameters obtained by the measurement are in relatively good agreement with the results of numerical analysis. The differences in the mode shapes and frequency values may be caused by the fact that boundary conditions considered in the simulation are ideal -not real. In addition, the accuracy of the measurement depends on the measurement system sensitivity and on the parameters of FFT analyzer.
Conclusions
The flexible design of digital image correlation systems opens a wide range of their applications. Due to rapid new developments in high resolution digital cameras and computer technology, systems with high-speed cameras have proven to be a flexible and useful tool for vibration analysis and dynamic measurements. But, the full utilization of DIC method in Operational Modal Analysis or Experimental Modal Analysis requires the use of appropriate software application for the post-processing of the measurement data. In the paper, there was described a software tool called Modan 3D that is able to determine modal parameters by using the system Q-450. Modan 3D is actually not finished as well as some functions mentioned in the paper. There is needed to finalize algorithms for damping ratio estimation, perform complex verification of evaluation results and create a Graphical User Interface.
