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. Ω is the set of overflown radios
3:
Υ←








. Υ is the set of underflown radios, i.e. radios with positive residual capacity








6: for all fRk : fi,j,k,l ∈ F ∨ fj,i,l,k ∈ F do . For each flow on (i, k)
7: for all (i, k′) ∈ Υ do
8: for all fR
k′ : fi,j,k′,l ∈ F ∨ fj,i,l,k′ ∈ F do . For each flow on (i, k
′)
9: δ ← ∣∣fRk ∣∣− ∣∣∣fRk′ ∣∣∣
10:
∆R








11: if δ > 0 ∧ Ek − δ ≥ 0 ∧∆Rk′ − δ ≥ 0 then
12: Ek ← Ek − δ
13: C[fR
k′ ] ← k





19: if Ek > 0 then





Algorithm A.2 Computation of the Set of k-neighborhood Subgraphs on ni
Input: (Nk, Fk)
Output: Ψ, the set of subgraphs
1: procedure FindSubgraphs((Nk, Fk))
2: Ψ← ∅ . Ψ is the set of subgraphs. The number of subgraphs will be |Ψ|
3: for all fi′,j′,k′,l′ ∈ Fk do
4: if i′ /∈ H1 ∧ i′ /∈ Hk ∧ i′ 6= i then
5: continue
6: end if
7: Rt ← (i′, k′)
8: Rr ← (j′, l′)
9: Ro ← (−1,−1)
10: for all ψ1 ∈ Ψ do
11: if Rt ∈ ψ1 then
12: Ro ← Rr
13: else if Rr ∈ ψ1 then
14: Ro ← Rt
15: end if
16: if Ro 6= (−1,−1) then
17: ψ1 ← ψ1 ∪ {Rt, Rr}
18: for all ψ2 ∈ Ψ do
19: if ψ2 6= ψ1 ∧ Ro ∈ ψ2 then
20: ψ1 ← ψ1 ∪ ψ2





26: if Ro = (−1,−1) then . Then no other subgraph contains fi′,j′,k′,l′
27: ψnew ← {Rt, Rr}




Algorithm A.3 Computation of the k-neighborhood Conflict Graph on ni
Input: Ψ
Output: Gc(Ψ, E), the conflict graph of the k-neighborhood subgraphs
1: procedure FindConflictGraph(Ψ)
2: E ← ∅ . The edge set of Gc
3: for all ψ1 ∈ Ψ do
4: for all (i, k) ∈ ψ1 do
5: for all fi,j,k,l ∈ F do
6: for all ψ2 ∈ (Ψ \ {ψ1}) do
7: for all (j′, l′) ∈ ψ2 do
8: if (ψ1, ψ2) ∈ E then
9: break
10: end if
11: for all fi′,j′,k′,l′ ∈ F do
12: if d(Pi, Pj′ ) ≤ dI then
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Algorithm A.4 Select Radio Manager
Input: (i, k), radio whose channel selector is to be determined
Input: M|Ψ|
Input: MΨc
Output: m, channel selector node’s id
1: procedure SelectorId((i, k), M|Ψ|, MΨc )
2: m← −1
3: cmax ← 0
4: dmin ←∞
5: for all i′ ∈ keys[MΨc ] do
6: for all ψ ∈MΨc [i′] do
7: if (i, k) ∈ ψ ∧ (m = −1 ∨ M|Ψ|[i′] > cmax ∨ (M|Ψ|[i′] = cmax ∧ d(Pi′ , Pi) >
dD∧ dmin > d(Pi′ , Pi)) ∨ (M|Ψ|[i′] = cmax ∧ (d(Pi′ , Pi) ≤ dD∨d(Pi′ , Pi) = dmin) ∧ m > i′))
then
8: m← i′
9: cmax ← |M|Ψ|[i′]|





Algorithm A.5 Prepare Delegation Map
Inputs: Ψ, Si, T
Output: MD, the dictionary that holds the master radio of a remotely managed slave radio
1: procedure PrepareDlgMap(Ψ, Si, T )
2: for all ψc ∈ Si do
3: ψd ← ψc \ T
4: if ψd 6= ψc then . if this colour class is remotely managed by radio (m, km)
5: for all (i, k) ∈ ψd do
6: ψ ← {(i′, k′) : ∃ ψ ∈ Ψ, (i, k) ∈ ψ ∧ (i′, k′) ∈ ψ} . ψ is the subgraph of radio (i, k)
7: dmin ←∞
8: (id, kd)← (−1,−1)
9: for all (i′, k′) ∈ ψ do
10: if d(Pi′ , Pm) ≤ dmin then
11: (id, kd)← (i′, k′)
12: dmin ← d(Pi′ , Pm)
13: end if
14: end for
15: if dmin ≤ dD then . dD is the delegation range
16: MD[(id, kd)]← (m, km)
17: ψd ← ψd \ ψ
18: end if
19: end for
20: if ψd = ∅ then
21: Si ← Si \ {ψc}
22: else






Algorithm A.6 Computation of the Colour Classes’ Weighted Conflict Graph on ni
Input: SA
Output: Gc(SA, E), conflict graph of the colour classes
Output: WE , dictionary of edge weights of Gc(SA, E)
1: procedure FindWeightedConflictGraph(SA)
2: E ← ∅ . The edge set of Gc
3: for all ψ1 ∈ SA do
4: for all (i, k) ∈ ψ1 do
5: for all fi,j,k,l ∈ F do
6: for all ψ2 ∈ (SA \ {ψ1}) do
7: for all (j′, l′) ∈ ψ2 do
8: if d(Pi, Pj′ ) > dI then
9: continue
10: end if
11: for all fi′,j′,k′,l′ ∈ F do
12: E ← E ∪ {(ψ1, ψ2)}
13: if d(Pi, Pj′ ) < 1.0 then
14: d← 1.0
15: else
16: d← d(Pi, Pj′ )
17: end if








Algorithm A.7 Channel List Initialization Algorithm Running on ni
Input: |SA|, cardinality of the set of colour classes of remotely and locally managed radios
Output: L, channel list
1: procedure ChList(|SA|)
2: δ ← 0
3: f ← 1
4: C ← 11 . 11 channels for 802.11b/g
5: if |SA|= 1 then . Then randomly select a channel
6: f ← A random channel
7: else
8: δ ← C−1|SA|−1
9: end if
10: for all i ∈ Z ∧ i ∈ [0, |SA|) do
11: ch← f + i δ
12: Round ch to the nearest integer
13: if ch > C then
14: ch← C
15: end if
16: Li ← ch
17: end for
18: end procedure
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Algorithm A.8 Channel Selection Estimation for the k-neighborhood of ni
Input: L, list of available (not yet assigned, free) channels
Input: MC
Input: m, current channel selector node’s id
Input: c, number of channels to be selected for nm
Output: ML, node id-selected channels list mappings
1: procedure ChSelection(L, MC , m, c)




6: if l 6= −1 then
7: c′ ←MC [l]
8: Del MC [l] . Remove key l from MC
9: ChSelection(L, MC , l, c
′)
10: end if
11: if m = −1 then
12: return
13: end if
14: LS ← SelectCh(L, c)
15: ML[m]← LS
16: end procedure
Algorithm A.9 Channel Selection from Available Channels
Input: L, list of available (not yet assigned, free) channels
Input: c, number of channels to be selected
Output: LS , list of c channels selected from L
1: procedure SelectCh(L, c)
2: δ ← 0
3: LS ← ∅
4: C ← 11 . 11 channels for 802.11b/g
5: if c ≤ 1 then . Then the median of the available channels list is selected
6: Append median[L] to LS
7: Remove one instance of median[L] from L
8: else
9: δ ← C−1c−1
10: end if
11: for all i ∈ Z ∧ i ∈ [0, c) do
12: ch← 1 + i δ
13: Round ch to the nearest integer
14: if ch > C then
15: ch← C
16: end if
17: if ch ∈ L then
18: selectedCh← ch
19: else . Then select the closest channel to ch from L
20: dist←∞
21: for all channel ∈ L do
22: if |ch− channel|< dist then
23: selectedCh← channel




28: Append selectedCh to LS




Algorithm A.10 Least Prior Node Selection on ni
Input: MC




4: dmax ← −1
5: for all j ∈ keys[MC ] do
6: if cmin > MC [j] ∨ (cmin = MC [j] ∧ d(Pi, Pj) > dD ∧ dmax < d(Pi, Pj)) ∨ (cmin =
MC [j] ∧ (d(Pi, Pj) ≤ dD ∨ dmax = d(Pi, Pj)) ∧ l < j) then
7: l← j
8: cmin ←MC [j]




Algorithm A.11 Distribute Channels Using Colour Classes’ Conflict Graph on ni
Input: Si, set of sets of radios ni is responsible for selecting channels
Input: Gc(SA, E), colour classes’ conflict graph
Input: WE , dictionary of edge weights of Gc(SA, E)
Input: MI , dictionary of manager node id’s for the colour classes in SA
Input: ML, node id-selected channels list mappings
Output: pii, candidate channel configurations for the radios of ni
Output: MR, dictionary of remotely managed radios’ channels
1: procedure ChDist(Si, Gc(SA, E), WE , MI , ML)
2: if |Si|= 0 then
3: return
4: end if
5: MV ← ∅ . initialize a dictionary that holds vertex-channel mappings
6: v ← TraverseNext(nil, Gc(SA, E), WE)
7: while v 6= nil do
8: ∀c, Ic ← 0.0
9: for all c ∈ML[MI [v]] do . for each candidate channel c
10: for all (v, w) ∈ E do
11: if w ∈ keys[MV ] then . a channel has been selected for w




16: MV [v]← c, such that Ic is minimum in I . channel c is selected for colour class v
17: ML[MI [v]]←ML[MI [v]] \MV [v] . Remove channel c from candidate channels for node
MI [v]
18: v ← TraverseNext(v, Gc(SA, E), WE)
19: end while
20: for all v ∈ Si do
21: for all (i′, k′) ∈ v do
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Algorithm A.12 Traverse Next Vertex
Input: v, current vertex being visited
Input: Gc(SA, E)
Input: WE
Output: v, next vertex to be visited
1: procedure TraverseNext(v, Gc(SA, E), WE)
2: ∀v ∈ SA,WV [v]←
∑
(v,w)∈E
WE [(v, w)] . Vertex weight is the sum of incident edges’ weights
3: if v 6= nil then
4: Select (v, w) ∈ E such that WE [(v, w)] is maximum in WE and w has not been visited yet




9: Select v ∈ SA such that WV [v] is maximum in WV and v has not been visited yet
10: return v . v is nil if no such vertex exists
11: end procedure
Algorithm A.13 Announce Channel Selections on ni
Input: Si, set of sets of radios ni is responsible for selecting channels
Input: MD, dictionary that holds the master radio of a remotely managed slave radio
Input: pi, candidate channel configurations for the radios in Si
Input: Π, list of sets of channel selection announcements
Input: C, list of channel selection variables
1: procedure AnnounceSelections(Si, MD, pi, Π, C)
2: for all ψ ∈ Si do
3: for all (i′, k′) ∈ ψ do
4: if i′ = i then
5: Ck′ ← pik
′
i′ . Initialize channel selection variables
6: Πk′ ← Πk′ ∪
{
(|Ψi|, Xi, i, k′, pik′i′ )
}
7: Send CS message,
(
|Ψi|, Xi, i, k′, pik′i′
)
, to one-hop neighbors on the subgraph of (i′, k′)
8: else
9: Send CS message,




13: for all (i′, k′) ∈ keys[MD] do . Send delegation requests









Algorithm A.14 Handle CS Announcement on ni
Input: Π, list of sets of channel selection announcements
Input: MP , proxy dictionary
Input: k, radio id for which the announcement has been received









Xz : for ∃
(











z : for ∃(Ψmaxk , Xmaxk , l, pi
l







l : for ∃(Ψmaxk , Xmaxk , Nmink , l, pi
l
z),




6: Ck ← pilz . Where
(





7: if |Ψj |> Ψmaxk ∨ (|Ψj |= Ψmaxk ∧ Xj > Xmaxk ) ∨(|Ψj |= Ψmaxk ∧Xj = Xmaxk ∧Nmink > j) ∨ (Nmink == j ∧Dmink > k′) then
8: Send CS message,
(
|Ψj |, Xj , j, k′, pik′j
)
, to one-hop neighbors on the subgraph of (i, k)
9: for all (z, l) ∈MP [(i, k)] do . Announce to delegated radios
10: Send CS message,
(
|Ψj |, Xj , j, k′, pik′j
)
, to (z, l)
11: end for
12: end if
13: Πk ← Πk ∪
{
(|Ψj |, Xj , j, k′, pik′j )
}
14: end procedure
