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The purpose of this study is to work out the foundations of a decision-support system in order 
to advise efficient resolution strategies for scheduling problems in process engineering. This 
decision-support system is based on Case-Based Reasoning. 
A bibliographic study based on co-citation analysis has been performed in order to extract 
knowledge from the literature and obtain a landscape about scheduling research, its intensity 
and evolution. 
An open classification scheme has been proposed to scheduling problems, mathematical 
models and solving methods. A notation scheme corresponding to the classification has been 
elaborated based on the nomenclature proposed by Blazewicz et al. (2007). 
The difficulties arising during the adaptation of a mathematical model to different problems is 
discussed, and the performances of four literature mathematical models have been compared 
on three flow-shop examples. A resolution strategy is proposed based on the characteristics of 
the scheduling problem. 
KEYWORDS: 
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RESUME 
Ces travaux concernent la mise en place d’un système d’aide à la décision, s’appuyant sur le 
raisonnement à partir de cas,  pour la modélisation et la résolution des problèmes 
d’ordonnancement en génie des procédés. 
Une analyse de co-citation a été exécutée afin d’extraire de la littérature la connaissance 
nécessaire à la construction de la stratégie d’aide à la décision et d’obtenir une image de la 
situation, de l’évolution et de l’intensité de la recherche du domaine des problèmes 
d’ordonnancement. 
Un système de classification a été proposée, et la nomenclature proposée par Blazewicz et al. 
(2007) a été étendue de manière à pouvoir caractériser de manière complète les problèmes 
d’ordonnancement et leur mode de résolution. 
Les difficultés d’adaptation du modèle ont été discutées, et l’efficacité des quatre modèles de 
littérature a été comparée sur trois exemples de flow-shop. Une stratégie de résolution est 
proposée en fonction des caractéristiques du problème mathématique. 
MOTS CLES : 
Ordonnancement d’atelier, Raisonnement à partir de cas, Système d’aide à la décision  
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Markets for industries are becoming more and more competitive, and the quality requirements on a 
product are at higher and higher levels. Today, in order to fulfill these requirements, industries 
frequently use techniques of project management, industrial engineering, and operations research. 
However, quality of the product and capacity of production are not the only constraints: markets 
impose new industrial strategies, based on more and more flexible production processes, requiring a 
greater reactivity. In this context and in order to remain competitive, the operating conditions have to 
be optimized. 
Flux production mode is often applied by industries, both in continuous and discontinuous modes. For 
a long period process engineering was necessarily focused on the conception of processes 
characterized by high production capacity and continuous production mode (e.g. petrol chemistry). 
From this historical heritage, continuous production mode became dominant in process engineering. 
Nevertheless, all production systems of process engineering are not limited to this production mode. 
Although the installations of food-, biotechnological and pharmaceutical industries may be described 
and analyzed with using the terms of unit operations, balance equations, operating conditions, the 
production process is rather only continuous. The opening of process engineering to the domains of 
applications aroused new problem types. The interest of the scientific community to the discontinuous 
production mode today is already undeniable. 
Discontinuous modes are applied e.g. because of an important rotation of several new products, a high 
quality or cost of products to produce, a seasonality of production or a lack of time to create a 
continuous factory. In discontinuous production mode the material is transferred through the system in 
finite quantities: the lots. Each material lot undergoes a set of transformation operations on specific 
units during its path. The path sequence of material lots in different equipments has a significant 
impact on the performance of the production process. In order to use the units rationally the temporal 
and volume synchronization of the lots becomes necessary. The scenarii of the realization have to be 
found for a production plan, where among others the number, volume, starting times and the 
corresponding machine of each lot are defined, minimizing thus the inactivity time of the machines.  
Therefore, the role of scheduling problems in industry is very important. Consequently, lot of research 
efforts has been investigated in the area of modeling and solving this type of problems. 
Our research is focusing on how to work out an assignment strategy between scheduling problems, 
mathematical models and appropriate solving methods. The objective is to develop a decision-support 
system based on a database of previous experiences, gained from previously successfully solved cases. 
The system should not only answer the question about which model and which method should be 
applied to solve new problem in the most convenient way, but also should be able to learn from the 




new case, from the new adapted solution. The decision-support system is to be constructed on the 
foundations of Case Based Reasoning (CBR) approach. The remainder of the manuscript is organized 
into four chapters. 
In the first chapter, the role and importance of scheduling problems are presented, and the basic 
definitions and terminologies of this area are introduced. Through some illustrative examples the 
complexity of resolution process is highlighted, and the resolution methods of scheduling problems are 
briefly discussed. As the resolution strategy is complex, and the expert has to make several choices, 
the attempt of constructing a decision-support system will be justified. This decision-support system is 
based on methods of Artificial Intelligence. Different methods are presented and discussed. Among 
them, the advantages of CBR (flexibility in knowledge modeling, learning over time, ability to start in 
a domain with a relatively small body of knowledge…) make this approach an excellent candidate. 
CBR is a knowledge-based method, inspired by human thinking (see Section 1.5) which can be 
illustrated by Figure I-1: 
 
Figure I-1 
The problem solving life cycle in a CBR system consists essentially of the following five parts: 
representing, retrieving, reusing, revising and retaining. As the core of a CBR application is the use of 
previously solved cases in order to propose solutions to a new problem, a case database has to be 
established. To be effective, CBR system must encompass a large number of cases in order to cover 
the whole problem space. Therefore it is necessary to extract the existing knowledge on this domain. 
In order to collect and extract the existing expert knowledge and to get a view of the evolution of 
scheduling research, a bibliographical analysis has been performed. The results presented in the 
second chapter of this document, using the co-citation analysis based Ensemble NMF algorithm of 






Based on the previous analysis, in the third chapter a classification and notation scheme is proposed 
for scheduling problems, mathematical models and solving methods. The purpose of this classification 
and notation scheme is to obtain an efficient scheduling case representation in the CBR. The proposed 
scheme is illustrated on three examples. As this chapter deals with the case representation, it supports 
the first steps of the CBR system. 
Before to draw a conclusion and give some perspectives, the fourth chapter deals with the two next 
steps of the CBR cycle, i.e. retrieve and reuse (Figure I-1). Because of the large number of scheduling 
problems, this fourth chapter is limited to the study of flow-shop problems solved with mathematical 
based approaches. The foundations of a CBR system and the application of the preliminary version of 
this decision-support software are shown on a flow-shop example of 5 machines. 
  



















The application of process engineering towards new areas, such as food, biotechnological, electronic or 
pharmaceutical industries is generating new production problems with discontinuous modes. Based on 
competitive markets, these industries set up a reactive production mode, because of an important rotation of 
several new products, a high quality of products to produce, a seasonality of production (cosmetics) or the lack 
of time to create a continuous factory. During a long time, these processes have produced very high added value 
products and the profit was such important that it was not necessary to study the performances of these 
production processes. The quality of the product and the capacity of production were the two main constraints 
and there was no need to optimize the operating conditions. 
However, the growing worldwide competition in chemical process imposes new industrial strategies based on 
more and more flexible processes affording a greater reactivity and flexibility to remain competitive in the global 
marketplace. Indeed, for the manufacture of such chemicals or materials, the production process or the demand 
pattern is likely to change. The inherent operational flexibility of these industrial plants provides the platform for 
great savings in good production schedules because it is the core of production management. Moreover, 
processes need reengineering to respect new constraints coming from the legislative world (environmental, 
security constraints) or from the enterprise itself (cost reduction, production centralization). These new 
constraints cannot be neglected to conceive the discontinuous processes and to achieve sufficient profit. 
In the above context, each company must optimize its production management by creating multiproduct or 
multipurpose batch, semi-continuous or continuous plants where products are manufactured with the same or 
different sequence of operations by sharing production resources (equipments, intermediate materials…). 
Consequently, the path sequence of material lots in different equipment environments has an important impact to 
improve efficiently and reduce costs of the production process. This impact justifies the need for more and more 
sophisticated study on the solution possibilities of scheduling problems. The research area of process scheduling 
received great attention from both the industry and the academia world resulting in significant advances in 
relevant modeling and solution techniques. Numerous research studies have been made of this area, e.g. 
(Esquirol and Lopez, 1999, Pinedo, 2008, Blazewicz et al., 2007). Due to the huge number of possible scenarii 
and the need to consider several production constraints these problems are highly combinatorial and hence very 
challenging from the computational complexity point of view. 
 
1.2. Definitions and terminology 
 
The presence of a complex terminology justifies – even makes it necessary – to precise some definitions of the 
scheduling. 
Scheduling is a decision making process to determine when, where and how to produce a set of products given 
requirements to achieve certain objectives. A scheduling problem consists in planning on a time horizon the 
realization of a set of different product orders, subject to temporary constraints (due dates, processing recipes, 
time horizon…) and the constraints on a set of limited resources (material availability, equipment assignment…) 
which are necessary to the realization of the operations. It defines a schedule of the organization of the work by 
resources and/or group of resources of the factory. It describes also the execution of operations (starting times, 




finishing times) but also the assignment of resources to activities according to the time. When only the relative 
order has to be fixed between operations, which can be in conflict by the use of the resources, we speak about 
sequencing. Thus, for a schedule, the execution time, the unit used to realize each operation and sometimes the 
number and volume are to be defined. 
After the previous definition it is necessary to precise the different elements who constitute a schedule. 
The recipe gives the description of the decomposition of the production of a product into elementary tasks. In 
process engineering, the recipe is usually known in advance. It encompasses also the minimal set of data to 
define the prescriptions of fabrication of a product, i.e. the relations and connections between tasks. The recipe 
allows describing a product and the ways it is produced. Frequently it is composed of five principal elements: the 
header (regrouping the administrative information), the formulation (indicating the list of raw materials, 
intermediate products, their proportions and the operating conditions), the needs (equipments or equipment 
types), the procedure (defining the sequence of unit operations scheduled in time who describes the products 
fabrication), and supplementary information corresponding to quality and security constraints. 
An operation or task is an elementary entity of activity which is localised in time by a starting and a finishing 
date (or by one of these dates and its duration). In order to be performed an operation uses one or more resources 
with an intensity which is usually considered to be invariable during the execution of the operation. 
A job is the set of successive operations to perform in order to obtain the final product from raw materials 
(often but not necessarily via intermediates). 
A resource is a technical or human mean which is required for the realization of an operation and is available 
in limited quantities. The duration of an operation is not always known à priori, but can be a function of the 
quantity and of the performance of the resource used. A machine is a specific technical resource. It corresponds 
to a unit, used to perform a group of operations. In process scheduling it is also called primary resource. 
Resources other than machines are often called secondary resources, e.g. utilities. 
The set of machines and the including connections between them is called workshop. A workstation gathers 
a set of machines with the same function. In a workstation there can be one or more machines. 
Constraints express restrictions on the values that the decision variables can jointly take. In scheduling there 
are two great categories of constraints: resource constraints and time constraints. For example a set of raw 
materials with release time and a limited amount data are constraints to satisfy product orders. Product deadlines 
or relations and connections between tasks are also constraints. 
For highly constrained scheduling problems the solution technique can be limited to find a solution, 
complying with all the scheduling constraints. In this case we are in a feasibility strategy. But the determination 
of the locations, times, sequences of processing activities with finite units and resources can lead to several 
potential solutions. In order to classify them, one or more criteria are established to evaluate the quality of the 
solution (optimality strategy) such as maximization of profit or minimization of makespan. Sometimes it is 
difficult to model all the objectives with one or more criteria, in this case, some of them can be included as 
constraints in the model. Finally, the goal is to find either a solution optimizing an objective function or a 
feasible solution that satisfies the constraints. 
Numerous aspects have to be taken into account during the study of a scheduling problem: plant purpose 




The following part details three illustrative examples which will highlight some aspects of our research study in 
the rest of the manuscript.  
 
1.3. Examples of process scheduling problems 
 
Any process can be viewed as a succession of unit operations, and can be characterized by the way that its 
operations are interconnected and by the way that the material circulates in the workshop. According to these 
conditions the production processes can be distinguished by:  
 The production topology. Based on the complexity and features of batch processing, all processes are 
classified into two groups: sequential or network processes. In practice most of the batch processes 
are sequential, but as applications become more complex, networks can handle processes with 
arbitrary topology. Complex products recipes involving mixing and splitting operations and recycles 
can be considered. 
 The production purpose of the unit: mono-product, multiproduct or multipurpose unit. A mono-
product unit produces one product, which is invariable during the process. The sequential processes 
including single or multiple stages and units can be divided into two categories: multiproduct or 
multipurpose. In the former all jobs are processed in the same production paths and the processing 
sequences of batches in each unit are identical. While in the latter, the production paths of some jobs 
are different and may be in the opposite direction. This aspect will be detailed in chapter three. 
 The production mode which depends on the nature of the flux flowing through the workshop: batch, 
semi-continuous and continuous. Usually the process industry operates rather in continuous mode of 
production. However, with the changing of the economic environment and the appearance of the 
interest for the new industrial applications, the batch production mode has been implanted, leading to 
the appearance of discontinuous workshops. This production mode comes historically from the 
manufacturing sector. It permits to create several different products using the same resources: 
equipment, storage units, utilities, operators… This production mode answers more and more 
demanding requirements in the terms of quality and specificity of products, constraints of security 
and reduction of delays. This flexible, dynamic and reactive mode of production is actually well 
established in pharmacy, cosmetics, food, and polymer industries. 
 
The following three examples illustrate the main features discussed above and start to introduce some plant 
specifications and technological constraints. 
  




1.3.1. Example 1-1 – A batch scheduling example 
 
 
Figure 1-1 – Recipe of example 1-1 
 
On Figure 1-1 a batch scheduling example is presented, delivering 4 products: P1 to P4. Each product can be 
made by the following recipe: to produce Pi one has to preheat Aj and Bk independently, then mix them and 
finally package the product. P1, P2, P3 and P4 can be produced from A1 and B1, A2 and B1, A1 and B2, A2 and B2 
respectively. 
To perform the operations 4 heaters (2 dedicated to A, 2 dedicated to B), 4 mixers and 2 packagers are 
available. The workshop of example 1-1 is illustrated on Figure 1-2. It consists either in 3 workstations (Heaters, 
Reactors and Packagers) or in 4 workstations if the Heaters dedicated to A and the Heaters dedicated to B are 
distinguished. In the former case, the restriction on the use of Heaters has to be taken into account by adding 
assignment constraints (i.e. two Heaters can only perform raw material A, and two Heaters can only perform raw 
material B), while there is no practical advantage. In the latter case, there is no such inconvenience, therefore in 





















Figure 1-2 – Workshop of example 1-1 
 
In a process, the connection possibilities of the units can be fully or partially allowed. For the former category, 
there is a possible connection between each pair of machines and the materials can be transferred from one to 
any particular machine. In the second category, some connections between the devices are not allowed. In the 
current example, the circles and arrows on Figure 1-2 make it possible to follow every possible production way 
in the workshop. The circles represent merging/splitting ports and inlet/outlet ports of workstations (→O means 
inlet and O→ means outlet port), and the thin continuous arrows represent the possible flows between machines. 
The thick dashed arrows illustrate forbidden connections between the pointed two machines, e.g. the sequence 
Heater A 1  Reactor 4 is not allowed. Raw materials are represented with squares; the products are represented 
with crosses. 
In order to illustrate usual complexities in scheduling area, several other restrictions have been introduced: 
1. Heating operation of type A raw materials and heating operation of type B raw materials must be 







































2.  As type B raw materials are delivered from an external place, the corresponding heating operations can 
only start when the raw material is available. 
3.  After the end of mixing operation, a waiting time before packaging has to be respected. 
4.  After being used, each reactor has to be cleaned before its next operation. As the mixtures have different 
properties, the cleaning time depends both on the former and the current operation. 
5.  The operation processing times depend on the machine used. 
 
The characteristics of example 1-1 are summarized in Table 1-1. 
 
Table 1-1 – Problem characteristics of example 1-1 
Process topology: Sequential 
Production purpose: Multiproduct 
Production mode: Batch 
Time constraints: Double end-end relation 
Waiting times 
Changeover times 
Machine dependant process times 
Resource constraints: Resource availability 
 






























In this example proposed by Kondili et al. (1993), 2 products are delivered from 3 raw materials with the 
recipe detailed in Figure 1-3. The workshop of this problem (Figure 1-4) is composed of 3 workstations: a 
heater, a workstation with two reactors, and a distillation column. The production can be realized in batch or in 
continuous mode. Example 1-2 consists of two jobs with respect to the number of products: sequence to obtain 
P1 (heating, reaction 1 and reaction 2), and sequence to obtain P2 (reaction 3 and separation). The assigned inlet 
and outlet ports are denoted with the same colour, for example the IntBC intermediate (output from the gray 
outlet port of Reactors workstation) is the production result of B and C raw materials entering in the gray inlet 
port of Reactors workstation. Hot A has to be performed immediately after the Heating task in order to avoid 
increasing energy consumption. 




Figure 1-4 – Workshop of example 1-2 
 
Figure 1-4 gives an illustration of the network topology. As network processes include merging, splitting and 


















State Task Network (STN) or the Resource Task Network (RTN) representations (Schilling and Pantelides, 
1996) detailed in Chapter Three. 
The characteristics of example 1-2 are summarized in Table 1-2: 
 
Table 1-2 – Problem characteristics of example 1-2 
Process topology: Network 
Production purpose: Multipurpose 
Production mode: Continuous 
Time constraints: End-start relation (zero wait) 
Resource constraints: Final intermediate storage 
 
1.3.3. Example 1-3 – a semi-continuous industrial process 
 
Apart from batch and continuous processes, there are also production units functioning in semi-continuous 
mode. They ally elementary operations corresponding to continuous production mode, with other elementary 
operations corresponding to batch production mode. One of the difficulties of this mode comes from the 
management of transition phase between the two previous production modes. 
In the third example, 3 products (bottled, canned and barrelled beer) are delivered from one raw material (draft 
beer). However, there are several restrictions and constraints concerning the process (the recipe is shown on 
Figure 1-5): 
 
Figure 1-5 – Recipe of example 1-3 
 
Example 1-3 has been published by Czuczai et al. (2009). The workshop of this example (Figure 1-6) is 
composed of 4 workstations: a draft beer tank, a filter, a bright beer tank, and a workstation with three package 
lines. The raw beer is stored in raw beer tanks (RBT) and is filtered by several alternative filters. Deadlines for 
utilizing the beer are specified for the raw beers stored in each raw beer tank. Any RBT can be connected to only 
one filter at a time and any filter can be connected to only one RBT at a time. During filtration, the beer is loaded 
to a bright beer tank (BBT). Any filter can be connected to only one BBT at a time and any BBT can be 
connected to only one filter at a time. Filtration is a continuous task, the beer flows continuously through the 
filter, and the RBT and the BBT must be available through the whole filtration process. The beer can be 
accumulated in the BBT from several filtration operations during a time period for which an upper bound is also 
specified. 
After accumulation of beer, the bright beer storing task is performed, during which the beer has to spend a 
minimal waiting time in the BBT. The actual waiting time may be longer than the minimum. After that, the beer 

















emptying phase, an upper bound to the time is also specified. Any BBT can be connected to only one packing 
line at a time, and any packing line can be connected to only one BBT at a time. Deadlines are also specified for 
satisfying product orders. Several orders may refer to each product. 
Since filtration and packaging are continuous tasks, the starting and ending time must be synchronized with 
the corresponding operation of the actual BBT. The beer can be stored in the BBT before and after the BBT 
operation, only for a specified maximal time period. 
 


















The characteristics of Example 1-3 are summarized in Table 1-3: 
 
Table 1-3 – Problem characteristics of example 1-3 
Process topology: Sequential 
Production purpose: Multiproduct 
Production mode: Semi-continuous 
Time constraints: Waiting time limits 
Deadlines 
Resource constraints: Connectivity restrictions 
Required minimal quantities 
of products 
 
1.4. Resolution methods for scheduling problems 
 
Whatever the considered production type (manufactory or process) and the applied modeling are, the 
scheduling problem leads usually to the resolution of a combinatorial optimization problem. While in process 
engineering studies, papers has been focused on optimization approaches and related modeling aspects, it is 
important to note that there are other solution methods for dealing with scheduling problems. As we are going to 
explain, these methods can be used either as alternative methods, or as methods that can be combined with 
mixed integer linear programming. The different approaches proposed in the literature to treat this type of 
problems can be classified into three great categories:  
 Methods coming from Artificial Intelligence 
 Simulation approaches (continuous, hybrid, discrete events)  using more or less sophisticated 
placing rules concerning the sequence of tasks and the priority of sharing of machines.  
 Mathematical approaches apply the techniques of operational research, such as mathematical 
programming (linear, non-linear, integer and mixed-integer), heuristics (often specified to a problem 
type), meta-heuristics… 
Each of these approaches can be divided into two groups: Exact methods ensure the achievement of the 
optimal solution but often need important computational efforts, depending on the complexity of problem. 
Approximate methods permit to find a solution more or less close to the optimum, in a reasonable time. For 
industrial applications, the choice of the solution methods is often a balance between computational effort, 
robustness and solution quality, even with the growing computational power. 
It is difficult to be exhaustive on the different techniques applied, so the next part is limited to the approaches 
which permit to solve n-jobs, m-machines problems (m>2) frequently met in engineering. 
 
1.4.1. Approaches based on Artificial Intelligence techniques 
 
Artificial Intelligence (AI) is the mimicking of human taught and cognitive processes to solve complex 
problems. AI uses techniques and builds tools to represent, capitalize, manipulate and reuse knowledge. 
Different approaches try to mimic the different ways that people think and reason. Grabot (2006) delivered a 




main categories: constraint-based approaches (constraint programming), expert systems, fuzzy logic, case-based 
reasoning, neural networks and multi-agent systems. Most of these approaches encapsulate knowledge gained 
from human experts and apply that knowledge automatically to make decisions. The process of acquiring expert 
knowledge and to manage it requires considerable skills to perform successfully. 
 
1.4.1.1. Constraint programming 
 
Constraint propagation techniques reduce progressively the solution space using actively the constraints 
restricting the order of selection of variables and the sequence of affectation of possible values. Constraint 
Programming is a relatively new modeling and solution paradigm that was originally developed to solve 
feasibility problems, but it has been extended to solve optimization problems, e.g. scheduling problems. The 
solution of Constraint Programming models is based on an active use of the constraints to perform constraint 
propagation at each node by a progressive reduction of the variable domain (Galipienso and Sanchis, 2001). If an 
empty domain is found, the node is pruned. These techniques are frequently combined with other methods in 
order to obtain a precise schedule, because, alone, the constraint propagation rarely leads to a unique solution. 
Constraint propagation is especially useful when the problem is very constrained and it is difficult to find a 
solution satisfying all the constraints (Baptiste et al., 2006). 
Besides the use of Constraint Programming in combination with mixed integer linear programming techniques 
known as hybrid methods has received attention since they are complementary to each other (e.g. Roe et al., 
2005). 
 
1.4.1.2. Expert systems 
 
Expert systems imitate human reasoning, considering it as being decomposable into elementary steps, often 
modeled by rules consisting of a condition and a consequence part (IF THEN rules). An expert system is made 
up of a base of rules (knowledge about the problem) and a base of facts regrouping the properties that are “true”. 
Then an inference engine permits to determine the condition parts of rules that are satisfied and the consequences 
that can be deduced. 
Several attempts have been made in order to model the knowledge on the domain of scheduling or on a given 
workshop. These experiences have met two great difficulties: little general knowledge seems to exist about this 
area and the development of a base of knowledge needs important effort (especially during the maintenance of 
this base). Additionally, the knowledge applied to scheduling problem does not seem to really fit to a binary 
schema such as the “simple” production rules. Therefore, in the main applications, only local knowledge is 
modeled in order to manage some choices inside more performing methods (Bel et al., 1988). 
 
1.4.1.3. Fuzzy logic 
 
Fuzzy logic attempts to formalize the imprecision and uncertainty, belonging to the most of human 
knowledge. Instead of translating this knowledge into binary values, a proposition of “truth value” is affected, 
which is usually comprised between 0 and 1. Then, the evolution of this truth value will be interpreted as a 
membership function, (Kaufmann, 1992). 




Two principal categories of use can be distinguished on scheduling domain: the use in order to integrate 
imprecise knowledge on expert systems (Kong et al., 2011) and the use in order to describe flexible constraints 
into constraint propagation (Lu and Yiu, 2011). 
 
1.4.1.4. Case-Based Reasoning 
 
Case-Based Reasoning (CBR) tries to find the solution of a given problem based on the solution of a similar 
problem, resolved in the past. In this approach the central element is a case, which represents a contextual 
experience composed of the description, the solution and the environment of a problem. Numerous cases are 
stored in a case memory. Then, when a new problem is met, the similarity between the stored cases and the new 
one is analyzed in order to extract a previous case which is considered to be close enough. The solution of the 
retrieved case is adapted in order to withdraw the discrepancies between the two problems and to match more 
precisely with the initial problem. The CBR assumes: 
 To be able to formalize the knowledge by some parameters in order to describe a case. 
 To determine a similarity function permitting to extract a relevant case in order to solve the faced 
problem. 
 To be able to find the adaptation of the retrieved solution. 
 To have enough cases stored in the memory in order to cover a maximal space of problems. 
 
Encouraging applications of CBR have already been realized (e.g. Napoli, 1999; Cunningham and Smyth, 
1995). As with the previous approaches, resolutions with CBR offer to formalize the knowledge of an expert 
during choices or to determine some general variables of the problem rather than managing completely the 
schedule. 
 
1.4.1.5. Neural networks 
 
Contrary to expert systems or case based reasoning, neural networks do not imitate the human reasoning but 
the structure of the human brain (Arbib, 1998). The central element of a network based on this approach is a 
neuron, emitting an output in function of its inputs. The neurons in the network are in connection with each 
other, and the information is stored by the weighting of the connection lines. 
Before the use of a neural network, a learning phase has to be performed, when the network is taught by the 
representation of so-called “learning cases”, i.e. entering input values with desired outputs. The weights of the 
connections are systematically updated until a correct solution can be obtained for all of the learning cases. 
Similarly to expert systems, neural networks are used to support or replace choices made by the expert inside 





1.4.1.6. Multi Agent Systems 
 
The main idea of multi-agent systems is the decomposition of the problem into sub-problems and next, to find 
the solutions of these sub-problems modeling each one with an entity (agent) which agents are in connection 
with each other. These systems belong to the category of model based reasoning, which concentrates on 
reasoning about a system behavior from an explicit model of mechanisms underlying that behavior. 
In scheduling domain there are two kinds of agents; the machine whose goal is to find work and the job which 
tries to be made at lower cost and shorter time. The main features of multi agent system are its flexibility and its 
ability to deal with multi-objective optimization (Archimède and Coudert, 2001). Despite theoretical advantages, 
this approach has important weaknesses such as huge work of programming in order to implement agents, 
important processing time due to negotiation between agents, and problems due to local optimization (because of 
the decomposition in sub problems) while scheduling problems have global objectives. 
 
1.4.2. Simulation based approaches  
 
Simulation based approaches (or simulation of priority rules) belong to the methods which construct 
progressively a schedule. These methods build rapidly a schedule respecting the technical constraints. The 
method is based on the generalization of the priority choice method between operations being in conflict on a 
machine. Simulation based approaches can be described as a progressive elaboration of the schedule, 
constructing the priority rules of the conflicting operations: 
1. Start with the workshop at t = 0 
2. List the conflicting operations of the schedule 
3. Apply a priority rule in order to manage the first conflict (in fact a hierarchical list of priority rules) 
4. Plan the chosen operations 
5. Increment the time and return to step 2 until the deadline. 
 
The advantages of simulation based approaches are the great simplicity and reactivity. The main drawbacks 
are its instability (with the increase of the quantity of available resources, for example, a high makespan can be 
proposed). The performance of these approaches depends strongly on the rules and these rules are numerous. For 
more details on the application of this approach on scheduling problems see Fabre et al. (2011). 
 
1.4.3. Mathematical approaches 
 
From a mathematical point of view, a scheduling problem is a combinatorial optimization problem (Equation 
1-1 and Table 1-4), where the optimal solution has to be found according to an evaluation criteria. 
  

















Equation 1-1 – Constrained optimization problem 
 
Table 1-4 – Nomenclature of Equation 1-1 
f(x) Objective function 
g(x) Inequality type constraints 
h(x) Equality type constraints 
x Vector of operating conditions 
 
A feasible solution of Equation 1-1 (also referred as mathematical model) is a pair of an f(x0) value and 
X0x  operating conditions satisfying 0xg 0  and 0xh 0  constraint equations. An optimal solution is a 
feasible solution which fulfils the following condition: the value f(x0) is minimal in a subspace XX ' . 
This means that the modification of any operating condition (in any direction) leads to a solution which is 
either not feasible, or worse than the former (with respect to the objective function value as an evaluation 
criterion). 
If X’ = X, we speak about a global optimal solution, or – in the domain of scheduling problems – about a 
globally optimal schedule. 
According to the objective function and the constraint equations, the optimization problems can be 
distinguished into four categories: Linear Programming problems (LP), Nonlinear Programming problems 
(NLP), Mixed Integer Linear Programming problems (MILP) and Mixed Integer Nonlinear Programming 
problems (MINLP). If all the variables are continuous and the objective function and the constraints are linear, 
the problem is called a Linear Programming (LP) problem. If the variables are all continuous but the objective 
function or some constraints are non-linear, it is called a Nonlinear Programming (NLP) problem. If the model 
contains variables which are interpreted only on integer values, we speak about a Mixed Integer Programming 
(MIP) problem, which can be either linear (MILP) or nonlinear (MINLP). 
There are several performance criteria of a scheduling production, which are not independent from each other. 
For example the satisfaction of an order is influenced by the respect of due-dates, the average waiting times for a 
demand, or the price of the service. Availability of resources, flexibility, quality requirements, productivity are 
very important aspects that have to be taken into account either implicitly (in the assumptions of the problem) or 
explicitly (in the objective function or the constraints). Due to the presence of several constraints and the high 
number of possible schedules, scheduling problems usually lead to difficult Mixed Integer Linear Programming 
problems. 
The mathematical model has to fulfil two very important criteria: it needs to be detailed enough and correct to 




criteria are often contradictory to each other (a more detailed model is also more complicated, and thus more 
difficult to solve), therefore a practical compromise needs to be found. 
However, in practice to find a solution to an industrial problem some simplifying strategies are applied, such 
as computational effort saving assumptions with decomposition of the problem and/or heuristic approaches. 
Several solvers have been elaborated to solve mathematical models, based on Branch and Bound or 
decomposition strategies: CPLEX (ILOG), XPRESS (Dash Optimization). Very efficient on small academic 
problems, these methods reach their limits when dealing with current real-world applications (hundreds of 
batches, long scheduling periods, numerous equipments…). Usually industrial problems are large and very hard 
constrained, which means that optimization solvers have to find the optimal (or non-optimal) solution in a huge 
search space with a relatively small feasible region. This may result in unstable and unpredictable computational 
performance of optimization models. A clear disadvantage of some of these techniques is that the optimality of 
the solution can no longer be guaranteed. 
 
1.4.4. Example – solving a scheduling problem with mathematical approach 
 
Due to the complexity of the production processes and the consideration of several, often contradictory 
aspects, it is usually hard to find even a feasible solution, not speaking about an optimal one. The purpose of the 
firm is to minimize its costs and the presence of several constraints justifies, and even makes it necessary to 
apply the strategies of optimization. During the optimization process there are two very important questions: 
which model should represent the problem? Which solving method should be used to find a solution? To find the 
answers we have to go further and examine the process of decision of the engineer. 
The solution process of a scheduling problem contains three main phases (Figure 1-7): modeling of the 
problem, choice of a corresponding numeric method to apply, and resolution of the model. The evolution of the 
resolution process is not unidirectional: experiences from the resolution phase for example can force us to 
change the applied numeric method, or to modify the model. 
 











In order to illustrate the difficulties of the choice, let us solve a scheduling problem. For simplicity reason an 
easy problem with minimal complexities has been created: in Example 1-4 ten jobs are performed on ten 
machines (multiproduct workshop). Each job is decomposed into ten operations. The objective function to 
minimize is the total makespan. The problem fulfils the following criteria: 
1.  The machines are 100% reliable, no breakdown and no maintenance. 
2.  The workshop is available in 24/24 hours, 7/7 days. 
3.  There is no secondary resource needed to perform an operation. 
4.  The duration of each operation is deterministic, given in advance, and includes all necessary transfer 
times. 
5.  All job sequence follows the same path with respect to the machines and each operation has one and 
only one corresponding machine. 
The recipe of Example 1-4 is shown on Figure 1-8. 
 
 
Figure 1-8 – Recipe of Example 1-4 
 
10 scheduling problems have been generated of the above described kind. The problem duration data has been 
generated randomly as it is proposed by Taillard (1993): the duration of each operation is between 10 and 100 
with uniform distribution. The ten problems have been modelled with the same model (disjunctive graph model, 
presented and detailed in chapter four), but solved with different solution techniques, namely Shortest Process 
Time First (SPT) and Longest Process Time First (LPT) heuristics, Ant Colony Optimization (ACO), Taboo 
Search (TS), Simulated Annealing (SA) and Genetic Algorithm (GA) meta-heuristics. 



























Box Plot (F10chainCmax.sta 6v*10c)
Median; Box: 25%-75%; Whisker: Non-Outlier Range
 Median 
 25%-75% 
 Non-Outlier Range 
 Outliers
 Extremes








Figure 1-9 – Box-Whisker plots of makespan values provided for Example 1-4 
 
In Figure 1-9 it is illustrated that different methods do not provide the same results, neither the same statistical 
properties. Without a sophisticated study, no conclusion can be made about the relative performance of these 
solving methods, but it can be deduced that the “optimal choice” of resolution strategy is not obvious at all. 
In order to effectively solve scheduling problems, the elaboration of an association strategy is needed, which 
indicates a deeper, more sophisticated analysis of problems, models and methods. To the elaboration of 




Several resolution methods have been developed in order to find solutions to scheduling problems. These 
methods can be classified in three groups: simulation approaches, approaches based on artificial intelligence, and 
mathematical approaches.  
Simulation approaches are mostly tending to determine priority rules on different machines. Although they 
can be very effective in special cases, they are not enough generic to be successfully applied to a wide variety of 
chemical engineering scheduling problems. 
In the domain of artificial intelligence for scheduling issues, the most of applications attempt to support the 
human expert rather than to create a complete schedule. 
Mathematical approaches, however, seem to be useful and successfully applicable to the concerned domain of 
scheduling problems. In chemical engineering, the literature in the scheduling area highlights the successful 
application of different optimization approaches to an extensive variety of challenging problems. More and more 
difficult and larger problems than those studied years ago can be now solved, sometimes even to optimality in a 




reasonable time thanks to more efficient integrated mathematical frameworks. This important achievement 
comes mainly from huge advances in modelling techniques, algorithmic solutions and computational 
technologies that have been made in the last few years. As a conclusion, as the possible associations between 
scheduling problem, mathematical model and solution method are very numerous, there is a need for a decision 
support system. The goal of this decision-support system is to help user in choosing the modelling options and 
the associated solving methods thanks to a detailed description of the faced problem. But in front of the difficulty 
to build such a system and the huge interest of the chemical engineering community to mathematical approaches, 
in the rest of the study we voluntary limit this work to a decision support dedicated to mathematical approaches. 
However, in order to keep generality for further evolutions of the decision support system, the Artificial 
Intelligence approaches will be discussed and included in the system. 
In order to construct such a decision support system the existing knowledge has to be extracted, modelled, 
adapted, diffused, maintained and actualized. The methods of Artificial Intelligence presented in the paragraph 
1.4.1 seem to be appropriate to construct our decision-aid system, which will be applied not to solve directly a 
scheduling problem, but to choose the best modelling options and resolution strategy to the problem. 
There are several methods of Artificial Intelligence presented: expert systems, neural networks, constraint 
propagation, multi-agent systems, and case based reasoning. Regarding to the wide variety of scheduling area, 
the rule based binary scheme of expert systems does not seem appropriate. The complexity of the decision 
process makes it difficult to construct a sufficiently complex neural network to model the resolution strategy too. 
Constraint propagation and multi-agent systems are more applicable when the goal is to solve a scheduling 
problem, rather than to associate a good resolution strategy to a problem. The case based reasoning makes it 
possible to store the complex characteristics of the problems in the case memory, and in addition this approach 
possesses learning ability, facilitating to comply with the wideness and with the dynamic challenge of scheduling 
domain. Therefore, Case-Based Reasoning approach seems to be the best choice to elaborate our decision 
support system. 
 
1.5. Case-Based Reasoning 
 
Case-Based Reasoning solves new problems by adapting solutions coming from past-solved problems. The 
idea of Case-Based Reasoning is intuitively appealing because it is similar to human problem-solving behaviour. 
People draw on past experience while solving new problems and this approach is both convenient and effective, 
and it often relieves the burden of in-depth analysis of the problem domain. 
The equivalent of human memory in a CBR system is the case library (case base). A case is composed of a 
problem faced in the past and its solution. To use the stored information a research engine is applied, whose role 
is to find the cases similar to the faced problem. After analysis, the engine will present an advised solution which 
has to be adapted and validated. Finally, the problem and its solution can be added to the case memory. 
 
1.5.1. Main steps of Case-Based Reasoning 
 
The problem solving life cycle in a CBR system consists essentially of the following five parts: representing, 







Figure 1-10 – Case-Based Reasoning cycle 
 
The first task is the representation of a new problem. Then, the most similar case is selected from the case-
memory applying a similarity function. Retrieving is the process of identifying previously experienced cases 
whose problem is judged to be similar. Reusing is the copy or integration of the solution from the retrieved case. 
Revising is the adaptation of the retrieved solution in an attempt to solve the new problem. Retaining is the 
saving of the new solution once it has been confirmed or validated (Pal and Shiu, 2004). 
CBR thus needs to maintain a memory of experiences (case memory), the process of reminding (retrieval), the 
intelligence of experiences (adaptation) and the update of experiences (learning). To develop a CBR system it is 
necessary to find an efficient solution to the following problems: representation of a case, retrieval the most 
similar case, reusing and revision of an existing solution. Adaptation and storage are two other questions coming 
from the three above. 
There are two types of maintenance tasks concerning the case-memory: qualitative and quantitative 
maintenance. Qualitative maintenance deals with assurance of the correctness, consistency and completeness of 
the CBR system, while quantitative maintenance is concerned with assurance of the problem-solving efficiency 
(e.g. the average problem-solving time), the practical limit of the size of the case base (e.g. storage limits), 
reorganization of case representation structures, etc. 
Case representation, case retrieval and case adaptation are discussed in the following sub-sections. 
 
1.5.1.1. Case representation 
 
Cases, in general can be considered as contextualized experiences, and from this point of view, the case 
representation is the task of enabling the system to recognize, store, and process past contextualized experiences. 
Selection of an appropriate scheme for case representation is essential because it provides the basic structure for 
the next CBR tasks. 




Traditional case representation methods can be categorized into three groups (Pal and Shiu, 2004): the 
relational, the object oriented and the predicate based approaches.  
The relational database model is simple and flexible and has been adopted widely. Each object (case) is 
represented by a row in a relational table where the columns are used to define the attributes (fields) of the 
objects. Hence, the relational table is divided into two parts: a problem description part and a solution part. 
The object-oriented approach uses data structures (objects) consisting of data fields together with their 
interactions in order to represent a case. The advantage of this approach comes from its compact case 
representation ability, and the associated software reusability. 
The predicate based approach interprets a case as a collection of facts and predicates (relationships between 
production rules and facts). One of the principal advantages of this approach is the possibility to form a hybrid 
rule/case-based reasoning system, incorporating many production rules in it, which may be very effective in 
some special application domain. However, the predicate based approach has a major drawback: retrieving data 
values from predicates for the purpose of comparing similarity among cases is more difficult than for other 
approaches. 
 
1.5.1.2. Case retrieval 
 
Case selection and retrieval is usually regarded as the most important step within the Case-Based Reasoning 
cycle. In this process the similarity measures adopted in a CBR system will greatly influence retrieval 
performance. The similarity assumption (i.e. similar experiences can guide future reasoning, problem solving 
and learning) is one of the most important assumptions in case-based reasoning. We remark here, that apart from 
the traditional similarity concept other, mostly Artificial Intelligence based techniques are applied successfully, 
e.g. fuzzy similarity, neural networks, and combined techniques (Pal and Shiu, 2004). 
The computation of similarity thus becomes a very important issue in the case retrieval process. The 
effectiveness of a similarity measurement is determined by the usefulness of a retrieved case in solving a new 
problem. There are broadly two major retrieval approaches (Liao et al., 1998): distance-based approaches, based 
on the computation of distance between cases (where the most similar case is determined by evaluation of a 
similarity measure) and indexation based approaches, related more to the representational and indexing 
structures of the cases. The most frequently applied type of distance measure is the weighted Euclidean distance, 
but Hamming (number of bits that are different between two bit vectors) and Levenshtein distances (number of 
deletions, insertions, or substitutions required to transform a source string to the target string) are also popular 
(Pal and Shiu, 2004). 
 
1.5.1.3. Case adaptation 
 
Usually the past solution gained from the retrieved case needs adjustment to fit the new situation. The process 
of adjusting the old solution is called case adaptation. Two ways can be distinguished to acquire adaptation 
knowledge. The traditional approach is coding the task-specific adaptation knowledge manually into the CBR 
system by interviewing domain experts. This knowledge may be represented as a decision table, semantic tree or 
IF – THEN rules. However, acquiring adaptation knowledge through interviews with domain experts is both 




Alternatively, the adaptation knowledge can be learned from the cases using machine-learning techniques. 
Recently, because of the availability of cases and the increase in computer processing power, many machine-
learning approaches for deriving adaptation knowledge are developed (Pal and Shiu, 2004). 
Traditional case adaptation strategies can be regrouped into three categories: reinstantiation, substitution and 
transformation. Reinstantiation is the simplest form of adaptation, in which the solution of the new problem is 
simply copied from the case retrieved and used directly, without modification. Substitution replaces parts of the 
old solution attributes considered to be invalid (due to conflicts and contradicts with the new problem 
requirements). Transformation is used when no appropriate substitute item is available. Based on the constraints 
describing or defining the properties of a solution component and the characteristics of the required solution 
(some predefined expert knowledge or heuristic must be available) a modified solution is proposed which must 
conform to these constraints (no contradiction or conflict is allowed). 
For case adaptation through machine learning, several examples can be found in Pal and Shiu (2004), e.g. 
fuzzy decision tree, back-propagation neural network, or Bayesian model. 
 
1.5.2. Models of knowledge in Case-Based Reasoning systems 
 
Case-Based Reasoning systems exist in numerous domains of application, and can be classified into two main 
categories with respect to knowledge modelling approaches (Fuchs, 1997): 
1. For problem resolution systems a problem is composed of a set of initial data, an objective (goal), 
and a solution able to reach this objective. The problems can be distinguished into two groups: 
planning/synthesis problems and diagnostic/decision-support problems. 
a. Planning/synthesis problems can be divided further into planning problems, consisting in 
constructing a plan in the form of sequential actions to execute in order to reach the set of 
objectives, and conception problems consisting of constructing an object satisfying a given 
specification, expressed with constraints, characteristics, and desired functions. 
b. The class of diagnostic/decision-support problems is composed of the diagnostic problems 
and the decision support problems. Diagnostic problems consist in looking for possible 
causes that could drive to the faced symptoms, and proposing a set of treating methods. 
Then, based on the objective, the problem is translated into a conception problem or a 
decision-support problem. Decision-support problems provide interactive support to the 
elaboration of a decision for the user. 
2. For interpretation systems, the objective to be satisfied is not explicitly formalized, but has to be 
discovered by evaluation of situation. 
 
1.5.3. Advantages of Case-Based Reasoning 
 
In this paragraph, some of the advantages of CBR are summarized (Pal and Shiu, 2004). By eliminating the 
need to express the acquired knowledge into a model or a set of rules, as it is necessary in model/rule-based 
systems, the knowledge acquisition tasks of CBR consists primarily in the collection of relevant existing 
experiences/cases and their representation and storage. Thus reducing the knowledge acquisition task is the first 
advantage of CBR. 




CBR also avoids repeating mistakes made in the past, as these systems record failures as well as successes 
(and perhaps the reason for those failures). Thus, information about what caused failures in the past can be used 
to predict potential failures in the future. 
Due to their rigidity in problem formulation and modelling, model-based systems sometimes cannot solve a 
problem that is on the boundary of their knowledge or when there is missing or incomplete data. In contrast, 
case-based reasoning approaches use past experience as the domain knowledge and can often provide a 
reasonable solution, through appropriate adaptation to these types of problems. The flexibility in knowledge 
modelling is thus an important advantage of case-based reasoning. 
When information is stored regarding the level of success of past solutions, the case-based reasoning may be 
able to predict the success of the solution suggested for a current problem. 
As CBR systems are used, they encounter more problem situations and create more solutions. If solution cases 
are tested subsequently in the real world and a level of success is determined for those solutions, these cases can 
be added to the case base and used to help in solving future problems. As cases are added, a CBR system should 
be able to reason in a wider variety of situations and with a higher degree of refinement and success – thus a 
CBR system learns over time. 
Finally, case-based reasoning is possible in a domain with a small body of knowledge. While in a problem 
domain for which only a few cases are available, a case-based reasoning approach can start with these few 
known cases and build its knowledge incrementally as cases are added. The addition of new cases will cause the 




Case based reasoning tries to model the acting by experience, using a case-memory (case-base) where 
previously faced problems and theirs solutions are stored. Some principal advantages of CBR are: avoiding to 
repeat past mistakes, flexibility in knowledge modelling, learning over time, and its ability to start in a domain 
with a relatively small body of knowledge. These advantages make case-based reasoning to be an excellent 
candidate for constructing a decision support system in order to help the expert to choose an appropriate 




In this chapter the importance and the role of scheduling problems in industrial processes has been presented. 
Basic definitions and terminology of this area have been discussed. The different process topologies, production 
modes, production purposes, and the most frequent time and resource constraints have been illustrated with three 
examples. Due to the wideness of the scheduling domain the research decided to be focused mostly on chemical 
engineering process scheduling problems. 
Then the resolution methods wrought out to scheduling problems have been briefly reviewed. Artificial 
Intelligence based approaches usually attempts to aim the human expert on his decisions rather than to create a 




feasible schedule is needed to be rapidly constructed, but did not seem to be rich enough to fit to the complex 
and large domain of chemical engineering scheduling problems. In chemical engineering the literature in the 
scheduling area highlights the successful application of mathematical based approaches. Despite of the huge 
advances made in modelling techniques, algorithmic solutions and computational technologies, due to the 
complexity of the resolution process it is reasonable and necessary to apply a decision support system. 
Artificial Intelligence based approaches seem to be useful helping the expert to find a good resolution strategy. 
In front of the difficulty to build such a system and the interest of the chemical engineering community to 
mathematical approaches we voluntary limited this work to a decision support dedicated to these approaches. 
Among the most important Artificial Intelligence approaches expert systems have several drawbacks. The first 
of them is the time consuming aspect of the knowledge acquisition task especially in cases where few generic 
knowledge seem to exist. Besides, the binary scheme of the rules is not suited to the knowledge developed in 
scheduling problem. Upon the complexity of problem, simple rule-based systems do not seem to be efficient 
enough. The complexity of the decision process makes it difficult to construct a sufficiently complex neural 
network to model the resolution strategy too. Constraint propagation techniques and multi-agent systems are 
more applicable when the goal is to find a solution to a concrete problem rather than to look for a good 
resolution strategy. On the other hand, case based reasoning has numerous advantages. The reasoning can be 
started with relatively few initial knowledge. It is flexible and reactive, and the method is capable to learn in time 
which assures a continuous quality improvement. Therefore, among the possible candidates the Case-Based 
Reasoning (CBR) has been chosen.  
The central element of a CBR system is a case. The case consists of a problem and its solution. The 
elaboration of a decision-aid system based on CBR needs:  
1. to collect the existing knowledge on the domain from expert or literature, 
2. to develop the representation of a case, 
3. to obtain past experiences. 
 
Therefore, in order to collect and extract the existing knowledge and study the evolution of scheduling 
research domain, a scientific bibliographical analysis has to be performed. For the reason of being able to store 
the associations proved to work successfully, a classification and notation system has to be constructed. In order 
to have past experiences, a case base has to be constructed from previously solved problems as well from the 
literature as from computational results. 
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In order to construct a decision support system on the domain of scheduling problems, it is important to 
extract the expert knowledge, to collect information and obtain a landscape on the situation of research in this 
area. Scientific methods of bibliography are useful to perform a sophisticated study, especially if a rich database 
of papers is available (Osareh, 1996). This is the case with scheduling problems, as the problematic of 
scheduling is very large and complex, there are several resolution strategies and approaches to map and the 
corresponding research area is important. Therefore the application of a scientific bibliographic method of 
analysis seems to be an adequate choice. 
In this chapter, the methods of bibliographic analysis are firstly briefly summarized. Then, the selected 
method is presented, and finally the results of application are discussed. 
 
2.1. Methods of bibliographic analysis 
 
Methods of bibliographic analysis can be classified into two groups (Osareh, 1996): methods of 
bibliometrics, and citation based approaches. Bibliometrics (also called bibliometrical statistics) are usually 
applied to evaluate the scientific work of an author, of an institute, or to characterize research intensity of a 
specific area. Most frequently the number of publications is used in descriptive statistics, however, in order to 
perform sophisticated studies it becomes insufficient due to the important differences between e.g. conceptual 
planning and application studies. Consequently, this criterion alone does not allow to perform reasonable 
comparisons with respect to the research intensity between different areas. 
There are on the other hand successful attempts to apply bibliometrics methods to analyze research tendency, 
e.g. Sitarz et al. (2010) used a method based on words co-occurrence in article abstracts, to identify thematic 
clusters in an important area of chemical engineering, the distillation research area. Applying financial analyzing 
techniques they have made interesting predictions of the development trends of research as well, and identified 
diversified patterns of development like stagnation, revival, slow development or intensive growth. 
The central assumption of citation based approaches is that if a paper cites another one that indicates a 
relationship between them. Developed on the base of this assumption citation based approaches attempt to group 
the papers with respect to their mutual relation. Greene et al. (2008) applied successfully a co-citation based 
approach to identify thematic clusters in Case-Based Reasoning literature and showed the research evolution and 
intensity in several themes. 
 
2.1.1. Analysis of connection between papers 
 
In order to identify documents likely to be closely related, citation-based approaches are the most appropriate. 
Two approaches can be distinguished: bibliographic coupling and co-citation analysis (Smith, 1981). Two 
documents are bibliographically coupled if their reference lists share one or more of the same cited documents. 
Two documents are co-cited when they are jointly cited in one or more subsequently published documents. To 
illustrate the concept of the two methods a set of five fictive papers has been created, illustrated in Figure 2-1, 
where P1…P5 denote papers, and arrows denote citations (i.e. P1 cites P3 is denoted as P1 → P3). 






Figure 2-1 – Citation links between papers P1…P5 
Example 2-1 
 (from Greene et al., 2008) 
 
The papers P1 and P2 are bibliographically coupled because they both cite articles P3 and P4. From another 
point of view: P3 and P4 are co-cited by P1 and P2. In Example 2-1 thus bibliographic coupling determines a 
relationship between P1 and P2 (based on the citations (P1, P2) → P3, and (P1, P2) → P4), while co-citation 
analysis suggests a relationship between P3 and P4 (based on the co-citations P1 → (P3, P4) and P2 → (P3, P4)) 
and also a weaker relationship between P4 and P5 (based on the co-citation P2 → (P4, P5)). 
An important difference between bibliographic coupling and co-citation analysis is that the former is an 
association intrinsic to the documents, thus the relationship remains static (once a paper is published, the 
reference list does not change any more). On the other hand the latter is a linkage extrinsic to the documents, and 
the connection is valid only so long as they continue to be co-cited. Therefore the relationship based on co-
citations is dynamic. Because of the dynamic evolution of the scheduling literature the co-citation analysis based 
approach seems to be a more appropriate choice to study the bibliography of scheduling area.  
 
2.1.2. Clustering techniques 
 
Once the database of papers is constructed and a relation network is created, the next step is the regrouping of 
the papers. A group of papers with multiple connections to each other is called cluster and the regrouping 
process is called clustering. A cluster is determined by the connection rules of the network. The number, the 
forms and the interconnections of the generated clusters are then applied to analyze the results. In order to 
perform the clustering, i.e. to classify papers, a similarity measure between papers has to be firstly defined. 
Gmür (2003) compared six widespread methods of similarity measure, and showed that the analysis based on 
Co-citation Score values (defined with Equation 2-1) is a particularly effective choice for clustering co-citation 
data. Compared to Co-citation Score, other approaches have several drawbacks, e. g.: overrating of most cited 
references (co-citation maximum based approach), overrating of co-citations between commonly cited references 




The calculation of Co-citation Score values is illustrated on Example 2-1. Suppose that the initial database of 
papers (seemed papers) is the set {P3; P4; P5} and we attempt to determine the Co-citation Score values based on 
the citing papers {P1; P2}. 
Denote the co-citation count of two papers i and j with Cij, and define this value as the number of papers that 
jointly cite papers i and j, for i ≠ j. Diagonal elements Cii are defined by convention as the total number of papers 
citing paper i. The co-citation counts of Example 2-1 are shown in Table 2-1: 
Table 2-1 – Co-citation counts for Example 2-1 
 P3 P4 P5 
P3 2 2 1 
P4 2 2 1 
P5 1 1 1 
 
The Co-citation Score of a pair of papers (Pi, Pj) is calculated on the base of their co-citation count value Cij 










Equation 2-1 – Co-citation Score values 
 
The Co-citation Score links two criteria (the minimum and the mean of the total citation counts of the two 
papers) for measuring the relative significance of a co-citation. To show the importance of this linking, let us 
suppose that paper i is cited much more than paper j (asymmetrical pairing). Then the normalization based on the 
mean of the citation counts Cii and Cjj underestimates the importance of each co-citation for paper i. If the 
opposite is true, i.e. the citation counts are close to each other (symmetrical pairing) then the normalization based 
on the minimum leads to a distortion of the estimation. In Equation 2-1 symmetrical and asymmetrical co-
citation pairings are taken into account with similar weighting, which is the main advantage of applying Co-
citation Score values. 
Each entry is now in the range [0,1], where a larger value indicates a stronger association between the papers 
(Table 2-2). 




Table 2-2 – Co-citation Score values for Example 2-1 
 P3 P4 P5 
P3 1 1 0.67 
P4 1 1 0.67 
P5 0.67 0.67 1 
 
Once the measure of significance is decided, the next step is to bring together papers into clusters. Several 
clustering techniques have been developed. These techniques can be classified into the following three 
categories: traditional methods (hierarchical, agglomerative clustering), matrix decomposition techniques (e. g. 
Non-negative Matrix Factorization method) and combined techniques. 
Whatever the clustering method is, the similarity measure has to be extended to define a distance between the 
different subsets of papers. While this distance function has to be explicitly defined for traditional methods, it is 
frequently encoded implicitly in matrix factorization techniques. 
 
2.1.2.1. Traditional methods 
 
Traditional methods of clustering use hierarchical approach. The hierarchical algorithms construct new 
clusters based on previously established clusters. Usually these algorithms are either agglomerative ("bottom-
up") or divisive ("top-down"). Whatever the principle of the algorithm is, the result of a hierarchical algorithm is 
a tree of clusters. Except for the root node every cluster has exactly one parent and except for the leaf nodes 
every cluster has one or more child nodes. 
Agglomerative algorithms begin with defining an initial cluster for each paper (i.e. each paper is considered as 
a set of one paper) and merge the initial clusters successively into new clusters. Agglomerative clustering is 
based on the following principle: find the two clusters with the smallest distance value, merge them into a single 
new (parent) cluster, and repeat this process until all objects and clusters are merged into a single one (root 
node). During the merging process, it is necessary to record the distances of the merged objects in order to 
construct a graph. Let use define the inverse of the co-citation count as a distance function for Example 2-1. 
Then from papers P3 – P5 firstly P3 and P4 are merged as their distance is the smallest (1/1 = 1). Then, as there is 
only one paper remained, the merging of [P3, P4] with [P5] leads to the root cluster. 
Divisive algorithms begin with an initial cluster containing the whole set of papers and proceed to divide this 
cluster successively into smaller clusters. Applying the same distance function, in the set of papers P3 – P5 the 
largest distance found is the distance between P5 and the rest of the group (1/0.67 = 1.5). Thus [P5] is separated 





Both algorithm leads to the same scheme for Example 2-1 (Figure 2-2). 
 
Figure 2-2 – Hierarchical clustering of Example 2-1 
 
We remark that each paper can only reside in a single branch of the tree at a given level, and can only belong 
to a single leaf node. 
 
2.1.2.2. Matrix decomposition techniques 
 
In order to apply a matrix decomposition technique, firstly the information about the connections between the 
base articles has to be transformed into a matrix. The construction of this matrix depends on the applied 
technique, e.g. the matrix of Co-Citation Score values is applied in this work. 
Then, this matrix is decomposed applying a non-negative matrix factorization approach. Non-negative matrix 
factorization (NMF) is a group of algorithms in multivariate analysis and linear algebra where a matrix X is 
factorized into (usually) two matrices: NMF(X) → W, H where the original matrix X is the production of the 
factor matrixes W and H. Different matrix factorization methods have been developed, e. g. principal component 
analysis and singular value decomposition (Lee and Seung, 2001). Finally, based on the interpretation of the 
result matrices, membership values are associated to each paper – cluster pairing, indicating the weight of 




A distinct drawback of the hierarchical techniques lies in the fact that each paper can only reside in a single 
branch of the tree at a given level, and can only belong to a single leaf node. On the other hand, drawbacks of the 
matrix factorization are notably its sensitivity to the choice of parameter, and the difficulty in interpreting the 
clusters produced by the decomposition procedure. In order to eliminate the drawbacks of the two approaches 
important attempts have been made to work out combined strategies, as e.g. the Ensemble NMF algorithm 
detailed in Section 2.2. These techniques construct the clusters by applying their own method which is different 
from technique to technique. 
  




2.1.3. Ranking papers 
 
After building the clusters, the importance of a paper belonging to a given cluster has to be determined. 
Different measures exist for ranking the importance of a paper; the most of them are based on graph metrics, like 
the theory of centrality. The degree centrality of a vertex is the number of edges that are connected to the vertex. 
In social network analysis the degree centrality is commonly used as a means of assessing importance to a 
vertex, as the greater the degree of a vertex is, the higher influence it will potentially have in the network. Other 
types of centrality can also be defined which are dedicated to be used in special cases, e.g.  betweenness 
centrality (indicates if the vertex is in many shortest paths between other vertices),  closeness centrality 
(indicates the mean distance of the vertex from the rest of the network, i.e. the mean of shortest paths from the 
vertex to all other vertices reachable from it), etc… In the following, we use the degree centrality value. 
Centrality based approaches require to construct a graph of connected papers. As the centrality value measures 
the potential influence of a vertex in the graph it indicates the importance value of a paper belonging to a given 
cluster. 
In order to compare different clusters it is reasonable to normalize centrality values. The normalization can be 
performed with respect to the total number of pairs of papers in the given cluster, or with respect to the total 
number of citations occurring in the corresponding cluster. 
 
2.1.4. Labelling clusters 
 
As usually a bibliographic analysis creates a relevant number of clusters, it would be time and effort 
consuming to label the different clusters manually. The most frequent techniques to perform cluster labelling are 
based on word frequency analysis of the papers belonging to the cluster. Words, occurring more often than 
others in a cluster, receive a higher score and supposed to be more indicative to the cluster. 
Unfortunately, the whole text is rarely available for all paper. Therefore, either the analysis has to be restricted 





In order to reach a landscape on research situation of the domain of scheduling problems a bibliographic 
analysis method has been applied. Bibliographic methods have been shortly introduced. The methods of 
bibliographic analysis are regrouped into two main categories: bibliometrics and citation-based approaches. To 
establish and map a connection network among papers published in the scheduling thematic, the citation based 




coupling and co-citation based approaches. Because of their dynamic attribute, co-citation based approaches are 
preferred in order to study a domain under dynamic evolution, like scheduling problems. 
Next, the clustering techniques have been classified and briefly discussed. These techniques attempt to regroup 
the papers into sets (clusters) consisting of similar papers, based on a similarity measure and a cluster 
constructing method. Based on the literature (Gmür, 2003) the Co-citation Score values have been selected as 
similarity measure. Cluster constructing methods are regrouped in three categories: traditional methods, matrix-
factorization techniques and combined approaches. In this work the Ensemble NMF algorithm (Greene et al., 
2008) has been chosen, because it combines the ability of matrix-factorization techniques to accurately identify 
overlapping structures with the interpretability and visualization benefits of hierarchical techniques. 
Finally the ranking of paper importance and cluster labelling techniques have been discussed. The ranking of 
paper importance is usually based on the centrality value (e. g. degree centrality), coming from graph theory. The 
centrality value indicates the importance of a vertex in a graph representing a network of connected papers. In 
this work the degree centrality is applied. Cluster labelling techniques are most frequently based on word 
frequency analysis, performed either on the full text of the papers belonging to a given cluster, or on abstract title 
and keywords. In this work the application of the first approach is tested on an example cluster, and the 
application of the second approach is examined. 
  
2.2. The Ensemble NMF algorithm 
 
The Ensemble NMF clustering algorithm (Greene et al., 2008) is belonging to the group of combined methods. 
The algorithm is based on co-citation of papers, and uses Co-citation Score values as a basis for measuring the 
similarity between papers. Based on the decomposition of the matrix of Co-citation Score values the algorithm 
provides a “soft” hierarchical clustering, where papers can belong to more than one cluster. This attribute is 
useful when the examined problematic is complex and papers can naturally relate to more than one research area, 
like in scheduling domain. 
Firstly the initial database of papers is constructed. The elements of this database are the seed papers, collected 
e. g. from queries sent to scientific search engines. Then the papers citing the seed papers and the citation links 
are determined. Next, based on the co-citation counts the matrix of Co-citation Score values is calculated. 
The rest of the algorithm can be separated into two phases: a generation phase and an integration phase. In 
the generation phase, a matrix decomposition technique is applied iteratively to the Co-citation Score matrix, 
while the integration phase is the construction of meta-clusters. A membership vector is associated to each 
meta-cluster, indicating the weight of membership of papers to a given meta-cluster. 
The final step is the association of papers to the obtained meta-clusters. A paper j is associated to a meta-
cluster Ma if the element j of the associated membership vector va is higher or equal to a threshold value. This 
threshold value is to be determined according to the given structure. 




2.2.1. Application of the method to scheduling literature 
 
The above described method has been applied to scheduling research area in order to gain a landscape on the 
research situation of this domain. 
 
2.2.1.1. Construction of the database of papers 
 
To apply the Ensemble NMF method to scheduling problems, queries have been sent to ISI Web of 
Knowledge in order to obtain papers and citation data. A research with the keywords “process scheduling” 
provided 8158 results. The results have been refined to the subjects “Computer Science Theory & Methods” and 
“Industrial Engineering” obtaining thus 2406 results. Finally these papers have been sorted with respect to their 
citation counts and the first 100 articles (from 1984 to 2005) have been used as the initial database (presented in 
the appendix of this chapter). The sort based on the citation count was made in order to obtain a sufficiently high 
number of citation links to the analysis. Next, the papers citing the 100 seed papers have been collected (4839 







After the building of the matrix of co-citations and then the matrix of Co-Citation Score values, the Ensemble 
NMF algorithm has been performed. The value of the parameter k has been varied increasingly from 3 to 10, 
leading to 52 basis vectors and initial meta-clusters. Applying the agglomerative clustering to the gained meta-
clusters, 103 nodes have been obtained. 12 of these nodes proved to be instable based on the splitting factor 
criterion performed with a threshold value 0.9 (the value proposed by Greene et al., 2008). The instable nodes 
have been eliminated. 
With the remainder 91 meta-clusters, the papers have been associated with respect to the adequate membership 
vector values based on a threshold value of 0.45. This value is higher than in the case of Greene et al. (2008), 
because our intention was more to identify papers corresponding to different clusters rather than the 
interdisciplinary ones. 
Based on this strong threshold, 51 clusters proved to be “empty” (no paper associated), resulting to 40 meta-
clusters. Finally, 18 meta-clusters contained few papers (less than 5), most of them with zero centrality. The poor 
population of these meta-clusters indicates that the number of papers belonging to that cluster is not high enough 
to successfully draw conclusions from applying the centrality theory. Therefore these clusters were also 
eliminated, and 22 clusters were stored. 
For the reason of consistency the original numbering of clusters has been maintained through all the process. 
In Figure 2-4 the hierarchical tree gained from the algorithm is presented. 
 
Figure 2-3 – NMF tree structure of the identified clusters 
 




Figure 2-4 illustrates the wideness and variety of the scheduling domain. Due to the faced problems in the 
labelling of clusters (detailed in section 2.2.2.3) the detailed interpretation of this tree structure requires further 
research work. 
 
2.2.1.3. Analysis and labelling of clusters 
 
The importance of a paper in a meta-cluster has been defined as the degree centrality of paper in the 
corresponding meta-cluster. In order to associate degree centrality values to each paper – meta-cluster pair, the 
network of interconnected member papers has been created for each meta-cluster. The degree centrality of a 
paper in a meta-cluster is then defined as the degree centrality of the vertex associated to the paper in the 
network associated to the meta-cluster. The degree centrality values have been normalized with respect to the 
total number of co-citation pairs. 
In order to label the meta-clusters the RapidMiner software is used, proposed by Sitarz et al. (2010) and 
available from http://rapid-i.com to download. This software among other functions allows to perform word 
frequency analysis. 
The lists of the most frequent words in title, abstract and keywords have been created for each meta-cluster. 
However, a serious problem has been faced: the obtained terms proved to be too general (e. g. “new, well 
performing method”, “paper”, “scheduling” …), and most of the words and expressions have no specificity to 
the area represented by the meta-cluster, which makes it impossible to draw sophisticated conclusions.  
Therefore, an other possible point of views had to be examined. Firstly, if some previous knowledge is already 
available on the concerned area it is possible to find the best candidate among the clusters to describe a given 
thematic. For example: if one would like to identify the cluster which corresponds the most to scheduling 
problems dealing with deadlines then the most probable candidate is the cluster whose list contains in high rank 
the words “deadline”, or “due-date”. This approach is applied in Section 2.3.2. 
On the other hand, as applying a word frequency analysis based on title, abstract and keywords the 
identification of the different meta-clusters did not prove to be successful, the application possibilities of full text 
analysis have been examined in Section 2.3.3.  
 
2.3. Discussion of results 
 
Firstly, some general remarks will be made on the research activity in scheduling literature. Then applying the 





2.3.1. General remarks 
 
Scheduling research is a dynamic, challenging area, being in permanent evolution. In Figure 2-5 the centrality 
values of the articles of the initial database are shown in the time. Each bubble corresponds to one of the 100 
seemed papers. The size of each bubble corresponds to the total number of citation of the associated paper. 
 
  
Figure 2-4 – Evolution of scheduling literature during the last decades 
 
In Figure 2-5 it can be seen that there is a significant, continuous research activity which indicates that the 
trend of the dynamic evolution of the area continues. However, there is no information about the last few years. 
The explanation of this inconvenience is that (in order to obtain a database which is rich in citation links and thus 
potentially in co-citation information as well) during the creation of the initial database the papers had been 
sorted with respect to their citation counts. This sorting led to the drawback, that recent, and thus yet not 
frequently cited papers are underrepresented. On the other hand, from the tendency of earlier publications the 
trend of research can be followed, and the activity in the area can be mapped, which satisfies the original 
intention. 
 
2.3.2. Finding the most appropriate meta-cluster to a keyword 
 
In this section the identification process is restricted to identify some specific clusters corresponding to well-
defined areas of process scheduling. Voluntarily, the terms “resources”, and “due-dates” have been chosen. The 
cluster whose list contains in high rank the words “resource” has been identified as the cluster dealing with 
























resource considerations, while the cluster where the occurrences of “due-date” (or its synonym “deadline”) are 
high, has been assigned to the papers dealing with deadline. 
To illustrate the results of the clustering algorithm based on the above detailed method, two example clusters 
are presented in Figure 2-6 and Figure 2-7. The first cluster is the one which is the best candidate to assign to 
resource considerations and the second cluster is the one who corresponds mostly to the due-date attribute. 
 
Figure 2-5 – Cluster of Resource Considerations 
 
In Figure 2-6 continuous, stable research effort can be seen, with several significant papers. Resource handling 
requires constructing complex mathematical models. Since lot-sizing is frequently considered and 
mixing/splitting operations are allowed, these types of problems are very difficult to solve. No “central” article 
can be determined (all centrality values are below 0.25), which means that there is no general best solution that is 






Figure 2-6 – Cluster of Deadlines 
 
In Figure 2-7 dynamic, continuously challenging research can be seen, with some central, significant papers 
from the nineties. It can be thus deducted that the main foundation of the area has been established during the 
last decade of the twentieth century, and these results are continuously used and regularly referred by new 
research workers. With other words, general considerations of this aspect have been deeply analyzed, but 
improvement, or specific application approaches require further work. 
 
2.3.3. Cluster analysis based on the full text of papers 
 
In this section the performance of the full-text analysis is studied, in an example meta-cluster (Cluster n°26). 
34 papers belong to this meta-cluster, from which 22 are available. The application of word frequency analysis 
on the full text of these 22 available papers was successful, and based on the cluster’s keywords (queue, 
protocol, grid, workload, balancing, network…) the cluster’s thematic has been identified as “network protocols, 
networking workload balancing”. 
  






Figure 2-7 – Cluster of network protocols and networking workload balancing 
 
It is shown in Figure 2-7 that the interest towards the scheduling of network protocols and networking 
workload balancing started in the early nineties, probably because of the spread of personal computers. From 
1994-1996 significant research breakthroughs have been performed, founding further research in this area.  
These central papers deal with workload control concepts, just in time production, and integrated process 
planning. Another intensive phase can be noticed in 2002, the corresponding central papers deal with integrated 




In order to obtain a landscape on the situation of research concerning scheduling problems, a bibliographic 
study has been made on this area. To perform the analysis a scientific bibliographical approach has been chosen, 
the Ensemble NMF algorithm of Greene et al. (2008). This algorithm belongs to the group of combined methods 
based on co-citation analysis. 
Generally a dynamic and strong research tendency has been found which justifies further research work in 
scheduling problems area. Two approaches have been introduced in order to identify clusters: the word 
frequency analysis based on title, keywords and abstracts, and the analysis based on full text. The former one 
proved to be not effective enough to identify and label the clusters, however, it was able to associate clusters to 
some predetermined thematic keywords. The inconvenience of the latter is the limitation to a subset of papers, 
due to the constrained availability to full texts of papers. Nevertheless, the latter approach was still able to 
identify the thematic of the cluster presented as illustrative examples. 
To illustrate the first approach two thematic have been chosen: resource considerations, and deadline 
attributes. The research activity in the assigned clusters has been presented in centrality – time diagrams. To the 
former a continuous strong research activity has been found, with no evident breakthrough, but stable activity. 




main foundation of the area has been established, and thus current research is focusing to amelioration and 
specific application approaches. 
To illustrate the second approach, an example cluster has been chosen. The analysis has been performed on 
the full text of the 22 available papers from the 34 belonging to the cluster. The identification was successful, 
and the cluster has been associated to network protocols, network workload balancing thematic. Intensive 
research has been found from the early nineties in this area, which seems to be continued. 
To go further towards the goal of constructing a decision support system the next step is to identify the 
associations between problems, models and methods. For this reason, and also to better understand the results of 
the bibliographic analysis a classification of scheduling problems, mathematical models, and adapted solving 
methods is presented in the next chapter. Once extended for all clusters, the results of the bibliographic analysis 
performed in this chapter will facilitate the construction of an effective similarity function for the CBR, which is 
a perspective of this work. 
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Classification of scheduling problems, 








Scheduling is an important issue in process operations to improve production performance. In the last twenty 
years there has been significant research effort regarding this area and several excellent reviews have been 
published recently (Mendez et al., 2006; Pinedo, 2008; Blazewicz et al., 2007). 
This thesis is focusing on how to work out a resolution strategy to scheduling problems. The area is rich and 
wide; the concerning research is under dynamic evolution. In order to elaborate a resolution strategy it is 
necessary to develop a way to characterise each step of the resolution, i.e. to characterise scheduling problems, 
the corresponding mathematical models, and the appropriate solving methods.  
 
Examples of classification and notation attempts to scheduling problems can be found in the literature. The 
need of a common notation system of scheduling problems appeared already in the seventies: Graham et al. 
(1979) proposed a notation system composed from three fields (machine environment, resource and task 
characteristics, and objective function) which has been expanded by Blazewicz et al. (1983) and later by 
Blazewicz et al. (2007), who took into account the resource characteristics and attributes and proposed a 
systematic notation to give a basis for a classification scheme. He underlines that such a notation of problem 
types would greatly facilitate the presentation and discussion of scheduling problems. The general notation 
system of Graham and Blazewicz became widely used in the scheduling community, facilitating greatly the 
presentation and discussion of scheduling problems. Brucker et al. (1999) dealt with resource constrained project 
scheduling, and based on this notation system provided a unified classification and notation scheme for project 
and production scheduling. The Graham – Blazewicz notation has been applied for example by Kutil et al. 
(2010) who developed an Optimization and Scheduling Toolbox for MATLAB. This toolbox is developed to 
solve different scheduling problems in the MATLAB environment, and based on the notation system it is 
decided whether a solution algorithm is applicable or not. The domain of activity characteristics can be widely 
enlarged towards process and production scheduling, especially batch scheduling problems which are frequently 
met in chemical engineering. 
In this work we go further and propose a general and detailed classification which fits to production 
scheduling problems including batch production scheduling problems as well. The existing notation scheme is 
completed to be more precise in the problem formulation by including new kind of constraints but also extended 
to mathematical models and solving methods. 
 
Firstly, in this chapter, an open classification scheme of scheduling problems and their characteristics is 
proposed on the basis of works of Blazewicz et al. (2007) and Mendez et al. (2006). The aspects of classification 
of a scheduling problem are machine environment, secondary resources, constraints (mostly functionality 
constraints, but also technical and environmental ones), and the objective function. 
In order to develop the characterization and description of a case, a notation scheme associated to the 
classification of scheduling problems has been proposed. Next, this classification and notation scheme is 
extended to mathematical models and appropriate solving methods. 
 




3.2. Aspects of classification of a scheduling problem 
 
Scheduling consists of foreseeing the sequence of every elementary operation necessary to realize fabrication 
orders on production units, taking into account the secondary resources (such as operators), and some external or 
internal constraints with respect to an objective function to optimize. Thus the main aspects of all existing 
classification are machines (workshop configuration), secondary resources and constraints, and objective 
function as presented in Figure 3-1. 
 
 
Figure 3-1 – General classification scheme for scheduling problems 
 
The proposed classification scheme is composed of the scheduling problem (machine environment, 
constraints, and objective function), its mathematical model and associated solution methods which are 
characterized through five fields: α|β|γ|δ|ε. 
The initial Graham – Blazewicz notation system is only composed of the three fields α|β|γ qualifying the 
scheduling problems. This notation system is summarized in Table 3-1. To maintain compatibility, this notation 
is used as a core to build up the new one but the proposed classification and notation scheme go further by 
completing the three initial fields with adding the fields δ|ε describing the mathematical model of the scheduling 
problem and the solving method respectively. 
 
Table 3-1 – Notation scheme of Blazewicz et al. (2007) 
Field Possible values Meanings 
α = α1α2 
machine environment 
α1 
type of machine 
Ø or 1 single machine 
P identical machines 
Q uniform machines 





number of machines 
Ø 
the number of machines is assumed to be 
variable 




β = β1β2β3β4β5β6β7β8 
task and resource characteristics 
β1 
preemption 
Ø  no preemption 
pmtn preemption is allowed 
β2 
secondary resources 
Ø no secondary resource 
res resource constraints 
β3 
precedence constraints 
Ø independent tasks 
prec general precedence constraints 
tree precedence constraints forming a tree 
chains precedence constraints forming a chain 
network 




Ø all ready times are zero 
rj ready times differ from job to job 
β5 
processing times 
Ø arbitrary process times 
pj = p equal processing times for all tasks 
p* < pj < p
* 
interval of processing times meaning that 
no pj is out of the interval 
β6 
deadlines 
Ø no deadlines are assumed 
dk deadlines are imposed 
β7 
maximal number of tasks constituting a 
job 
(in case of job-shop system) 
n 
maximal number of tasks constituting a 
job 
(in case of job-shop system) 
β8 
no-wait property 
Ø no zero-wait property 
no-wait 
after finishing a task of a job, the next task 
has to be started immediately 
γ 
objective function 
γ Cmax, Lmax, … the optimality criterion 
 
In the followings the examples introduced in chapter one will be used to illustrate the different aspects of the 
classification. 
  







Figure 3-2 – Production recipe and workstation characterization 
 
The first aspect of the classification deals with production recipe and workstation characterization. The main 
problem types are shown in Figure 3-2, denoted by the field α in the notation scheme. The possible values of 
α are given in Table 3-2 and in the appendix of this chapter. 
 
Table 3-2 – Notation and possible values for α 
Field Possible values Meanings 
α1 = α1aα1b 
α1a 
Production recipe 
Ø  single workstation 
F Unidirectional (flow-shop) 
J Multiple direction (job-shop) 
O Free (open-shop) 
α1b 
Machines in a workstation 
Ø or 1 single machine 
P identical machines 
Q uniform machines 
R independent machines 
α2 
number of machines 
Ø 
the number of machines is 
assumed to be variable 
k 
the number of machines is equal 
to k (k is a positive integer) 
 
On Table 3-2 it is shown that the field α1 of the Graham – Blazewicz notation system has been reorganized to 




machines in a workstation). The reason of making this regrouping is to be able to extend the definitions of flow-
shop, job-shop and open-shop to the workstations, rather than to the machines. 
Scheduling problems can be classified into two main groups regarding to the number of necessary 
workstations to realize each product (α1a). The problems where every product needs only one workstation are in 
the first group. The second one concerns the problems where products pass through different successive 
workstations. A workstation can contain one machine, or more parallel machines (α1b). 
The study of a single machine environment (α1 = Ø, α2 = 1) can appear as a case study, but in some cases it 
has practical importance: when the problems are all concentrated on the same machine (so-called bottleneck 
machine). Even if the factory includes more machines, this feature gives an opportunity to simplify the 
scheduling problem by considering it as a single machine problem, as it has been studied by Valente, 2007 who 
described this type of problem in detail. Note that single machine problems can be complicated if changeover 
costs/times and resource constraints (described later) are
 
introduced. 
In the case of parallel machines in one single workstation (α1a = Ø, α1b ≠ 1), several machines are available to 
perform the operations simultaneously. The durations of operations can be variable on the parallel machines. If 
the duration time of an operation is the same for all machines designed to that operation, then the machines are 
called identical (α1b = P). If the duration time of an operation varies uniformly (i.e. an efficiency factor can be 
defined for each machine which is to be multiplied with a predefined duration time of the corresponding 
operation to get the real duration time of that operation on the used machine), we speak about uniform machines 
(α1b = Q). If the duration time of an operation varies independently from machine to machine, we speak about 
independent machines (α1b = R). 
The next great category of problems includes the workshops with m different workstations (α1a ≠ Ø). The 
production is divided into elementary operations each one being executed on a machine belonging to one 
workstation. Once the number and type of machines are described, we need to characterize the sequences. 
According to the recipe of the production three main classes can be distinguished: flow-shop, job-shop and open-
shop
 
(see Taillard, 1993). 
In the case of flow-shop (α1a = F) the jobs visit the same set of workstations besides the sequence is the same 
for all jobs (unidirectional flow). This is the case in Example 1-1: each product is produced on the same way: 
heating – mixing – packaging. Flow-shops are also called multi-product batch plant in batch scheduling literature 
(see e.g. Mendez et al., 2006). These types of workshops are generally very productive, but poorly flexible. The 
production can be continuous like in refinery or discrete like in pharmaceutical processes. 
In a job-shop (α1a = J), job goes through the workshop with respect to a predefined recipe, but, unlike the 
flow-shop, the sequence of operations can be different for each job (multi-directional flow). Sometimes in batch 
scheduling literature this type is referred as multi-purpose batch plant. This is the case in Example 1-2, where P1 
and P2 have two different sequences. Usually these types of workshops are more flexible but less productive than 
flow-shops. The transports between the machines are hardly possible to automatize and the workstations may 
need a reconfiguration between two operations (cleaning, change of utilities…).  
For flow-shop and job-shop problems the sequences are known in advance and are immutable. However, this 
modeling framework may be too restrictive in some contexts. When the operations of a job are usually ordered, 
but some sub-assemblies (or even all) can be done in any order, we speak about walk free, or open-shop 
problems (α1a = O). The recipe is not fixed a priori. Open-shop problems rarely occur in process engineering, and 




almost never in chemical engineering, because the transformation of a material usually has to be performed in a 
well predefined order. 
When several machines are available in workstations we talk about hybrid functionality, or hybrid path. In 
Example 1-2, the workstation of reactors is composed of two identical parallel reactors, thus it can be denoted 
with α1 = JP (where α1a = J, α1b = P) and as there are four machines in the workshop (the heater, the two reactors 
and the distillation column) α2 = 4. Thus α = α1α2 = JP4. 
The use of the term “workstation” is important if the presence of replacement machines or secondary units is 
frequent (for security and productivity reasons). If the definition of a flow-shop system is applied directly to the 
machines and not to the workstations, then if for even one machine type a secondary machine becomes available, 
the system can no longer called a flow-shop (due to the existence of a machine which does not necessarily 
participate in the production chain). However, the important attributes of workshops (flexibility, productivity) do 
not change significantly due to the appearance of this secondary machine. Therefore the workstation based 
interpretation fits better to process industrial productions. 
 
3.2.2. Resources and constraints 
 
 
Figure 3-3 – Resources and constraints 
 
The second aspect of the classification deals with resource and constraint characteristics. Main classes of the 
classification scheme can be seen in Figure 3-3. 
In the notation system of Blazewicz et al. (1983), the resource and constraint considerations are not separated 
from each other: the field β2 denotes the secondary resource characteristics. Consequently, instead of introducing 
three fields for the three branches – as it has been done in the case of the field α – the corresponding fields of the 





3.2.2.1. Functionality constraints 
 
 
Figure 3-4 – Functionality constraints 
 
The main types of functionality constraints and the corresponding notation can be seen on Figure 3-4. 
 
 
Figure 3-5 – Preemption (β1) 
 
Preemption (β1) means that a task can be stopped and resumed before end (Figure 3-5). Preemption of tasks is 
usually possible in manufacturing processes, and impracticable in process engineering due to flux, sub-products 
or cleaning problem, for example. The notation field is the same than the Blazewicz’s notation. 
 





Figure 3-6 – Sequencing constraints (β3) 
 
On the occasion of production recipe, some restrictions about operation relations have been already 
mentioned. In a flow-shop or a job-shop system the sequence of operations belonging to the same job are fixed. 
Sequencing constraints can be extended with precedence constraints, synchronization constraints, and closed 
cycle property (Figure 3-6).  
Operation i precedes operation j (or operation j succeeds operation i) if and only if operation A is started and 
completely performed before operation B (see Figure 3-7). 
 
Figure 3-7 – Precedence relations (β3a) 
 
The main types of precedence relations are: chain precedence (i < j < k < …), tree precedence (i < k, j < k, 
…), network precedence (or general precedence). 
Two operations without a precedence constraint are not necessarily independent. Starting or ending times can 





Figure 3-8 – Starting and ending time relations (β3b) 
 
As it is illustrated in Figure 3-8, the equalities are expressed by two inequalities. A double end-end relation 
can be noticed in Example 1-1: heating A and heating B operations have to be finished in the same time to avoid 
maintaining liquid in hot form. 
Closed circle (β3c) means that a product can visit the same machine several times. In the metallurgical industry 
for example, a piece may locally follow a pass through an oven to soften the metal (annealing), be formed by a 
press, and once again through the oven to harden the metal (quenching). In Example 1-2 the intermediate IntAB 
from operation Separation has to be recycled. 
In Blazewicz’s notation β3 refers to precedence constraints but does not contain synchronization constraints 
and closed circle (β3b and β3c) added in the present work. This information can have important effect during the 
choice of mathematical model and solution method and may need specific treatment as it has been illustrated by 
Czuczai et al. (2009). 
 





Figure 3-9 – Availability constraints 
 
Availability constraints (β4) can be interpreted both for jobs and machines as shown on Figure 3-9. An 
availability constraint with respect to a job (β4a) or a machine (β4b) means that the correspondent job (or 
machine) is only available in a part of the entire time horizon. The earliest possible starting time of a job may 
differ from zero for several reasons, such as waiting for a raw material, or intermediate coming from another 
factory. This is the case for the raw material B1 and B2 in Example 1-1. 
A machine can also be unavailable during a certain time, e.g. it needs an installation time (starting time differs 
from zero), or a shutdown time (finishing time differs from the length of time horizon), or both (intervals of 
availability). 
The field β4 of the Graham – Blazewicz notation corresponds to the field β4a of the present work. However, as 
it has been shown by Saidy and Taghavi-Fard, 2008 the availability intervals of machines are frequently limited 
which justifies the introduction of the field β4b. 
 
 
Figure 3-10 – Process times 
 
Process times (β5) (also called duration of an operation) can be prefixed (or invariable), quantity-dependant or 
can depend on a secondary resource used (Figure 3-10). 
The process time of a heating operation for example depends on the quantity of the material to heat (β5 = PS) 
and also on the quantity of hot vapor used (β5 = PR). 
In the case of more parallel machines in a workstation, the process times can also be unit-dependent (α1b = Q 
and R). 
The Graham – Blazewicz notation does not take into account quantity- or resource-dependence. However, this 
aspect becomes important during the choice of a mathematical model to the scheduling problem. Some models 
are hard to be adapted to quantity or resource dependence (see chapter four). As the present work makes efforts 







Figure 3-11 – Due dates 
 




Figure 3-12 – Transit time 
 
The duration of transport of material between two machines is called transit time or transportation time 
(β7). We distinguish not considered, invariable, or way-depending transit time (Figure 3-12). Transit time is 
called invariable if it is constant from any machine to any other. Transit time is called way-depending if it 
depends on the corresponding machines. 
The Graham – Blazewicz notation does not deal with transit times, as in most cases the transit time can be 
ignored. However it is an important aspect with respect to the modeling (Behnamian et al., 2011) therefore 
transit times have been included to the notation system. 
The field β7 of the notation Blazewicz et al. (1983) describes the maximal number of tasks constituting a job 
in case of job-shop systems. This aspect is specific to job-shop problems; however, in this work a general 




Figure 3-13 – Inventory considerations 
 




Due to the presence of intermediates and products, inventory considerations (β8) have to be taken into account 
in process engineering (Figure 3-13). There are three types of inventory considerations, but two of them are the 
most significant: capacity (β8a) and time (β8b): the capacity of intermediate storage can be limited (β8a ≠ Ø) 
without restrictions on time (β8b = Ø) and waiting time can be limited (β8b ≠ Ø) without capacity constraints (β8a = 
Ø). As the inventory can be forbidden or permitted on the machine itself, two cases are to be distinguished: the 
storage in the processing machine and the storage by releasing the machine. In the first case the machine is 
occupied by the product material, thus the machine is immobilized. In the second case the machine is released, 
and the material is stored in storage tanks. On capacity restrictions we mean only the second case, as storage in 
the machine is treated with waiting time constraints. The inventory capacity may be unlimited, limited or zero. 
The intermediate storage can be shared or specific. Shared storage means that the same storage tank is used by 
all materials. This is the case of a warehouse for example. In the case of specific storage there are specific 
storing units for each material, with their own capacities. This is the case when different materials need to be 
stored separately. In Example 1-2 an unlimited storage is applied for raw materials, but finite storage for 
intermediates. Other interesting examples can be found for process scheduling with finite intermediate storage 
(Ku and Karimi, 1988), and with no intermediate storage
 
(Suhami and Mah, 1981). 
The second category of constraints deals with the time on the inventory. In the industry the waiting time 
between the consecutive operations of a material is often restricted, for example in food industry in the case of a 
sensible product, or in metallurgy in case of liquid metal for energetic reasons. The superior limit of the waiting 
time can be infinite (unlimited waiting time), a positive number (limited waiting time), or zero (zero wait 
problems). The inferior limit can be zero, or a positive number (minimal waiting time) Minimal waiting time 
exists in Example 1-1 between mixing and packaging tasks. We recall the attention that the waiting time above 
refers to the time between consecutive operations of a job. 
Finally, no-idle constraints means that a machine which has started to work cannot be interrupted until it 
finishes all its operations (Goncharov and Sevastyanov, 2009) due to the high operational costs of a machine. 
Consider, for example, a unit which needs a preparation procedure requiring a lot of energy like a reactor that 
has to be heated to a high working temperature. 
In the Graham – Blazewicz notation the field β8 describes a no-wait property which can be Ø or no-wait with 
respect to the presence of at least one zero-wait restriction in the problem. However, especially in 
pharmaceutical processes or food industrial problems, the consumption times of raw materials, intermediates or 
products usually induce important limits on storage. As this work is focusing mainly on chemical engineering 
problems, this important aspect has to be represented in the applied notation. 
 
 





A waiting time between consecutive operations on the same shared machine is called changeover time (β9). 
The changeover time (Figure 3-14) can depend on the unit, on the performed task, or both on the performed and 
on the following task (sequence dependency). For example the unit has to be cooled before refill due to security 
reasons. In Example 1-1 the restriction 4 (after being used, each reactor has to be cleaned before its next 




The field does not exist in the general notation of Graham and Blazewicz, but it becomes important in the case 
of chemical engineering problems. In chemical industry units are frequently used in a multipurpose way, and not 
taking into account the necessary time for changeover could lead to undesired interactions between the different 
materials. That aspect is very important for example in delicate processes, like pharmaceutical industry. Let us 
consider for example a fermentor where an antibiotic A was produced earlier by bacteria X. If now we desire to 
produce antibiotic B by bacteria Y, the fermentor has to be sterilized before the new production process; 
otherwise the residual quantity of antibiotic A may fertilize bacteria Y who is resistant only for antibiotic B. 
 
 
Figure 3-15 – Overlap 
 
Sometimes certain subsets of operations are in connection with one another, and must be conducted according 
to a special plan (e.g. operation B must start when operation A is performed in 90%). This relation type is similar 
to the synchronization constraints (β3b) but the restriction is interpreted to an intermediate time of the operation 
rather to the starting or ending time. This phenomenon is called overlap (β10). Overlap is illustrated in Figure 3-
16, deducted with a little modification from Figure 3-8: 
 
Figure 3-16 – Overlapping operations 
 
A special case of overlap is when the two overlapping operations belong to the same job sequence – which 
means that the following operation of the job has to be started before (and not after) the end of its previous 
operation. 




The field β10 does not exist in the Graham – Blazewicz notation. However, in chemical engineering it is an 
important aspect: let us consider for example a distillation process (denoted with operation j) and a cooling 
process (denoted with operation i). On Figure 3-16 it is shown that operation i has to be started exactly at an 
intermediate time point of operation j. The reason for this is that operation j produces an intermediate B which 
has to be cooled immediately. Suppose that the intermediate B appears half hour after the starting time of the 
operation j. Now, if the duration time of the operation j is two hours, then the cooling operation has to be started 
exactly at the 25% of the realization of operation j, thus i0 = j0 + 0.25(j1 – j0). 
 
 
Figure 3-17 – Maintenance and preparation constraints 
 
The next field refers to maintenance/preparation constraints (β11). Maintenance and preparation constraints 
are related to the machine. We distinguish process, unit and time dependant maintenance. 
Both the process dependant and the unit dependant maintenance/preparation mean that the machine has to be 
prepared before use and reuse. But, in the process dependant case the necessary time of maintenance depends on 
the type of operation to be performed, while in the unit dependant case the necessary time of maintenance 
depends on the machine. In the case of parallel machines in a workstation (α1b ≠ Ø), the necessary maintenance 
time can be different to each unit. Typical examples from chemical engineering: preheating a reactor before 
adding the reactant, preheating a gas-chromatograph before injecting the sample. Notice the difference between 
changeover time (β9) and maintenance/preparation time (β11): in the former case the waiting is caused by the 
previous operation, while in the latter case the reason is either the next operation or the machine itself. Time 
dependant maintenance means that the machine has to be stopped and maintained regularly, independently of the 
performed operations. 
Notice, that the different maintenance/preparation cases can occur simultaneously, thus the field β11 may take 
more values, for example if both time and process dependant maintenance are required then (concatenating MP 
and MT) β11 = MPT. 
The field β11 does not exist in the Graham – Blazewicz general notation. However, this work is focusing 
mainly on process and chemical engineering problems and the attribute encoded with the field β11 is important in 






Figure 3-18 – Connectivity restrictions 
 
Forbidden connections between machines are called “machine precedence” or “connectivity restrictions” (β12 
on Figure 3-18). In example 1-1, several connectivity restrictions are represented by the dashed lines. For 
example, Reactor 1 cannot be connected to Packager 2 due to incompatibility. 
The field β12 does not exist in the general notation of Graham and Blazewicz. However, as it is shown by 
Czuczai et al. (2009), it is frequent in several process engineering problems. In order to treat this attribute in 
modeling phase, special constraints have to be introduced which complicate the solution process. 
 
 
Figure 3-19 – Batch size restrictions 
 
Finally, regarding to batch size (β13), the production can be performed in lots, or the batch size can be 
variable. A product which has to be packed and the size of package is fixed is an example to the former one (see 
Example 1-3). 
The field β13 is specific to batch scheduling problems (appearing frequently in process and chemical 
engineering) therefore it does not exist in the general notation of Graham and Blazewicz. 
The whole corresponding notation is presented in the appendix of this chapter. 
 
3.2.2.2. Secondary resources (β2) 
 
In order to remain coherent with the Graham – Blazewicz notation the classification aspect of secondary 
resources is represented by the field β2 (Figure 3-20 and Table 3-3). However, based on the classification of this 
work, the set of functionality constraints are discussed before the secondary resources. That is why β2 appears 
between β13 and β14. 
 
Figure 3-20 – Secondary resources 
 




Table 3-3 – Secondary resources notation 
Field Possible values Meanings 
β2 
secondary resources 
Ø no secondary resource 
β2aβ2b 




renc renewable, cumulative resource 
rend renewable, disjunctive resource 
consØ 
consumable resource with fix 
initial amount 
consV 
consumable resource with 




resource available in discrete time 
points (delivery) 
CRA 
resource (with its limits) is 
available continuously 
 
Secondary resources – if considered – can be renewable, or consumable. 
A resource is renewable if, after having been used by one or more operations, it is available again in the same 
quantity (men, machines, space, equipments…) limited by its capacity. Renewable resources can be cumulative 
or disjunctive. Cumulative resources can be used by several tasks simultaneously (e.g. team workers, several 
machines in a workstation, etc.); nevertheless the total quantity of this resource is limited. Disjunctive resources 
can perform just one task at once (e.g. machine tool, robot manipulator). 
A typical example where renewable secondary resources are met is the employee timetabling. In their work 
Artigues et al. (2009) treated the case when the problem of machine scheduling and employees timetabling are to 
be solved simultaneously. They further and called the attention to the fact that this case, although it appears often 
in the practice, needs further research investigation. 
A resource is consumable if being used once the resource cannot be used again. The global consumption of a 
consumable resource is limited over the time (e.g. raw materials, energy, or budget). A consumable resource is 
thus doubly constrained: its actual availability and its global consumption are both limited. 
A resource can be continuously available (such as heating or electricity), or available in discrete time points 
(delivery). 
Both Example 1-1 and Example 1-2 need raw materials to perform the operations, thus consumable resources 
are met. 
In the Graham – Blazewicz notation parameter β2 refers to the resource constraints that have been introduced 
by Blazewicz et al. (1983). The presence of resources is indicated by a value Ø or resλζρ where λ stands to the 
number of resources, ζ denotes the capacity of resources (all resource capacities are considered to be constant 
and equal to ζ), and ρ denotes the requirement of resources (all resource requirements have a constant upper 
bound equal to ρ). They precise that many types of resource constraints are not represented by this classification, 




types of problems. On the other hand, if it is needed for a specific domain there is no limit to enlarge and enrich 
the proposed notation scheme – so did the present work. 
 
3.2.2.3. Other constraints (β14) 
 
The technical constraints are very miscellaneous and include for example: quality, standard or other technical 
problems. 
Security and environmental (so-called societal) constraints can be observed (e.g. policy restriction on CO2 
emission, legal working hours etc.). Societal considerations are often implicitly taken in account. However, it is 
possible that in special situations they have to be treated explicitly. 
Sometimes, when the objective function does not consider economical requirements, the economical aspects 
are taken into account by constraints. This is the case for example with the objectives like “energy 
minimization”. (Of course the energy needed is minimal if there is no production at all. However, this case 
would not respect economical considerations.) Restriction on the costs of used resources or other economic 
considerations are also possible.  
The field β14 does not exist in the Graham – Blazewicz notation system. This domain is complex and not very 
well studied yet. In future research, this field could be examined more deeply and in a more sophisticated way. 
In this work, only the existence is noted in order to be able to store this property for the case-based reasoning 
system, i.e. the possible values of β14 are 1 or Ø whether it is considered or not, respectively. 
 
3.2.3. Objective function 
 
Scheduling of a production plan is realized according to one or more objectives. So, it is possible to classify 
scheduling problems with respect to the objective function. The notation scheme related to the objective 
functions to be optimized is detailed in this part, denoted by the field γ. 
There are several types of objective functions, such as time-based, resource-based, cost-based, income-based, 
environmental ones and multi-objectives. 





Figure 3-21 – Objective functions (γ) 
 
Figure 3-21 and the notation table in Appendix show the different objective function classes. The 
corresponding classification field has been denoted with γ as in the Graham – Blazewicz notation. The time-
based approach is typical for production scheduling problems. The most frequent one is the makespan 
minimization (γ = Cmax). The time-based objective functions based on lateness and tardiness are also wide-
spread. Lateness of a job is calculated as the difference between the finishing time and the deadline of that job. 
Thus lateness can have a negative value, provided that a job is realized before its deadline. Tardiness (also called 
real lateness) on the other hand can only take positive value or zero, and defined by the formula: 
max{lateness,0}. The objective functions based on lateness/tardiness are either the maximal lateness/tardiness or 
a weighted average of lateness and tardiness values. Special objective function types can be found too, e.g. for 
minimizing deviation from a common due-date (Gowrishankar et al., 2001). 
The cost-, resource- or income-based approaches are typical in the area of process scheduling, and batch 
scheduling problems, and usually the most frequent one is the profit maximization. The reason of this 
phenomenon is that in multipurpose and multiproduct batch plants, and in process scheduling in general, there 
are material balances, prices of materials. Consequently the quantity can easily represent a market price of the 
product. Mendez et al. (2006) classify these objective functions in their review. 
In the literature, less frequent objectives are the environmental-based ones (Dessouky et al., 2003). Security 




constraints. Finally, we have to mention here the multi-objective approach, e.g. bi-criteria flow-shop (Pan et al., 
2009a). 
This field already exists in Blazewicz’s notation; however, the different objective functions are not classified. 
 
3.2.4. Application to illustrative examples  
 
In the previous paragraphs the fields α|β|γ of the notation system have been detailed which correspond to the 
scheduling problem. Before to go further with the description of the fields of mathematical model (δ) and solving 
method (ε) the application of the classification and notation system to scheduling problems is illustrated. 
The classification scheme of Mendez et al., 2006 is applicable to the example problems Example 1-1, 
Example 1-2 and Example 1-3. By the new classification system however, we get some supplementary 
information: in the case of Example 1-1 there are end – end relations, earliest starting times, minimal waiting 
times and the resources are consumable. In the case of Example 1-2 the resources are consumable and there is a 
closed cycle in the system. The special characteristics of Example 1-3 can better be illustrated by the new 
classification system. The new point of view of workstations, as a unit regarding to the process topology and 
thus unifying flow-shop/job-shop/open-shop property with parallel machines property is missing; however, it is 
an important aspect to consider in modelling. 
Using the Graham – Blazewicz notation system, Example 1-1 would be noted as a {F10|res, chain, rk, pj, dk, 
no-wait|Cmax} problem. By the new system it is noted as a {FR10|cons, CRA, chain, EE, estk, PS, dk, mwt, zw, 
ch
kk’
, con, fix|Cmax} problem. The supplementary information encoded in the new notation is: the presence of 
independent machines in a workstation, the type of the secondary resource, the presence of end – end relations, 
minimal waiting time, connectivity restrictions, the size-dependency of process times, the presence of 
changeover time and fix batch sizes. These properties are important in order to choose an adequate mathematical 
model to the problem. E.g.: the property β5 = PS makes the problem difficult to be treated with discrete time 
representation (δ1 = DTR, see in next paragraph) models. The properties β9 = ch
kk’
 and β13 = fix need special 
considerations. 
Example 1-2 would be noted as {J4|res, network, pj, 4, no-wait|ΣP} with the Graham – Blazewicz notation, 
and as {JP4|cons, CRA, network, CC, PS, FISd, ZW|ΣP} by the new notation system. The supplementary 
information encoded in the new notation is: the machines in a workstation are identical, there is closed circle in 
the system, the process times are size dependent, and a finite, specific intermediate storage policy is applied. 
Example 1-3 would be noted as {F6|res, chain, dk |Cmax} by using the notation system of Graham and 
Blazewicz. The supplementary information encoded in the new {F6|cons, CRA, chain, PS, dk, FISd, LW, overlap, 
con, fix|Cmax} notation is: the limited storage and waiting time properties, the overlapping attribute, the 
connectivity restrictions and the batch size constraints. 
 
  




3.3. Mathematical models 
 
Mendez et al., 2006 classified the mathematical models, frequently used to represent scheduling problems. 
However, no notation system has been found to mathematical models. To construct a decision-support system to 
find the adequate model and solving method to a scheduling problem it seems to be necessary to propose a 
notation scheme for mathematical models and solving methods as well. The application of the notation system 
facilitates significantly the association of models to problems, and to gather and store important information 
about the compatibility of problem types and model types. Thus, the notation scheme has been extended to 
mathematical models and solving methods. 
Several effective mathematical formulations were developed to model process scheduling problems. 
Depending on the modeling options, there are various ways for formulating the same problem. These model 
characteristics influence directly the computational performances, the capabilities, the strengths and weaknesses 
of an optimization model. 
Properties of mathematical model will be described by a field δ, and can be seen in Figure 3-22 and in the 
notation table of appendix. 
 
 
Figure 3-22 – Mathematical models 
 
3.3.1. Time representation 
 
Based on time representation, all existing formulations can be classified into two main categories: discrete 
time representation and continuous time representation. A detailed analysis of the different time representation 
options was performed by Mendez et al. (2006) and Pan et al. (2009b). 
In discrete time representation (δ1=DTR), the time horizon is divided into a finite number of time intervals 
with predefined and equal duration. With this approach, the operations are enforced to begin and to finish exactly 
at intervals boundaries. Its main advantage is that the constraints are formulated at predefined grid points which 
reduces model complexity and simplifies the model resolution. But the number of time intervals strongly 
influences the size of the mathematical models, computational efficiency and the accuracy or quality of solution. 
Due to the time horizon division, the scheduling problem is described by the model only approximately. This 
results in a tradeoff between accuracy, requiring a small time interval to achieve suitable approximation, and 




Despite of these limitations especially for complex industrial application (difficulty to handle variable processing 
times or some constraints like changeovers, inventory), this time representation can be convenient in some 
applications. 
In order to overcome the aforementioned inherent limitations of the discrete time representation, there has 
been significant research on continuous time representation (δ1=CTR). In these approaches, variables are 
required to define precisely the occurrence time of events (potentially at any point in the time horizon). 
Consequently, the number of variables is reduced, resulting in smaller-sized models and greater flexibility. On 
the other hand, the possibility to have events that can take place at any time, leads to more complex structure of 
mathematical models (more complicated constraints definition). Based on events representations, these 
approaches are classified into four categories: slot based (Sundaramoorthy and Karimi, 2005), precedence based
 
(Pan et al., 2008), global event based (Castro et al., 2001, Maravelias and Grossmann, 2003)
 
and unit specific 
event based models (Ierapetritou and Floudas, 1998, Giannelos and Georgiadis, 2002). The first two are more 
appropriated for sequential processes, the last two for general network processes. 
The concept of time slots stands for a set of predefined time intervals with unknown duration. The main idea 
is to assign enough time slots for each machine in order to allocate them to operations to be performed. The 
number of time slots is a crucial parameter for computational performances and optimality. When time slots are 
identical for all the machines, shared resources are easier to handle, and we speak about synchronous 
representation (δ1=CTR-SS). On the other hand, in asynchronous representation (δ1=CTR-AS) time slots are 
different from one machine to another providing more flexibility. 
The representation of batch precedence enforces the sequential use of shared resources explicitly thanks to 
model variables and constraints. On the same machine, the immediate predecessor of an operation (δ1=CTR-PI) 
can be considered or the whole set of operations processed before for the case of general precedence (δ1=CTR-
PG). Recent mentionable efforts have been made in the area of precedence-based models
 
by Qian et al. (2009) 
who attempted to eliminate an important disadvantage of these models: the difficulties with inventory and 
resource limitations 
Like in the slot based representation, the global event based (δ1=CTR-GTE) one uses shared time slots by all 
operations and machines. Continuous variables are introduced to determine the timing of time slots and binary 
variables are specified to assign beginning and ending time of operations to the time slots. The last approach, i.e. 
unit specific event based models (δ1=CTR-USTE), assigns specific event points for each machine. The event 
locations are different for one machine to another. Consequently different operations can start at different time 
machine. 
 
3.3.2. Material balance handling 
 
For sequential processes, the models assume that the size of each batch is known before scheduling. Therefore 
it is not necessary to consider mass balances explicitly. The first step consists in decomposing the quantity of the 
product required into individual batches. Once the batches created, the scheduling problem (δ2=PMB) is solved 
by allocating the resources to batches over the time horizon.  
In general network processes the material balances are required to be established explicitly. To represent a 
problem’s structure two different approaches exist in the literature (Schilling and Pantelides, 1996): State-Task 




Network (δ2=STN) and Research-Task Network (δ2=RTN). Both approaches were created in order to deal with 
complex product recipes. 
For the former one Kondili et al. (1993) proposed a general framework composed on two types of nodes: task 
nodes denoted by rectangles and representing process operations, state nodes denoted by circles representing raw 
materials, intermediate products and final products. These nodes are linked by arcs that indicate the flow of 
materials and the task precedence. The number beside each arc gives the fraction of a batch transferred to the 
next operation. 
Schilling and Pantelides (1996) had extended the STN to the RTN framework where processing equipments, 
storage, material transfer and utilities are described as resources in a unified way. Indeed, in addition to states, 
circles represent also other resources and ellipses the equipment. The two approaches are illustrated in Figure 3-
23 (represented here in order to facilitate the reading) which is an STN representation of example 1-2, and in 
Figure 3-24 which is an RTN representation of example 1-2. 
 


























Figure 3-24 – Resource Task Network of example 1-2 
 
3.4. Solving methods 
 
The resolution methods of scheduling problems have been discussed in section 1.4. Among the three branches 
of solving methods the research is decided to be oriented to mathematical approaches as they seemed to be the 
most promising ones to cover the widest possible domain of scheduling problems. Therefore in this paragraph 
the mathematical approaches will be detailed. 




































Figure 3-25 – Classification scheme of solution methods to scheduling problems 
 
Most of the mathematical approaches are based on operational research techniques. They can be classified into 
three categories: mathematical programming, heuristics and meta-heuristics. Scheduling problems generally lead 
to mixed integer linear programming problems. 
As all solving methods mathematical approaches can be categorized into two groups: exact (if the optimality 
of the found solution is mathematically guaranteed) and approximate methods (if a feasible solution is to be 
found in reasonable time). Excellent books and reviews deal with the area of exact methods, e.g. Biegler et al. 
(1997). A common disadvantage of exact methods is that large-scale problems cannot be treated efficiently 
without making simplifier assumptions. 
The majority of simplifier assumptions are based on the strategies of decomposition. A problem can be 
decomposed with respect to three attributes: time, machines and constraints (corresponding to operations or 
resources). For example, the so-called Rolling Horizon technique (Bassett et al., 1996) is decomposition by time: 
the main large-scale problem is decomposed to a set of consecutive small scale problems, and these problems are 
to be solved after each other in a part of the time horizon. 
Despite of the continuing evolution of computational resources, it exists always a critical limit (depending on 
the computational environment, the applied mathematical model, and other parameters) beyond which it 
becomes prohibitive to use exact methods. Facing these difficulties, some specialists have oriented their research 
towards Heuristics Methods. They use technical experiences to propose rapidly feasible solutions. Heuristic 
methods can be constructive (ε = HC) or ameliorative (ε = HA). In the case of constructive methods, the solution 
is constructed step by step with respect to heuristic rules. On the other hand, with applying ameliorative 
methods, the first step is to create an initial solution as a skeleton in order to ameliorate it step by step. Due to 
their large number, it would be impossible to give an exhaustive list of all the heuristic methods. A famous 




Kamburowski, 2007), but there are several other effective constructive (Gupta et al., 2002, Rad et al., 2009), and 
ameliorative (Efstathiou, 1996) heuristic methods as well. Heuristic methods can also be classified with respect 
to their main rules whether they are based on due-date or process-time property. For example Earliest Due Date 
(EDD) is a due date based heuristic, while Shortest Process Time first (SPT) is a process time based one. The 
main disadvantage of these methods is that they are often specific to a given problem (this point explains their 
large number). 
Compared to heuristic methods, Meta-Heuristic ones conducted a more exhaustive exploration of the solution 
space, to ensure that the solution is not a local minimum. Meta-Heuristic Methods (Xhafa and Abraham, 2008) 
are usually inspired by an analogy of the nature. The analogy can be a physical one (ε = SA, simulated 
annealing, ε = SD, simulated diffusion), a biological one (ε = GA, genetic algorithms, ε = TS, taboo search), or 
from the area of ethology (ε = ACO, ant colony optimization). Constructive methods, local search techniques (ε 
= SA, ε = TS), evolutional algorithms (ε = GA, ε = ACO) and combined methods (ε = Comb) can be 
distinguished (Widmer et al., 2001). A common disadvantage of these methods is the presence of tuning 
parameters. These parameters have a significant effect to the quality of solution, and to the computational time, 
and thus they need to be well chosen, according to the actual problem in order to work efficiently. In other 
words, meta-heuristic methods need to be adapted to the concrete problem type. Meta-heuristic methods usually 
need one or more solution in order to ameliorate them. Consequently, meta-heuristics can be used to ameliorate 




In this chapter an open classification and notation scheme of scheduling problems, mathematical models and 
appropriate solving methods has been proposed. This classification and notation scheme has been developed in 
the frame of constructing a decision-aid system on the foundations of Case-Based Reasoning approach in order 
to find the most appropriate resolution strategy to different scheduling problems. 
The proposed classification system is based on the works of Blazewicz et al. (2007) and Mendez et al. (2006). 
The notation scheme of Graham et al. (1979) and Blazewicz et al. (1983) is composed of three fields α|β|γ which 
correspond to machine environment, resource and constraint characteristics and objective function respectively. 
The field α has been reformulated from a workstation-based point of view. New aspects of classification have 
been added to the field β: transit time, changeover time, overlap, maintenance and preparation constraints, 
connectivity restrictions, batch size considerations, resource types and availability, synchronization constraints, 
presence of closed cycle, machine availability, quantity and resource dependency of process times, capacity 
constraints, limited and minimal waiting time, no-idle constraints. A classification of objective functions has 
been introduced in the field γ.  
The notation system has also been extended to mathematical models of scheduling problems by a field δ, 
which follows the classification scheme of Mendez. 
A new field ε has been added corresponding to the appropriate solving methods. 
The application of the new classification and notation system has been shown on three illustrative examples. 
The integrated classification and notation system facilitates the study of the different resolution strategies of 
scheduling problems. 
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Appendix Table 1 – Notation and possible values for α 
Field Possible values Meanings 
α1 = α1aα1b 
α1a 
Production recipe 
Ø  single workstation 
F flow-shop system 
J job-shop system 
O open-shop system 
α1b 
Machines in a workstation 
Ø or 1 single machine 
P identical machines 




R independent machines 
α2 
number of machines 
Ø 
the number of machines is 
assumed to be variable 
k 
the number of machines is equal 
to k (k is a positive integer) 
 
Appendix Table 2 – Notation and possible values for β 
Field Possible values Meanings 
β1 
possibility of preemption 
Ø no preemption allowed 
pmtn preemption is allowed 
β2 
additional resources 
Ø no additional resource 
β2 = β2aβ2b 




renc renewable, cumulative resource 
rend renewable, disjunctive resource 
consØ 
consumable resource with fix 
initial amount 
consV 
consumable resource with 




resource available in discrete time 
points (delivery) 
CRA 




β3 = β3aβ3bβ3c 
β3a 
precedence 
Ø independent tasks 
chain 
precedence constraints forming a 
chain 
tree 
precedence constraints forming a 
tree 
network 
precedence constraints illustrated 
by a network structure 
prec general precedence constraints 
β3b 
synchronization constraints 
Ø no connection 
SS start-start relations 
EE end-end relations 




SE/ES start-end or end-start relations 
β3c 
closed circle 
Ø no closed circle appears 
CC 




β4 = β4aβ4b 
β4a 
earliest starting times of jobs 
Ø all earliest starting times are zero 
estk 
earliest starting times differ from 




all machines are continuously 
available 
AS 
machines have different start 
times of availability 
AF 
machines have different finish 
times of availability 
A 





tasks have arbitrary, invariable 
processing times 
PS 
processing time depends on size 
(quantity in unit) 
PR 
task processing time depends on 




Ø no deadlines are assumed 
dk 
deadlines are imposed on the 
performance of a job set 
β7 
transit time 
Ø no transit time considered 
T transit time is invariable 
Tii’ 
transit time is way-depending 
(unit to unit) 
β8 
inventory considerations 




buffers of unlimited capacity are 
assumed 
FISd 
finite intermediate storage is 
assumed with specific storage 
FISP 
 finite intermediate storage is 








unlimited waiting time is 
permitted 
LWT there is a limited waiting time 
ZWT 
no waiting time, zero-wait 
property 
MWT 
there is a minimal waiting time, 
which must be fulfilled before the 




Ø no such constraint 
no-idle there are no-idle constraints 
β9 
changeover time 
Ø no need to wait 
ch
U
 changeover time depends on unit 
chk 
changeover time depends on 
performed task 
chkk’ 
changeover time depends on 
performed and following task (we 
have a changeover time matrix) 
β10 
possibility of overlap 
Ø no overlap 





no such constraint is taken into 
account 
MP process dependent 
MU unit dependent 
MT time dependent 
β12 
connection between machines 
Ø free connectivity 
con 
machines have connection 
restrictions represented by a 
connection graph 
β13 
batch size restrictions 
Ø 
variable batch size, there is no 
restriction 
fix 
fix batch size, production is 




no other than functionality 
constraint 
technics technical constraints 
societals  societal constraints 




economics economic considerations 
life-cycle life-cycle constraints 
 
Appendix Table 3 – Notation and possible values for γ 





completing time, schedule 
length) 
Fmax min cycle time 
Lmax min maximal lateness 
Tmax min maximal tardiness 
∑Ui min number of late jobs 
∑Fk min average cycle time 
∑Lk min average lateness 
∑Tk min average tardiness 
Qr min 
necessary quantity of 
resource 
Chr min charge of resource 
$S min starting costs 
$P min Production costs 
$T min transport costs 
$I min inventory costs 
∑P max total profit 
∑I max investment retour 






Appendix Table 4 –  Notation and possible values for δ 





DTR discrete time representation 
CTR-GTE 
time events based formulation 
with global time events 
CTR-USTE 
time events based formulation 
with unit-specific time events 
CTR-SS 
slot based formulation with 
synchronous time slots 
CTR-SA 
slot based formulation with 
asynchronous time slots 
CTR-PI  
precedence based formulation 
with immediate precedence 
CTR-PG  
precedence based formulation 
with general precedence 
δ2 
material balance handling 
PMB 
material balances are not 
considered explicitly 
STN State Task Network 
RTN Resource Task Network 
  





Appendix Table 5 – Notation and possible values for ε 




LP, NLP, MILP, MINLP 
methods of mathematical 
programming 
TG theory of graphs 
DP dynamic programming 
HC constructive heuristic 
HA ameliorative heuristic 
CM constructive meta-heuristic 
SA simulated annealing 
SD simulated diffusion 
TS taboo search 
GA genetic algorithm 
ACO ant colony optimization 
Comb combined meta-heuristics 
CSP constraint programming 
CBR case based reasoning 
ES expert system 
FL fuzzy logic 
NN neuron network 
MAS multi-agent system 
DCSA 
dynamic continuous simulation 
approach 
DSA discrete simulation approach 


















Association rules between flow-shop 
scheduling problems, corresponding 









To solve a scheduling problem denoted by α|β|γ, a mathematical model (δ) and a solution method (ε) have to 
be proposed. Thus, in the following an α|β|γ|δ|ε group is referred as a solution strategy. From the detailed 
description of these notation fields in chapter three it follows that the number of the possible problem-model-
method triplet combinations is very high. Therefore the analysis in this chapter is limited to flow-shop problems 
(α = Fn). 
Referring to Figure 1-7, it can be noted that the modeling phase, the choice of the numeric method and the 
resolution cannot be separated from each other completely. Each model has its limits and cannot fit every type of 
problem. For example a β2 ≠ Ø problem needs to be treated with taking into account the resource constraints, 
therefore in the most of the cases a δ2 = PMB model does not suit. 
Firstly in this chapter the domain of association between scheduling problem, mathematical model and 
solution method will be discussed. Then, some association rules will be proposed, based on computational 
experiments. Finally, a preliminary decision support system will be presented inspired by a Case-Based 
Reasoning approach. 
 
4.2. Adaptation of mathematical models 
 
First, some definitions will be presented in order to facilitate the reading and understanding. 
The adaptation of a mathematical model to a scheduling problem is the modification of a general 
mathematical model – by changing the objective function, modifying or introducing variables and constraints – 
in order to take into account the special characteristics of the problem to be modelled. Adaptation techniques of 
mathematical models can be divided into the following categories: 
 changing the objective function, 
 introducing new continuous variables, 
 modifying or introducing new constraints on continuous variables, 
 introducing new binary variables, 
 modifying or introducing new constraints on binary variables. 
An adaptation of the model which does not concern its objective function or results in the introduction of new 
binary variables or binary constraints is called minor modification. Otherwise we speak about major 
modification. 
The illustration of resolution strategies is presented in two parts. First, the adaptation of the same 
mathematical model with minor modifications will be presented on the disjunctive graph model (δ = CTR-PG, 
PMB, illustrated in Figure 4-1 from Esquirol and Lopez, 1999), and the effects of these minor modifications will 
be shown. In the second part, some literature mathematical model will be applied to three example problems. 
 
4.2.1. Adaptation of a mathematical model by minor modifications 
 
In order to illustrate the adaptation by minor modifications, the following properties have been introduced to 
the flow-shop example F10|chain|Cmax of the chapter one (Example 1-4): 




1. earliest starting times (β4 = estk), 
2. minimal waiting times (β8 = MWT), 
3. due-dates (β6 = dk), 
4. job-dependent changeovers (β9 = chk), 
5. job-to-job-dependent changeovers (β9 = chkk’), 
6. and unit-dependent changeovers (β9 = ch
U
) independently. 
The meanings of these terms were explained in chapter three. 
In each case ten flow-shop problems of 10 jobs and 10 machines have been generated using the algorithm 
proposed by Taillard (1993), i.e. the durations are random numbers with uniform distribution between 1 and 100. 
Each job consists of 10 operations, which have to be performed in a predefined order, each one on its 
corresponding machine. Thus each job has to follow the same route from the first machine to the tenth 
respectively as it was illustrated in Figure 1-10. 
 
4.2.1.1. The mathematical model 
 
The applied mathematical model (disjunctive graph model) is based on the representation of the scheduling 
problem with a graph, where the vertices correspond to the operations, and the edges correspond to the priorities 
between these operations.  These priorities can be predefined (conjunctive edges, denoted with unidirectional 
arrows) or not (disjunctive edges, denoted with bidirectional arrows). Usually the subset of conjunctive edges 
(U) represents the precedence constraints for consecutive operations of a job, and the subset of disjunctive edges 
(D) is associated to the conflicts of using a non-shareable resource (i.e. a machine). Figure 4-1 illustrates the 
scheme of the disjunctive graph model on a problem which contains three jobs (J1, J2, and J3) and two machines 
(M1 and M2). 
 
 
Figure 4-1 – Illustration scheme of the disjunctive graph model 
 
The circles on Figure 4-1 denote the unit operations. The lines J1, J2 and J3 correspond to the jobs and the 
columns M1 and M2 correspond to the operations of a job and – in the same time – to the adequate machines. J1, 
J2 and J3 have to be performed firstly by M1, then by M2. Thus an implicit assumption has just been made 
(which is also an important restriction of the applicability of the disjunctive graph model): each operation has its 








number of machines. The graph is thus composed of J∙A vertices,  J∙(A-1) conjunctive edges and ½∙A∙J∙ (J-1) 
disjunctive edges. 
A mathematical representation of the disjunctive graph model with makespan objective (γ = Cmax) has been 
proposed by Esquirol and Lopez (1999). This mathematical model is a MILP problem, due to the presence of 































Equation 4-1 – Mathematical representation of disjunctive graph model with makespan objective 
 
A nomenclature of this mathematical representation is presented in Table 4-1. 
 
Table 4-1 – Nomenclature of the disjunctive graph model 
A Number of machines 
Cmax Total makespan (finishing time of the last operation) 
D Set of disjunctive edges 
G (X, U, D) Graph of vertices X, conjunctive edges U and 
disjunctive edges D 
J Number of jobs 
k, k’ Index of jobs 
M Parameter “big-M”, a sufficiently large positive 
number 
p Index of operations 
Tsk,p Starting time of operation p of job k 
Tk,p Duration time of operation p of job k 
U Set of conjunctive edges 
xk,p,k’ Binary variable determining if job k precedes job k’ 
on the machine performing operation p 
X Set of vertices 
 
The constraint (1) defines that the makespan value cannot be inferior to the finishing time of any operation. 
The finishing times are not represented explicitly in the model, but they are expressed as the sum of starting 
times (Tsk,p) and duration times (Tk,p). Because of the minimization the objective function value reach its 
possible minimum: the finishing time of the last operation. 
The constraint (2) expresses the precedence between two consecutive operations of the same job represented 
by a conjunctive edge from kp to kp’. 




The pair of constraints (3) interpreted to disjunctive edges from kp to k’p corresponds to priority of operations 
on the unit performing the operation p. Only one constraint is active from the pair (3) at a time. If k precedes k’ 
then the first constraint is active, if k’ precedes k then the second one. The role of the parameter M, which is a 
sufficiently large number (also known as big-M in the practice of optimization) is to neutralize the inactive 
constraint of the pair (3). 
The decision variable xkpk’ is forced to be binary by constraint (4). 
Finally, constraint (5) forces the continuous variable Tskp to be nonnegative. 
The number of variables and the number of constraints are presented in Table 4-2: 
 
Table 4-2 – Number of variables and constraints for Equation 4-1 
Number of variables 1+J∙A+J∙(J-1)∙A = J²A+1 
Number of constraints J∙A+J∙(A-1)+A∙J∙(J-1)+J∙(J-1)∙A+J∙A = J∙(2A∙J+A-1) 
 
4.2.1.2. The applied solving methods 
 
In order to solve the problems heuristic and meta-heuristic methods have been applied. Heuristic methods are 
working with operation order rules therefore they do not require a mathematical model. However, in order to 
evaluate the solution corresponding to the proposed operation orders (i.e. to gain the makespan value and the 
starting and finishing time of operations) it is a convenient way to solve a mathematical model with prefixed 
decision variables. That is, a LP problem is solved, which does not need important computational time. 
The problems have been solved with ε = HC-SPT and ε = HC-LPT heuristics. These heuristics are based on 
the operation duration times. In the case of ε = HC-SPT (shortest process time first) the priority order of jobs on 
each machine prefers the operations with shorter durations. E.g. if the operation 3 of job 7 takes less time to 
perform than operation 3 of job 5, then job 7 precedes job 5 on the machine 3. In the case of ε = HC-LPT it is the 
contrary, the operations with longer durations are preferred, thus the order will be the opposite. 
 
Then the problems have been solved with ε = ACO, ε = TS, ε = SA and ε = GA meta-heuristics. 
Ant-colony optimization (ε = ACO) is inspired by an ethological analogy. The principal idea of this method is 
based on the behavior of ants, helping each other to find food by emitting an essence (pheromone). As the path 
to the food is followed by more and more ants, the pheromone track becomes more and more intensive. To 
mimic this behavior, the application of the ε = ACO method requires to define a pheromone model describing 
the different paths leading to the solution (Xhafa and Abraham, 2008). Several successful applications to 
scheduling problems have been published, e.g. Rajendran and Ziegler (2004) and Shyu et al. (2004). In this work 
the pheromone values are associated to the preference of each job on a machine, thus a path followed by the ants 





Figure 4-2 – Illustration scheme of the disjunctive graph model 
 
In Figure 4-2 the process is illustrated on machine 1. The intensity of the pheromone track is illustrated with 
the intensity of black colour in the vertices and the path followed by the ants is shown with the dashed arrows (J2 
→ J1 → J3). Pheromone values are updated after each new solution. Two update rules are applied: the 
evaporation of the pheromone and the increase or decrease of the pheromone value depending on the gained 
improvement. 
 
Taboo Search (ε = TS) is inspired by mechanism of human memory enabling to avoid previously made 
mistakes (Xhafa and Abraham, 2008). Firstly, mutated solutions are generated from an initial feasible solution. 
Then taboo search choose the best one (with respect to the gained objective function value). To prevent cycling 
and encourage greater movement through the solution space, a taboo list is maintained of solutions already faced 
during the last iterations. It is forbidden to choose a solution presented on the taboo list. This list is the “short-
term memory” of the algorithm. A “long-term memory” is also constructed, by generating more than one initial 
solution to begin with. If after several iterations the solution is not improving, then a new initial solution is 
chosen to restart with. To scheduling problems taboo search is most frequently applied as local search procedure 
within more effective methods, e.g. Huang and Liao (2008). In this work the mutated solutions are generated 
with applying exchanges in the priority order of jobs on a machine. 
 
Simulated Annealing (ε = SA) is inspired by the freezing of a thermodynamic system (Xhafa and Abraham, 
2008). In analogy with the physical process the objective function to minimize is referred as the energy of the 
system (E). The temperature (T) of the system is also introduced as a fictive parameter. Starting with an initial 
solution and an initial temperature the solution is mutated. If the new solution provides a lower objective 
function value than the previous one, then the new solution is accepted, else it is accepted with a probability 
proportional to exp(-ΔE/T). In scheduling domain there are examples both for the application of simulated 
annealing alone (Satake et al., 1999) both for the application combining with other methods (Nearchou, 2004). In 
this work the mutation of a solution is generated with applying exchanges in the priority order of jobs on a 
machine. 
 
Genetic Algorithm (ε = GA) is inspired by the biological evolution (Xhafa and Abraham, 2004). In analogy 









fitness value which corresponds to its quality (e.g. the objective function in case of maximization or its 
reciprocal). The algorithm constructs a new generation of the population maintaining the number of individuals. 
The method attempts to increase the fitness value of the individuals applying two procedures: selection and 
reproduction. The selection ensures that the individuals with higher fitness value are preferred to reproduce, and 
the reproduction creates new entities by recombination. In scheduling area, similarly to Taboo Search, Genetic 
Algorithm is usually combined with other methods (Sadegheigh et al., 2006). In this work the priority order of 
jobs on a machine of the “child” is calculated based on the priority order of jobs on a machine of the “parents”. 
That is, if job k precedes job k’ on machine m in both parent schedule, then this precedence is maintained in the 
child schedule too. Suppose for example that the order of jobs on machine m is [1 5 2 3 4] for parent 1 and [5 4 1 
3 2] for parent 2. Then, the preference value of job k is defined as the sum of the orders of job k on machine m in 
the parent schedules. Thus, for job 1 the preference value is 1+3 = 4, as Job 1 figures at the first place in parent 1 
and at the third place in parent 2 (Table 4-3). The child is created with establishing an order according to 
increasing preference values. 
 
Table 4-3 – Preference values 
Job Preference value 
1 1+3 = 4 
2 3+5 = 8 
3 4+4 = 8 
4 5+2 = 7 
5 2+1 = 3 
 
Based on the preference values in the child the order of jobs is [5 1 4 2 3] or [5 1 4 3 2]. In this work in the 
case of equal precedence values a lexicographic order has been applied, thus the order of jobs is [5 1 4 2 3]. 
 
4.2.1.3. Calculation results 
 
The following equations and diagrams show the adapted forms of the disjunctive graph model to each 
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Figure 4-3 – Box-Whisker plot of makespan values obtained to the F10|chain, estk|Cmax problem 
 
On Figure 4-3 it is shown that every solving method was able to find a solution. It can also be deducted that 
meta-heuristics were able to gain makespan values less than the ones given by the heuristics. 
Although the average makespan value obtained by ε = ACO method were better than the ones provided by ε = 
TS, ε = GA or ε = SA, it does not necessarily mean that for F10|chain, estk|Cmax|CTR-PG, PMB problem-model 
association the former solving method are better than the latter ones. Meta-heuristics propose a guideline which 
has to be always adapted to the concerned problem, and therefore it is very difficult to compare the different 
meta-heuristics. With other words: the more we work on a meta-heuristic method (adjusting the parameters, 
changing the way of interpretation) the better results can be obtained. 
Nevertheless, in order to have a comparison which is at least reasonable, the number of evaluated schedules 
has been fixed to the same number (50) for each method. It is still not a valid comparison of meta-heuristic 
methods, but just of the adaptations of these methods performed by this work, in order to illustrate their 
applicability and capability to obtain better results than heuristics. 
A nomenclature used in the adapted models is summarized in Table 4-4: 
  





Table 4-4 – Nomenclature of the adapted models 
ESTk Earliest starting time of job k 
MWTk,p Minimal waiting time after operation p of job k 
DDk Due date (deadline) of job k 
Lk Lateness of job k 
chk Changeover time from job k to any other job 
chk',k Changeover time from job k to job k’ 
chP Changeover time from operation p of any job 
 



































Equation 4-2 – Disjunctive graph model adapted to F10|chain, estk|Cmax 
 
Constraint (4) fixes that every starting time (for all operation) has to be superior or equal to the earliest 
possible starting time belonging to job k. 
The number of variables and the number of constraints are shown in Table 4-5: 
 
Table 4-5 – Number of variables and constraints for Equation 4-2 
Number of variables J²A+1  
Number of constraints J∙(2A∙J+A-1) +J∙A 
 
Notice that if ESTk values are compulsory to be defined (i.e. ESTk = 0 for immediately available jobs) then the 
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Figure 4-4 – Box-Whisker plot of makespan values obtained to the F10|chain, MWT|Cmax problem 
 
As it is shown in Figure 4-4 the behavior of the solving methods did not change with respect to the previous 
case by the introducing of minimal waiting times. 































Equation 4-3 – Disjunctive graph model adapted to F10|chain, MWT|Cmax 
 
The minimal waiting times are taken into account in the constraint (2). By adding the value MWTk,p it is 
ensured that no following operation p’ of job k can start before this necessary minimal waiting time. 
The number of variables and the number of constraints are shown in Table 4-6: 
  





Table 4-6 – Number of variables and constraints for Equation 4-3 
Number of variables J²A+1  
Number of constraints J∙(2A∙J+A-1) 
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Figure 4-5 – Box-Whisker plot of makespan values obtained to the F10|chain, dk|Cmax problem 
 
Figure 4-5 shows the results obtained in the case of the F10|chain, dk|Cmax problem. The model is adapted by 
introducing a new continuous variable Lk and a continuous constraint (4). The adapted model is given by 
Equation 4-4. The introduction of Lk (the lateness) is advised in order to avoid infeasibility in the case of those 








































Equation 4-4 – Disjunctive graph model adapted to F10|chain, dk|Cmax 
 
The constraint (4) is introduced in order to ensure that the finishing time of operations be inferior to the 
corresponding deadline with a tolerance Lk. 
The number of variables and the number of constraints are shown in Table 4-6: 
 
Table 4-7 – Number of variables and constraints for Equation 4-4 
Number of variables J²A+1 +J 
Number of constraints J∙(2A∙J+A-1) +J∙A 
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Figure 4-6 – Box-Whisker plot of makespan values obtained to the F10|chain, chk|Cmax problem 
 




In Figure 4-6 the obtained results can be seen in the case of job dependant changeovers. The model is adapted 
































Equation 4-5 – Disjunctive graph model adapted to F10|chain, chk|Cmax 
 
In order to take into account the changeover time, the pair of constraints (3) has to be modified. Thus, if the 
constraint is active, i.e. a machine performs job k’ after job k then the corresponding changeover time is added to 
the finishing time of the operation. 
The number of variables and the number of constraints are shown in Table 4-8: 
 
Table 4-8 – Number of variables and constraints for Equation 4-5 
Number of variables J²A+1 
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Figure 4-7 – Box-Whisker plot of makespan values obtained to the F10|chain, chkk’|Cmax problem 
 
Job-to-job dependant changeovers lead to similar results to the job-dependant changeover ones (Figure 4-7). 
































Equation 4-6 – Disjunctive graph model adapted to F10|chain, chkk’|Cmax 
 
The new term chkk’ in constraints (3) plays the same role as chk in Equation 4-5. The only difference lies in the 
fact that in Equation 4-6 the changeover time depends on both jobs k and k’, and not only on job k. But, this does 
not mean any problem to the disjunctive graph model, as the pairs of constraints (3) already exist for every 
disjunctive edge. 
The number of variables and the number of constraints are shown in Table 4-9: 





Table 4-9 – Number of variables and constraints for Equation 4-6 
Number of variables J²A+1 
Number of constraints J∙(2A∙J+A-1) 
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Figure 4-8 – Box-Whisker plot of makespan values obtained to the F10|chain, chU|Cmax problem 
 
From the implicit assumption of disjunctive graph model which says that every operation p of any job k has its 
own only one machine to be performed on, it follows that the unit-dependant changeover time (Figure 4-8) can 
be described by a term chp which depends on the order number of the operation (regardless to its job). The model 





































The adaptation way is the same as in the case of β9 = chk or β9 = chkk’ – the corresponding changeover time 
appears in the pair of constraints (3). 
The number of variables and the number of constraints are shown in Table 4-10: 
 
Table 4-10 – Number of variables and constraints for Equation 4-7 
Number of variables J²A+1 
Number of constraints J∙(2A∙J+A-1) 
 
As it is illustrated with Equations 4-1 – 4-7, none of the above tested properties leads to the introduction of 
new binary variables or constraints on binary variables. Figures 4-3 – 4-8 show that computational behavior did 
not changed due to these minor modifications. 
What are then the characteristics having important effects to the behavior and complexity of a mathematical 
model? Pan et al., 2009 showed that the objective function is a very important property in the case of network 
batch processes. Also, the introduction of new binary variables and binary constraints increase the problem’s 
combinatorial complexity and therefore has an important effect to the solvability and behavior of a mathematical 
model. Assume e.g. that instead of each machine in F10|chain|Cmax we dispose a workstation of two machines 
which are identical to each other. Let us now try to apply the disjunctive graph model to this FP20|chain|Cmax 
problem. Due to the implicit assumption of this model that every operation has its corresponding machine, the 
presence of additional machines to realize the same tasks makes it very hard to adapt the model. 
 
4.2.2. Application of different mathematical models 
 
In Section 4.2.1 the same model has been adapted to different problems. The second question is: how different 
models can be applied to the same problem? 
The more complex a scheduling problem is (i.e. material balances need to be treated, resources have to be 
taken into account, splitting/merging is authorized, etc.) usually the more complex the representing mathematical 
model will be. 
To study the applicability of different mathematical models to the same problem, three sequential, 
multiproduct batch plant examples have been examined. 
 
4.2.2.1. The scheduling problems 
 
The first and the second examples have been proposed by Epperly et al. (1997). The third example has been 
created by this work, enlarging these two problems.  
Example 4-1 is a 3-stage 2-product batch plant (Figure 4-9), whose characteristics are summarized in Table 4-
11.  
  






Figure 4-9 (from Epperly et al., 1997) – Example 4-1 
 
Table 4-11 – Problem characteristics of Example 4-1 
Process topology: Sequential 
Production purpose: Multiproduct 
Production mode: Batch 
Time constraints: - 
Resource constraints: Final intermediate storage 
 
The objective function to maximize is the total profit. Thus, Example 4-1 is an F3|cons, CRA, network, 
FISd|∑P problem according to the notation scheme presented in chapter three.  
The data of Example 4-1 is shown in Table 4-12. 
 
Table 4-12 – Data of Example 4-1 
PROBLEM DATA Working quantity 
Job Operation Process time Min Max 
1 1 8 500 4500 
1 2 20 500 4500 
1 3 8 500 4500 
2 1 16 500 4500 
2 2 4 500 4500 
2 3 4 500 4500 
 Products Require Price  
 1 200 10  
 2 100 10  
 
In Table 4-12 it is shown that the problem is composed of 2 jobs, each of them 3 operations, with different, 
invariable process times, which are known in advance. Working quantity is limited by both inferior and superior 
limits. The prices of the two products are the same, but the required quantities are different. 
Example 4-2 is a 6-stage 4-product batch plant, illustrated in Figure 4-10. The data of Example 4-2 can be 




In Example 4-2 there are four jobs to be performed, each of them has 6 operations. The process times are fix 
and known in advance. There are requirement constraints for each product (i.e. a minimal quantity to produce) 
and the capacity of the stages enforces the working quantity to be between inferior and superior limits. The 
prices of products are different. 
 
Figure 4-10 (from Epperly et al. 1997) – Example 4-2 
 
The characteristics of Example 4-2 are summarized in Table 4-13. The objective function to maximize is the 
total profit. Thus, Example 4-2 is an F6|cons, CRA, network, FISd|∑P problem according to the notation scheme 
presented in chapter three. 
 
Table 4-13 – Problem characteristics of Example 4-2 
Process topology: Sequential 
Production purpose: Multiproduct 
Production mode: Batch 
Time constraints: - 
Resource constraints: Final intermediate storage 
 
The recipe of Example 4-3 is illustrated on Figure 4-11. The data of this example can be found in Appendix 1 
of this chapter. 
 
 
Figure 4-11 – Example 4-3 
 
The characteristics of Example 4-3 are summarized in Table 4-14. The objective function to maximize is the 
total profit. Thus, Example 4-1 is an F9|cons, CRA, network, FISd|∑P problem according to the notation scheme 
presented in Chapter Three. 
 
Table 4-14 – Problem characteristics of Example 4-3 
Process topology: Sequential 
Production purpose: Multiproduct 
Production mode: Batch 
Time constraints: - 
Resource constraints: Final intermediate storage 
 




Example 4-3 is a 9-stage-6-product batch plant. There are six jobs to be performed and each of them has 9 
operations. The process times are fix and known in advance. The process delivers 6 products and the production 
is to be realized in a batch plant with 9 stages. There is a minimal required quantity for each product and the 
capacity of the stages enforces the working quantity to be between inferior and superior limits. The prices of 
products are the same. The data of Example 4-3 is presented in Appendix 2 of this chapter. 
 
4.2.2.2. The mathematical models and the solving method 
 
The example problems have been modeled by 4 models: the discrete time representation model of Kondili et 
al. (1993) (δ = DTR, STN), a global time event based model of Maravelias and Grossmann (2003) (δ = CTR-
GTE, STN), a unit-specific time event based model of Ierapetritou and Floudas (1998) (δ = CTR-USTE, STN) 
and a slot-based model of Sundaramoorthy and Karimi (2005) (δ = CTR-SS, STN). Exact solution method was 
applied for each case (ε = MIP). The time horizon is 72h. 
The solutions for each model have been obtained by applying the default MIP solver of the software AIMMS
®
 
(Advanced Interactive Multidimensional Modeling System). The AIMMS software system is designed for 
modeling and solving large-scale optimization and scheduling-type problems. The computations have been 
performed on a Dell
®
 Latitude D510 Intel Pentium 1.73GHz personal computer. 
 
4.2.2.3. Calculation results 
 
The optimal schedule for Example 4-1 is shown in Figure 4-12: 
 
Figure 4-12 – Optimal schedule for Example 4-1 
 
On Figure 4-11 the operations of Job 1 are colored with black, and the operations of Job 2 are colored with 
gray. It can be seen that after having finished Job 1 and Job 2 there is enough time to run again one of the jobs 
















δ1 = CTR-SS 90000 0.80 1248 2630 
δ1 = DTR 135000 0.73 944 1007 
δ1 = CTR-GTE 135000 0.27 648 1089 
δ1 = CTR-USTE 135000 0.37 798 1553 
 
Table 4-15 presents the objective function values obtained by solving the different models, the computational 
times, the number of variables and the number of constraints. 
The CTR-SS model – unless the other ones – did not find the optimal solution of 135000. The reason of this 
fact is that the model does not allow selling products before the end of the time horizon. Due to this 
inconvenience the solution proposed by this model does not run Job 2 again, and thus the objective function 
value does not reach the optima of 135000 but only 90000 (as the maximal working quantities are 4500 for both 
product and the prices are 10, the total realized sold will be 2*4500*10 = 90000). 
In order to represent the time horizon of 72h the discrete time representation based model of Kondili et al. 
(1993) needs an important number of time intervals. In this case, as all duration times can be divided by 4, the 
problem can be modeled in a horizon divided into 18 time intervals. On the other hand, as the number of 
operations is not great, the continuous time representation based formulations can model the problem with less 
time event point or slot (in this case concretely 10 event points were declared to be available for the model and it 
proved to be enough). Thus, the event-point based formulations (CTR-GTE and CTR-USTE) were the most 
adequate to this example. 
 










δ1 = CTR-SS 166500 1.49 9088 19550 
δ1 = DTR 211500 2.78 6220 6357 
δ1 = CTR-GTE 211500 1.13 4988 7949 
δ1 = CTR-USTE 211500 44.14 10388 22041 
 
In the case of Example 4-2 the time slot based model met the same problem as for Example 4-1 due to the 
same reason (Table 4-16). With the increasing number of machines, the unit-specific time event based model 
needs significantly more computational time than the global time event based model, which remains to be the 
most effective. The number of time intervals is 18, the number of event points is 20 and the number of time slots 
is 20. 
 














δ1 = CTR-SS 270000 5.30 59980 129542 
δ1 = DTR 315000 11.2 19716 19939 
δ1 = CTR-GTE 315000 5.89 16620 25981 
δ1 = CTR-USTE ------------- >360 49290 107905 
 
Table 4-17 illustrates that in the case of Example 4-3 with the time-slot based, discrete time representation 
based, and the global time event based models found feasible solutions in less than a minute. As by applying the 
unit-specific time event based model no solution has been obtained in ten minutes, we decided to interrupt the 
solution process. In Table 4-17 it is shown that the CTR-USTE model has more variables and more constraints 
than the DTR and the CTR-GTE model, which explains the worse computational behavior. On the other hand, 
the CTR-SS model is still applicable despite of the huge number of constraints and variables. This contradiction 
can be explained by the relaxation properties of this model, i.e. the CTR-SS model of Sundaramoorthy and 
Karimi (2005) is formulated without big-M constraints. 
The reason of the lower objective function obtained by the time slot based formulation has already been 
discussed above. Between the two models achieving the optima the continuous time formulation needed less 
computational time. 
 
Resolving Example 4-1, there was no significant difference in computational times. However, to solve the 
larger problems Example 4-2 and 4-3 the unit-specific event-based continuous formulation based model was 
significantly slower than the other models. Based on the computational results the global time event-based 
formulation is advised to apply. 
 
It has been shown that F10|chain|Cmax problems can be associated with the disjunctive graph (δ = CTR-PG, 
PMB) model and solved by numerous different solving methods. This property holds even with several 
modifications in the field β apart from β2 ≠ Ø (presence of secondary resources) and some other special cases. 
It can be seen too, that to the complicated β2 ≠ Ø problems δ2 = STN models had to be applied. On the other 
hand, the typical objective function in these cases was γ = ∑P which is better to deal with than the γ = Cmax, and 
therefore we can find successful examples to the application of ε = MILP exact methods. 
Based on the above results and literature experiences the following scheme can be proposed to construct a 






Figure 4-13 – Methodology scheme of proposal of solution strategy to scheduling problems 
 
Obviously this methodology scheme could be go further and be more detailed, e.g. with respect to the 
objective function type the behaviour of the different mathematical models and numerical methods will not be 
the same. However, as this research is focusing on the application of CBR, here just some basic general rules are 
summarized. 
To identify a possible resolution strategy, the first step to do is to characterize the problem. The aspects of 
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In the modelling phase the first aspect to verify is the presence of material resources (if the answer is positive 
(β2 ≠ Ø) then we need a model which is able to deal with material balances). If there is no material balance 
handling, the preference is to apply the simplest possible model, e.g. the disjunctive graph model. 
If there are resources to deal with, a State Task Network (δ2 = STN) model is recommended. If not only 
materials but even secondary resources have to be taken into account (β2a ≠ cons, Ø) then a Resource Task 
Network (δ2 = RTN) based model will be proposed.  
 
In the resolution phase the first question is whether the application of exact methods (ε = MIP) is possible. 
The term “reasonable time” always has to be defined by the user. Several aspects influence whether the problem 
is hopeful or not to be solved by exact methods in reasonable time. Main attributes to take into account: number 
of binary variables, number and formulation of constraints, type of the objective function… 
If exact methods do not lead to success, then in the cases without material balance handling usually heuristics 
and meta-heuristics are applied. On the other hand, in the case of problems with material balance handling 
decomposition strategies are more frequently used. 
 
4.3. Rule based strategy to associate model/method to a scheduling problem 
 
In Figure 4-13 a methodology scheme has been proposed to associate mathematical model and solution 
method to a scheduling problem. The summary of these rules is presented here. 
 
4.3.1. Summary of the rules of association 
 
The following eight rules summarize the above discussed association strategy. 
 
1. Identify the problem applying the notation scheme of chapter three. 
2. If β2 ≠ Ø then go to step 4. 
3. If α1b ≠ Ø then apply a flexible δ = CTR-PG, PMB model else apply the disjunctive graph model. 
4. If β2a ≠ cons, Ø (i.e. apart from the materials there are other resources as well) then apply a δ2 = RTN 
model, else a δ2 = STN model. 
5. If β5 ≠ Ø then most δ1 = DTR models are not applicable. Apply a δ1 = CTR model. 
6. If the problem size allows try ε = MIP. If there is success, stop. 
7. If β2 ≠ Ø try ε = HC with δ = Ø. Else continue ε = MIP with decomposition approaches (e.g. Rolling 
Horizon technique). 
8. Try to ameliorate the solution by ε = Comb meta-heuristics. 
 
4.3.2. Example cases 
 
The strategy described above will be applied to the three examples of chapter one. Applying the notation 







According to β2 ≠ Ø, the process is continued with step 4. As β2a = cons, Ø a δ2 = RTN model is to be applied. 
Due to β5 ≠ Ø, a δ1 = CTR model has to be chosen, either an event-based, either a slot-based one. If it is 
permitted to realize the selling before the end of the time horizon, then the event time point based formulation is 
advised. 
In the case of Example 1-2 the notation is: {JP4|cons, CRA, network, CC, PS, FISd, ZW|ΣP}. As α1a ≠ F, the 
concerned problem is not a flow-shop, therefore the algorithm will not be applied. 
Finally, to Example 1-3 the notation is: {F6|cons, CRA, chain, PS, dk, FISd, LW, overlap, con, fix|Cmax}. 
Similarly to Example 1-1 a δ = CTR, STN model is proposed. 
 
4.4. Case based reasoning based strategy to associate model/method to a scheduling 
problem 
 
A rule based association strategy has been proposed in the previous chapter. However, it has been shown that 
a simple rule-based strategy is not the best solution. The most important disadvantages of such a strategy are that 
it could not be rich enough to describe all special types of problems, and could not be enough flexible to follow 
the dynamic evolution of the scheduling area. Therefore, in order to go further and construct a better, more 
detailed, more effective strategy, another artificial intelligence approach is chosen, namely the case based 




Case-Based Reasoning approach possesses a learning capability. The continuous dynamic challenge of the 
scheduling research domain makes this approach an ideal choice in our case. 
To elaborate a case-based reasoning system the following important problems are to be solved: representation 
of a case, find the most similar case, and adaptation of an existing solution. Revision and storage are two other 
questions coming from the three above. 
In this paragraph the elaboration of the foundations of a CBR strategy applied to the above problematic will be 
discussed. 
 
4.4.2.  Main steps of case-based reasoning and their realization 
 
In this paragraph the main aspects of a case-based reasoning will be discussed, namely: the case base, the 
description of a case, the retrieval of a case (based on a similarity function), and finally the adaptation of a case. 
In order to describe a case, it is characterized using the classification scheme proposed in Chapter Three, and 
represented by the proposed notation scheme. In the Appendix 3 of this chapter a database regrouping 73 cases is 
detailed. The corresponding notation values to the case base are also presented in Appendix 4 of this chapter. 
The term “case” thus refers to the α|β|γ|δ|ε resolution strategy of the α|β|γ scheduling problem, the applied (if 
any) δ model and the used ε solving method. 




For example: Example 4-1 is modeled by the global event based model of Maravelias and Grossmann (2003) 
and solved by using a MIP solver will be denoted as an α|β|γ|δ|ε = F3|cons, CRA, network, FISd|ΣP|CTR-GTE, 
STN|MIP case, where α|β|γ = F3|cons, CRA, network, FISd|ΣP denotes the problem, δ = CTR-GTE, STN denotes 
the applied mathematical model type, and ε = MIP denotes the solving method used. If a case has already been 
solved, then information on the quality of the gained solution can also be recorded with the case. 
 
4.4.3. Case retrieval – Similarity function 
 
In order to maintain the case base and to perform the retrieval of similar cases, an object-oriented framework 
encoded in Java for building Case-Based Reasoning (CBR) systems has been applied: the Java COLIBRI 
(http://gaia.fdi.ucm.es/index.html). The abbreviation COLIBRI stands for Cases and Ontology Libraries 
Integration for Building Reasoning Infrastructures. It includes a complete Graphical User Interface that guides 
the user in the design of a CBR system and fulfills the similarity analysis as well. The program developed by the 
Group of Artificial Intelligence Applications (GAIA) is available for download from the given site. 
COLIBRI tools allow building a CBR system without writing a single line of code and support many features 
like graphical interfaces, description logics and ontologies, textual CBR, evaluation, etc. 
The similarity measure (see Section 1.5) used to retrieve the most similar cases is configured by the user. 
COLIBRI implements also several similarity functions that can be used depending on the type of the attribute 
(integers, strings, etc.), own similarity measures can also be defined. 
 
4.4.4. Adaptation of a case 
 
Once the most similar case is found, its solution must be adapted to the new problem before being reused. It 
has been shown that a minor modification on the model does not concern significantly the behaviour of the 
solution process. Consequently, if the problem of the new case can be obtained from the one of the most similar 
case through a minor modification then the advised adaptation is simple: introduce the necessary new variables 
and or constraints to the model, and apply the solving method used in the solved case. 
For such cases that cannot be solved via a minor modification, an intervention will be necessary. Then these 
cases (resolved with the help of the user) will be learnt by the system and thus enrich the case memory. 
 
4.4.5.  Examples of application 
 
An initial database of 73 cases (Appendix 4) has been created. The case base contains the problems generated 
by the method of Taillard (1993) presented and solved in Sections 1.4 and 4.2, problems Example 4-1, 4-2 and 4-
3 with the mathematical models and solving method applied, and Examples 1-1, 1-2 and 1-3 with associated 
mathematical model and solving methods. The database has been saved in the COLIBRI software. 
Applying the default Euclidean distance based similarity function in the retrieval process (with no weighting 




mathematical model and a solution method to it. Thus, the first, preliminary version of the decision-aid system – 
even if it is not very strong yet – is born. 
Let us for example apply the program in order to find a resolution strategy to an hypothetic F5|dk|Cmax 
problem. With the help of the graphical interface it is easy to enter the problem representation (the query is 
shown in Figure 4-14): 
 
 
Figure 4-14 – Query of new problem 
 
In Figure 4-14 the fields ai, bi and g correspond to the fields αi, βi and γ of the notation system presented in 
Chapter Three, respectively. The parameters next to these fields are the weighting parameters applied in the 
similarity function. 
The program engine now finds the most similar case to the problem. The result is given by an output screen, 
shown in Figure 4-15: 





Figure 4-15 – Simulation result to example problem F5|dk|Cmax 
 
It can be seen that case 13 is found to be the most similar to this problem. The representation of case 13 is: 
F10|chain, dk|Cmax|CTR-PG, PMB|HC-SPT. The found case is also a flow-shop, but with 10 machines instead of 
5. This case contains also the deadline property, but also a chain precedence restriction. The objective function is 
the total makespan, as in the new case as well. The model is a δ = CTR-PG, PMB one, and the applied solving 
method is the shortest process time first heuristic (ε = HC-SPT). 
Reusing the case 13, the model and method proposed to solve F5|dk|Cmax will be CTR-PG, PMB|HC-SPT. This 
is a possible and thus an acceptable solution to this new case. 





In this chapter the association between scheduling problems, mathematical models and corresponding solution 
methods has been studied. 
The question of adaptation of a mathematical model is examined, and illustrated through a simple example. 
“Minor modification” of a mathematical model has been defined, i.e. a modification of a mathematical model 
which does not lead to the introduction of new binary variables or binary constraints. To illustrate the adaptation 
process by minor modifications the same model has been adapted to similar problems, and has been successfully 
solved with different solving methods. It has been concluded that a minor modification of a mathematical model 
does not concern significantly the difficulty level of solving. 
In order to perform a comparative study on applicability, different mathematical models have been applied to 
the same problems, and the computational results have been analyzed. In the case of little problems no 




global time event based continuous formulation proved to be the most effective one to Fn|cons CRA, network, 
FISd|∑P problems. 
According to the time representation (δ1) – despite there is no trivial “best” model to choose – the tendency 
seems to be advancing from discrete to continuous time based representations. The advantage of the latter ones is 
the more precise description of duration times and the better applicability in the case of variable (e.g. quantity 
dependant) duration times. 
 
A methodology scheme has been established to obtain a resolution strategy to scheduling problems and an 
association strategy has been proposed which is summarized in eight rules. The application of this rule based 
strategy has been illustrated on three examples. 
Despite some rules are possible to deduct, it became clear that there is no self-understanding resolution 
strategy to follow. Scheduling research is in dynamic evolution and scheduling problems are very rich in 
characteristics, which makes it very difficult to make general conclusions. 
However, it can be stated that a simple rule-based association does not fit to this rich and large domain. The 
problem needs to be treated on a higher level, i.e. a dynamic decision-aid system has to be constructed which has 
the ability of learning. An Artificial Intelligence inspired approach has been constructed based on case-based 
reasoning (CBR). 
The case-based reasoning system has been created using the COLIBRI software which is a tool developed to 
the purpose of easily creating CBR systems. 
The initial efforts of applying a CBR based approach in order to find the adequate resolution strategy to 
scheduling problems show that the method can be well applied to the problematic. Even with a relatively small 
database the method seems to be able to identify the most similar problems and propose mathematical models 
and adequate solution methods. The retrieval process of this preliminary decision-aid software has been tested on 
a little F5|dk|Cmax example problem with success: a possible and thus applicable resolution strategy has been 
proposed by the software. 
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Appendix Table 1 – Data of Example 4-2 
PROBLEM DATA Working quantity 
Job Operation Process time Min Max 
1 1 7 500 4500 
1 2 8,3 500 4500 
1 3 6 500 4500 
1 4 7 500 4500 
1 5 6,5 500 4500 
1 6 8 500 4500 
2 1 6,8 500 4500 
2 2 5 500 4500 
2 3 6 500 4500 
2 4 4,8 500 4500 
2 5 5,5 500 4500 
2 6 5,8 500 4500 
3 1 4 500 4500 
3 2 5,9 500 4500 
3 3 5 500 4500 
3 4 6 500 4500 
3 5 5,5 500 4500 
3 6 4,5 500 4500 
4 1 2,4 500 4500 
4 2 3 500 4500 
4 3 3,5 500 4500 
4 4 2,5 500 4500 
4 5 3 500 4500 
4 6 2,8 500 4500 
 Products Require Price  
 1 150 10  
 2 150 8  
 3 180 9  








Appendix Table 2 – Data of Example 4-3 
PROBLEM DATA Working quantity 
Job Operation Process time Min Max 
1 1 7 500 4500 
1 2 8,3 500 4500 
1 3 6 500 4500 
1 4 7 500 4500 
1 5 6,5 500 4500 
1 6 8 500 4500 
1 7 7,5 500 4500 
1 8 6 500 4500 
1 9 6,3 500 4500 
2 1 6,8 500 4500 
2 2 5 500 4500 
2 3 6 500 4500 
2 4 4,8 500 4500 
2 5 5,5 500 4500 
2 6 5,8 500 4500 
2 7 6,2 500 4500 
2 8 5,4 500 4500 
2 9 6 500 4500 
2 1 4 500 4500 
3 2 5,9 500 4500 
3 3 5 500 4500 
3 4 6 500 4500 
3 5 5,5 500 4500 
3 6 4,5 500 4500 
3 7 6 500 4500 
3 8 5,5 500 4500 
3 9 4,5 500 4500 
4 1 2,4 500 4500 
4 2 3 500 4500 
4 3 3,5 500 4500 
4 4 2,5 500 4500 




4 6 2,8 500 4500 
4 7 3 500 4500 
4 8 3,5 500 4500 
4 9 2,5 500 4500 
5 1 6,8 500 4500 
5 2 5 500 4500 
5 3 6 500 4500 
5 4 4,8 500 4500 
5 5 5,5 500 4500 
5 6 5,8 500 4500 
5 7 6,2 500 4500 
5 8 5,4 500 4500 
5 9 6 500 4500 
6 1 7 500 4500 
6 2 8,3 500 4500 
6 3 6 500 4500 
6 4 7 500 4500 
6 5 6,5 500 4500 
6 6 8 500 4500 
6 7 7,5 500 4500 
6 8 6 500 4500 
6 9 6,3 500 4500 
 Products Require Price  
 1 150 10  
 2 150 10  
 3 150 10  
 4 150 10  
 5 150 10  










Appendix Table 3 – Cases of the case base 
Case n° Scheduling problem Mathematical model Solution method 
1 Example 1-4 Disjunctive graph model SPT heuristic 
2 Example 1-4 Disjunctive graph model LPT heuristic 
3 Example 1-4 Disjunctive graph model Ant Colony Optimization 
4 Example 1-4 Disjunctive graph model Taboo Search 
5 Example 1-4 Disjunctive graph model Simulated Annealing 
6 Example 1-4 Disjunctive graph model Genetic Algorithm 
7 Example 1-4a Disjunctive graph model SPT heuristic 
8 Example 1-4a Disjunctive graph model LPT heuristic 
9 Example 1-4a Disjunctive graph model Ant Colony Optimization 
10 Example 1-4a Disjunctive graph model Taboo Search 
11 Example 1-4a Disjunctive graph model Simulated Annealing 
12 Example 1-4a Disjunctive graph model Genetic Algorithm 
13 Example 1-4b Disjunctive graph model SPT heuristic 
14 Example 1-4b Disjunctive graph model LPT heuristic 
15 Example 1-4b Disjunctive graph model Ant Colony Optimization 
16 Example 1-4b Disjunctive graph model Taboo Search 
17 Example 1-4b Disjunctive graph model Simulated Annealing 
18 Example 1-4b Disjunctive graph model Genetic Algorithm 
19 Example 1-4b Disjunctive graph model EDD heuristic 
20 Example 1-4c Disjunctive graph model SPT heuristic 
21 Example 1-4c Disjunctive graph model LPT heuristic 
22 Example 1-4c Disjunctive graph model Ant Colony Optimization 
23 Example 1-4c Disjunctive graph model Taboo Search 
24 Example 1-4c Disjunctive graph model Simulated Annealing 
25 Example 1-4c Disjunctive graph model Genetic Algorithm 
26 Example 1-4d Disjunctive graph model SPT heuristic 
27 Example 1-4d Disjunctive graph model LPT heuristic 
28 Example 1-4d Disjunctive graph model Ant Colony Optimization 
29 Example 1-4d Disjunctive graph model Taboo Search 
30 Example 1-4d Disjunctive graph model Simulated Annealing 
31 Example 1-4d Disjunctive graph model Genetic Algorithm 
32 Example 1-4e Disjunctive graph model SPT heuristic 
33 Example 1-4e Disjunctive graph model LPT heuristic 
34 Example 1-4e Disjunctive graph model Ant Colony Optimization 
35 Example 1-4e Disjunctive graph model Taboo Search 
36 Example 1-4e Disjunctive graph model Simulated Annealing 
37 Example 1-4e Disjunctive graph model Genetic Algorithm 
38 Example 1-4f Disjunctive graph model SPT heuristic 
39 Example 1-4f Disjunctive graph model LPT heuristic 
40 Example 1-4f Disjunctive graph model Ant Colony Optimization 
41 Example 1-4f Disjunctive graph model Taboo Search 
42 Example 1-4f Disjunctive graph model Simulated Annealing 
43 Example 1-4f Disjunctive graph model Genetic Algorithm 
44 Example 1-4g Disjunctive graph model SPT heuristic 
45 Example 1-4g Disjunctive graph model LPT heuristic 
46 Example 1-4g Disjunctive graph model Ant Colony Optimization 
47 Example 1-4g Disjunctive graph model Taboo Search 
48 Example 1-4g Disjunctive graph model Simulated Annealing 
49 Example 1-4g Disjunctive graph model Genetic Algorithm 
50 Example 4-1 Kondili model MILP solver 
51 Example 4-1 Maravelias model MILP solver 
52 Example 4-1 Ierapetritou model MILP solver 




54 Example 4-2 Kondili model MILP solver 
55 Example 4-2 Maravelias model MILP solver 
56 Example 4-2 Ierapetritou model MILP solver 
57 Example 4-2 Sundaramoorthy model MILP solver 
58 Example 4-3 Kondili model MILP solver 
59 Example 4-3 Maravelias model MILP solver 
60 Example 4-3 Ierapetritou model MILP solver 
61 Example 4-3 Sundaramoorthy model MILP solver 
62 Example 1-1 Kondili model MILP solver 
63 Example 1-1 Maravelias model MILP solver 
64 Example 1-1 Ierapetritou model MILP solver 
65 Example 1-1 Sundaramoorthy model MILP solver 
66 Example 1-2 Kondili model MILP solver 
67 Example 1-2 Maravelias model MILP solver 
68 Example 1-2 Ierapetritou model MILP solver 
69 Example 1-2 Sundaramoorthy model MILP solver 
70 Example 1-3 Kondili model MILP solver 
71 Example 1-3 Maravelias model MILP solver 
72 Example 1-3 Ierapetritou model MILP solver 
73 Example 1-3 Sundaramoorthy model MILP solver 




Appendix Table 4 – Representation of cases 
Case n° Representation using the notation system 
1 F10|chain|Cmax|CTR-PG, PMB|HC-SPT 
2 F10|chain|Cmax|CTR-PG, PMB|HC-LPT 
3 F10|chain|Cmax|CTR-PG, PMB|ACO 
4 F10|chain|Cmax|CTR-PG, PMB|TS 
5 F10|chain|Cmax|CTR-PG, PMB|SA 
6 F10|chain|Cmax|CTR-PG, PMB|GA 
7 F10|chain, estk|Cmax|CTR-PG, PMB|HC-SPT 
8 F10|chain, estk|Cmax|CTR-PG, PMB|HC-LPT 
9 F10|chain, estk|Cmax|CTR-PG, PMB|ACO 
10 F10|chain, estk|Cmax|CTR-PG, PMB|TS 
11 F10|chain, estk|Cmax|CTR-PG, PMB|SA 
12 F10|chain, estk|Cmax|CTR-PG, PMB|GA 
13 F10|chain, dk|Cmax|CTR-PG, PMB|HC-SPT 
14 F10|chain, dk|Cmax|CTR-PG, PMB|HC-LPT 
15 F10|chain, dk|Cmax|CTR-PG, PMB|ACO 
16 F10|chain, dk|Cmax|CTR-PG, PMB|TS 
17 F10|chain, dk|Cmax|CTR-PG, PMB|SA 
18 F10|chain, dk|Cmax|CTR-PG, PMB|GA 
19 F10|chain, dk|Cmax|CTR-PG, PMB|HC-EDD 
20 F10|chain, MWT|Cmax|CTR-PG, PMB|HC-SPT 
21 F10|chain, MWT|Cmax|CTR-PG, PMB|HC-LPT 
22 F10|chain, MWT|Cmax|CTR-PG, PMB|ACO 
23 F10|chain, MWT|Cmax|CTR-PG, PMB|TS 
24 F10|chain, MWT|Cmax|CTR-PG, PMB|SA 
25 F10|chain, MWT|Cmax|CTR-PG, PMB|GA 
26 F10|chain, chk|Cmax|CTR-PG, PMB|HC-SPT 
27 F10|chain, chk|Cmax|CTR-PG, PMB|HC-LPT 
28 F10|chain, chk|Cmax|CTR-PG, PMB|ACO 
29 F10|chain, chk|Cmax|CTR-PG, PMB|TS 
30 F10|chain, chk|Cmax|CTR-PG, PMB|SA 
31 F10|chain, chk|Cmax|CTR-PG, PMB|GA 
32 F10|chain, chkk’|Cmax|CTR-PG, PMB|HC-SPT 
33 F10|chain, chkk’|Cmax|CTR-PG, PMB|HC-LPT 
34 F10|chain, chkk’|Cmax|CTR-PG, PMB|ACO 
35 F10|chain, chkk’|Cmax|CTR-PG, PMB|TS 
36 F10|chain, chkk’|Cmax|CTR-PG, PMB|SA 
37 F10|chain, chkk’|Cmax|CTR-PG, PMB|GA 
38 FP20|chain|Cmax|CTR-FLEX, PMB|HC-SPT 
39 FP20|chain|Cmax|CTR-FLEX, PMB|HC-LPT 
40 FP20|chain|Cmax|CTR-FLEX, PMB|ACO 
41 FP20|chain|Cmax|CTR-FLEX, PMB|TS 
42 FP20|chain|Cmax|CTR-FLEX, PMB|SA 
43 FP20|chain|Cmax|CTR-FLEX, PMB|GA 
44 FP20|chain, chU|Cmax|CTR-FLEX, PMB|HC-SPT 
45 FP20|chain, chU|Cmax|CTR-FLEX, PMB|HC-LPT 
46 FP20|chain, chU|Cmax|CTR-FLEX, PMB|ACO 
47 FP20|chain, chU|Cmax|CTR-FLEX, PMB|TS 
48 FP20|chain, chU|Cmax|CTR-FLEX, PMB|SA 
49 FP20|chain, chU|Cmax|CTR-FLEX, PMB|GA 
50 F3|cons, CRA, network, FISd|ΣP|DTR, STN|MILP 
51 F3|cons, CRA, network, FISd|ΣP|CTR-GTE, STN|MILP 
52 F3|cons, CRA, network, FISd|ΣP|CTR-USTE, STN|MILP 




54 F6|cons, CRA, network, FISd|ΣP|DTR, STN|MILP 
55 F6|cons, CRA, network, FISd|ΣP|CTR-GTE, STN|MILP 
56 F6|cons, CRA, network, FISd|ΣP|CTR-USTE, STN|MILP 
57 F6|cons, CRA, network, FISd|ΣP|CTR-SS, STN|MILP 
58 F9|cons, CRA, network, FISd|ΣP|DTR, STN|MILP 
59 F9|cons, CRA, network, FISd|ΣP|CTR-GTE, STN|MILP 
60 F9|cons, CRA, network, FISd|ΣP|CTR-USTE, STN|MILP 
61 F9|cons, CRA, network, FISd|ΣP|CTR-SS, STN|MILP 
62 FR10|cons, CRA, chain, EE, estk, PS, dk, MWT, ZWT, ch
kk’, con, fix|Cmax|DTR, STN|MILP 
63 FR10|cons, CRA, chain, EE, estk, PS, dk, MWT, ZWT, ch
kk’, con, fix|Cmax|CTR-GTE, STN|MILP 
64 FR10|cons, CRA, chain, EE, estk, PS, dk, MWT, ZWT, ch
kk’, con, fix|Cmax|CTR-USTE, STN|MILP 
65 FR10|cons, CRA, chain, EE, estk, PS, dk, MWT, ZWT, ch
kk’, con, fix|Cmax|CTR-SS, STN|MILP 
66 JP4|cons, CRA, network, CC, PS, FISd, ZWT|ΣP|DTR, STN|MILP 
67 JP4|cons, CRA, network, CC, PS, FISd, ZWT|ΣP|CTR-GTE, STN|MILP 
68 JP4|cons, CRA, network, CC, PS, FISd, ZWT|ΣP|CTR-USTE, STN|MILP 
69 JP4|cons, CRA, network, CC, PS, FISd, ZWT|ΣP|CTR-SS, STN|MILP 
70 F6|cons, CRA, chain, PS, dk, FISd, LW, overlap, con, fix|Cmax|DTR, STN|MILP 
71 F6|cons, CRA, chain, PS, dk, FISd, LW, overlap, con, fix|Cmax|CTR-GTE, STN|MILP 
72 F6|cons, CRA, chain, PS, dk, FISd, LW, overlap, con, fix|Cmax|CTR-USTE, STN|MILP 
73 F6|cons, CRA, chain, PS, dk, FISd, LW, overlap, con, fix|Cmax|CTR-SS, STN|MILP 
 
  



















This work is focused on the application of Case Based Reasoning (CBR) in order to propose 
resolution strategies for solving scheduling problems. Firstly, the importance and the role of 
scheduling problems in industry have been presented. The basic definitions and terminology of this 
area have been illustrated by three illustrative examples. Through these examples, the complexity of 
the solution process has been shown as well. The resolution methods of scheduling problems have 
been briefly discussed. Because of the high interest shown by scheduling community to mathematical 
solving approaches, the research has been restricted to this area. However, due to the wide complexity 
of the resolution process, it is reasonable and necessary to apply a decision support system in order to 
facilitate the choices made by the expert during the resolution strategy. This decision support system is 
based on methods of Artificial Intelligence. Among the Artificial Intelligence methods the Case-Based 
Reasoning has been chosen as the most appropriate candidate and detailed. Previously solved cases 
(i.e. problem-model-method triplets stored in a case memory) will be used to propose solutions (i.e. 
model and method) to a faced scheduling problem. To establish such a case memory it is necessary to 
extract the existing knowledge on the domain. In order to collect and extract the existing expert 
knowledge and study the evolution of scheduling research we have decided to perform a scientific 
bibliographical analysis. The methods of bibliographical analysis have been introduced, and a co-
citation based method has been chosen, namely the Ensemble NMF algorithm of Greene (2008). 
Usually, a dynamic and strong research tendency has been found which indicates further research 
work in scheduling problems area. 22 clusters have been obtained by the clustering algorithm. Two 
approaches have been introduced in order to identify clusters: the word frequency analysis based on 
title, abstract and keywords and the word frequency analysis based on the full text of the available 
papers. The application of both approaches has been illustrated on some illustrative examples: the 
attributes “resource consideration” and “deadline” have been associated to the most appropriate 
clusters with applying the first approach, and an example cluster has been successfully labeled based 
on the second approach. 
In order to work out an efficient case representation system in the CBR a classification of 
scheduling problems, mathematical models, and adapted solution methods has been proposed. This 
classification scheme is based on the works of Blazewicz et al. (2007) and Mendez et al. (2006). A 
notation scheme has been proposed to the classification as well. The core of this notation scheme is the 
notation scheme of Graham et al. (1979) and Blazewicz et al. (1983), which has been completed with 
the following aspects and properties: resource type and availability, synchronization constraints, 
presence of closed cycle, machine availability, quantity and resource dependency of process times, 
capacity constraints, limited and minimal waiting time, no-idle constraints. The field describing 
machine environment (α) has been reformulated from a workstation-based point of view. New aspects 
of classification have been added to the field describing resources and constraints (β): transit time, 




changeover time, overlap, maintenance and preparation constraints, connectivity restrictions, batch 
size considerations. A detailed classification of objective functions has been introduced in the field of 
objective functions (γ). The notation system has also been extended to mathematical models of 
scheduling problems by a field δ, and to the solving methods by a field ε. 
The application of these new classification and notation scheme has been shown on illustrative 
examples.  
Due to the hugeness of the research domain the research on elaborating an assignment strategy has 
been restricted to flow-shop problems. 
Finally, the resolution strategy of flow-shop scheduling problems by means of mathematical 
approaches has been studied. As a first step, a simple rule-based association has been proposed. 
However, scheduling research is in dynamic evolution and scheduling problems are very rich in 
characteristics, and therefore a simple rule-based association does not fit the expectations. The 
problem needs to be treated in a higher level, i.e. a dynamic system is to be constructed which has a 
learning ability. An extension of these rules has been proposed, creating the foundations of a CBR 
system. 
The initial efforts of applying a CBR based approach to scheduling problems show that the method 
can be successfully applied. Even with a relatively small database the method was able to find similar 
cases to the problem and efficiently solve it. Mathematical models and adequate solution methods 




This study on the applicability of CBR-based approaches on scheduling problems gives the 
opportunity to investigate further research efforts in this area. There are several perspectives of this 
research work. 
Firstly, concerning the bibliographical analysis in Chapter Two, a comparative study on the 
available bibliographical methods, evaluating the differences between the results would be an 
interesting perspective. It is also desirable that the analysis be completely automatized.  
Next, from the point of view of CBR there are three main perspectives for future research 
investigation: 
 
1. Extension of the case base 
The case base can be expanded in order to improve the effectiveness of the CBR cycle. The 
analysis of Chapter Four has been restricted to flow-shop problems. The application of the 




extension of the study to other types of workshops (especially to job-shops, as they are 
frequently faced in chemical industry) is therefore an important step forwards. 
Supplementary information about the cases can be stored too in order to classify the 
obtained solutions with respect to their quality (e.g. user provided value on a satisfaction 
scale 0-10, etc…). 
 
2. Elaboration of an adaptability measure 
Most frequently in case retrieval processes the previously solved case is retrieved based on a 
similarity measure. However, the most similar case is not necessarily the most adaptable. 
For example: Suppose that the CBR system uses Euclidean distance based similarity 
function without weighting (see Chapter One). Suppose that our case memory contains a 
resolution strategy RS1 = F5|cons,CRA, chain|Cmax|CTR-SS, STN|MILP and a resolution 
strategy RS2 = F8|chain, estk, mwtk, chk|Cmax|CTR-PG, PMB|ACO. To a new problem α|β|γ 
= F10|cons, CRA, chain, estk, mwtk, chk|Cmax the similarity function provides RS2, and 
therefore the CBR proposes a δ = CTR-PG, PMB model which is not adaptable due to the 
presence of resources. On the other hand, a well developed adaptability measure takes into 
account that β2 ≠ Ø and consequently excludes the cases where δ2 = PMB. 
The importance of the field β2 may be obvious for an expert, and can be taken into account 
by adequate weighting of the similarity function as well, but for a non-expert an adaptability 
measure permits to avoid a potential source of difficulties. 
 
3. Development of an adaptation method 
This work focused on the retrieval part of the CBR cycle. There are, however, interesting 
further possibilities in the other parts, e.g. the case adaptation. The adaptation is a crucial 
step of CBR and is difficult to elaborate, because it requires an important, domain-specific 
expert knowledge. Important research efforts have been made in order to reduce the 
complexity of adaptation process, e.g. introduction of the above discussed adaptability, or 
significant efforts on similarity function. Nevertheless, the adaptation remains a critical part 
with respect to the effectiveness of the CBR cycle. Adaptation methods can be regrouped 
into three categories: unifying attempts, knowledge acquisition and combinations of the 
former two (also referred as knowledge catalogs). The former one attempts to propose 
general adaptation models (principles, algorithms) and it is difficult to apply for a domain 
flexible and rich in characteristics like scheduling problems. However, knowledge 
acquisition is an interesting adaptation strategy, and may be suitable for our domain if it is 
completed with an interaction cycle with the expert. If this interaction cycle is activated, 
then the solution has not been accepted by the user. That is, firstly the reasons of the failure 
have to be identified. The solution proposed by the CBR is thus sent to an expert of the 




domain for performing the necessary corrections. Then, the solution found and commented 
by the expert is proposed to the user. Accepted by the user, the solution is stored as adapted 
solution in the case memory, otherwise the interaction cycle is reactivated. 
 
The meta-heuristics have been applied, in this study, without parameter adjustment strategy. 
Therefore a study on the determination of the optimal parameters of these methods is an important 
perspective. In addition, the optimal parametric values could be encoded to the CBR information as 
well, in order to propose adequate parameter values if a meta-heuristic solving method is proposed. In 
order to collect the required information, a sensitivity analysis on the parameters of meta-heuristic 
methods is to be performed. 
 
