ABSTRACT DENCLUE is a typical density-based clustering method, and it also is an important pattern classification analysis technique. In this clustering method, the propriety of parameters' values greatly influences the quality of distinguishing. Accordingly, how to choose an appropriate value of every parameter is a problem that is worth studying. The problem is focused in this paper, and a method which is very different from previous ones is presented. The highlight of the method is that the selection of parameters no longer depends on personal experience but on data original distribution. More specifically, smoothing parameter h is more or less proportional to the average value of distance between two arbitrary data points; step size δ is adapted according to the density of data points in the hill-climbing progress; noise threshold ξ is replaced by δ and total number of data points. Compared with the original DENCLUE and an improved DENCLUE proposed in our previous research, the optimized algorithm can bring better clustering from experiments. In addition, due to the adaptiveness of δ, the method will become less complex.
I. INTRODUCTION
Clustering is a main task of data mining. It groups a set of objects in such a way that in the same group (called a cluster), objects are more similar to each other than to those in other groups [1] . This technique is widely used in machine learning, pattern recognition, image analysis, data compression, and so on.
Generally, ordinary clustering methods can be distributed into 5 classes: partitioning-based clustering, hierarchicalbased clustering, grid-based clustering, model-based clustering and density-based clustering [2] - [4] . The difference in the first 4 methods is that in density-based clustering, the distance between two data points is substituted by distribution density of data points as principle for clustering. The advantage of density-based clustering is that clustering results can reflect the distribution of data points objectively. In practice, the shape of a cluster is very flexible, which means different clusters have different responding shapes. In density-based clustering, data points in dense area can be found and classified into corresponding clusters, so the formations of clusters are not influenced exclusively by the distance between data points [5] .
DENCLUE is an efficient density-based clustering. In this method, a data point i is influenced by other data points. The influence can be described by a density estimation function which is a sum of kernel functions of corresponding data points for i. With the help of DENCLUE, some special data sets (for example, unevenly-distributed data points or shapeirregular clusters etc.) can be well grouped. As we known, there are 3 parameters h, δ, ξ called smoothing parameter, step size and noise threshold, respectively. The 3 parameters can influence the quality of clustering. Only when the selection of parameters' values is appropriate can the clustering result be consistent with original data. Unfortunately, in this method, the 3 parameters' setting depends on personal experience. If rich and powerful prior knowledge is lacked, it is difficult to select appropriate values of the 3 parameters. In addition, some processes in the method cost too much time.
For these problems, some improved methods are proposed. Hinneburg and Gabriel [6] proposed a method to adjust the value of step size δ so that the extreme point will not be missed in hill-climbing process. In order to magnify the similarity between different points, Suganya and Nagarajan [7] proposed a DENCLUE method based on fuzzy theory.
Chang et al. [8] and Guo and Zang [9] presented methods without noise threshold by introducing the niching genetic algorithm and nichePSO respectively. In [10] , for the problem of how to evaluate the similarity between different information in network, K.Santhi Sree raised a method based on page reference sequence and the page information. For the realtime fault diagnosis, Zhu et al. [11] , introducing substituting distance coefficients with similarity coefficients, solved the problem that the DENCLUE is not stabilized for different data sets. Yan et al. [12] defined a new density estimation function which can better describe the effect of all the data points on a specific data point. Zhang et al. [13] proposed a method in which noise threshold is replaced by step size and data point number in the set. The algorithm based on avoid determining noise threshold in DENCLUE will be refferred to simply as ABADNT in this paper. In order to speed the calculation of DENCLUE, Rehioui et al. [14] avoids the crucial step in hill-climbing process. In [15] , hill-climbing process was repalced by Simulated Annealing (SA) and by Genetic Algorithm. He and Pan [16] used dynamic noise threshold to replace fixed noise threshold in original DENCLUE.
In our previous research, the clustering analysis method has been applied in fault diagnosis many times. We propose a class of category discrimination based model frameworks for multiple fault diagnosis [17] - [19] . In these frameworks, density-based clustering plays an important role in fault diagnosis, feature extraction and fault isolation. But in practice, fault diagnosis is influenced by initialied values of several parameters, so the result is not stable. Therefore, we hope that we can get a method for clustering parameter setting in which human intervention is avoided, so that this method can satisfy the needs of various engineering applications in the absence of sufficient prior knowledge.
The study in this paper is based on abundant previous related researches. In our previous research, we presented ABADNT which avoids Determining Noise Threshold. As a subsequent research, smoothing parameter h and step size δ are determined by the original distribution of data in data set, and the function of noise threshold ξ is replaced by that of data point number in the set and step size δ. This method can avoid manually adjusting parameters.
The paper is organized as follows. In Section 2, existing problems in DENCLUE will be analyzed. In Section 3, we will propose an improved algorithm to avoid the use of artificially-set parameters. In Section 4, we will compare the clustering results of our method with those of the original DENCLUE and ABADNT. Section 5 will contain the conclusion and future work.
II. EXISTING PROBLEMS IN DENCLUE
In DENCLUE, the effect of a data point j on another data point i can be described by a kernel function. In addition, the total effect of all data points on i can be described by a density estimation function which is a sum of kernel functions of corresponding data points for i. In this way, the influence of each point data on the whole data set can be described intuitively, and the data point distribution which is unknown in advance in a set can be reflected objectively [20] , [21] by density estimation function.
In the original DENCLUE, there are 3 parameters that should be set. They are smoothing parameter h, noise threshold ξ and step size δ.
Steep degree of kernel function is affected by smoothing parameter h. The smaller h is, the more steep the kernel function is, and vice versa [6] (see Fig.1 ). In other words, if h is small, when the distance between data i and data j becomes lager, the effect of j on i will decrease rapidly; if h is big, when the distance between data i and data j becomes larger, the effect of j on i will decrease slowly. What's more, the steep degree of density estimation function is also affected by smoothing parameter h. The smaller h is, the more steep the density estimation function is, and vice versa [6] (see Fig.1 ).
Noise threshold ξ will decide whether a data point is a noise point or not, and ξ is also a decisive factor of whether two clusters can be combined to one cluster. If noise threshold is too big, some points in the cluster may be considered as noise points, and the same class may be wrongly divided into two clusters. On the contrary, if noise threshold is too small, noise points may be mistaken as the points inside the cluster, and clusters that are not of the same cluster may be classified into one category. Fig. 2 shows that the distribution of data points in set is a Gaussian distribution. In Fig. 2 (a), we can see that when noise threshold ξ is too small, many data points which belong to clusters are wrongly considered as noise points, and one cluster is divided into two clusters. In Fig. 2 (b), we can see that when noise threshold ξ is too large, many noise points are considered as data points belonging to clusters, and two different clusters are wrongly combined into one cluster.
Step size δ affects step length for finding density attractor. If the δ is too big which results in a too large step, we may miss the density attractor when we try to find a local extreme point through hill-climbing process. If the δ is too small which results in a too small step, there may be too many steps before finding the density attractor.
From the analysis above, we can see that the 3 parameters are very important for the DENCLUE. In the original DENCLUE, appropriate selection of parameter values depends on personal experience. In some applications, because of the lack of rich and powerful prior knowledge, artificial parameter deviation will make clustering process longer and even lead to that the results can not be achieved. In order to solve this problem, we will propose an improved DENCLUE. The core insight is to avoid frequent artificial adjustment of smoothing parameter h, noise threshold ξ and step size δ. Values of the parameters are determined by the distribution of data sets.
III. MULTI-PARAMETER-SETTING BASED ON DATA ORIGINAL DISTRIBUTION FOR DENCLUE OPTIMIZATION
In the beginning of this section, we make several definitions as follows.
In order to describe the effect of data point j on data point i, the influence function with a Gaussian kernel is defined as follows:
Suppose there are N data points in the data set. For any data point i, d i
Min stands for the distance between data point i and the closest data point from i.
where d C Ave stands for the average value of d i Min of all the data points in the cluster C.
where d Ave stands for the average value of d i Min of all the data points in the data set.
where σ (d) 2 stands for the variance of d i Min of all the data points in the data set.
A. DEFINITION FOR SMOOTHING PARAMETER h
The steep degree of density estimation function is affected by smoothing parameter h. For different data sets, the most appropriate value of h is not the same. Suppose h = C.
If d i
Min of any data point in the data set meets the condition:
Min >> C, the effect of any other data points on i is very small; if d i Min of any data point in the data set meets the condition: d i Min << C, the effect of any other data points on i can not be ignored. In the former situation, the number of the clusters may be far more than the original source; in the later situation, the number of the clusters may be less than the original source.
In this paper, we consider that smoothing parameter h is more or less proportional to d Ave . Fig. 3 shows the values of density estimation of all the coordinate points in the data space when h equals to 0.5, √ 2, 2 and √ 10, respectively. From the distribution of the data set, the data points can be classified into 4 clusters intuitively: the cluster in the left bottom corner including 14 points, the cluster in the left top corner including 8 points, the cluster in the middle including 5 points and the cluster in the right top corner including 3 points. The isolated data point in the middle top can be seen as a noise point. The d i
Min of the point located in (1, 7) is the smallest, which equals to 0.
The d i
Min of the point located in (7, 8) is the biggest, which equals to √ 10. Fig. 3 (a) shows that there are multiple extreme points, so the cluster in the right top corner and the cluster in the middle may be wrongly divided into multiple clusters in the subsequent process.
From Fig. 3 (d) , we can see that there is only one extreme point, so all the data points may be classified into one cluster.
From both Fig. 3 (b) and Fig. 3 (c) , we can see that there is, and there only is, one extreme point around each cluster, so the data points can be classified into corresponding clusters.
But there is a little difference between Fig. 3 (b) and Fig. 3 (c) . In the Fig. 3 (b) , there is an extreme point around the noise point which can be classified alone into a cluster and be judged as a noise point in the subsequent process. In the Fig. 3 (c) , there is not an extreme point around the noise point. The density attractor of the noise point will move along the fastest-changing direction (the red arrow) of the density estimation to the area around the coordinate point (6.5, 5.2). Finally, the noise point may be wrongly classified into the cluster in the middle. The reason for this result is that the distance between noise point and the data point (6, 5) is √ 10 which is not much bigger than h(h = 2 in Fig. 3 (c) ). So, the effects of data points in the cluster on noise point make the density attractor of the noise point move to the cluster.
From the above analysis, a definition for the value of h is proposed. Suppose there are M clusters in a data set. They
B. AVOID DETERMINING NOISE THRESHOLD ξ
In the original DENCLUE, noise threshold ξ mainly functions in two aspects:
(1) Distinguish the noise points from all the data points in data set.
(2) Judge whether two clusters where there exists one density attractor respectively can be combined into one cluster. In order to avoid determining noise threshold ξ , we must have some methods to solve two problems above without ξ .
Noise is, by definition, random error or variance of measured variables, and has significant difference with data points within the cluster [22] . Normally, in each data set, the number of noise points is much less than the regular data points. If the noise points are divided into clusters wrongly, their number should be no greater than that of regular points in clusters containing the minimum number of data points. So, noise identification can be converted into point number determination within the cluster [23] . When noise points are distributed evenly and the number of noise points is far smaller than the number of points in clusters, experiencebased method can be applied. For data set with n points, the number of cluster is about √ 0.5n. Each cluster has √ 2n points. So, in the practice, if there are more than √ 2n points in a set, this set should be a cluster. Otherwise, the points in the set are noise points.
The other function of noise threshold ξ is judging whether two clusters where there exists one density attractor respectively can be combined into one cluster. To address this problem, the author of DENCLUE proposed a method to judge whether two clusters can be combined to one cluster by analyzing step size δ [6] . Set a small δ as cluster distance threshold. Two clusters where there exists one density attractor respectively can be combined into one cluster if the distance between the two density attractors is less than 2δ.
From the analysis above, noise threshold ξ can be replaced by inner-cluster point estimation and step size δ.
C. AN ADAPTIVE METHOD FOR STEP SIZE δ
In the original DENCLUE, in order to find the density attractor of data point x, we will use hill-climbing process shown as follows:
where ∇f x i is the gradient off x i , we have
In the hill-climbing process, iff x i+1 ≤f x i , x i is a local maximum point, namely a density attractor of x. Thus, stop climbing process.
From the hill-climbing process in the original DENCLUE, we can see that for any data point, step size δ is a constant value. In Fig. 4 (a) , there are two clusters: blue and red. The density of data points in blue is basically equivalent to that VOLUME 6, 2018 of data points in red. In other words, the σ (d) 2 for this data set is not big. In this situation, δ being a constant value is not a problem for hill-climbing process. In Fig. 4 (b) , the two clusters are also blue and red. The density of data points in blue is lower than that of data points in red. In other words, the σ (d) 2 for this data set is big. In this situation, if the value of δ is appropriate for finding the density attractor of points in blue, it may be too big so that the density attractor of points in red may be missed; if the value of δ is appropriate for finding the density attractor of points in red, it may be too small so that finding the density attractor of points in blue will cost too much time.
In order to solve this problem, an adaptive method for step size δ is proposed in the paper. In the Fig. 5 , the black dots stand for data points, and the contour lines represent the density estimation of coordinate points. We can see that the extreme points appear around a data point or around the geometrical center of some data points. In addition, we can find a relation:
Min (D is the distance between an extreme point and i, the closest data point from the extreme point.).
We propose an assumption: in the progress of finding the density attractor of point x, if the distance D between x k and i (i is the closest data point from x k ) is less than d i
Min , that step size δ equals to 0.5d i Min can not only guarantee the density attractor not to be missed, but also accelerate the progress.
Based on the assumption, the hill-climbing process with adaptive step size δ is shown as follows: x is any data point in the data set.
Find the data point i which is the closet point from x k+1 , and upgrade step size δ k+1
In the hill-climbing process, iff x k+1 ≤f x k , x k is a local maximum point, namely density attractor of x. Thus, stop climbing process. Now, the last problem is how to judge whether two clusters where there exists one density attractor respectively can be combined into one cluster or not. Using Alexander Hinneburg's thought, we propose the following method.
Suppose there are N data points in the data set. When we get the density attractor of point i by hill-climbing process with adaptive step size δ, the last step size for i is δ final i
. For all the data points, we can get a last-step-size set
Firstly, data points having a same density attractor are classified into a same cluster. Then calculate the distances between all of the density attractors. For two arbitrary density attractors i and j, if the distance between them is less than 2δ final i or 2δ final j , the 2 clusters to which i and j belong respectively can be combined into one cluster. This process will not stop until there are no clusters to be combined.
D. AN OPTIMIZED DENCLUE
With the help of above work in this section, multi-parametersetting based on data original distribution for DENCLUE optimization can be proposed (the sketch map shown in Fig.6 ). The specific steps are shown as follows:
( Min are seen as noise points in this paper).
(2) For each data point x, find its density attractor by the hill-climbing process with adaptive step size δ. (using the equations (9), (10), (11) and (12) .) (3) Firstly, data points having a same density attractor are classified into a same cluster. Then calculate the distances between all of the density attractors. For two arbitrary density attractors i and j, if the distance between them is less than 2δ final i or 2δ final j , the two clusters to which i and j belong respectively can be combined into one cluster. This process will not stop until there are no clusters to be combined.
(4) Judge whether the number of points in each set is greater than √ 2n (n is the total number of data points). If it is, the set is considered as a cluster; if not, all points in the set are considered as noise points.
IV. SIMULATION AND DISCUSSION
In this section, our method will be compared with the original DENCLUE. The separation between different clusters and the compactness within a cluster are two factors to evaluate the qualities of clustering results. So, in this paper, silhouette coefficient will be an evaluation function [24] , [25] . Suppose there are n data points in data set D which can be divided into k clusters: C 1 , C 2 , . . . , C k . For any data point i, a(i) represents average distance between i and other data points in the same cluster. b(i) represents the minimum average distance between i and data points which does not belong to i's cluster but are in the same cluster. The silhouette coefficients is defined as follows:
where s(x) is the average value of silhouette coefficients for all points. The smaller a(i) is, the more compact the cluster is, and vice versa. The bigger b(i) is, the more detached i and data points in any other clusters are, and vice versa. So, if s(x) is big, the data points in the same clusters are compact, but the data points in different clusters are detached. In order to evaluate the quality of clustering result of our method, 3 data sets [12] are used. They are called Three Circles, Two Moons, and Linear Segmentation. Three Circles is composed of 3 concentric circles. This data set is characterized by flow pattern, embedded structure, and density difference. Two Moons is composed of two semicircles. This data set is characterized by flow pattern and density difference. Linear Segmentation is composed of two quasi-rectangulars. This data set is characterized by division of linear and density difference. Random noise is distributed in the data space of each data set. In the following experiment, the parameters h, ξ , δ should be set artificially in original DENCLUE in advance. For the following data sets from left to right, h is set as 5, ξ is set as 0.0792, 0.0790, 0.0791, and δ is set as 0.0150, 0.0269, 0.0514, respectively. In ABADNT, replaced by h and δ, ξ needs not be setčbut h is set as 5, and δ is set as 0.0149, 0.0149, 0.0507 from left to the right in the following experiment. In our method, ξ is replaced by h and δ. h, δ are determined according to the distribution of data in different data sets, so there are no parameters that should be set in advance.
The clustering results of the original DENCLUE are shown in upper part of Fig.7 ; the results of ABADNT are shown in middle part of Fig.7 ; the results of our method are shown in bottom part of Fig.7 .
According to the clustering result, we can see that in the original DENCLUE, many noise points, especially those in the 2nd and 3rd data sets, are wrongly classified into clusters rather than being identified.
In ABADNT, the clustering result (shown in the Fig.7.(d) ) of 1st data set is satisfying, but some data points (in the black rectangular) in 2nd data set (shown as the Fig.7 .(e)) are wrongly identified as noise points, and some noise points (especially in the middle) in 3rd data set (shown as the Fig.7.(f) ) are wrongly identified as data points.
In our method, although some noise points near to clusters cannot be identified, the performances in the 3 data sets are obviously better than those in the original DENCLUE and those in ABADNT. (Both data points in the black rectangular of Fig.7 .(h) and noise points in the middle of Fig.7.(i) are identified correctly.)
The silhouette coefficients and the running time of clustering results in our method, the original DENCLUE and ABADNT are shown in Table 1 . We can see that for all of the data sets, the silhouette coefficients of results in our method are bigger than those in the original DENCLUE and ABADNT. The clustering result objectively reflects that the performance of our method is better. Additionally, the running times of Three Circles, Two Moons, and Linear Segmentation in our method are 1.10237s, 1.02837s, and 0.98375s, respectively. They are shorter than those in the original DENCLUE and ABADNT.
V. CONCLUSION AND FUTURE WORKS
The application range of the original DENCLUE is restricted, because many parameters need to be set manually in advance. In order to overcome this flaw, we present multi-parametersetting based on data original distribution for DENCLUE optimization. In this algorithm, firstly, the value of smoothing parameter h is determined by data origional distribution. Then, for each data point, in the hill-climbing process of finding point's density attractor, step size δ will be adapted according to the density of data points. Lastly noise threshold ξ is replaced by the number of the data points in the set and step size δ. The experiment demonstrates that a better performance can be gotten through our method. But, if the noise points are close to or in the cluster, they will be classified into the cluster wrongly.
The following 2 aspects should be put emphasis in the future research.
(1) Whether the definition proposed in the paper for the value of h can be applicable to all data sets or not lacks rigorous mathematical proof.
(2) Which method we can adopt to identify the noise points close to the clusters. 
