Background Evaluation of anti-infective drugs for licensure often relies on a noninferiority (NI) design where new drug B is noninferior to comparator drug A if the difference in success rates is reliably not worse than some fixed margin. The margin must be based on historical studies that estimate the magnitude of the benefit of drug A over placebo. This approach hampers drug development because the obligatory evidence for margin determination is often nonexistent. Purpose To develop a new method for licensure of anti-infective drugs when there is no historical evidence for reliable construction of the NI margin. Methods The minimum inhibitory concentration (MIC) measures the minimum amount of drug that it takes to inhibit growth of bacteria in vitro. Patients who are infected with bacteria that have a low MIC to a given drug are expected to have good outcomes when treated with that drug. Thus, a differential effect of drug B versus drug A, if it exists, is likely to occur in patients whose pathogens have discordant MICs (e.g., low MIC for drug B, high MIC for drug A, or vice versa). A new paradigm for licensure of anti-infective drugs is proposed where a clinically acceptable NI margin is selected and licensure supported if the NI margin is met and B is reliably demonstrated superior to A in a subset of patients whose paired MICs favor B. The requirement for some evidence of superiority encourages a study that is carefully designed and executed.
Introduction
Contemporary anti-infective drug trials typically involve the comparison of two active drugs using a noninferiority (NI) design with the primary endpoint defined as successful treatment of the infection by a specific time. Often, part of the design involves determination of the minimum inhibitory concentration (MIC) for each drug using a baseline sample of the pathogen that was extracted from the patient prior to randomization. The MIC measures the smallest amount of drug that is needed to inhibit growth of a sample pathogen in the test tube. Intuitively, the probability of clinical success in the patient should vary inversely with the effectiveness of the drug to the infecting organism as measured in vitro by the MIC. Many studies have demonstrated a relationship between success and the MIC, sometimes combined with pharmacometric parameters that describe the time course of drug in the blood [1] [2] [3] .
While suggestive, a significant inverse relationship between MIC and success does not necessarily prove that the drug is better than a placebo. It could be that organisms with high MICs are inherently less fragile, or that sicker hospitalized patients get preferentially infected with high MIC organisms [4] [5] [6] [7] . Such possibilities could explain the analyses of Holmes et al. [8] . Baseline samples on patients with Staphylococcus aureus bacteremia were obtained, and the MIC to the antibiotic drug flucloxacillin was determined. The patients were subsequently all treated with vancomycin, and those with high MICs to flucloxacillin had worse outcomes than those with low MICs to flucloxacillin. Thus, flucloxacillin MICs were not independent of patient characteristics and/ or vancomycin MIC. Typically, the US Food and Drug Administration (FDA) requires randomized trials to license a new anti-infective drug, many of which are designed to show NI of the new drug to a comparator [9, 10] . Such NI trials require that there be historical evidence of the magnitude of the effect of the comparator drug versus placebo in a relevant setting to ensure that the comparator has benefit. Practically speaking, drug development is restricted to settings where the luck of history has provided such studies [11] .
This article proposes a new approach for the analysis of contemporary randomized trials of antiinfective drugs that blend the intuitive MIC information with the rigor of a randomized trial. Our thinking is similar to that of uplift modeling [12] . Patients with simultaneously low MICs to drug B and high MICs to drug A are most likely to show a benefit of drug B relative to drug A. We thus test for superiority of B to A in preselected patients with maximally discordant MICs favoring B. This type of analysis has the strength of evidence of a randomized trial, in sharp contrast to a one-arm observational study of drug B which compares patients with high MICs to drug B to patients with low MICs to drug B. This analysis suggests a new paradigm where licensure is supported if the difference in success rates on A and B reliably exceeds a sensible margin based on a clinically acceptable loss of effect, and superiority of drug B to drug A in preselected patients is demonstrated.
The traditional NI design requires specification of a margin that ensures the following dual goals: (1) that the new drug has absolute efficacy (i.e., relative to placebo) and (2) that its efficacy is similar to existing therapy. Addressing the first goal requires reliable historical data about the magnitude of A's benefit over placebo in the context of the current trial. This magnitude is referred to as M1 in the FDA Guidance on NI designs [9] . Addressing the second goal requires a subjective assessment of the clinically acceptable loss in efficacy, termed M2. The NI margin is the minimum of M1 and M2. When there are relevant data to set M1, a NI design can meet the dual goal.
However, it is common in anti-infective settings to have little basis to establish a rigorous value for M1. That is, FDA will have approved a drug A, but this process may not provide reliable evidence for the magnitude of the efficacy over placebo and M1 cannot be set. Our approach is proposed as an alternate pathway to licensure when M1 cannot be reliably estimated. We achieve the dual goal by requiring two tests. We do the traditional NI analysis using the M2 margin, that is, the subjective clinically acceptable difference. To address the other goal, that is, whether B has efficacy over placebo, we look to its advantage over A in the subpopulation where its advantage should be greatest. If we observe superiority of B over A, the licensed drug, we have indirect evidence that B is better than placebo as it beat a licensed drug in the current trial.
Our approach requires an untestable assumption, that drug A is no worse than placebo (M1.0). Untestable assumptions are undesirable, but it is worthwhile to put this into context. First, drug A is licensed, so from the FDA's perspective, it is better than placebo, it is just that the exact M1 is hard to quantify. Second, the current approach effectively requires a different untestable assumption that the M1 that was estimated in the past is an accurate estimate of the advantage of drug A over placebo in the current trial. These past studies may be observational, have different (e.g., less hardy) pathogens, different types of patients, and a different standard of care. We feel that in many settings, our assumption that M1 is greater than zero will be acceptable in the difficult world of anti-infective drug development.
Discordant MIC analysis
Consider a randomized trial of two anti-infective drugs termed A (i.e., comparator) and B (i.e., investigational), respectively. Prior to randomization, sample pathogens are obtained from each patient, and drug susceptibility tests are performed for both drugs resulting in baseline variables MIC-A and MIC-B for each patient. This determination generally cannot be made until a few days after randomization/drug initiation as it takes time to determine the MICs, and patients often receive therapy immediately after randomization. Such drug susceptibility testing is routine in clinical trials and in clinical practice. Once randomized, patients should receive their intended therapy for a specified period of time. At some fixed time post-randomization, the primary endpoint of clinical success is determined.
In clinical trials, it is common to perform subgroup analysis where randomized volunteers are grouped on the basis of baseline characteristics such as type of baseline pathogen or history of prior antibiotic use. Subgroup analyses are typically undertaken to confirm that the drug effects are consistent across different subpopulations, or to identify a gradient of benefit along a baseline variable [13, 14] .
Intuitively, the two drugs should produce similar outcomes for patients with concordant values for MIC-A and MIC-B. Conversely, the two drugs should produce dissimilar outcomes in patients for whom MIC-A and MIC-B are discordant. The idea of this article is to use both MICs together to construct subgroups where we are most likely to detect differential drug effects. For illustration, suppose we categorize patients based on whether their MICs for each drug lie above or below the median MIC for each drug. The four classes of patients can be randomized and their success rate on each drug estimated. This approach is illustrated in Figure 1 and Table 1 .
The lower right cell of Table 1 comprises patients with a pathogen that has a low MIC for drug B and a high MIC for drug A. Such low/high patients have a success rate of 90% if randomized to drug B and a success rate of 70% if randomized to drug A. In the upper right cell, with concordantly poor MICs, we see a 70% success rate for both drug A and drug B. Table 1 suggests that even if drug B is equivalent to or not better than drug A overall, we may be able to demonstrate superiority of B to A in the likeliest subgroup.
Another possibility for success rates is given in Table 2 . Here, the MICs identify patients with differential prognosis independent of the drug used, but for every patient, drugs A and B have the same success rate. Such a result could be obtained if the MIC identified the inherent fragility of the pathogen, or if sicker patients tended to get pathogens with higher MICs. This possibility was suggested by the analysis of Holmes et al. [8] . Note that both Tables 1  and 2 have average success rates of 70% and 90% on drug B for high and low drug B MICs, respectively. Obviously, having higher success rates on drug B for low MIC-B compared to high MIC-B cannot tell us whether drug B has clinical benefit. Indeed, in Table 2 , drug A and drug B might be no better than placebo in terms of success.
The categories used in Tables 1 and 2 are made from baseline variables, and thus each cell of the table defines a valid subgroup for which hypotheses are prespecified. Thus, hidden within an ordinary NI trial are precious subtrials well placed to show superiority. An intriguing analysis would be to test for a statistically significant subgroup effect in the discordant cells.
This suggests a new paradigm for NI trials of anti-infective drugs to demonstrate efficacy. Current FDA guidance requires that the margin for the comparison of B to A be based on historical evidence of the magnitude (M1) of the superiority of A compared to placebo [9] , for example, a previous study where the success rate of A was reliably 20% larger than placebo. The NI margin can be no larger than this magnitude. Then, a smaller margin (M2) is often set based on clinical judgment about how much worse B could be compared to A (e.g., at most 10% worse, preserving half the advantage). That is, the goal of the current NI approach is two-fold: (1) to indirectly demonstrate B is better than placebo and (2) to demonstrate that B is not clinically unacceptably worse than A. Without such historical evidence, there is no path forward. However, the approach described in this article could meet these two goals without external data. One could clinically choose a margin (M2) of, say, 10% and then obtain licensure if this margin were met for the difference in overall success rates and if the preselected subgroup showed superiority of B to A. This latter condition would be used as evidence that B is better than placebo. Strictly speaking, superiority is identified only in a subgroup with discordant MICs, and one must assume that drug A is not worse than placebo. But it is direct evidence of superiority based on a randomized trial of contemporary patients in exactly the subgroup where we should have the best ability to detect superiority. The current practice of demonstrating that drug B is superior to placebo, when possible, is indirect and may rely on old nonrandomized studies with different pathogens, patients, and standard of care from the current NI trial. An important consequence of the ability to show superiority is that it also provides evidence that the trial was well run and sensitive enough to show benefit (i.e., it has so-called assay sensitivity) [9] .
A key parameter in our approach is the specification of the clinically acceptable margin or M2. Antiinfective drug trials often use a margin of .10 for the difference in success rates where success rates of 80% or greater are expected. While there has been some discussion of using a margin based on relative risk, this is rare in the anti-infective world. When using our method, one might use .10 as a subjective margin of what loss in efficacy could be tolerated, but preferably, the disease context would be considered for a more nuanced approach.
As in any clinical trial, it is prudent to examine for consistency of the treatment effect across different subgroups. Logically, one would also want to test for superiority of drug A over drug B in the upper left subgroup of Table 1 in addition to the test in the lower right subgroup. The results of such subgroup testing could provide important context to the overall pronouncement of NI of drug B over drug A and might result in specific language in the package insert for the licensed drug. Importantly, such labeling would only be relevant for infections where one could delay initiating treatment until after the MIC readouts were developed. Many infections are acute and delay is unacceptable.
Discordant regression analysis
While transparent, categorizing patient into groups based on the median MIC may often result in a very underpowered analyses with few patients in the discordant cells. We are thus led to develop a more efficient statistical approach that exploits the conceptual framework of the previous section. We assume that the probability of success follows a logistic regression model where the effect of MIC differs in each drug group
where Z = 1(0) for patients randomized to drug B (drug A) and logit(a) = logfa=(1 À a)g. The u parameters are statistically estimated using trial data. 
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If u 4 = u 5 = 0, then, as in Table 2 , we have success curves that depend on MIC-A, MIC-B in exactly the same way in both drug groups, and the performance of drug B relative to drug A is unaffected by MIC-A or MIC-B. This relationship suggests that low MIC is merely a proxy for pathogen fragility or intrinsic patient health. If u 4 .0 and u 5 \0, we have a smoothed version of the relationship in Table 1 where the performance of drug B relative to drug A increases with both larger MIC-A and smaller MIC-B. A model of conditional independence is obtained when the log of the odds for success in B divided by the odds for success on A is u 1 + u 4 MIC-A + u 5 MIC-B. Thus, only MIC-z impacts success on drug z and that u 4 = u 5 . Other parsimonious parameterizations of Equation (1) may provide more efficient inference if known parameter constraints are incorporated.
A test of interaction, say the likelihood ratio test of u 4 = u 5 = 0 can reveal whether the effect of drug B relative to drug A varies with MIC-A, MIC-B. While this is interesting, it can be significant even if drug B is worse than drug A for all MIC-A, MIC-B. A different tack is required to identify if drug B is superior to drug A for some subpopulation. An appealing test for superiority of B versus A in a small subpopulation is to identify the (MIC-A, MIC-B) point that is maximally discordant in favor of B and then see whether the model-based test favors B at that point. This provides direct evidence of the drug's clinical benefit which is generally not possible with either a NI trial or with an observational study.
More specifically, we identify the maximally discordant point by identifying, among the observed (MIC-A, MIC-B)s, the one that is closest in terms of Euclidean distance to the point (max(MIC-A),0), where max(MIC-A) is the largest observed value for MIC-A. Call this point (a,b). As a and b are selected without looking at outcome data, we can regard them as fixed constants. To formally test superiority we form
This test statistic can be used for different specific hypothesis tests. Asymptotically, T(a, b) has a standard normal distribution under the null hypothesis that model (1) holds with H 0 : u 1 = u 4 = u 5 = 0. Therefore, for large T(a, b), we reject the null hypothesis that drug A and drug B follow the same logistic regression model in favor of drug B being superior to drug A at the point (a, b). One can also use a permutation null distribution, where we repeatedly calculate T(a, b) for all permutations of the vector of drug indicators. Formally, this approach tests a less restrictive null hypothesis that p A (MIC-A, MIC -B) = p B (MIC-A, MIC-B), where p Z (MIC-A, MIC-B) is the probability of success on drug Z as a function of MIC-A, MIC-B. In other words, the permutation null does not require that p Z (MIC-A, MIC-B) follow a logistic regression form. Of course, it is essential that the explicit test for superiority be specified a priori, so that the type I error rate is rigorously controlled.
AUC:MIC ratio
A measure of in vivo drug exposure such as the area under the curve of drug concentration (AUC) when coupled with the MIC (e.g., AUC:MIC ratio) can provide a stronger relationship with success than the MIC itself [1] . It is tempting to use AUC:MIC in lieu of MIC in the methods of this article. However, for patients randomized to drug A, AUC-B is not obtained. One way to proceed is to crossover patients a bit after the end of therapy to the opposite drug and discontinue drug exposure once the AUC to the opposite drug was measured. Even so, the AUCs are measured post-baseline, and trial-quality inference requires that the AUCs behave like baseline variables; that is, for each individual, the AUC for drug B measured after treatment of infection by drug A has about the same value as the AUC that would have been obtained during initial treatment of infection by drug B. This might not hold if, for example, the infectious process modified kidney function and drug metabolism. A better approach might be to obtain AUCs for both A and B after their initial therapy is completed. AUCs measured in steady state well after initial therapy might be similar in both randomized groups. Still, the use of AUC:MIC in place of MIC may lead to bias because it is measured post-baseline and the bivariate distribution of (AUC-A:MIC-A, AUC-B:MIC-B) is not assured to be the same in the two arms. A different tack that eliminates concern about bias would be to predict AUC using baseline variables such as age, weight, race, or measures of kidney function. For drug A, we could postulate a linear regression
where e is normal (0, s 2 ). We could then estimate u A and also u B from the analogous model for AUC-B. For each patient, we could then form the predicted AUCs X 0û
A , X 0û B and then create the ratios X 0û A =MIC-A, X 0û B =MIC-B. These ratios are essentially a pair of (complicated) baseline variables and could be used in lieu of the MICs in Equation (1) . Both the crossover and prediction maneuvers have been proposed for use in vaccine trials in order to recover the immune response to the vaccine, a variable that is not directly measurable in the placebo arm [14] , rather akin to not directly measuring AUC-A in arm B and vice versa. While MICs are typically collected in clinical trials and practice, AUCs are generally only collected in specialized studies. AUC-based approaches would require either augmentation of standard anti-infective drug clinical trials or the development of prediction models based on external data.
Evaluation
To explore performance of the discordant regression method in practice, simulations were conducted using the test T(a, b) of Equation (2) for a dataset of two anti-infective drugs with 200 patients randomized per arm with success as the primary endpoint. In practice, these data might be the result of several clinical trials that form part of the evidence required for licensure. The distribution of MIC-A, MIC-B was bivariate normal with a common mean of 1.63 and a common standard deviation of .45. These (equal) marginal distributions approximate the distribution of vancomycin MICs as measured by Etest in microgram per milliliter among 532 patients with S. aureus bacteremia as seen in Holmes et al. [8] . We varied the correlation between the two MICs from 0 to .9.
For the 'Modest' scenario, successes were generated using (u 0 , u 1 , u 2 , u 3 , u 4 , u 5 ) = (3:68, 0, À1:24, 0, +1:24, À1:24), and this was meant to approximate a moderate relationship between MIC and success as seen in Holmes et al. [8] . The overall success probability was set at .82. For the 'Strong' scenario, (u 2 , u 4 , u 5 ) were 50% larger, which was meant to approximate a stronger relationship that might be seen with use of the AUC:MIC ratio instead of the MIC. Again, the overall success probability was set at .82 leading to (u 0 , u 1 , u 2 , u 3 , u 4 , u 5 ) = (4:80, 0, À1:86, 0, +1:86, À1:86). Figure 2 Discordant MIC analysis 881 dataset, we identified the (MIC-A, MIC-B) point that was closest in Euclidean distance to (max(-MIC-A),0), where max(MIC-A) was the largest MIC-A value over all 400 patients. We reject if T(a, b) exceeds a critical value of 1.96. Table 3 presents the results. The power increases substantially with decreasing correlation, and for the strong scenarios compared to the weak. Of course, different settings may have different power profiles. Remedies for low power include larger trials, combining multiple trials of the same drugs, the use of a more sensitive endpoint such as the average patient reported outcome over a fixed period of time, recruiting sufficient patients with discordant MICs, having drug B be at least slightly better than drug A, or the construction of more sensitive statistical procedures. In practice, one would be interested in the overall probability of both concluding superiority with T(a, b) and passing the NI margin. Evaluation would be context specific and depend on factors such as the chosen margin (e.g., 10%) and whether one or more trials formed the data for Equation (2) .
For completeness, we evaluated the type I error rate under different null settings where u 1 = u 4 = u 5 = 0. We evaluated four scenarios (u 2 , u 3 ) = (0, 0), (u 2 , u 3 ) = (À1:24, À1:24), (u 2 , u 3 ) = (À1:24, À1:86), and (u 2 , u 3 ) = (À1:86, À1:86) with u 0 chosen so that the overall success rate was .82. Table 4 provides simulated rejection probabilities, P, each based on 100,000 simulated trials. For all scenarios, the lower confidence interval P À 1:96 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi P(1 À P)=100000 p is below .025. Some specific cases are worth considering. In some settings, drug B will be chemically similar to drug A. Here, the MICs to A and B might be similar, and the methods of this article might not be very useful. The most promising setting is where the MICs do not have strong correlation, perhaps when drugs A and B have quite different mechanisms of action.
Suppose that a priori one agreed to use the new paradigm for licensure and selected a clinically acceptable NI margin of .10 based on an anticipated success rate of about .80. To illustrate how to proceed, we selected a typical simulated trial from the simulations of Table 3 with r = :5. Figure 3 presents a scatterplot of the data from this trial. Overall, the A and B success rates were .83 and .82 with a 95% confidence interval for the B minus A difference (2.08,.07). This lies entirely to the right of the margin of 2.10 so that the goal of demonstrating B is not meaningfully worse than A is met. To test for evidence of superiority, we identify the maximally discordant (MIC-A, MIC-B) = (2.37,1.18) value that should favor B, the boxed point in Figure 3 . The test statistic is given bŷ u 1 +û 4 2:37 +û 5 1:18 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi d var (û 1 +û 4 2:37 +û 5 1:18) p = 2:66 which has a p-value of .0078. Thus, this trial meets the proposed dual requirements for licensure. Once a drug passes the requirements for a NI trial, it is prudent to examine for homogeneity of treatment effect. For anti-infective drugs, it is especially relevant to look across different regions defined by (MIC-A, MIC-B). Figure 3 thus also provides curves [15] identifying the (a,b) points where the associated pointwise confidence interval favors A (upper left region), favors B (lower right), and favors neither (the middle) [16] . These require a correctly specified model for reliable interpretation, the global statistical fit of the model should be evaluated, and multiplicity might be an additional concern as these are pointwise confidence intervals. Nonetheless, if regions of clear superiority were reliably identified, it might make sense for this information to be incorporated in the package labeling to optimize drug use. Importantly, such labeling would only be useful for chronic infections such as tuberculosis, where it would be ethical to delay initiation of therapy for several days while the MIC readouts were developed. Most infections are acute, and typically, therapy will need to be started before the MIC values are known. Thus, often, the regions of Figure 3 will not be clinically useful for choice of initial drug.
Discussion
The evidence necessary for the design and analysis of NI trials of anti-infective drugs is often absent or Discordant MIC analysis 883 of questionable relevance to modern clinical settings. This requirement has stymied the development of new anti-infective drugs. This article has proposed a new paradigm for the design of NI trials for licensure where historical evidence of the advantage of drug A to placebo is shaky or absent. Evidence for licensure is obtained if the difference in overall success rates for drug B minus drug A reliably exceeds a clinically acceptable margin and there is rigorous evidence of superiority of drug B over drug A at a prespecified point or region. Effectively, this is a potential statistical solution to the conundrum of bad bugs and no drugs [9] . These methods offer a novel path for licensure and address the true effect of MIC on clinical success. They should be applied to extant data and considered for future trial design. A November 2012 FDA Advisory Committee (AC) meeting illustrates the feasibility of finding superiority in a subgroup, although using marginal MIC subgroups rather than discordant MIC subgroups. Two pivotal NI studies comparing televancin to vancomycin in the treatment of nosocomial pneumonia were presented [17] . The reason for the AC meeting was because after the studies were completed, it was felt that there was no reliable evidence for the magnitude of M1. Thus, even though the prespecified NI margins were met for both studies, it was unclear whether televancin was better than placebo. The AC met to offer advice on this difficult situation. Combining the two pivotal studies, the sponsor presented results showing numerical superiority of televancin to vancomycin on a clinical response endpoint at a test of cure visit within the subgroup of patients with baseline S. aureus who also had vancomycin MIC values greater than or equal to 1 (Table  19 of [17]: 74/85 versus 78/105, p = .030 with Fisher's exact test). Under our proposal, if the latter subgroup had been prespecified as the region for a test of superiority, it could have eliminated the requirement for the historical justification for a NI margin. Superiority in the subgroup coupled with meeting the clinically acceptable NI margins for the two pivotal studies would have supported licensure under our proposed criteria.
