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a b s t r a c t
The objective of the present work is to extend our FDS-based third-order upwind compact
schemes by Shah et al. (2009) [8] to numerical solutions of the unsteady incompressible
Navier–Stokes equations in curvilinear coordinates, which will save much computing time
and memory allocation by clustering grids in regions of high velocity gradients. The dual-
time stepping approach is used for obtaining a divergence-free flow field at each physical
time step. We have focused on addressing the crucial issue of implementing upwind
compact schemes for the convective terms and a central compact scheme for the viscous
terms on curvilinear structured grids. The method is evaluated in solving several two-
dimensional unsteady benchmark flow problems.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Mass conservation is the main issue in solving Incompressible Navier–Stokes equations (INSEs) numerically in the
primitive variable form. Most numerical methods for INSEs require solving the pressure Poisson equation which is
computationally expansive specially for three dimensional problems. In order to apply compressible flow solvers to
incompressible problems, the mass conservation equation can be modified to couple it with the momentum equation.
This goal can be achieved by adding pseudo-time derivative of pressure to the continuity equation [1] resulting in
hyperbolic–parabolic type of system of equations. Thus, efficient algorithm like approximate-factorization scheme by Beam
and Warming [2] originally developed for compressible flows, can be used to solve the incompressible flows.
The artificial compressibility (AC) method for unsteady flow computations has developed by many investigators
including [3–7], who utilized without exception the dual-time stepping (DTS) technique [3]. In this technique, at each
physical time step, pseudo-time marching (sub-iteration) is used to satisfy the mass conservation equation. Thus various
discretization schemes and solution algorithms for compressible flow were used in conjunction with the AC method.
In the present paper, we extend our methodology [8] to the unsteady 2D INSEs by using DTS approach. The robustness of
themethod is apparent from the grid resolution by clustering grids in the regionwith high gradients. The validated cases are
selected to demonstrate that the solution procedure is robust and accurate for complicated geometries with non-uniform
grids.
The rest of the paper is organized as follows: In Section 2, formulations for the AC method in generalized curvilinear
coordinates are briefly outlined. Section 3 presents the spatial discretization schemes. Section 4 describes the time-marching
scheme for solving the discretized equations. The computed results are presented in Section 5. Finally, conclusions are drawn
in Section 6.
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2. Governing equations
We start from the artificial compressibility formulation of the unsteady 2D INSEs. In a general but stationary curvilinear
coordinate (ξ , η), the transformed governing equations with the artificial compressibility term added to the continuity
equation and the pseudo-time derivatives of the velocity added to the momentum equations for DTS are [5];
∂Qˆ
∂τ
+ Im ∂Qˆ
∂t
+ ∂(Eˆ− Eˆv)
∂ξ
+ ∂(Fˆ− Fˆv)
∂η
= 0, (2.1)
where
Qˆ = Q
J
= 1
J
p
u
v

, Eˆ = 1
J

βU
uU + ξxp
vU + ξyp

, Fˆ = 1
J

βV
uV + ηxp
vV + ηyp

,
Eˆv = 1ReJ
 0(ξ 2x + ξ 2y )uξ + (ξxηx + ξyηy)uη
(ξ 2x + ξ 2y )vξ + (ξxηx + ξyηy)vη
 ,
Fˆv = 1ReJ
 0(ξxηx + ξyηy)uξ + (η2x + η2y)uη
(ξxηx + ξyηy)vξ + (η2x + η2y)vη
 ,
U = ξxu+ ξyv,
V = ηxu+ ηyv, Im = diag(0, 1, 1),
τ is the pseudo-time, t is the physical time, p is the pressure, u and v are velocity components in Cartesian coordinates, β is
the artificial compressibility factor, U and V are the contravariant velocity components in curvilinear coordinate directions,
ξ and η, respectively, Eˆ and Fˆ are the inviscid flux vectors, Eˆv and Fˆv are the viscous flux vectors, Re is the Reynolds number,
Re = U∞L
ν
, based on a characteristic velocity U∞ and a characteristic length L. Notice that in time-accurate numerical
solutions to Eq. (2.1), the pseudo-time derivative term must be marched (iterated) to zero in order for the original INSEs
to be satisfied, while the second term in Eq. (2.1) may be dropped for steady-state solutions. The Jacobian determinant of
transformation J is defined as
J =
∂(ξ, η)∂(x, y)
 =  ∂(x, y)∂(ξ, η)
−1 = xξ xηyξ yη
−1 .
Other metrics are
ξx
J
= yη, ξyJ = −xη,
ηx
J
= −yξ , ηyJ = xξ . (2.2)
The inviscid flux vectors for both ξ and η directions can be uniformly written as
Eˆk = kˆxE+ kˆyF =
 βΘuΘ + kˆxp
vΘ + kˆyp
 . (2.3)
where E and F are inviscid flux vectors in x and y directions, respectively, Θ = kˆxu + kˆyv, (kˆx, kˆy) = (kx, ky)/J, k = ξ, η.
The Jacobian matrix of this generalized flux vector is
Aˆk = ∂ Eˆk
∂Q
=
0 kˆxβ kˆyβkˆx kˆxu+Θ kˆyu
kˆy kˆxv kˆyv +Θ
 . (2.4)
A similarity transformation for the Jacobian matrix is
Aˆk = TkΛkT−1k , (2.5)
with eigenvalue matrixΛk = diag(Θ,Θ + c,Θ − c), where c is the scaled artificial speed of sound given by
c =

Θ2 + β(kˆ2x + kˆ2y).
The right and left eigenvector matrices are Tk and T−1k respectively. The hyperbolic nature of the artificial compressibility
formulation provides basis for the development of upwind schemes.
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3. Spatial discretization
Owing to the hyperbolic nature of Eq. (2.1), the convective flux, and thus its derivative, can be split into two parts, e.g., in
the ξ direction,
Eˆξ = (Eˆ+ + Eˆ−)ξ = Eˆ+ξ + Eˆ−ξ , (3.1)
where subscript ξ denotes the partial derivative with respect to ξ , Eˆ+ corresponds to the flux in the positive ξ direction
with information being propagated by the positive eigenvalues, and Eˆ− corresponds to the flux in the negative ξ direction
with information being propagated by the negative eigenvalues. To compute the split derivatives in Eq. (3.1), we use the
third-order accurate upwind compact finite difference schemes developed by Fu et al. [9] and Fu and Ma [10], which are
2
3
(Eˆ+ξ )i +
1
3
(Eˆ+ξ )i−1 =
5δ−Eˆ+i + δ−Eˆ+i+1
61ξ
, (3.2a)
2
3
(Eˆ−ξ )i +
1
3
(Eˆ−ξ )i+1 =
5δ+Eˆ−i + δ+Eˆ−i−1
61ξ
, (3.2b)
where δ+fi = fi+1 − fi, δ−fi = fi − fi−1, and 1ξ is the grid spacing in the computational space. Computation of the
split derivatives in the left-hand side (LHS) is quite simple, as Eq. (3.2a) can be explicitly marched forward and Eq. (3.2b)
backward to get all the derivatives as long as the right-hand side (RHS) and the boundary derivatives are given. The key is
how to evaluate the RHS of Eq. (3.2). We note that each term in the RHS of Eq. (3.2) represents the difference of split fluxes
between neighboring grid points. It can be shown from Eq. (2.3) that the difference of the original flux in ξ direction between
neighboring grid points is
Eˆi+1 − Eˆi = (ξˆxE+ ξˆyF)i+1 − (ξˆxE+ ξˆyF)i
= (ξ x △ E+ ξ y △ F)+ E△ ξˆx + F△ ξˆy
= (ξ xA(Q)△ Q+ ξ yB(Q)△ Q)+ E△ ξˆx + F△ ξˆy
= Aˆi+ 12 (Q)△ Q+ E△ ξˆx + F△ ξˆy, (3.3)
where△ denotes the difference between points i and i+1,Q is the arithmetic average ofQ between points i and i+1, andwe
have utilized the exact Roe property in Cartesian coordinates [11],△E = Ai+ 12 (Q)△Q. The remaining two terms reflect the
influence of varying grids (summing these terms in all directions leads to discretized geometric identities). Wewill drop the
two terms as previous researchers did when implementing flux-difference splitting schemes on curvilinear grids [4]. Then
the difference of the convective flux can be split based on the sign of the eigenvalues of the convective flux Jacobian matrix:
Eˆ±i+1 − Eˆ±i ≡ △Eˆ±i+ 12 = Aˆ
±
i+ 12
(Q)△ Q. (3.4)
The split Jacobian matrix is given by Aˆ±
i+ 12
(Q) = TAΛ±A T−1A , withΛ±A = 12 (ΛA ± |ΛA|), which is evaluated using arithmetic
averages of flow variables and metrics between i and i+ 1 points:
Q = 1
2
(Qi + Qi+1), (ξ x, ξ y) = 12 ((ξˆx, ξˆy)i + (ξˆx, ξˆy)i+1). (3.5)
To close the scheme, an explicit, dissipative, and third-order one-sided boundary scheme [12] is used at boundary grid
points:
at i = 1 : (Eˆ+ξ )i =
−11Eˆ+i + 18Eˆ+i+1 − 9Eˆ+i+2 + 2Eˆ+i+3
61ξ
=
11△ Eˆ+
i+ 12
− 7△ Eˆ+
i+ 32
+ 2△ Eˆ+
i+ 52
61ξ
, (3.6a)
at i = N : (Eˆ−ξ )i =
11Eˆ−i − 18Eˆ−i−1 + 9Eˆ−i−2 − 2Eˆ−i−3
61ξ
=
11△ Eˆ−
i− 12
− 7△ Eˆ−
i− 32
+ 2△ Eˆ−
i− 52
61ξ
. (3.6b)
Evaluation of the viscous terms reduces to computing half-node second derivatives like ∂ξ (g∂ξu), plus mixed derivative
like ∂ξ (g∂ηu) if non-orthogonal grids are used. It was recognized that discretization of second derivatives has higher
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Fig. 1. Variations of kr and ki vs. α for the compact and noncompact schemes.
resolution than first derivatives, for this reason and to avoid large computational cost, explicit finite differences were often
used [7] for the viscous terms.
To compare with Rogers and Kwak’s upwind differencing scheme, we reformulate their third-order conservative
scheme [5] as following nonconservative version:
(Eˆξ )3rdi =
1
61ξ

21Eˆ+
i+ 12
+ 5∆Eˆ+
i− 12
−1Eˆ+
i− 32

+

21Eˆ−
i− 12
+ 5∆Eˆ−
i+ 12
−1Eˆ−
i+ 32

. (3.7a)
In order to examine approximating behaviors of the two schemes, we use the following model equation and its semi-
discrete approximation as follows:
∂u
∂t
+ c ∂u
∂x
= 0, c > 0, (3.8a)
∂uj
∂t
+ cFj = 0, (3.8b)
where Fj is finite difference approximation to ∂u/∂x. With the initial condition u(x, 0) = eikx, the exact solution of Eq. (3.8a)
is u(x, t) = eik(x−ct), and the exact solution of difference equation. (3.8b) can be written as u(xj, t) = e−kr ct1x eik(xj−
ki
k1x ct),
where the modified wave number ke = kr + iki can be obtained from any given difference schemes [10]. ki is related to the
phase speed in the numerical solution, and kr is related to the numerical damping of a difference scheme.
For the third-order upwind compact scheme Eq. (3.2a),
kr = (1− cosα)
2
5+ 4 cosα , ki =
sinα(8+ cosα)
5+ 4 cosα , (3.9)
where the reduced wave number α = k1x. For the explicit third-order upwind scheme Eq. (3.7a),
kr = 16 (3− 4 cosα + cos 2α), ki =
1
6
(8 sinα − sin 2α). (3.10)
Fig. 1 shows variations of kr and ki with the reduced wave number α for the above two schemes. We can see the third-order
upwind compact scheme can approximate the exact damping (kEr = 0) to higher waver number, and approximate the exact
dispersion relation (kEi = α) better than the noncompact scheme.
Table 1 gives the upper limit of the reduced wave number, which corresponds to a point in Fig. 1 where kr or ki begins
to reach 2% errors relative to their exact solutions respectively. To approximate the exact wave speed within 2% error, the
ratio of grid points needed by the third-order upwind compact scheme to those needed by the third-order upwind scheme is
0.902/1.61 = 0.56 in one dimensional and (0.902/1.61)3 = 0.18 in three-dimensional case, resulting in significant saving
in computer resources.
4. Implicit approximate factorization
Applying backward Euler’s scheme to the pseudo-time, and second-order backward difference scheme to the physical-
time derivative in Eq. (2.1), we have
1Qn+1,m
J1τ
+ Im 1.5Q
n+1,m+1 − 2Qn + 0.5Qn−1
J1t
+

∂(Eˆ− Eˆv)
∂ξ
+ ∂(Fˆ− Fˆv)
∂η
n+1,m+1
= 0, (4.1)
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Table 1
Upper limits of the reduced wave number when kr and ki of the
difference schemes first exceed 2% errors relative to their exact
solutions.
Scheme Upper limits of wave number
kr < 2% |1− ki/α| < 2%
Third-order upwind
compact
0.91 1.61
Third-order upwind 0.72 0.902
where 1Qn+1,m = Qn+1,m+1 − Qn+1,m is the increment or correction of conservative variables, superscript n denotes the
physical time level, and m denotes the pseudo-time level (number of sub-iterations). 1τ is the pseudo-time step which
is determined based on CFL number and 1t is the physical time step. For time-accurate solutions, Eq. (4.1) is iterated in
pseudo-time so that the transient Qn+1,m+1 approaches the physical Qn+1 as the first term approaches zero. To derive an
implicit method, all terms at m + 1 pseudo-time level are linearized with respect to the previous level m by using Taylor
expansion, e.g.
Eˆm+1 ≈ Eˆm +

∂ Eˆ
∂Q
m
1Qm = Eˆm + Aˆm1Qm + O(∥1Qm∥2) (4.2a)
Eˆm+1v ≈ Eˆmv +

∂ Eˆv
∂Q
m
1Qm = Eˆmv + Aˆmv 1Qm + O(∥1Qm∥2) (4.2b)
where superscript n+ 1 is omitted for brevity. Then we obtain the linearized, unfactored implicit delta form as
I+ 1.51τ
1t
Im +1τ J

∂(Aˆ− Aˆv)
∂ξ
+ ∂(Bˆ− Bˆv)
∂η
m
1Qm = −1τ J

∂(Eˆ− Eˆv)
∂ξ
+ ∂(Fˆ− Fˆv)
∂η
m
− 1τ
1t
Im(1.5Qm − 2Qn + 0.5Qn−1)
= −Rˆm. (4.3)
For factorization purpose, we will only retain the orthogonal parts in the viscous Jacobian matrices Av and Bv in Eq. (4.3).
The orthogonal parts are
A′v =

1
ReJ
▽ ξ · ▽ξ

Im
∂
∂ξ
= γ1Im ∂
∂ξ
, (4.4a)
B′v =

1
ReJ
▽ η · ▽η

Im
∂
∂η
= γ2Im ∂
∂η
. (4.4b)
For a steady-state computation only, terms containing1t are dropped in Eq. (4.3). In general cases, denoteD = I+1.51τ
1t Im.
Then the left-hand side operator of Eq. (4.3) can be approximately factorized to obtain the Beam–Warming scheme [2] as
D+1τ J ∂(Aˆ− A
′
v)
∂ξ
m
D−1

D+1τ J ∂(Bˆ− B
′
v)
∂η
m
1Qm = −Rˆm. (4.5)
To obtain block tridiagonal equations, the convective terms in the left-hand side of Eq. (4.5) are discretized by the first-order
upwind difference and viscous terms by the second-order central difference, e.g.,
∂ξ Aˆ = δ+ξ Aˆ− + δ−ξ Aˆ+, ∂ξA′v = ∂ξγ1Im∂ξ
where δ±ξ f = ±(fi±1−fi)1ξ , δξγ1δξ f =
γ1i+1/2 (fi+1−fi)−γ1i−1/2 (fi−fi−1)
1ξ2
. Notice that high-order compact schemes are still used for
the residual, Rˆm. Thus we obtain the Approximate Factorization scheme in the form
[D+1τ J(δ−ξ Aˆ+ + δ+ξ Aˆ− − δξγ1Imδξ )]mD−1[D+1τ J(δ−η Bˆ+ + δ+η Bˆ− − δηγ2Imδη)]m1Qm = −Rˆm, (4.6)
which requires solving block-tridiagonal equations in ξ and η directions alternatively. Dirichlet boundary conditions,
1Q1 = 1Qimax = 0, are always used except at periodic boundaries where a periodic tridiagonal solver is used.
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Fig. 2. a. Stretching grid b. Comparison of the exact (lines) with the computed results (symbols).
5. Numerical results
In this section, the numerical method developed in previous sections is tested for solving unsteady flow problems.
5.1. Oscillating Plate
The first test problem is the flow over an infinite oscillating plate[4]. The geometry of the problem is such that the x-axis
is set along the plate and y-axis normal to it. The velocity of the plate is given by;
uplate = u0 cosωt.
The exact solution for this problem is
u(y, t) = u0 exp(−ky) cos(ωt − ky),
with k =  ω2υ . For the present computation, the initial velocity u0 and the constant kwas set to unity. Setting the frequency
to 2π so that υ = π . The computational grid used here is 65 points distributed with a simple exponential stretching
y = eη−1 normal to the wall direction. The physical time step 1t was set to 0.01 and the was run over nine flow cycles
after which the transient solution had died and time-periodic response was reached. In Fig. 2, comparison of the computed
velocity distribution with the exact solution at different time during the cycle are plotted. The agreement of computed
solution with the exact solution is very good.
5.2. The Taylor decaying vortex problem
This is a benchmark problem for validating unsteady flow solver [13,14] for the INSEs. The initial condition to the problem
in square domain 0 ≤ x, y ≤ 2π is
u(x, y, 0) = − cos(x) sin(y),
u(x, y, 0) = sin(x) cos(y),
p(x, y, 0) = −0.25(cos 2x+ cos 2y).
The initially periodical vortex structure convected by the flow-field and exponentially decaying due to the viscous decaying.
The exact solution of the problem is
u(x, y, t) = − cos(x) sin(y) exp(−2t/Re)
v(x, y, t) = cos(y) sin(x) exp(−2t/Re)
p(x, y, t) = −0.25(cos 2x+ cos 2y) exp(−4t/Re).
In order to resolve the flow accurately, we have generated the grid in such a way (see Fig. 3(a)) that maximum number of
points get allocated to those regions with large velocity gradient. The following stretching functions was used to generate
the grid [15]:
xi = π2

i
imax
+ λ
π
sin

π i
imax

in 0 ≤ x, y ≤ π
2
,
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Fig. 3. Taylor’s decaying vortex problem. (a) Computational grid (b) computed vector-field at t = 2.0.
Fig. 4. The u velocity component along vertical centerline and the v velocity component along horizontal centerline for Taylor’s decaying problem at
65× 65 grid points.
xi = π

i
imax
− λ
2π
sin

2π i
imax

in
π
2
≤ x, y ≤ 3π
2
,
xi = π2

i
imax
− λ
π
sin

π i
imax

in
3π
2
≤ x, y ≤ 2π.
The parameter λ determine the degree of clustering with greater value of lambda giving more number of points at specified
locations. We present our results computed on a 65× 65 grid with λ = 0.6,1t = 0.05, β = 100 and for Re = 100. Fig. 3(b)
shows the computed vector field of the problem at t = 2.0 which is qualitatively comparable with the exact one.
The u velocity along vertical lines and the v velocity along horizontal lines through the geometric center are symmetric
and have the same maximum amplitude as shown in Fig. 4. The computed results are in very good agreement with exact
solutions.
5.3. Unsteady flow over a circular cylinder
The accuracy of the methods was investigated for an unsteady external flow over a two-dimensional circular cylinder at
two different Reynolds numbers of 40 and 200 based on the diameter of the cylinder. Boundary conditions are no-slip on the
cylinder and characteristic boundary conditions to treat the far-field. The computational grid used is 101×120 O-type with
a radial cutting line in the upstream zone and with points clustered near the cylinder. Time step1t was set to 0.01 in order
to have converged solution, and pseudo-time step1τ is determined based on a CFL number of 5. The maximum number of
sub-iteration is set to 100. The artificial compressibility factor is set to 200. For 6 < Re < 40, a steady state solution exists
with a pair of symmetric separation bubbles on the leeward side while at higher Reynolds numbers the flow field become
unsteady [16]. The time evolution of the separation bubble length for Re = 40 is compared with experimental values of
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Fig. 5. Growth of separation length versus time behind a circular cylinder at Re = 40.
Fig. 6. The stream lines for flow over a circular cylinder at Re = 40 at t = 12.
Table 2
Lift and drag coefficients for flow past circular
cylinder at Re = 200.
Cl Cd
Present ±0.65 1.33± 0.05
Roger and Kwak [4] ±0.75 1.29± 0.05
Y-N Chen et al. [17] ±0.72 1.33± 0.04
Coutanceau and Bouard [16] and simulation results of Roger and Kwak [5] as shown in Fig. 5. The present results show good
agreement. The corresponding stream lines for t = 12 is shown in Fig. 6.
The second problem for the same geometry is the case of Reynolds number of 200 based on diameter. The lift and drag
coefficient are plotted versus time in Fig. 7. In Table 2, the lift and drag coefficient of the periodic state are listedwhich appear
to be quite consistent with the existing results. It is clear that the periodicity of flow-field has been successfully revealed in
the present calculations.
6. Conclusions
Based on artificial compressibility and dual-time stepping approach, an implicit third-order upwind compact scheme
is developed for unsteady incompressible Navier–Stokes equations in curvilinear coordinates. Formulas for the compact
scheme, their boundary scheme and their combination with the Beam–Warming approximate factorization are presented
in detail. The resulting algorithm is tested on 2D benchmark flow problems with low to moderate Reynolds numbers. The
numerical scheme is simple and capable to handle problems of complicated geometries using non-uniform grids.
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Fig. 7. Lift and drag coefficients vs. time for flow over a circular cylinder at Re = 200.
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