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Despite the enormous body of literature studying the typing errors of adults, 
children's typing errors remain an understudied area. It is well known in the 
field of Child-Computer Interaction that children are not 'little adults'. This 
means findings regarding how adults make typing mistakes cannot simply be 
transferred into how children make typing errors, without first understanding 
the differences. 
To understand how children differ from adults in the way they make typing 
mistakes, typing data were gathered from both children and adults. It was 
important that the data collected from the contrasting participant groups were 
comparable. Various methods of collecting typing data from adults were 
reviewed for suitability with children. Several issues were identified that could 
create a bias towards the adults. To resolve these issues, new tools and methods 
were designed, such as a new phrase set, a new data collector and new computer 
experience questionnaires. 
Additionally, there was a lack of an analysis method of typing data suitable for 
use with both children and adults. A new categorisation method was defined 
based on typing errors made by both children and adults. This categorisation 
method was then adapted into a Java program, which dramatically reduced the 
time required to carry out typing categorisation. 
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Finally, in a large study, typing data collected from 231 primary school children, 
aged between 7 and 10 years, and 229 undergraduate computing students were 
analysed. Grouping the typing errors according to the context in which they 
occurred allowed for a much more detailed analysis than was possible with error 
rates. The analysis showed children have a set of errors they made frequently 
that adults rarely made. These errors that are specific to children suggest that 
differences exist between the ways the two groups make typing errors. This 
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1 INTRODUCTION 
At the start of the 20th Century, when the field of typing research began, 
researchers were uninterested in understanding how children typed. This was 
because children rarely used the typewriter. In those times, typing (or 
typewriting) was a skill taught to (mostly female) adults as a pathway to gaining 
employment as typists and secretaries.  
However, as the typewriter, and then the personal computer, became more 
widely used, children began to type. In particular, the introduction of computers 
in schools in the 1950s (O’Shea and Shelf, 1983) and introduction of 
microprocessors in the mid 1970s, making computers more affordable, ensured 
every school child gained experience on the keyboard. In the 2000s, children 
who were born into a world of ubiquitous digital devices acquire typing skills 
with no formal training. Computers (and thus typing) have become a core part 
of the British educational system, which states children must be taught ICT 
from the first year of their primary school education (DoES, 1989). 
Vast bodies of literature exist on analysis of typing errors made by adult typists 
(Chapter 3). These studies range from gathering the complete spectrum of 
typing errors, to those focused on a specific few in an attempt to understand the 
psychological causes of the errors. With research spanning over a century, it is 
fair to say that typing errors made by adults is a well-studied area. However, 
children's typing errors remain an understudied area. 
Many studies on the benefit of using computers in education (Wood and 
Freeman, 1932; Rowe, 1959; Krevolin, 1965; Roussos, 1992) argued that the use 
of computers improves children's reading, writing and understanding of 
subjects. However, these studies do not look at the difficulties children 
experience when typing. There is little work on understanding the typing errors 
made by children. What typing errors do they most frequently make? Do 
children make the same typing errors as those made by adults? Are there any 
errors specific to young children? This thesis was motivated by these 
unanswered questions.  
 
Adding Context to Automated Text Input Error Analysis, PhD Thesis, Akiyo Kano 
 2 
1.1.1 Structure 
To introduce the main themes of this thesis, Section 1.2 provides a brief 
background to typing error analysis, and highlights the lack of studies 
investigating children's typing errors. Section 1.3 discusses the main issues 
surrounding comparing children and adults typing, which were addressed in 
this thesis. Section 1.4 formally outlines the objectives of this thesis and the 
chapter concludes in Section 1.5 with a summary of the chapter and a brief 
description of the structure of the remaining thesis. 
1.2 TYPING ERROR ANALYSIS 
Typing error analysis refers to the study of typing errors made whilst using the 
keyboard to produce a body of text. Most frequently in such studies, participants 
are shown a body of text and are asked to type the text using a typewriter 
(computer keyboard in the later years). The text presented to the participant 
and what was typed are compared to see if any typing mistakes were made.  
Typing error analysis has been popular in two fields - psychology and HCI. 
Psychologists first started to investigate typing errors in the 1910s, when 
typewriters became widely used. Since time was money and typing errors cost 
time to correct, they were interested in minimising these errors. They suggested 
that to reduce errors, one must study the typing errors themselves to 
understand the causes (Book, 1925). The earlier studies were largely descriptive, 
such as counting how many times each letter was substituted for another 
(Lessenberry, 1928). This soon developed into researchers defining their own 
set of typing errors (Chapter 3 will discuss these in detail), which were applied 
to real typing data collected from professional typists. Researchers made 
guesses as to their cause, and provided workbooks for typists designed to reduce 
particular typing errors (Opfer, 1932; Schoenleber, 1932).  
Up to this stage, comparisons were made only between text that the participant 
was asked to copy type (presented text - PT) and the final typed text that was 
produce (transcribed text - TT). However, in the 1960s, a new surge of interest 
arose from the ability to record timings of each key press. This meant 
researchers were able to study in detail the input stream (IS), containing every 
key pressed by the participant. Spearheaded by Donald Norman and David 
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Rumelhart at the LNR Research Group, San Diego, timing between key presses 
became the central focus in the modelling of cognitive functions involved in 
typing. Many of these works are summarised in (Salthouse, 1986).  
A third surge in interest occurred with the rising increase in mobile computing 
devices since the 1990s (MacKenzie and Soukoreff, 2002b). With the explosion 
of new text input methods designed for these devices, it became important to be 
able to evaluate one method against another (MacKenzie, 2007). MacKenzie 
and Soukoreff (Soukoreff and MacKenzie, 2001; MacKenzie and Soukoreff, 
2002a; Soukoreff and MacKenzie, 2003; Soukoreff, 2010) have led the 
development of various measures of error rates - the ratio of typing errors to the 
amount of typing done. Algorithms were also developed (Soukoreff and 
MacKenzie, 2001; Wobbrock and Myers, 2006) to enable computation of these 
error rates with ease. The convenience of automated calculation of error types 
has made them increasingly popular in HCI. However, Soukoreff (2010) points 
out that these error rates only tell whether one method or participant is better 
than another, not how or where the two differ. 
In contrast to the well-studied area of adult typing, little work exists in studying 
the typing errors of children. Roussos (1992) carried out several typing studies 
with children for his thesis. In these studies, he counted the number of errors 
created by the participants as an evaluation method, but did not define how he 
counted them. 
Read et al. (2001) studied short phrases copied by children aged between 6 and 
10 years. The children entered text using four different text input methods 
(mouse, keyboard, speech recognition and handwriting recognition). To 
evaluate these methods, they defined six error types and classified the typing 
errors accordingly. They found that children displayed difficulties using the 
chosen text input methods, such as Execution Error (e.g. the child pressed the 
key for too long). They also found that children demonstrated 'exaggerated 
versions' of errors commonly made by adults. They pinpointed sources of error 
to be at the user, the hardware and the software. 
In another study, Read and Horton (2006) found that teenagers carrying out a 
similar phrase-copying task were more prone to errors in controlling their hand 
movements, such as pressing the key next to the one they had intended on 
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pressing. Although comparisons between children and teenagers were not made, 
these two studies by Read show there is a difference in the range of errors the 
two age groups make. However, the two studies had a small number of 
participants (12 and 18 respectively).  
Additionally, the current literature lacks direct comparisons between children 
and older participant groups using exactly the same task. It was important to 
establish whether children made the same range of typing errors to adults or 
not, since if they did not, the findings from adult studies could not be directly 
applied to children.  
The contribution of this thesis in terms of studying typing is the detailed 
investigation of the typing errors made by children, and how this differs from 
typing errors made by adults. This comparison is made in Chapter 10. 
1.3 COMPARING CHILDREN AND ADULTS 
For the findings of a comparison study between children's and adults' typing to 
be valid, it was crucial to ensure both the data collection and analysis methods 
produced comparable data between the two participant groups. 
1.3.1 Seeking a Comparable Data Collection Method 
Since children's typing errors have not been compared directly with adults' 
typing before, it was unknown as to whether or not the methods used to collect 
typing from adults were appropriate for use with children.  
The most frequently used method in gathering typing from adults is to show 
them a body of text (e.g. magazine articles, business documentation, a set of 
short phrases) on paper for them to copy. The questions here for children are 
what text to show them, and how to show the text. Firstly, in order for the text 
to not cause any bias towards the adults, it was important to ensure the 
language used and the length of the text is suitable for children. Secondly, it was 
unknown as to whether or not children would have any difficulties in copying 
text presented on paper. MacKenzie and Soukoreff (2002b) argued that paper-
to-screen copying has a higher Focus of Attention (FOA) than screen-to-screen 
copying where the presented text is displayed on the same screen as the 
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transcribed text. It was unknown as to whether or not this increase in FOA 
would cause difficulties in children. 
Chapter 2 explores the areas of the data collection method that required further 
investigation before one could be certain it was suitable for children. Chapter 6 
studies difficulties children experience in paper-to-screen copying tasks, which 
supports the use of the screen-to-screen mode instead. Chapter 8 defines a new 
phrase set designed to be suitable for use with children aged six years and 
above.  
1.3.2 Seeking a Comparable Data Analysis Method 
The selection of the right method to categorise the typing errors was also 
important. Firstly, to capture all the typing errors, the chosen categorisation 
method must not exclude any error types. Secondly, to gain an accurate picture 
of the typing errors made, the method must not break down larger errors into 
many smaller typing errors. An example of this is to ensure that an omitted 
word is captured as one omitted word rather than several omitted letters.  
Thirdly, since the cause of children's typing errors has not been studied in 
detail, it was decided that the categorisation method could not make any 
assumptions as to the causes. Some categorisation methods included error types 
such as 'error of distraction' (Clem, 1929) and 'deviation from copy' (Book, 
1925), which forced assumptions as to the cause of the error. 
Finally, the method must not assume that children have formal typing training. 
In the early half of the 20th century, when most typists were trained to use the 
touch-typing method (Clem, 1929), they were taught to use particular fingers for 
particular banks of keys on the keyboard. In studying these typists, it was fair to 
assume that one could define errors by the use of wrong fingers. Examples of 
such error types are 'adjacent letters by using wrong finger' (Opfer, 1932) and 
'homologous error' (Grudin, 1983a) where the correct finger on the wrong hand 
was used to type (resulting in a substitution). However, children nowadays are 
no longer trained in touch-typing. This results in most typists using whatever 
finger is most convenient to type the letter. It was therefore not appropriate for 
the method to assume that participants have had formal touch-typing training. 
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Chapter 3 reviews many of the categorisation methods found in literature. Each 
was evaluated for suitability for use in this research, but none satisfied all four 
conditions. Chapter 8 explores the cost of accuracy to the typing data by use of 
the wrong categorisation methods before defining a categorisation method that 
did fulfil all the requirements. This new categorisation method is then used in 
Chapter 10 for detecting and categorising typing errors by children and adults. 
The contributions of this thesis in terms of comparing adults and children are 
the data collection and analysis methods that produce comparable data between 
children and adults, and defining new error types specific to children's typing. 
1.4 THE THESIS 
The primary research question of this thesis was 'are there notable differences 
between typing errors made by children and adults'. Several objectives helped 
achieve this primary aim. These were: 
• Establishing a data collection method for typing errors that causes the 
least amount of bias between children and adults. 
• Establishing a typing error categorisation method that encompasses the 
whole range of typing errors made by children, without making any 
assumptions as to their cause. 
• Automating the data collection and analysis process as much as possible 
to ensure an efficient, consistent and valid study. 
• Find any typing error behaviours that are specific to children. 
The thesis of this work is: 'there is a set of typing error behaviours that are 
specific to children in phrase-copying typing'. Although children and adults 
share some error types, there are error types that are almost exclusively made 
by children. This difference suggests that theories on how adults make typing 
mistakes cannot be applied directly to children without first testing the theories 
with real children's typing data. 
1.4.1 Structure 
An investigation of the methods used to collect and analyse typing errors 
revealed a plethora of methods. Chapter 2 reviews the methods used in other 
studies to collect typing data. These methods were designed for use with adult 
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participants. Using these adult-oriented methods with both adults and children 
would have created a bias towards the adults, invalidating the study. A new data 
collection method was required that could produce as comparable data as 
possible between children and adults.  
A new phrase set, designed to be suitable for participants above the age of six 
years old is introduced and evaluated in Chapter 5. The method of presenting 
these phrases to the participants on paper is evaluated in Chapter 6, and 
rejected in favour of presenting them on screen. Two questionnaires (one for 
adults and one for children) designed to gather participants' previous computer 
experiences are evaluated in Chapter 7.  
A second literature review (Chapter 3) surveyed the analysis methods used in 
typing error studies. It revealed a similar lack of consideration of child typists in 
these categorisation methods. 22 categorisation methods were evaluated but 
none fulfilled all the criteria for categorising typing errors made by children. 
The existing methods were either thorough but made causal assumptions, or 
only defined a select few error types. Furthermore, only one of these methods 
had ever been applied to young children's typing. Therefore, it was necessary to 
design a new categorisation method based on real typing errors made by 
children (Chapter 8).  
Using the categorisation method manually was hugely time consuming and was 
prone to inconsistencies and ambiguities. To address these issues, a program 
was developed to carry out the detection and categorisation (Chapter 9). This 
program is an extension of existing automated analysers. The existing analysers 
were only able to carry out letter-level analysis and lacked the contextual 
information such as whether an error was part of a consecutive group of errors 
or not. The new analyser is able to use contextual information to provide much 
more meaningful categorisation. It also carries out some basic disambiguation 
tasks to reduce ambiguities in a consistent manner. 
The study described in Chapter 10 uses all the tools designed and evaluated in 
the thesis to compare the typing errors made by children and adults. It found 
that children and adults do make a different range of error types, and identified 
typing error behaviours that were unique to children.  
Adding Context to Automated Text Input Error Analysis, PhD Thesis, Akiyo Kano 
 8 
1.5 CONCLUSIONS 
This chapter has outlined the motivation for this thesis and the research 
objectives it set out to achieve. The research was motivated by the lack of work 
in investigating typing errors made by children and comparing them to those 
made by adult typists. This thesis aimed to establish new methods that allow 
comparable typing data to be collected and analysed from children and adults to 
discover whether or not there are any major differences between the two groups 
of typists.  
The remainder of this thesis comprises of the first three chapters describing the 
literature review carried out and considerations made to the research 
methodology used in this research. The three chapters following this design and 
evaluate a new data collection method that is more valid for use with both 
children and adults than previous methods. This is followed by a chapter on 
creating a categorisation method based on typing errors made by children as 
well as those made by adults, already observed in literature. The process of 
automating the detection and categorisation of typing errors is then discussed, 
allowing for a much faster, more accurate and consistent analysis of typing 
errors. Finally, a large-scale study uses these tools to answer the primary 
research question.  
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2 ISSUES RAISED IN DESIGNING TYPING ANALYSIS 
EXPERIMENTS FOR CHILDREN 
2.1 INTRODUCTION 
Typing is a complex task. Cooper (1983b) defined typing in terms of five stages - 
character recognition (reading the words to type), storage buffer (memorising 
the words), motor program (instructing the finger to move), the keystroke 
(pressing the key) and the sensory feedback (checking that the execution of 
typing was done correctly). Since it is difficult to study all these aspects in a 
single study, researchers have concentrated their studies on small areas of 
typing at a time. This focused approach to studying typing created many 
different experimental methods, with no single standard method. This meant 
that a text input researcher must carefully select a method most suited to their 
aim through the wide range of methods available. 
Comparing the typing of adults and children has the added complication in that 
children have less developed cognitive, linguistic and motor abilities. This 
means extra attention must be paid in designing the task so it is not unfairly 
taxing on the children (Markopoulos et al., 2008).  
This chapter reviews the range of experimental design options found in 
literature to deal with issues surrounding the typing task. Discussion is made on 
each issue as to what is most suitable for addressing the research question of 
this thesis of detecting notable differences between the way children and adults 
make typing mistakes. Some issues can be resolved using existing methods, but 
in other issues, it was unclear as to which method was most suitable for 
children. 
2.1.1 Objectives 
The purpose of this chapter is to introduce the typical typing tasks used in text 
input analysis and highlight some issues in using these tasks with children. It 
focuses on the decisions made by other researchers who studied adult typing, 
discussing the advantages and disadvantages of each choice. It then questions 
which method is most suitable for use with children, and highlights areas that 
required further investigation.  
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2.1.2 Scope 
This literature review focuses on the experimental designs used in studying the 
typing errors, discussing the different options a researcher could take in such 
studies, and the effects of the decisions in the result. Since the field of text input 
is vast, several constraints were placed on this literature review.  
Many historical reviews of the field of text input analysis already exist, so this 
review will not attempt to provide duplication. For a thorough and wide-ranging 
historical review of the typewriter and many other forms of text input methods 
ranging from the first typewriter (1873) to the 1970s, the reader is directed to 
Yamada (1980). Silfverberg (2007) provides a similar review but focused more 
on modern text input methods. Other historical reviews of text input methods 
include (Russon and Wanous, 1973; Cooper, 1983a).  
As this thesis focuses solely on the full-size keyboard, this review is restricted to 
studies on full-size keyboards. Although studies on reduced keyboards and 
other forms of text inputs are mentioned here, they were done so for the 
decisions made in the experimental design rather than for the particular input 
device being studied. For a survey of mobile text input evaluation methods, the 
reader is directed to (MacKenzie and Soukoreff, 2002b).  
This thesis also focuses on the use of the QWERTY keyboard layout only. For a 
historical review of the QWERTY keyboard and other keyboard layouts, please 
see Noyes (1983). Many other studies have also compared the QWERTY 
keyboard to other keyboard layouts (Davis, 1935; Janelle, 1974; Hopkins, 1989; 
Joyce and Moxley, 1989; Buzing, 2003). 
2.1.3 Structure 
Section 2.2 outlines the motivations in studying how people type. The chapter 
then narrows its focus down to comparing how adults and children differ in 
their typing. Section 2.3 discusses experimental design options in literature and 
evaluates their suitability for use with children. The chapter concludes in 
Section 2.4 with an outline of the experimental design decisions already made, 
and what issues remain. 
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2.2 MOTIVATION FOR STUDYING TYPING PERFORMANCE 
Researchers have been carrying out text input studies since the widespread use 
of the typewriter in 1870s (Yamada, 1980) to the current day. In this thesis, text 
input analysis refer to studies investigating the typing speed and/or typing 
errors of text typed by participants. In these studies, the participants are shown 
a text to copy and asked to produce typing through a text input method(s). The 
text input method could be anything from a full-size QWERTY keyboard, 
numerical keypads such as those found on a mobile phone, or stylus input, to 
soft keyboards displayed on a screen.  
There are four main reasons for studying typing (author's list): 
1. To understand the causes of typing errors 
2. To understand psychological processes in typing 
3. To evaluate a new text input method 
4. To select a suitable text input method from a range of methods 
2.2.1 Understanding the Cause of Typing Errors 
At the start of the widespread use of typewriters, the emphasis was on 
increasing the typing speed. However, the focus soon shifted to improving the 
accuracy. Error correction on a typewriter was costly in time and appearance, 
so it was desirable to minimise typing errors. Early researchers thought that to 
reduce typing 'demons', these demons must first be understood (Ford, 1928). 
These studies attempted to gain an overview of typing errors by categorising 
every error made in a typical typewriting task (Book, 1925; Ford, 1928; Clem, 
1929). Such works include tabulating frequency of what letter was substituted 
for what letter (Lessenberry, 1928), defining and counting all typing errors 
found (Book, 1925; Opfer, 1932; Schoenleber, 1932) and studying frequency of 
errors in the most commonly used words (Ford, 1928). Some of them made 
guesses as to the causes of these typing errors. These works were often 
accompanied by workbooks full of instructions and exercises on how to correct 
each type of error (Book, 1925; Rowe, 1931; Opfer, 1932). However, it was not 
possible to understand the real cause of the typing errors until the 
psychological processes behind typing could be understood. 
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2.2.2 Understanding the Psychological Process of Typing 
Between the 1960s and 1980s, psychologists made significant advances in 
constructing models of the psychological processes that took place during 
transcription typing (copying a text). The tasks of reading a text and typing the 
words were deconstructed into smaller components and studied carefully.  
These studies did not use the typical typewriting tasks but used tasks designed 
to answer specific questions about the psychological processes. For example, to 
understand the importance of visual and auditory feedback in touch-typing, 
Diehl and Seibel (1962) covered the keyboard and masked the sound of the keys 
being pressed. Researchers painstakingly manually combed videos and key logs 
to find measurable details such as the time taken between key presses, motion 
of the fingers and reaction times. These data surrounding the 'during' action of 
typing allowed the researchers to draw models of typing in much more detail 
than the transcribed text alone ever could. 
For example, several studies found that successive keystrokes by alternate 
hands are faster than those made with fingers from the same hand (Fox and 
Stansfield, 1964; Gentner, 1982; Norman and Rumelhard, 1983; Salthouse, 
1984). They argued that this was because when the successive keystrokes are on 
the same hand, there is little chance for preparing the second keystroke in 
advance, whereas when on different hands, the second hand could prepare to 
press the second key before the pressing of the first key was completed. This 
observation was used to argue against a serial order model that stated letters 
were processed in the mind one by one (Lashley, 1951).  
In all of these studies, timing of key presses immediately before, during and 
after the error were seen as important indicators of difficulties. However, the 
timing of key presses were measured by electric timers only accurate to the 
nearest second or two (Diehl and Seibel, 1962).  
The arrival of the electric typewriter and later the computer keyboard made 
error correction less costly. There was no longer such an urgent need to reduce 
typing errors. However, timing of key presses could now be measured in 
fractions of seconds, providing researchers with more details than ever before. 
This resulted in a second surge of research investigating the time taken to type 
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(Isokoski and Raisamo, 2000), intervals between key presses (Hiraga et al., 
1980; Inhoff, 1991) and reaction times (Hayes, 1978) in much more detail. 
Differences among the participants, particularly that of typing skill, were also 
studied (Fendrick, 1937; Provins and Glencross, 1968; Grudin, 1983a; 
Salthouse, 1984). The aim here was to see how varying typing skills affected 
typing performance. Typically, participant groups differing in typing skills were 
asked to carry out a task (or set of tasks), using the same input device. The 
typing performances between the groups were compared to draw conclusions.  
2.2.3 Evaluating New Text Input Methods 
In more recent years there has been an explosion in computer technology. What 
was once dominated by the personal computer and the full-size keyboards has 
now seen the introduction of mobile, surface and tablet devices (MacKenzie and 
Soukoreff, 2002b). The first questions often asked of these new input methods 
are 'how fast is it?' and 'how accurate is it?' (Wobbrock, 2007). Therefore, the 
most dominant reason for carrying out a text input study nowadays is to 
evaluate a new text input method (Davis, 1935; MacKenzie, 2002b; Oniszczak 
and MacKenzie, 2004). MacKenzie (2007) states that these comparison studies 
should ask the following questions: 
• Will they support fast and accurate text entry? 
• Will they do so with modest practice or do they require prolonged 
practice? 
• What are the expected entry speeds or error rates? 
• Will users like the techniques or will they find them frustrating? 
• How do they compare to alternative text entry techniques? 
• Are there aspects of the designs that could be modified in some way to 
improve performance? 
In studies evaluating a particular text input method, a second text input method 
is chosen to compare with. A typical task (or a range of tasks) is selected for the 
participants to perform on both input methods. A metric is then used to see how 
the two input methods compare with each other.  
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2.2.4 Selecting a Suitable Text Input Method 
Another situation in which text input methods may be studied is in selecting a 
suitable text input method for a device (MacKenzie et al., 1994; Lewis, 1999; 
Butts and Cockburn, 2001; Zhai et al., 2005). A range of text input methods may 
be evaluated through various tasks typical to the device. Here, the focus is on 
selecting the one text input method most suited to the typical user doing the 
typical tasks for the device.  
Although a wealth of research exists in comparing text input methods for adults, 
only a handful have been carried out with children. Read et al. (2001) compared 
the usability of four text input methods (mouse, keyboard, speech and 
handwriting recognition) for children aged between 6 and 10 years. They found 
that children seem to have a higher tolerance to errors than adults did. Roussos 
(1992) carried out several studies comparing full-size QWERTY keyboard layout 
with alphabetic layout for children aged between 6 and 8 years old. He found 
that the QWERTY layout put an additional load on the user's memory. 
2.2.5 Motivation of this Thesis 
In this thesis, the aim is closest to the aim of understanding the psychological 
processes of typing. However, the focus of the study here is in the detection of 
the differences that may rise in the assumed psychological and cognitive 
differences between young children and adults. The pursuit of the actual cause 
of these observable differences is outside the scope of this thesis. 
Although child development theories such as Piaget (1896-1980) and Vygotsky 
(1896-1934) approach the process of cognitive development of a child 
differently, they all agree that a healthy child's thinking, language, memory, 
problem-solving abilities and reasoning increase with age. This implies that 
young children are cognitively different from fully developed adults. 
Compare this with the five stages of typing defined by Cooper (1983b): 
1. Character recognition (reading the words to type) 
2. Storage buffer (memorising the words) 
3. Motor program (instructing the finger to move) 
4. The keystroke (pressing the key) 
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5. The sensory feedback (checking that the execution of typing was done 
correctly) 
 Typing is a task requiring many of the cognitive functions. Therefore, it is 
reasonable to assume that, with the cognitive differences between children and 
adults, there will be notable differences in the way the two groups make typing 
errors. 
There is an interesting debate as to who constitutes as a child. The United 
Nations Conventions on the Rights of the Child (UNCRC) defines children as 
anyone under the age of 18 years. Legal upper ages of 'minors' around the world 
vary from 16 to 21 years. However, age of criminal responsibility is 10 in 
England and Northern Ireland, and 12 in Scotland. 
This thesis is concerned with the differences between young children and adults, 
so for the purpose of the thesis children were defined to be those attending 
primary school (3 to 11 years old). In the pilot study described in Chapter 6, it 
was decided that children under the age of seven were unsuitable for 
participation so the age of participants was narrowed down to between 7 and 11 
years of age. Primary school children were chosen as the 'children' participants, 
simply because there is a more contrasted difference in terms of cognitive ability 
and computer skills between primary school children and adults, than between 
secondary school children and adults. 
2.3 THE TYPING TASK 
Once the aim of the experiment is defined, the experimental design has to be 
carefully considered. In designing an experiment, the independent variable is 
chosen (in the case of this thesis, whether the participant is a child or an adult). 
All efforts must be made to ensure that the other variables remain constant.  
Decisions regarding experimental design must be based on validity - whether or 
not choosing method A over method B makes the finds more valid. In typing 
studies, careful considerations are required in choosing the right method so that 
1) the effects observed on the dependent variables originate solely from the 
changes made in the independent variables (internal validity) and 2) the 
findings are generalisable (external validity).  
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In any experiment, the apparatus (device), the participants, the task and the 
analysis method require careful consideration (Figure 1). All four factors must 
be taken into account when designing a typing experiment valid for both adults 
and children. 
 
Figure 1: Four Factors of Text Input Studies 
When one of the four aspects is chosen for manipulation, the other three aspects 
must stay constant. Since the thesis is focused on comparing different 
participants, the device, the task and the analysis method's effect on the 
outcome must be kept at a minimum. Keeping the device constant is relatively 
easy. One must simply ensure that all participants type on the same design of 
keyboard - in this case, a full-sized QWERTY keyboard with an UK Windows 
layout (see Appendix 1 for the layout), with white writing on black keys.  
However, keeping the typing task and the analysis method's effects on the 
results to a minimum is much harder. The remainder of this section will outline 
the experimental design questions surrounding the task (the effect of analysis 
method will be examined in Chapter 8). The assumption made in the following 
section is that the researcher has already made the decision to carry out a typing 
study using a full-size QWERTY keyboard to compare the performance of 
participants. For a detailed guide on how to design a comparison study of 
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2.3.1 Create Text From Scratch or Copy Text 
Researchers who gather typing data have made a clear distinction between text-
creation and text copy (MacKenzie and Soukoreff, 2002b). Text-creation refers 
to letting the participant type 'whatever comes to mind'. In this method, the 
participant would be asked to literally type whatever came to their mind, or 
perhaps be given a topic to write about. This method has the highest external 
validity since it is close to the typical usage of text input with text natural to the 
participant. However, this method is reliant upon the participant being able to 
type a long piece of text under test conditions. Although this is not of serious 
concern in adults, young children may have difficulties in producing text under 
pressure. Additionally, when a typing error is found, it is impossible to know 
what the participants really intended to type (MacKenzie and Soukoreff, 
2002b). Knowing what the participant intended to type is crucial in categorising 
the typing error. Furthermore, since the participant only uses words they are 
familiar with, there is no control in the distribution of letters and words entered 
(MacKenzie and Soukoreff, 2003). External validity dictates that the letter and 
word distributions should be as close to the language as possible. A person may 
avoid using certain words, skewing this distribution. 
Text-copy refers to showing the participant a body of text or short phrases to 
copy. Although this method lowers the external validity somewhat by restricting 
what words are used, it overcomes the disadvantages of text-creation. Firstly, 
there is no time and cognitive cost in trying to create a new text. Secondly, it is 
easy to estimate what the participant intended to type. Finally, control of the 
distribution of letters and words is much easier, and can be tested for their 
closeness to the natural language in advance (MacKenzie and Soukoreff, 2003).  
Text-copy offers a good middle ground between trying to capture natural, 
creative typing and the control required to compute useful data from the typing. 
This makes text-copy ideal for use in this research. 
2.3.2 Copy Whole Text or Short Phrases 
When text-copy is chosen as the task, a subsequent decision has to be made on 
what type of text to show. Here the researcher has two options - show a normal 
text (or essay style text) to copy or show several short phrases.  
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In earlier studies (1910s-1980s) the participants were shown documents such as 
magazine articles (Gentner, 1982, 1983; Grudin, 1983a), book pages (Hershman 
and Hillix, 1965; Hiraga et al., 1980), paragraphs from a reading test (Salthouse, 
1985), or random words and letters (Fendrick, 1937; Hershman and Hillix, 
1965) to copy. These were seen as perfectly suitable tasks for the participants, 
since the majority of participants were secretaries and typists whose job it was 
to use the typewriter to create copies of such documents.  
However, as computers became more widely available, the typical usage shifted 
from making neat copies of documents to creative typing, and by and large, the 
task of copying large bodies of text disappeared. This meant that even if a 
person was skilled at typing, they might not be used to copying a whole 
document. Therefore, many researchers now use a set of short, easy to 
remember phrases (Inhoff, 1991; Butts and Cockburn, 2001; MacKenzie, 
2002b). Since the phrases were easy to remember, it was closer to creative 
typing in that there was reduced effort in reading the words.  
Using text that is shorter than a word has been used for measuring particular 
aspects of typing performance. Presenting one letter at a time for the participant 
to press has been used in text input studies to measure reaction times 
(Fendrick, 1937; Hayes et al., 1977; Roussos, 1992). Other studies have 
incrementally reduced the number of letters that are displayed during typing to 
see how far ahead expert typists read ahead of what they were typing 
(Hershman and Hillix, 1965). It is clear that although displaying few letters at a 
time to participants is useful, its unnatural context in which the participants 
type mean that it is not suitable for use in the current research.  
Using short phrases offers the best of both worlds - it allows the researcher to 
know what the participant had intended to type, but also mimics the more 
natural task of writing from scratch as close as possible. It is also less likely that 
children would get lost when short phrases are shown one by one to them. It is 
for these reasons that a phrase-copying task with presentation of short phrases 
was chosen over the other options. 
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2.3.3 Selection of a Phrase Set 
Once the use of phrase set is selected, the next decision to make is which phrase 
set to use. Studies using phrase sets are usually conducted by showing the 
participant a short phrase (the presented text - PT), and the participant is asked 
to enter the phrase into the text input device (the transcribed text - TT). The 
stream of typing (input stream - IS) is recorded for calculation of speed, 
accuracy and typing errors later (Butts and Cockburn, 2001; MacKenzie and 
Soukoreff, 2002b). The error rate of the inputted text is calculated by 
comparing the intended text with the transcribed text. When measuring these 
variables the text shown to the participant itself becomes an independent 
variable and careful considerations must be made to ensure it does not cause 
any variation in the measurements. 
Several different strategies have been taken in creating phrase sets. Some 
examples are newspaper sentences or sentences emulating a conversation 
(James and Reischel, 2001), collections of sentences taken from magazines and 
newspapers such as the Brown corpus created by Kucera and Francis (1967) 
(Logan, 1982; Lewis, 1999) and phrases containing all the letters of the alphabet 
(Provins and Glencross, 1968; Read and Horton, 2006). Others use input 
phrases considered familiar to the user (MacKenzie, 2002b; MacKenzie and 
Soukoreff, 2003).  
Phrase sets are designed to be moderate in length, easy to remember and 
representative of the target language. However, current phrase sets are designed 
with adults in mind and their validity with children is untested. One of the most 
commonly used phrase sets is one created by MacKenzie and Soukoreff (2003). 
This phrase set, named Text Entry Phrase Set (TEPS) by MacKenzie (2006) 
contains 500 phrases with no punctuation symbols and only a few instances of 
upper case characters. The phrases are on average 4.46 words long. The phrase 
set has been 'used in recent studies with good results' (MacKenzie and 
Soukoreff, 2003).  
Some studies have used these phrase sets on children (Read et al., 2001; Read, 
2005; Read and Horton, 2006). However, due to the adult orientated content of 
these phrase sets, the researchers had to manually select phrases suitable for 
use with children. As a result of using phrases selectively, the external validity of 
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the experiment may be reduced. There is a need for a child orientated phrase 
set. Further, to use a phrase set that are not easy to remember or representative 
of the target language for one participant group (children) would reduce the 
internal validity of the study dramatically. The author identified three main 
categories of problematic phrases in TEPS for use with children. 
Unsuitable words for children 
 he played a pimp in that movie 
 make my day you sucker 
 you are a capitalist pig 
Some words are Americanised 
 my favorite sport is racketball 
 vanilla flavored ice cream 
Words/terms they may not know 
 the dow jones index has risen 
 sprawling subdivisions are bad 
 coalition governments never work 
For typing data collected between children and adults to be comparable, the 
phrase set must only contain words familiar to young children. Read et al. 
(2001) constructed short stories from words on the Stage 1 reading list. This was 
a list of words children aged 6 to 8 years are expected to be familiar with, and so 
this seems like a sensible approach. Unfortunately, they did not show any 
example phrases. It is evident that a new child-friendly phrase set is required, 
one based on reading lists to ensure all words are suitable for use with young 
children. A new set of phrases collected from children's books was designed and 
evaluated in Chapter 5. 
2.3.4 Gathering Computer and Typing Experience From Participants 
In addition to ensuring internal and external validity of the experiment, care has 
to be taken to ensure that the experiment is repeatable. This means reporting 
the experiment, including the participants in enough detail so that the same 
experiment can be repeated by others to refute or support the findings. 
Participants can differ in two main ways - their age and the level of skill at the 
task. It is generally assumed that the older you are, the better you are at doing 
something. However, computing is different, particularly in the modern age 
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where children are introduced to computing from a young age. It is likely that 
some young children are more experienced than some adults are. 
In addition to gathering demographic data (age, gender, handedness, etc.), it is 
essential to collect the previous computer and typing experience of participants, 
to ensure that previous experience is not a factor in the final result. Work by 
(Book, 1925; Butsch, 1932; Gentner, 1983; Grudin, 1983a; Salthouse, 1984, 
1986) show a significant difference in how novice and expert typists make 
typing errors.  
Despite this, in many typing studies, the computer or typing experience of 
participants are often not reported (Isokoski and Raisamo, 2000; Read et al., 
2001; Read and Horton, 2006). Those that do report on computer experience 
(CE) only broadly categorise, e.g. the skill level as 'novice' and 'experts' (Provins 
and Glencross, 1968; Grudin, 1983a). The participants were labelled as expert if 
they were already employed as sectaries or typists (Diehl and Seibel, 1962; 
Gentner, 1982; Logan, 1982; Gentner, 1983) or have won typewriting 
competitions (Book, 1925), whilst typists were labelled as 'novice' if they were 
attending beginner typing classes at the time of the experiment (Gentner, 1983; 
Grudin, 1983a). In one of the few works investigating typing with children, 
Joyce and Moxley stated only that the children had 'little or no previous 
experience using typewriters or computers' (Joyce and Moxley, 1989) with no 
substantiation. 
This assignment of typing skills from employment or educational background 
was suitable in the time when learning to type was a specialised skill one had to 
be formally trained at. However, in the modern day, typing is so ubiquitous that 
people learn to type through everyday use of computers, and training is only 
offered to those who have difficulties in typing. Therefore, judging typing skills 
based on qualification or employment is no longer suitable. These measures of 
typing experience are neither a rigorous measure, nor easy to quantify in 
children as it is unlikely that they have any formal typing qualifications or even 
been formally taught to type. 
Another measure is the participants' typing speed - words per minute (WPM). 
Gentner et al. (1988) stated 'a good office typist, typing at 80 words per minute 
(WPM)'. Here, a word is considered to be five letters long. He also reported that 
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champion typists can type at twice that rate.' MacKenzie and Soukoreff (2002b) 
define modest touch-typing to be 20 to 40 WPM, touch typists to be 40 to 60 
WPM and skilled touch typists to be above 60WPM. The average WPM of each 
participant group was used to validate the differences between the groups 
(Gentner, 1983), or simply state the level of typing ability of the participant 
group (MacNeilage, 1964; Logan, 1982; MacKenzie, 2002b). Hayes and Reeve 
(1980) and Fendrick (1937) used a scale of WPM to arrange the participants in 
order. Salthouse (1985) reported the range of WPM (18 to 113WPM) to show 
the diversity of typing skill amongst his participants, and supported this with 
number of months employed at a job where the main role was to type.  
However, WPM is a measure of performance and is different from computer 
experience. Performance is the ability to type, and not an indication of the 
typist's previous experience. WPM equates to a sprint, where you could sprint 
100 meters on two consecutive days and get different times, whereas CE is the 
fact that you train four times a week and is more constant. WPM is also device 
dependent. Clearly, you are likely to be faster on a familiar keyboard with a 
familiar layout, whereas much slower on a device with an unfamiliar design. 
Since it is not possible to ensure that everyone is as familiar with the chosen text 
input as other participants are, a device independent measure is more desirable. 
Frequency of use has been reported by Butts and Cockburn (2001). They report 
briefly on the frequency of use in the chosen text input task (SMS messages) as 
'no experience', 'between one and five texts per week' and 'more than five texts 
per week'. Although Lewis (1999) reports using a 'background questionnaire' 
with the participants, the details of the questionnaire were not discussed. Inoff 
(1991) reported that all participants self-rated themselves as 'fluent' at typing. 
Outside typing studies, computer experience has been actively studied, and has 
been given many definitions (Kay, 1992). In its simplest terms, CE is 'the 
amount and types of computer skills a person acquires over time' (Howard and 
Smith, 1986). CE is considered to be multifaceted (Heinssen et al., 1987; 
Koslowsky et al., 1990) and as a result researchers have tried to break it up into 
parts to make it easier to discuss and measure. Smith et al. (1999) suggested 
measures of CE can be grouped into two distinct categories: 
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• The Objective Computer Experience (OCE), relating to the amount of 
computer use.  
• The Subjective Computer Experience (SCE), relating to the personal 
perception of the experience (Jones and Clarke, 1995). 
OCEs are a collection of 'observable, direct and/or indirect human-computer 
interactions which transpire across time' (Smith et al., 1999). Jones and Clarke 
(1995) suggested OCE measures can be further divided into: amount of 
computer use, opportunity to use computers, diversity of experience, and 
sources of information.  
In contrast, SCE is defined as 'a private psychological state, reflecting the 
thoughts and feelings a person ascribes to some existing computing event' 
(Farthing, 1992; Eagly and Chaiken, 1993). SCE is a latent process that exists in 
people's minds but cannot be observed directly. SCEs are measured in terms of 
perceived competency, control and perceived usefulness (Igbaria and 
Chakrabarti, 1990; Todman and Monaghan, 1994).  
The most common method of measuring a person's CE is by using survey 
methods such as questionnaires filled in by the participant. The questions ask 
the respondents to either rate themselves on their CE or computer skills, or 
answer questions relating to each area of OCE and SCE. Questionnaires often 
ask the respondent to answer questions relating to their OCE in a quantitative 
manner (e.g. 'how many hours a week'), whereas SCE questions are asked with 
qualitative answers (e.g. 'do you like, dislike, or don’t mind using a computer?') 
Although many sources list example questions on small portions of CE, there is 
a lack of works that list all the questions asked in a questionnaire covering the 
entire spectrum of CE. 
Roussos (1992) reports difficulties in ascertaining accurate CE from children. 
He carried out interviews with 21 6-year old participants, asking them 50 
questions. Of particular interest here were the questions he asked regarding CE. 
He admits that these measures of CE were not very accurate since they were 
difficult to quantify. He had to make assumptions such as a child that owned 
their own computer had higher CE than those who had a computer at home that 
was not their own and in turn, they had more CE than those that did not have a 
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computer at home. He highlighted a need for a numerical measure to indicate 
children's CE, such as the number of hours spent on the computer, but 
recognised that this was not so easy to gain from children.  
This section showed that a more rigorous method of gathering participant CE 
and typing experiences should be used in typing studies. Fortunately, CE 
measurements are available in the form of questionnaires, which can also be 
adapted to focus on typing. Although few CE questionnaires do exist for 
children, a better method of quantifying CE and typing data from children is 
needed. Chapter 7 explores how to measure CE from adult and child 
participants. 
2.3.5 How to Show the Phrases 
The first stage of the copy-typing task is to display the text or the phrases to be 
copied by the participants, called the Presented Text (PT). These are the texts or 
phrases discussed in Section 2.3.3. In displaying PT, researchers have two 
choices - on paper or on screen. Here, both methods are analysed for their 
merits and potential issues with application to children are discussed. 
2.3.5.1 Paper-to-Screen Copying 
In paper-to-screen copying, a text or phrase to be copied is printed on paper and 
placed next to the participant's computer, or on cards that are shown 
individually as the participant types. The participant reads the PT off the paper, 
and then types the words using the selected text input method. The Transcribed 
Text (TT) is displayed on the computer screen.  
Of the two methods, this method is the easiest in preparation. The researcher 
selects a text or number of phrases. The order in which they are to be displayed 
is decided (if shown at once on a sheet of paper), along with the font type and 
size. The sheets are then printed. If phrases are used, the participants may all 
receive the same set of phrases in the same order or in different orders, or even 
different phrases.  
The paper-to-screen method is used in many studies (Butsch, 1932; Fendrick, 
1937; Hiraga et al., 1980; Gentner, 1982, 1983; Grudin, 1983a; Gentner and 
Larochelle, 1988; Read and Horton, 2006), particularly in the early days of 
typewriters where there were no screens. This method has continued to be 
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popular even after the widespread use of the computer because of the ease in 
which to prepare the material. It is seen as a suitable method to use with adults, 
since copying text from a piece of paper or a book laid next to the keyboard is a 
common task. However, it seems unlikely that young children are as used to 
copy typing from a piece of paper as adults are. If young children are not as 
adept at paper-to-screen copy-typing as adults are, using this method creates a 
bias towards the adult participants.  
Additionally, the paper-to-screen has a higher Focus of Attention (FOA) than 
screen-to-screen copying. FOA is the number of attention demands on a task 
(MacKenzie and Soukoreff, 2002b). For example, in a paper-to-screen copying, 
the participant must attend to the paper with the text to copy, the keyboard and 
the screen on which the typing appears - so FOA here is three. Although it can 
be argued that for expert typing, the FOA is lower (since they do not need to 
look at the keyboard), majority of young children will not fall into this category. 
2.3.5.2 Screen-to-Screen Copying 
The second method in displaying PT is to use custom software that displays the 
text onto the screen. Figure 2 shows a screenshot of one devised by Soukoreff 
and MacKenzie (2003). The researcher selects a phrase set in advance. The 
program is set to select which phrases to display, either showing all, some 
phrases in random order, or particular phrases in a particular or randomised 
order. Such software also provides a space for displaying what the participant 
has typed. It also provides a consistent testing environment for all participants, 
which increases internal validity. 
Clearly, placing the PT and TT close together on the screen creates less cognitive 
load on the participants. The FOA is reduced to two since the participant only 
needs to attend to the screen and the keyboard - there is a much smaller 
distance for the eye to travel. These software also display only one phrase at a 
time, meaning there is no danger of children losing their place like they would 
on a piece of paper.  
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Figure 2: Data Collecting Software by Soukoreff and MacKenzie (2003) 
The first disadvantage of this method is the high cost of creating such a 
program. In studying adults, it is valid to use existing programs described in this 
section - they have been tested with adults many times. Unfortunately, they 
remain untested with children. Secondly, in Soukoreff and MacKenzie's (2003) 
software, once a phrase is typed and the Enter key is pressed, it displays a 9-
item statistic summary about the typing. Seeing so many unfamiliar statistics 
would distract children from the task at hand. It would also make them more 
aware that they are being tested, and increase anxiety. Thirdly, the font used by 
Soukoreff and MacKenzie is no larger than font size 12pt. Although this is 
adequate for adults to complete the task, it may be too small for children.  
A second data collecting software, made by Wobbrock and Myers (2006) deals 
with these issues of distraction and font size. Figure 3 show that their data 
collector has much less distraction. Besides PT and TT, it only shows the file 
name to which the data is saved to, whether it is in practice or test mode and 
how many phrases they have completed. The software has a practice and test 
mode so that participants typing on a new text input method can practice before 
carrying out the real test. However, this seems redundant for a study of typing 
with full-size QWERTY keyboards that the participants are already used to. 
Additionally, the participants do not need to know what filename their data is 
saved under, so this also seems redundant for this research. 
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Figure 3: Text Test by Wobbrock and Myers (2006) 
The font size is much larger, at approximately 14 or 16pt. This larger font size 
means it is much easier for young children to read and copy. However, in both 
data collectors, the font style used has extra decorations on each letter (called 
Serifs). Opinions on whether Serif or Sans Serif fonts are more readable is 
divided (Bix, 2002). Many studies have been carried out into the readability of 
Serif and Sans Serif font styles that have found no significant difference between 
the two styles (Tinker and Paterson, 1932; Zachrisson, 1965; De Lange et al., 
1993) A good review of these studies can be found in Lund (1999). However, 
since Sans Serif fonts are chosen over Serif fonts by teachers and children's book 
publishers, children are more familiar with the Sans Serif fonts (Walker and 
Reynolds, 2002). Therefore, a Sans Serif font style would be more desirable in a 
data collector for use with children.  
Further, these data collectors only gather typing data. If demographic and CE 
data are also collected from the participants, this has to be done separately, 
most likely with a paper-based questionnaire. This means the researcher has to 
maintain two sets of data, one of participant data and one of the typing data. It 
would be more convenient if the data collector could gather the demographic, 
CE and typing data all in one, and keep them all on one file. 
If the screen-to-screen method is found to be the preferred method for this 
research, it is imperative that a new data collector (one suitable for children) is 
produced. The new software would have the following requirements: 
• Simplify the interface so there are as few distractions as possible from the 
typing task 
• Use a Sans Serif font style at a font size that is easy for the children to 
read 
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• Gather demographic and CE data 
• Keep all three (demographic, CE and typing) data on one file 
The question of whether the paper-to-screen or screen-to-screen method of 
presenting the phrases to the participants required further investigations. It is 
hypothesised that young children would have difficulties in carrying out the 
paper-to-screen method of phrase-copy typing. If this is the case, a screen-to-
screen method will be chosen for this research with a new data collecting 
software designed for use with children. Chapter 6 attempts to answer this 
question by evaluating the paper-to-screen method for use with children. 
2.3.6 Recording Typing 
Two forms of recording what the participant type have been popular in typing 
analysis studies. First is the use of video cameras to capture visual information 
of the keyboard as the participant performs the typing. The second is to use key 
logging software on the computer to unobtrusively record what keys are 
pressed.  
Norman (1983) supported the use of video cameras mounted directly over the 
keyboard to record the motions of typing. He found it offered an easy frame-by-
frame analysis, which revealed the overlapping nature of typing - that 
movement towards another key is initiated before the previous key has been 
pressed (Gentner, 1983; Larochelle, 1984). Video recordings also showed that 
even though each person made consistent patterns of typing, these individual 
patterns varied markedly between people (Gentner et al., 1980). Grudin (1983a) 
also used video analysis to determine if a motion towards an omitted key was 
made (indicating the cause of omission to be not pressing the key hard enough) 
or not (indicating the cause to cognitive in nature).  
Key loggers are software that runs silently in the background on the computer to 
record the keys being pressed and their timings. The use of the key logger is 
popular (Gentner, 1982; Logan, 1982; Isokoski and Raisamo, 2000) due to its 
relative ease to run and analyse the data. It is easy to calculate average length of 
time taken to press the keys or search for key presses that took longer than a 
certain amount of time. Automated data collectors such as those described 
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previously in Section 2.3.5.2 also run key logging function in the background to 
record the keys pressed and their timings. 
Video recordings offer a whole wealth of information. Not only do they capture 
which finger was used to press what key, it also records audio data that is not 
captured by key loggers. The verbal and non-verbal sounds made by the 
participants may indicate that they are having some difficulties. Conversations 
between the participant and other participants or the investigators may also 
reveal what the difficulty was.  
However, videos are an intrusive form of data capture. The video camera 
pointing at the participants naturally makes them very conscious of being 
recorded, leading them to behave unnaturally. This is particularly true in 
children who react to video cameras with a range of behaviours from becoming 
very static to becoming hyperactive (Markopoulos et al., 2008, p.156). Key 
loggers on the other hand, can run without the participants feeling so aware of 
being recorded. 
The use of video cameras to record the children's typing is attractive since it is 
desirable to capture as much data as possible. However, consideration must be 
made to the effects using video cameras will have on the children. Would the 
presence of a video camera pointing to their hands as they type be too much of a 
distraction to young children? If it is found that video cameras do indeed 
distract the children from their typing task, a key logger, recording their key 
presses and timings, will need to be used instead. Chapter 6 explores whether 
children are distracted by the presence of video cameras in a text input task. 
2.4 CONCLUSIONS 
This chapter discussed issues that rise from carrying out typing experiments 
with children and adults. It showed typing tasks commonly used in studies with 
adults have several methodological issues that must be addressed before they 
can be used with children.  
2.4.1 Limitations 
This review has focused on users of English full-size keyboards. Evaluating 
reduced keyboards has additional concerns such as whether to use predictive 
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text input method or not, and which predictive method to use. For issues 
surrounding evaluating mobile devices, readers are directed to (MacKenzie and 
Soukoreff, 2002b). 
Some countries, such as Japan, have native languages with their own alphabets 
but their keyboard input is based on entering the Roman alphabet. In such 
cases, teaching children to type is delayed until they have first mastered their 
own writing system, then taught the Roman alphabet. In such cases, the 
minimum participant age must be increased, to the age at which the participant 
is familiar with the characters marked on their keyboard. 
The phrase sets reviewed in Section 2.3.3 are all in English. There is an 
additional consideration for such phrase set for use with children in other 
languages. For example, in the Japanese educational system children are taught 
Hiragana, then Katakana, then Kanji. A phrase set designed for young children 
cannot contain writing systems not yet taught to them.  
2.4.2 Contributions 
This review has highlighted several issues that must be resolved before a data 
collection method can be said to produce comparable typing data between 
children and adults. Firstly, a new phrase set more suitable for use with young 
children is needed. Secondly, an investigation into whether or not young 
children are able to carry out paper-to-screen copying efficiently without 
problems is needed. Thirdly, a new questionnaire is required to systematically 
collect participants' computer experience with particular focus on their typing. 
Finally, it must be established as to whether or not the video camera is a 
suitable method of typing data capture for young children. 
2.4.3 Conclusions 
Through a review of experimental designs used by other researchers, it was 
decided that the participants in this study would carry out a phrase-copying 
task, where they are shown a set of short phrases to type. The copying task was 
chosen as it is then possible to know approximately what the typist had 
intended to type. Short phrases were chosen over a long body of text, as they 
were easier to remember and thus mimic the typing behaviour of creative 
writing more closely. The next chapter will investigate which, if any, of the 
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existing analysis methods will be suitable for use in analysing children's typing 
errors. 
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3 ANALYSING TYPING ERRORS 
3.1 INTRODUCTION 
Text input experiments generate a set of three strings; the text that is shown to 
the participant to copy (Presented Text - PT), the string of every key pressed 
including corrections (Input Stream - IS) and the final text that was generated 
(Transcribed Text - TT). Once these strings are gathered, the researcher applies 
analysis methods to extract the desired information. As discussed previously in 
Section 1.3.2, how these strings are analysed has a crucial role in the outcome of 
the study. This chapter introduces the wide range of analysis methods available 
for the purpose of measuring typing errors. 
 
Figure 4: This Chapter Investigates how Typing Data is Analysed in Text Input 
Studies 
There are many ways of measuring how good a text input method or a 
participant is at typing. One approach is to consider a text input to be better if it 
allows faster input. However, speed alone does not tell how good a participant is 
at typing. As Soukoreff (2010) highlighted, if a participant typed fast but made 
many mistakes, it does not mean that they are better at typing than another 
participant who is slower but makes fewer mistakes. 
Researchers investigating text input thus became interested in looking beyond 
the speed, and looked at the typing errors themselves. Generally, there are two 
approaches in quantifying typing errors; one is to compute the error rate, the 
other is to categorise and count the typing errors found. Both methods provide 
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two methods provide different granularity into the typing errors. Calculating the 
error rate is a quick method that gives a single figure to provide an overview of 
how many errors were made per device/participant. In contrast, categorising 
each typing error provides much richer information on how those errors 
occurred, but is considerably more time consuming. 
In this chapter, both approaches are considered as potential methods of 
analysis. Requirements for a suitable analysis method for this thesis are defined, 
and the methods are reviewed according to these criteria. The chapter highlights 
the need for an evaluation of current analysis methods by applying them to real 
children's typing data and if required, define a new method. 
3.1.1 Objectives 
The purpose of this chapter is to introduce methods used to analyse typing 
errors, to discuss why error rates are not enough for the purpose of this thesis, 
to introduce how typing errors are classified, to demonstrate that there are 
many approaches to categorising errors, and to investigate their suitability to 
the current research. 
3.1.2 Scope 
As with chapter 2, the investigations carried out in this chapter are limited to 
those applicable to full-size keyboards. Error rates and categorisation methods 
specific to other text input methods such as pen and voice inputs are not 
discussed. For a review of these error metrics readers are directed to a historical 
review by Soukoreff (2010) and categorical review by Wobbrock (2007). 
In describing old typing error categorisation methods, error types only 
applicable to typewriters (such as 'piling' and 'not inserting the paper correctly') 
have been removed since they are no longer relevant in modern typing. For an 
example of error types only applicable to typewriters, readers are referred to 
Rowe (1931). 
3.1.3 Structure 
This literature review begins with an introduction to various error rates used in 
text input research in Section 3.2. It also discuss why error rates do not provide 
enough information for understanding how two participants differ from each 
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other in the way they make typing mistakes. Sections 3.3 and 3.4 describe 
existing error type categorisation methods. Section 3.5 demonstrates why a new 
categorisation method, suitable for use with children, is required. Section 3.6 
concludes this chapter with a discussion of the main findings from the literature 
review. 
3.2 ERROR RATES IN TEXT INPUT RESEARCH 
An error rate is an aggregated measure of how many errors occurred in a given 
typing sample. The error rates described in this section each represent a 
particular facet of the term 'good'. It can represent the ratio of erroneous letters 
to correct letters typed, how aware the participant is of their own error, or how 
much error is corrected. It gives a single numerical value for a text input device 
or a participant that can easily be compared with another. Error rates offer a 
fast and easy method of comparing two text input methods. Researchers can use 
one or many error rates to construct their argument for one text input method 
being 'better' than another.  
For the error rates discussed in this section, the below example (Figure 5) is 
used to demonstrate the calculations. PT is the phrase shown to the participant 
to copy. IS is the sequence of key presses that the participants made, and TT is 
the final string produced after the fixes (Soukoreff and MacKenzie, 2001; 
Wobbrock and Myers, 2006). The Backspace deletes made by the participants 
are represented by the '<' symbol: 
   PT: the quick brown fox 
   IS: tha<e p<quik btrwn<<own tox 
   TT: the quik btrown tox 
Figure 5: Example of Text Input Data Used for Demonstrating the Error Rates 
Defined in this Section 
3.2.1 Minimum String Distance (MSD) 
Minimum String Distance (MSD) measures the accuracy of the transcribed text 
when compared to the presented text. The Minimum String Distance statistic 
(also referred to as Edit Distance Algorithm) was first defined by Lowenstein 
(1966). Soukoreff and MacKenzie (2001) applied this statistic to the comparison 
of PT and TT. MSD represents the minimum number of primitive edits (single 
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letter omissions, insertions and substitutions) required to convert one string to 
match the other (Levenshtein, 1966).  
Consider PT and TT in the example given in Figure 5. Visual inspection shows 
that a 'c' was omitted, a 't' was inserted, and 'f' was substituted to 't'. The MSD 
for this example is therefore three. In other words, the participant must have 
made at least three character-level errors to produce the TT.  
More complex combinations of errors can be hard to compute the MSD for. For 
this purpose, Soukoreff and MacKenzie (2001) defined an algorithm for 
computing the MSD of any two pairs of strings. Like the Keystroke Per 
Character (described later), MSD is therefore easy to compute, and requires no 
manual calculations.  
The MSD compares PT and TT for errors not corrected by the user. By 
definition, it does not capture any of the errors made and subsequently 
corrected by the participant. Additionally, what the MSD does not indicate is 
what those uncorrected errors were. It also does not contain any method of 
representing a word-level error such as an omitted word. Although an omitted 
word is one error, it is counted as several omitted letters and thus incurs a 
higher MSD. 
3.2.2 Keystroke Per Character (KSPC) 
To quantify errors that occurred during typing but were corrected by the 
participant, MacKenzie (2002a) defined the Keystroke Per Character (KSPC). 
KSPC is the ratio of the total number of key presses made (every key press in IS, 
including Backspace) to the final number of characters generated in the 
transcribed text. KSPC is calculated as: 
     (1) 
A full-size keyboard with a key for each letter has KSPC of 1, but reduced 
keyboards (such as a 12-key alphanumeric keyboard on a mobile phone) have a 
higher KSPC. In contrast, the same 12-key keyboard may have a lower than 1 
KSPC if predictive text is used. For example, IS in Figure 5 contains 27 
characters, and TT contains 19, so KSPC for this typing sample is 1.42. This 
indicates that for every character in the transcribed text, almost one and a half 
Adding Context to Automated Text Input Error Analysis, PhD Thesis, Akiyo Kano 
 36 
key presses were made. This formula implies that perfect typing is represented 
by 1 in KSPC, and the higher this number becomes, the worse the typing. This 
method is the easiest of the error rates to compute since only the lengths of the 
two strings are required. Complex comparison between PT, IS and TT is not 
required.  
There are two limitations to this error rate. For the first limitation, consider the 
following example in Figure 6: 
    PT: the quick brown fox 
    IS: tha quik btrwn tox 
    TT: tha quik btrwn tox 
Figure 6: Same Errors as Figure 5, but with No Corrections 
In this case, the same errors were made as that in Figure 5. However, no 
corrections were made. The KSPC for this example is 18/18 = 1. Even though 
this example clearly contains several typing errors, the KSPC of 1 implies that 
the typing was perfect. KSPC penalises efforts made by the participants in 
correcting the error. The KSPC represents the number of errors made and the 
cost of fixing those errors, without making a distinction between the two. A high 
KSPC can mean there were many corrected errors, or there were few errors but 
the cost of fixing those errors was high. Clearly, erroneous letters and the effort 
of correcting them need to be inspected separately. 
Secondly, KSPC offers a measurement of corrected errors by inspecting IS and 
TT but fails to credit the participant in correcting the errors. MSD measures the 
uncorrected errors between PT and TT, but does not provide any information on 
any corrections made. Unfortunately, these two rates are hard to combine to get 
an over-all picture of the entire typing process. So Soukoreff and MacKenzie 
(2003) developed a more unified set of error metrics. 
In order to calculate the next set of error metrics, each letter in the IS must first 
be categorised into one of four categories. Each letter found in IS are classified 
as a Correct (C), Incorrect and Fixed (IF), Incorrect and Not fixed (INF) or Fixes 
(F). In this taxonomy, the numbers are easy to compute, since Fixes (F) are the 
number of all the Backspaces found in IS, and IFs are the letters those 
Backspaces deleted (those letters that appears in IS but not in TT). This leaves 
Adding Context to Automated Text Input Error Analysis, PhD Thesis, Akiyo Kano 
 37 
all the corrected letters (C) and incorrect errors left in TT (INF). Figure 7 shows 
how the C, IF, INF and F are counted in the example IS. 
 
Figure 7: An Example of How to Count C, F, IF and INF From IS 
In this example, C = 19, F = 4, IF = 3 and INF = 3. These numbers are to 
compute the error rates discussed in the following section. 
3.2.3 Error Rates (TER, CER and UER) 
The first issue this taxonomy corrected was how KSPC did not distinguish 
between the error and the correction. Here, the distinction is easily made since 
IF+INF represents all the errors in IS, and F represents all the fixes performed. 
Soukoreff and MacKenzie (2003) defined the Total Error Rate (TER) as the total 
number of errors made (both corrected and uncorrected) divided by the total 
number of letters produced in IS: 
     (2) 
Thus the Total Error Rate for the example would be (3+3)/(19+3+3) = 6/25 = 
0.24 = 24%. This shows that almost a quarter of all the letters produced were 
erroneous. 
The Corrected Error Rate (CER) is the ratio of incorrect letters that were fixed 
(IF) to the total number of letters produced: 
     (3) 
The Corrected Error Rate for the example is 3/(19+3+3) = 3/25 = 0.12 = 12%.  
In contrast, the Uncorrected Error Rate (UER) is the ratio of incorrect letters 
that were not fixed (INF) to the total number of letters produced: 
     (4) 
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The Uncorrected Error Rate of the example is 3/(19+3+3) = 3/25 = 0.12 = 12%. 
3.2.4 Correction Efficiency (CE) 
Soukoreff and MacKenzie (2003) also introduced other useful statistics derived 
from this new taxonomy. These provide insights in to the efficiency of the 
participant in the phrase-copying task.  
Correction Efficiency (CE) indicates how easy it is for the participant to correct 
the error. Clearly, the less fixes they have to perform to correct the error, the 
easier the text input method is to make corrections. Correction Efficiency is 
defined as:  
       (5) 
In the example, Correction Efficiency is 3/4 = 0.75. This indicates that at some 
point, a letter required more than one Fix to correct the error. Assuming that 
this was performed on a full-size keyboard (where one key press of the 
Backspace key deletes one character), it implies that the participant did not 
notice the error immediately but typed another letter that had to be also deleted.  
3.2.5 Participant Conscientiousness (PC) 
Soukoreff and MacKenzie (2003) defined Participant Conscientiousness (PC) to 
represent how many errors made were noticed by the participant then an effort 
was made to correct them: 
       (6) 
In the example, the Participant Conscientiousness is 3/(3+3) = 0.5 = 50%, so it 
can be said that the participant noticed and corrected at least 50% of their 
errors. However, this does not imply that the participant noticed only 50% of 
the errors. It is entirely possible that the participant noticed all the errors, but 
chose to correct only half of them. 
3.2.6 Utilised Bandwidth (UB) and Wasted Bandwidth (WB) 
The final statistic defined in Soukoreff and MacKenzie (2003) is the Utilised 
and Wasted Bandwidth. If the act of entering text is viewed as an information 
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transfer from the user to the computer, the Utilised Bandwidth (UB) defines the 
proportion of bandwidth that transferred useful information. 
     (7) 
Similarly the Wasted Bandwidth (WB) represents the amount of bandwidth that 
did not result in the transfer of correct letters.  
    (8) 
Wasted Bandwidth can also be calculated as 1 minus the Used Bandwidth. The 
example calculation is UB = 19/(19+3+3+4) = 19/29 = 0.66, which shows 66% 
of the bandwidth was used in entering correct letters. In contrast, WB = 
(3+3+4)/(19+3+3+4) = 10/29 = 0.34, meaning 34% of all key presses produced 
incorrect letters or fixes. 
3.2.7 Why Error Rates are Not Enough 
The work by Soukoreff and MacKenzie between 2001 and 2003 (2001; 2002a; 
2003) provides a range of error rates that break down the Input Stream into 
whether the letters were correct or not, and whether the error was corrected. 
They offer a quick method of comparing different aspects of typing. However, 
the error rates offer only an overall view of the typing. None discuss what the 
errors were or if there were differences in the cause of these errors. This lack of 
seeing each error individually means the researcher is no closer to finding out 
why or how typing errors occur. 
Take the example shown in Figure 8. They are two participants in a text input 
study. They are both presented with the same phrase. They both make some 
mistakes in copying the phrase.  
PT: the quick brown fox 
Participant 1: 
IS1: the quick thin<<<<brown fox 
C = 19, F = 4, IF = 4, INF = 0 
Participant 2: 
IS2: than<e quo<ick brt<oww<n fox 
C = 19, F = 4, IF = 4, INF = 0 
Figure 8: Two Participants Typing the Same Phrase with the Same Error Rates but 
Completely Different Errors 
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Although the two participants clearly made very different errors, since the C, F, 
IF and INF are identical, they will both have the same set of error rates.  
The two participants made very different errors. Participant 1 just made a single 
error of substituting 'thin' for 'brown'. In contrast, Participant 2 made four 
separate errors - a combination of substitutions and Insertions. The two 
participants made the same number of errors on a character-level, but from 
very different causes. Evidently, in examining the differences in the causes of 
such typing errors, a different method of quantifying them is required. 
Although both error rates and categorisation of errors have been used in text 
input research, error rates have been used more often in studies comparing text 
input methods, whereas categorisation of typing errors has been used more in 
psychology and studies investigating on the causes of error types. Such 
categorisation methods list definitions of error types the participants could 
make.  
The remainder of this chapter is a chronological summary review of 
categorisation methods used to categorise typing errors. Although it is not an 
exhaustive list of categorisation methods, it highlights the different motivations 
and approaches used in understanding how typing errors were made. As stated 
in the scope of this chapter (Section 3.1.2), error types specific to only 
typewriters have been removed for clarity.  
3.3 CATEGORISATION METHODS IN TYPEWRITER STUDIES 
When the typewriter first became commercially available, there were several 
variations in keyboard size, shape, and layout. In these early days of typing, 
error investigation was simply about how many letters were typed correctly and 
how efficient the typist was. However, as interest increased in understanding 
why users made mistakes, desiring to improve the keyboard and the teaching of 
keyboard skills, several studies looked at large samples of transcriptions.  
In all the studies discussed here, the definitions given for each error type has 
been directly quoted from the source. Additionally, error types only applicable 
to typewriters have been removed since they are no longer relevant in modern 
typing. 
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3.3.1 Wells (1916) 
Wells (1916) collected typing errors from two professional typists and 
categorised them into error types shown in Table 1. He also measured the time 
elapsed before, during and after the mistake was made, to assist him in 
determining the cause of the error types. This work was cited over two decades 
later by Dvorak et al. (1936) as a seminal work in understanding the cause of 
typing errors. He found that when the two typists studied were unaware of being 
studied, they typed at 9/10th of the speed when they were aware of time 
pressure. He also found that the typists' accuracy and speed was at its highest 
around noon. 
Table 1: Error Types Defined by Wells (1916) 
Error Type Definition Examples 
Excessive action of 
beginner typist 
The slow errors experienced 
as a beginner typist engages 
in hunting reaches on an 
unfamiliar keyboard 
 
Copy-reading errors Substitution of words ambition -> admiration 
Effective strokes at 
wrong keys 
The stroke is effective, but its 
play for position and 
direction sends your finger to 
the wrong key 
 
Time delays of error 
blocking 
Blocking (slowing of typing) 
caused by the interference in 
typing 
 
Substitution  Such as neighbouring key 
strokes and confused vowels 
Omission Omitting a step in the 
complete sequence 
Such as ones difficult to 
reach (notably, m and n) 
Transposition Interchange of two strokes 
within the pattern 
engender -> endenger 
unprejudiced -> 
unpredijuced 
Transposed doubling  these -> thses 
tyrannised -> tyrranised 
Insertion   
Dominant-sequence 
interference 
More dominant sequences, 
such as 'the', 'table', 'power' 
results in substitution and 
even addition of strokes 
that-> thet 
spectacle -> spectable 
3.3.2 Hoke (1922)  
Hoke (1922) examined typing errors to see if they were more likely to occur on 
certain combinations of letters than other combinations. Errors for each letter 
of the alphabet were noted until 100 instances were collected. These errors were 
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categorised by the letter before the error. For example, he found that for the 100 
errors involving the letter E, 20 occurred after M, 14 after L, 12 after R, 12 after 
N, and so on. The study suggested that letter combinations least frequently used 
were more likely to be typed erroneously. This led Hoke to conclude that typing 
errors are a result of infrequent practice and not caused by the location of keys. 
3.3.3 Book (1925) 
Book (1925) studied the errors made by typists from varying levels of 
competencies. His aim was to understand what errors are made at different 
stages of learning to type. He took typing errors made by 21 typists from five 
categories of typing expertise ranging from 'amateur' to 'world champions' and 
attempted to determine the causes of their errors. The typing errors were 
formally categorised into 17 error types. The 13 still applicable to modern day 
typing are listed in Table 2: 
Table 2: Error Types defined by Book (1925)  
Error Group Error Type Definition 
Inaccurate location of 
key - two keys are 
pressed down at once 
Two keys are pressed down 
at once because the key to be 
struck is inaccurately located, 
the finger usually landing in 
between the keys. 
Imperfect location of 
keys - finger misses the 
proper key 
The finger misses the proper 
key because of imperfect 
reach, and usually strikes the 
key next to the correct one, or 
the one in the same position 
in the bank of keys above or 
below the correct one. 
Finger location of the keys 
Substitution of one letter 
for another 
Substitution of one letter for 
another due to substitution 
of a wrong finger movement 
for the correct one. 
Anticipation of letters Substitution of a letter that 
comes later on in a syllable or 
word for the correct one or 
for the entire word. Here the 
intermediate letter is usually 
omitted. 
Transposition of letters Adding the correct letter that 
has been omitted after the 
anticipated letter has been 
made. 
Addition or insertion of 
letters, space-bar strokes 
and extra words 
Superfluous or added strokes 
Controlling the sequence of 
letter-making movements 
Anticipation of a syllable Omission of syllables or 
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or word and omitting the 
correct one 
words, and adding the 




syllables, words and 
phrases 
 -  
Deviations from copy  -  
Omission of words or 
parts of sentences 
 -  
Insertion or addition of 
extra words and phrases 
 -  
Getting the copy 
Substitution of a wrong 
word or phrases for the 
correct one 
 -  
Not formally listed but found 
in the text 
False strokes The individual letter-making 
movements may be correctly 
ordered as to sequence and 
accurately directed but made 
so lightly that the key struck 
fails to register its impression 
on the paper. 
Book makes a clear distinction between similar errors by the point at which the 
error occurs. For example, although inaccurate location of the key and imperfect 
location of the key can result in the same error, they are distinct in that the 
former is due to the mind aiming for the wrong key, where as in the latter, the 
mind aims for the right key, but the execution of the finger was faulty. 
He concluded that typists are more prone to make certain errors at certain 
points in their training, because their skills are not yet fully developed. He also 
suggested exercises to develop these lacking skills to reduce errors. 
3.3.4 Lessenberry (1928) 
Lessenberry (1928) carried out a large scale study of letter substitution that has 
been often cited in later works (Opfer, 1932; Smith, 1932; Dvorak et al., 1936; 
Grudin, 1983a). To determine the frequency of certain errors, he collected 
60,000 typing errors from approximately 6,000 typed papers sent in from all 
over the United States. Additionally, he also studied daily works carried out by 
34 typing students over a period of seven weeks.  
For substitution errors, a Confusion Matrix charted the number of times a 
particular letter was mistyped for another particular letter. This analysis 
provided information about how likely a letter would be struck instead of 
another letter. He found that vowels were often confused with other vowels. 
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Lessenberry, in reporting these results, admitted that the contextual 
information is lost when only letters are considered (rather than whole words). 
This was a major limitation of the work, recognising that context is often the key 
to understanding the cause of the error. Later, Smith (1932) also demonstrated 
how such character-level counts are artificial and on their own provide little 
value, as the majority of typing errors are sequences of errors. 
Although his Confusion Matrix is commonly cited as the major contribution of 
this work, Opfer (1932) also cited a categorisation method Lessenberry applied 
to his errors (Table 3). Most typing errors were found to be due to mental errors 
involving one or two inaccurate controls of the fingers. These, he suggested, can 
be corrected easily with typing drill practices. 
Table 3: Error Types Defined by Lessenberry (1928), cited in Opfer (1932) 
Error Group Error Type Notes 
Inaccurate reach Frequently caused by 
imperfect alignment of the 
hand with the keyboard. It is 
caused also by failure to 
curve the fingers properly, 
and failure to direct the 
stroke. 
Imperfect location of keys 
Transposition of letters Usually due to reading ahead 
Omission of letters or 
space strokes 
Usually caused by 
unevenness of touch 
Omission of entire words Usually caused by reading 
ahead 
Omission of letters, space 
strokes, words or phrases 
Omission of phrases or 
sentences 
Caused by raising the eye 
from the copy. 
Faulty shifting  Inaccurate manipulation of 
the typewriter Inaccurate paragraphing  
3.3.5 Clem (1929) 
Clem (1929), a typewriting instructor from Wisconsin defined 15 error types for 
students and teachers of typewriting (Clem, 1929) which can be seen in Table 4 
below. However, it is not stated whether these errors were based on any 
empirical studies and thus is assumed to have been defined 'from experience' of 
Clem as a typewriting instructor. 
Table 4: Error Types Defined by Clem (1929) 
Error Types Examples 
Reaching Errors As string 3 for e or t for r 
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Substitution Error Use of the wrong finger or hand for the correct one. As a for s 
and e for i. Wrong word for correct one. 
Manipulation Error Faulty shifting, double spacing due to prolonged space stroke. 
Machine Errors Indented margin or irregular spacing between lines 
Speed Errors Pushing so hard for speed that errors like failing to space 
between the words or raised capitals from hasty shifting result. 
Accidental Errors The finger slips off the right key to another, which is struck. 
Ignorance Error made because the writer did not know it was an error, e.g. 
wrong spacing after punctuation marks. 
Omission of Letters or 
Spaces 
tht for that, or forgetting to space between words 
Addition of Letters or 
Spaces 
Holding space bar for too long, doubling letters. 
Transposition of 
Letters or Words 
Interchanging the letters of a word or interchanging words. 
Anticipation Error Lettering the mind run ahead of the writing, so that some letter 
in a word ahead is written instead of the letter that should be 
written, or with the faster writer, the anticipation and writing of 
a word instead of a letter. 
Motorization Error Made through the influence of a motorized vocabulary. withing 
for within or enought for enough. 
Inattention Error The eye moves to the beginning of a new line of copy and drops 
down a line too far. 
Distraction Error The attention is distracted from the copy, causing an omission or 
repetition of words. 
Mechanics of Writing Errors due to incorrect capitalisation, paragraphing, 
punctuation, syllabication, etc. 
 
Clem stated that this categorisation method was not exhaustive by design, since 
she felt a simpler method was more practical for use by students and teachers in 
keeping track of the students' typing progress. She also warned that no matter 
how thorough a categorisation method may seem, it should not be assumed that 
it covers everything. 
3.3.6 Rowe (1931) 
Rowe (1931) attempted to define a thorough categorisation method for Non-
Letter Errors. His main aim was to provide a full list of difficulties typewriting 
teachers could expect their students to encounter when learning typewriting. He 
analysed errors made by 215 typewriting students from seven different classes 
over three months. He defined Non-Letter Errors to be those errors involving 
things other than letters.  
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Out of 11,180 errors made, 2198 were these Non-Letter Errors, which were 
further categorised into error types by their causes. 52 error types were defined, 
concerning the manipulation of the typewriter (e.g. 'using space bar instead of 
carriage release levers'), the correct positions of fingers ('wrong finger on key'), 
errors in tasks other than typing (e.g. 'does not hold paper correctly to insert') 
and knowledge of the typewriter ('does not know how to move paper guide’'.  
Rowe argued that since 20% of all errors were these Non-Letter Errors, it was 
worthy of further studies and attention paid while learning to type.  
3.3.7 Opfer (1932) 
Opfer (1932) defined her own classification method by analysing typing errors 
made by 442 pupils of typewriting classes in California. She grouped these 
errors according to their causes. The error types were then grouped by whether 
the error was a Letter Error or a Non-Letter Error. Letter Errors were defined as 
'mistakes in striking the correct key to make the letter to be written', and were 
essentially substituted letters. These errors are listed in Table 5. 
Table 5: Letter Errors Defined by Opfer (1932) 
Error Group Error Types Example 
Due to failure to get the copy  Letter Errors 
Due to anticipation of later letters  
By using wrong finger s->d, i->o 
By wrong reach n->m, y->u 
By correct finger but with the wrong hand y->t, g->h 
Adjacent Letters 
By striking the letter in the wrong bank of keys w->s, c->d 
By using the wrong finger o->u, s->f 
By using the wrong hand but the correct finger  
By striking the wrong row key e->c, t->v 
Non-Adjacent Letter 
Errors 
By the wrong reach s->e, a->o 
 
Non-Letter Errors were defined as 'errors that are not necessarily mistakes in 
striking the correct key, but have to do with manipulation of the machine and 
operating technique' and is shown in Table 6. Non-letter errors were further 
grouped by whether the error was due to inattention, ignorance, over-speeding 
or faulty stroking. Each of these non-letter error groups was subdivided even 
further by whether it was a mental error or an error in the manipulation of the 
typewriter.  
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Table 6: Non-Letter Errors Defined by Opfer (1932) 
Error Groups Mental Errors Manipulation Errors 
Non-Letter Errors of 
Ignorance 
Wrong syllabication 
Hyphen omitted in a 
compound word 
Wrong spacing after a 
period 
Incorrect spacing after a 
comma 
Improper indentation 
Spacing after a dash 
Incorrect spacing after a 
semi-colon 
Non-Letter Errors of 
Inattention 
Lines too short 
Omission of punctuation 
Incorrect word 
Lines omitted 





Spacing within words 
Spacing incorrectly 
between lines 
Failure to shift 
Failure to indent 
Hyphen struck for 
tabulator 




Hyphen omitted between 
syllables 





Non-Letter Errors caused by 
Faulty Stroking 
Strike-overs 
Letters omitted in words 
Spaces omitted between 
words 
Letters inserted 
Letters struck too lightly 
 
In total, 1129 Letter Errors and 791 Non-Letter Errors were found. Opfer noted 
that to classify these errors, it was necessary to record not just the word where 
the error occurred, but also the word before and/or after, and sometimes the 
line above and below. This, she explained, was required to show the associations 
and manipulations involved between the remaining text and the erroneous word 
or letter. 
Opfer found that for Letter Errors, the most frequent error was substitutions 
between 'e' and 'i'. For Non-Letter Error, the most frequent error was Wrong 
Syllabication. Each error type was studied in depth, with likely causes concluded 
from the pattern of errors found. Opfer used these findings to design remedial 
exercises for each error type. 
 
 
Adding Context to Automated Text Input Error Analysis, PhD Thesis, Akiyo Kano 
 48 
3.3.8 Schoenleber (1932) 
In an effort to create a chart which lists all the common errors a typewriting 
student could make, Schoenleber (1932) studied both empirically gathered 
typing errors and error types defined by previous categorisation methods. 
Since Schoenleber's chief aim was to create a chart to assist both students and 
teachers in identifying their typing errors, she first grouped all typing errors 
into two categories; - those checked by the students, and those for the teachers 
to check. These were further grouped according to the cause of the errors. 
Although Schoenleber defined 59 error types, many are no longer applicable. 
Table 7 lists 27 error types still relevant today.  
Table 7: Error Types Defined by Schoenleber (1932) 
Error Group Error Type Examples 
Capitalising letter following capital.  
Failure to release shift lock for comma and 
hyphen when writing all capitals. 
 
Faulty use of shift 
key 
Failure to shift for special characters.  
Fails to space after word  
Too few spaces  
Too many spaces  
Other spacing 
errors 
Transposing last letter of word and space space->spac e 
Leaving a space in place of a letter apple->a ple 
Omitting a letter apple->aple 
Omitting a syllable  
Omitting words  
Omitting phrases  
Reading copy - 
Omission 
Omitting lines  
Superfluous or added strokes  
Added syllables  
Added words  
Added phrases  
Reading copy - 
Additions 
Added lines  
letters reversed  the->hte 
Words reversed of it->it of 
Phrases reversed  
Reading copy - 
Transpositions 
Lines reversed  
Wrong letter  
Wrong word there->their 
Reading copy - 
Substitutions 
Wrong prefix or suffix un->in 
Errors in capital Failure to capitalise  
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letters Capitalising wrong letter  
 
Schoenleber used the analysis from this study to create a set of remedial typing 
exercises designed to be used in conjunction with her error type recording chart. 
These exercises were aimed at reducing the particular typing errors and 
contained specially designed remedial drills of words and sentences.  
3.3.9 White (1932) 
Dvorak et al. (1936) placed significant importance on White (1932) for his work 
in creating typing drills designed to remedy real life typing errors. To assist 
typists in increasing accuracy with specific typing drills, White analysed 20,623 
typing errors on QWERTY keyboards. He categorised these errors into ten error 
types covering character-level and word-level errors as shown in Table 8, and 
considered the ratio of each error type to the overall number of errors found.  
Table 8: Error Types Found in White (1932) 
Error Type 
 
% of the Total Error  
(total error = 20623) 
Substituted Strokes 40% 
Omitted Strokes 20% 
Spacing 15% 
Transposed Strokes 15% 
Inserted Strokes 3% 
Double Strokes 2% 
Capitalisations 2% 
Syllable Division 1% 
Reseating Words 1% 
Omitting Words 1% 
 
Unfortunately, White's text did not give formal definitions of these errors. He 
used the analysis to better design typing drills, which included the erroneously 
typed words found in his study. 
3.3.10 MacNeilage (1964) 
In understanding the serial order model of typing, MacNeilage (1964) tested five 
female college students who were touch typists, all at average professional speed 
(30-45 words per minute). Participants typed up rough reports at home, which 
were analysed for 623 errors. He grouped his error types into Spatial (where the 
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error was related to where the keys were on the keyboard) and Temporal (errors 
in the order in which the required letters were typed) as shown in Table 9.  
 
Table 9: Error Types Defined by MacNeilage (1964) 
Error Group Error Type Definition 
Horizontal Error Typing a letter immediately to the left or right of the 
correct letter in the same column of the keyboard. 
Vertical Error Typing a letter immediately above or below the 
correct letter in the same column of the keyboard. 
Spatial Errors 
Diagonal Error A letter is typed in a row and column adjacent to that 
of the correct letter. 
Reversal Error Two letters next to each other in the correct sequence 
are reversed in their order. 
Omission Error One letter in a sentence is left out. 
Equivocal Error The letter one stroke ahead of the one required in the 





A letter is typed which is required more than one 
stroke ahead of the place where it is mistakenly 
typed. 
Interpolation A letter apparently quite unrelated to the correct 
sequence is inserted. 
Phonemic Error A letter pronounced similarly to that of the correct 
letter replaces the correct letter in the sequence. 
Type Error One letter of a word is changed, making it into a word 
similar to the correct one but meaningless in context. 
Miscellaneous 
Errors 
Dynamics Error The letter adjacent in the sequence to a letter that 




Error that can be placed in more than one category. Other Errors 
Unclassifiable 
Error 
Error that could not be placed into any of the above 
categories. 
 
MacNeilage was one of the first investigators to count those errors not 
classifiable by the categorisation method, and those classifiable as more than 
one error type. He found 70% of the errors were classifiable into a single error 
type, but 20% were classifiable into more than one error type and 10% were not 
classifiable at all. This result offers the first glimpse into the incompleteness of 
categorisation methods that do not define these special cases. 
3.3.11 Logan (1999) 
Logan (1999) carried out a longitudinal study on one professional typist across 
two decades. He believed analysing a large number of errors created by one 
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person would increase our understanding of the processes and mechanisms 
underlying skilled copy typing. He collected 3,000 errors (out of approximately 
1.3 million keystrokes) and classified them into 27 error types (Table 10). Logan 
based his categorisation on Gentner et al. (1983) and MacNeilage's work (1964), 
and his contribution is regarded as an expansion of these methods. Although 
this work was published long after computers and word processors became 
widely available, the typist carried out her work during the 1960s and 1970s on 
an electronic typewriter and so this study is classified here as a typewriter study. 
Table 10: Error Types Defined by Logan (1999) 
Error Group Error Type Subcategories 




Substitution Errors Remote 
Horizontal 
Vertical (inc. Number Substitution) 
Homologous 
Hand Position 




Space Bar Separation 
Character(s) Separation 
Response Errors 
 Intrusion Errors: 
Letter Sequence 
'Error Habits' 
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Antedating Response  
Perseveration  
Another Word  
Linguistic Error 
Spelling  
Miscellaneous Unnamed Error  
 
Logan introduces some unique terms in his categorisation method. He defined 
'remote' in the substitution errors as a substitution that is not horizontal, 
vertical or homologous. Homologous was first defined by Genter (1983) and 
thus will be discussed in detail later, but Logan offered his own interpretation of 
the error type - 'they are perhaps better conceived as mirror image substitution 
errors with the left-hand side of the keyboard folded over onto the right'. 
Perseveration is defined as repeating a recently performed behaviour – such as 
immediate insertion of a repeated letter (differ -> difffer) or simply 
doubling a letter (phenomenon -> phhenomenon). Antedating Response is 
when the typist types a letter expected later, such as typing the first letter in the 
next word for the first letter of the current word, or a letter that appears later in 
the word (sufficient -> suffcicent).  
Response Errors had the highest frequency of all the error groups. Logan also 
counted the number of corrected and uncorrected errors and found only 28% of 
these remained uncorrected in the transcribed text. This seems high for a 
professional typist, but Logan stressed that she was instructed specifically not to 
worry about correcting errors.  
Logan concluded that typing errors of highly skilled typists have several error 
factors. The errors were mostly systematic, with a tendency for the same error to 
occur in the same word.  
3.4 WORD PROCESSING STUDIES 
The word processor offered new opportunities for the study of text input, as it 
became easier to record the Input Stream and keystroke timings. Additionally, 
new error types specific to the electronic keyboard began to appear such as 
'Execution Error' (Read et al., 2001). 
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3.4.1 Gentner et al. (1983) 
In 1983, a major work in studying typing was carried out by Cooper et al. 
(1983b) which reviewed previous works in many aspects of typing. Of particular 
interest to this thesis are Gentner et al. (1983) and Grudin (1983) discussed 
here. In the book, Gentner et al. (1983) formally defined and listed nine 
different error types as summarised in Table 11. 
Table 11: Error Types Defined by Gentner et al. (1983) 
Error Type Definition Examples 
Mis-strokes An error that can be traced to 
inaccurate motion of the 
finger, as when one finger 
strikes two keys 
simultaneously. 
 
Transposition When consecutive letters are 
switched. Also occurs when 
space or punctuation that 
precedes or follows the word 
is switched. Subcategories: 
1F, 2F, 2H. 
1F: kind -> iknd 
2F this -> tihs 
2H the ->teh 
Interchange across I 
letters 
Two non-consecutive letters 
are switched with I letters 
intervening (I>0) 
major -> jamor 
Migration across M 
letters 
One letter moves to a new 
position, with M letters 
intervening between its 
correct position and its end 
position (M>0) 
that -> atht (M = 2) 
Omission When a letter in a word is left 
out.  
omit -> mit 
Insertion An extra letter is inserted 
into a text. Some insertions 
can be classified as mis-
strokes. 
insert -> ignsert 
Substitution When the wrong letter is 
typed in the place of the 





Doubling Error Word containing a repeated 
letter and the wrong letter is 
doubled 
school -> scholl 
screen -> scrren 
Alternating Error When a letter alternates with 
another but the wrong 
alternation sequence is 
produced. 
there -> threr 
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Transpositions can be further divided, according to the fingers and hands 
involved. 1F implies that the two letters were typed by one finger, 2F implies 
that two different fingers on the same hand typed the two letters, and 2H 
implies that Transposition occurred across two hands. 
This is also the first time there is a clear distinction between Transposition and 
Interchange. Prior to this work, as seen in many categorisation methods 
described already, the two terms were used without distinction. Additionally, 
the number of letters between the correct and actual position for Interchange 
and Migration was quantified for the first time. The term 'Transposed Doubling 
Error' defined by Dvorak et al. (1936) was described by Gentner et al. (1983) as 
an 'Alternating Error', which perhaps better describes the nature of the error. 
3.4.2 Grudin (1983) 
In the same book (Gentner, 1983), Grudin (1983a) carried out a transcription 
study involving 6 expert typists and 70 beginner typists and categorised their 
typing errors into Substitution, Insertion, Omission, Transposition and Other.  
In addition to the Column, Row, Homologous and Non-specified Substitution 
errors, he defined Diagonal Substitutions and studied them in detail. To 
compare the frequency of substitution and distance between the letters, he 
applied the 1F, 2F and 2H classifications, that Gentner (1983a) used for 
Transpositions, between intended and actually typed letters. He found that 
immediately neighbouring letters were significantly more likely to be 
substituted for each other than those letter pairs farther apart. He concluded 
that both were likely to be caused by errors in the control of the typing fingers. 
He also used video recordings to investigate whether typists intended to press 
the erroneous key or accidentally hit it. 
3.4.3 Read et al. (2001) 
Read et al. (2001) carried out an evaluation of four different input methods (a 
QWERTY keyboard, a mouse, speech recognition, and handwriting recognition) 
with twelve children between 6 and 10 years. These errors, outlined in Table 12, 
include errors that would not occur in QWERTY typing activities. 
 
Adding Context to Automated Text Input Error Analysis, PhD Thesis, Akiyo Kano 
 55 
Table 12: Errors Types Defined by Read et al. (2001)  
Error Type Example 
Cognition Error Child misreads a word or cannot distinguish letters 
Spelling Error Child misspells words or mispronounces a word that they 
know. 
Selection Error Child picks 'I' for 'i'. 
Construction Error Child cannot form the letter or word correctly. In handwriting, 
'a' may look like 'd'. In speech, 'dragon' becomes 'dwagon'. 
Execution Error The child presses for too long, fails to click or hits the adjacent 
character. 
Software Induced Error The software misrecognises the word or character 
3.4.4 Read and Horton (2006) 
In a study focused on typing, Read and Horton (2006) carried out a text copying 
task with 18 teenagers between 13 and 14 years, analysing the Input Stream for 
errors. In this work, errors were categorized into six types. Spelling Errors (SE) 
are, for example, typing 'chemisry' instead of 'chemistry'. Next To errors (NT) 
are created by pressing a key next to the intended key on the keyboard. Close 
Errors (CE) are similar to NT errors but the key pressed was diagonally adjacent 
to the intended key. 
Double Characters (DC) errors are, for example, typing 'thinn' instead of 'thin'. 
Space errors (SC) are errors such as typing 'overt he' instead of 'over the', 
and Unknown Errors (U) are those errors for which there are no obvious 
reasons. NT errors were the most common errors. Read and Horton reported 
several ambiguities in classifying errors. In line with research in this area, they 
developed a simple algorithm to determine the cause. For instance, they 
assumed when a key next to the intended key was pressed, it was an NT error, 
and similarly with CE errors. This was noted to be problematic as an NT or CE 
error might have been a 'genuine' spelling mistake, for instance, in spelling 
'mangre' for 'manger'. 
3.4.5 Wobbrock and Myers (2006) 
Wobbrock and Myers (2006) took typing error classification back to its basics 
by classifying errors into Insertion, Omission and Substitutions only, and 
whether they were corrected or uncorrected. Wobbrock and Myers defined an 
Insertion as occurring when a letter appears in TT, but not in PT. Omission 
occur when a letter appears in PT, but not in TT. Substitution occurs when the 
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corresponding letter in PT and TT does not agree. Examples of these definitions 
are shown below: 
  Insertion:  correction -> coerrection  
  Omission:  correction -> corection 
  Substitution: correction -> corrwction 
All typing errors can be broken down into these three basic error types and 
therefore this simple method can capture all typing errors. However, this act of 
breaking down all error types into individual character-level errors has the same 
effect as that of Smith's (1932) criticism of Lessenberry's (1928) Confusion 
Matrix. A major limitation of character-level errors on their own is that they 
provide minimal information on the context of how the error occurred. 
The vast number of categorisation methods outlined in this chapter show that 
there is no consensus as to which method is the best. Researchers often define a 
categorisation method to suit what they are investigating. It is unclear as to how 
best to choose one categorisation method from the numerous ones available for 
a particular purpose. In the next section, four requirements of a categorisation 
method for this study are defined. 
3.5 SELECTING THE RIGHT CATEGORISATION METHOD 
The previous two sections outlined the vast range of categorisation methods 
available already. Using a categorisation method allows for a far more detailed 
examination of the differences between two participants than error rate does. 
Studies such as Book (1925) and Grudin (1983a) showed that categorisation 
methods can offer insights into how typing errors vary amongst the spectrum of 
typing skills. It is clear that to study whether or not children and adults make 
typing mistakes differently, categorising typing errors is the most suitable 
method.  
As there were so many of these methods available, a survey of categorisation 
methods found in literature was carried out to see which method would be most 
suitable for use in the current work. The review consisted of text input 
evaluation papers in the field of psychology and HCI between the years 1910 to 
2010. The categorisation method must be for typing errors made on full-size 
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keyboards but it could be for the typewriter or the computer. Papers that only 
used a previously defined categorisation method were not included, but those 
that extended upon a previous method were included. The categorisation 
methods could be purely theoretical or based on empirical typing data.  
22 separate categorisation methods were identified in the survey. These were 
reviewed as to whether or not the method assumed formal typing training; 
restrained from making assumptions to the causes; classified all errors found; 
and whether it had been tested on children's typing data.  
3.5.1 Assuming All Participants to be Formally Trained in Typing 
Many categorisation methods reviewed in this chapter included error types that 
assumed participants to have had extensive formal touch-typing training. 
Homologous error is such an error type, defined as a substitution of letters that 
are in 'mirror-image position on the keyboard with respect to the correct key' 
(Gentner et al., 1983). They defined that when a participant made a homologous 
error, they pressed a key with the correct finger in the correct position, but on 
the wrong hand. This definition assumes that the participant is trained to only 
use a particular finger of particular hand for each key.  
Unfortunately, with today's lack of formal touch-typing training, most people 
type using a selection of fingers to type the same key. Many use the hunt-and-
peck method where they use just one or two fingers from each hand to cover the 
entire keyboard. Even the modern-day 'touch-typists' who can type without 
looking at the keyboard are likely to be self-trained. Although they use more 
fingers, often all of their fingers on both hands, their fingers are not restricted to 
a particular column of keys. Since such typists have the tendencies to use 
whatever finger is most convenient, often two or more fingers are used for a 
particular key during a typing session.  
It is clearly inappropriate to use an error type that specifies 'correct finger in the 
correct position' when such guidelines have been ignored by most modern 
typists. It is therefore important to ensure that the categorisation method 
selected for this study does not contain any errors that assume the participants 
to have had formal and extensive touch-typing training. Some of the other error 
types that make this outdated assumption are:  
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• Adjacent letter substitution by using the wrong finger (Opfer, 1932) 
• Adjacent letters by correct finger but the wrong hand (Opfer, 1932) 
• Inaccurate reach (Lessenberry, 1928) 
• Any error types defined as being an error between two fingers or two 
hands, such as those defined by Logan (1999) and Gentner et al. (1983) 
3.5.2 Causal vs. Observational Methods 
Since the majority of the categorisation methods aimed to understand how 
errors occurred, it is not surprising that many error types were defined by the 
cause of the error, rather than by observable features. Error types such as 
'spelling error' (MacNeilage, 1964; Read et al., 2001) automatically imply what 
the cause of the error was. It is reasonable to assume causes of typing errors in 
adults, who have been extensively studied by psychologists in the 1980s to 
understand their typing process. However, a question remains as to whether 
these causes are applicable to children. Do children suffer from the same 
psychological causes of a typing error? If so, would children display the same 
symptomatic typing errors in the same manner as the adult typists do? 
Due to the lack of substantial research into causes of typing errors in children, it 
is important to ensure that the chosen categorisation methods remain objective 
and not make any guesses as to the cause of the typing errors. Therefore, error 
types such as 'Dominant-Sequence Interference' (Wells, 1916), 'Letters struck 
too lightly' (Opfer, 1932), 'Accidental Errors, Errors of Inattention, Errors of 
Distraction, Errors of Ignorance' (Clem, 1929), 'Syllable Division' (White, 1932), 
and 'Phonemic Error' (MacNeilage, 1964) could not be included in the 
categorisation method.  
Instead, the categorisation method for this work had to only consist of 
observable error types - those that are descriptive of what one can see in the 
Input Stream or the Transcribed Text. Some examples of such observational 
error types are - 'Inserted Letter', 'Omitted Word', 'Substituted Letter' and even 
errors such as 'Transposition Error' and 'Doubling Error'. 
3.5.3 Selective vs. Exhaustive Methods 
There are two approaches to capturing typing errors in a categorisation method. 
One is to attempt to capture and describe all error types (exhaustive method), 
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and the other is to list only those error types that the researcher is interested in 
and ignore any other typing error (selective method).  
Figure 9 shows the number of error types defined in each of the categorisation 
methods reviewed. Although most categorisation methods defined less than ten 
error types, there were a few that defined in excess of 40 error types. These 
larger methods cluster around the early 1930s when research into developing 
check sheets of typing errors for use by typing students in identifying their own 
typing error patterns were prevalent. The works carried out by Opfer (1932), 
Schoenleber (1932) and Rowe (1931) aimed to provide an exhaustive list of 
errors that students could record their errors against to see how well they were 
progressing in learning to type.  
 
Figure 9: Number of Error Types Defined in Each of the 22 Categorisation Method 
Surveyed (1 = Opfer (1932), 2 = Rowe (1931), 3 = Schoenleber (1932), 4 = Logan 
(1999)) 
 The error types they defined were numerous, with (1) Opfer (1932) defining 59 
error types, (2) Rowe (1931) 52 error types and (3) Schoenleber (1932) 45 error 
types. However, Rowe's classification method is not strictly exhaustive. Rowe's 
study focused on Non-Letter Errors only, such as errors in using the typewriter 
or in formatting the document. It is possible that Rowe would have defined 
many more than 52 error types if the focus of the study included errors 
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Unfortunately, trying to use so many error types was cumbersome - it was hard 
to remember all types - and so was not taken up by later scholars. In addition, a 
sizeable portion of these error types was specific to the typewriter, such as not 
having the paper centred correctly in the typewriter (Schoenleber, 1932). These 
error types became obsolete with the widespread use of the computer. 
Later attempts in defining exhaustive categorisation methods became restricted 
to the typing task only. MacNeilage (1964) and (4) Logan (1999) both took the 
approach of defining a manageable number of typing errors (14 and 27 
respectively) and provide an error type called 'Unclassifiable' to group any 
typing errors that did not fit into the other error types. MacNeilage also felt that 
rather than trying to arbitrarily solve errors that could fall into one or more 
error types, it was better to group these separately as 'Multiple Classification 
Error'. These exhaustive methods allowed the researchers to gather an overview 
of all typing errors made. This in turn allowed for understanding of which errors 
occurred more frequently than others.  
In contrast, other researchers focused on particular aspects of typing. In such 
studies, only a select group of error types were defined. Any typing errors that 
did not fit into these error types were simply ignored, since they did not offer 
further insights to the aspect of typing being studied. At the extreme end of 
these selective methods are works carried out by Hoke (1922). He focused solely 
on letter substitutions and ignored any other errors. This approach provides in-
depth information on a very narrow aspect of typing. 
In this thesis, a categorisation method that captures the entire spectrum of 
typing errors is required. This means that the exhaustive methods are much 
more suitable for use. However, the method should not have so many error 
types that using them become cumbersome. 
3.5.4 Methods Untested with Children 
The final consideration is whether the method is based on empirical data 
collected from children, or at least has been tested with typing data collected 
from children. Table 13 shows the age range of the studies reviewed in this 
survey. 
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Table 13: Age Range of Participants in the Studies of Categorisation Methods 
Author Age Range 
(years) 
Wells (1916) Adult 
Hoke (1922) Adult 
Book (1925) Adult 
Lessenberry (1928) Adult 
Clem (1929) n/a 
Rowe (1931) Adult 
Opfer (1932) 16-18 
Schoenleber (1932) n/a 
White W. T. (1932) Adult 
Davis (1935) 16-21 
White M. E (1946) 16-20+ 
MacNeilage (1964) 20+ 
Hiraga et al. (1980) Adult 
Gentner et al. (1983) Adult 
Grudin (1983a) Adult 
Grudin (1983b) Adult 
Salthouse (1984) 19-72 
Logan (1999) Adult 
Read et al. (2001) 6-10 
Berg (2002) Adult 
Read and Horton 
(2006) 
13-14 




Where ages of the participants were not shown, if the participants were 
described as 'professional typists', an assumption was made that they were at 
least 18 years old. In studies such as White (1946) and MacNeilage (1964), 
where only the university year the participants were attending was stated (e.g. 
'sophomore college') a guess was made as to the average age of the students. 
Schoenleber's age range is not shown in this table since he gathered his error 
types not from typing data but from the teachers that taught typewriting classes. 
Although a few categorisation methods were used on teenagers, only one has 
been used with young children. Unfortunately, this method (Read et al., 2001) 
was neither exhaustive nor observational, which meant that it was unsuitable 
for use in this research.  
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3.5.5 Suitability of Current Categorisation Method for Use with Children 
The survey highlighted four important requirements. The chosen categorisation 
method must not contain error types that assume any formal touch-typing 
training; only consist of observational error types; the method must be 
exhaustive; and have been tested with children. Table 14 below chronologically 
lists all 22 methods and shows which aspects each fulfilled.  
Table 14: Categorisation Methods Surveyed Fails to Fulfil All the Requirements 









Wells (1916) ✔ Causal Selective  
Hoke (1922) ✔ Observational Selective  
Book (1925) ✔ Causal Exhaustive  
Lessenberry 
(1928) 
✔ Causal Selective  
Clem (1929) ✔ Causal Selective  
Rowe (1931)  Causal Selective  
Opfer (1932)  Causal Exhaustive  
Schoenleber 
(1932) 
✔ Causal Exhaustive  
White W. T. 
(1932) 
✔ Observational Selective  
Davis (1935) ✔ Observational Selective  
White M. E 
(1946) 
 Causal Selective  
MacNeilage 
(1964) 
✔ Causal Exhaustive  
Hiraga et al. 
(1980) 
✔ Observational Selective  
Gentner et al. 
(1983) 
 Causal Selective  
Grudin (1983a)  Causal Selective  
Grudin (1983b)  Causal Selective  
Salthouwse 
(1984) 
✔ Observational Selective  
Logan (1999)  Causal Exhaustive  
Read et al. 
(2001) 
✔ Causal Selective ✔ 
Berg (2002) ✔ Causal Selective  
Read and 
Horton (2006) 
✔ Causal Selective  
Wobbrock and 
Myers (2006) 
✔ Observational Selective  
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As Table 14 shows, none of the categorisation methods reviewed in this survey is 
able to fulfil all four requirements. It was clear that there is no one 
categorisation method that can be used 'as is' for the purpose of this research. 
This left two choices for how to go forward - either to take apart and adapt the 
nearest categorisation method, or to carry out a empirical study of children's 
typing errors and construct a new categorisation method from the data 
gathered. A selection of these methods must be tested with real children's typing 
data before one can be selected or all rejected in favour of a new categorisation 
method. This is explored further in Chapter 8. 
3.6 CONCLUSIONS 
This chapter has provided a summary of analysis techniques used in text input 
studies to gauge how 'good' someone's typing is. It showed that although 
classical error rates are easy to compute, they do not offer the depth of 
information required in comparing how two groups of people differ in the way 
they make typing mistakes.  
A detailed review was carried out on categorisation methods. Section 3.3 and 
Section 3.4 showed that although there is a vast number of categorisation 
methods, that there is no consensus as to which one categorisation method is 
the best to use. Researchers often pick and mix error types that they are 
interested in and ignore the rest. Conversely, other researchers gather typing 
data, and then attempt to group all typing errors into something that makes 
sense. As a result, some categorisation methods contain an impossible number 
of error types to memorise, and others only offer a small fraction of the whole 
picture of typing errors.  
To select a suitable categorisation method for this study, four requirements 
were defined. Twenty two existing methods were tested against these 
requirements but none were found to be completely suitable. Some did not 
capture all forms of typing errors made, others assumed that the participants 
had formal and extensive touch-typing training. Most concerning of all, only 1 of 
the 22 studies was ever tested on typing data collected from children.  
This chapter concludes that although many categorisation methods already 
exist, it is necessary to either adapt an existing method extensively, or to create 
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a new categorisation method that fulfils the requirements identified in this 
chapter.  
3.6.1 Limitations 
The literature reviewed in this chapter had to be constrained to those methods 
applicable to full-size computer keyboards. Many other analysis techniques are 
available for other forms of text input such as pen, gesture and mobile devices. 
The current work is focused on the full-size keyboard, and with so many 
analysis methods available in the literature, an additional deviation into other 
forms of text input seemed excessive.  
In the categorisation methods summarised in this chapter, certain error types 
were removed for clarity. Errors specific to the typewriter were removed since 
these were considered obsolete and no longer considered a part of the task of 
typing.  
3.6.2 Contributions 
The major contributions of this chapter are the extensive collection made of the 
typing error categorisation methods and the identification of two new ways to 
group these categorisation methods (exhaustive vs. selective, causal vs. 
observational). The chapter also carried out a survey on these methods and has 
identified a lack of a suitable method that is exhaustive, observational and has 
been tested on typing data from children. 
3.6.3 Conclusions 
The analysis methods described in this chapter have been used extensively 
throughout this thesis. Typing speed and error rates outlined in Section 3.2 are 
used in Studies described in chapters 5 and 10. Categorisation methods 
described in Section 3.3 and Section 3.4 form the basis for the new 
categorisation method defined in Chapter 8.  
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4 RESEARCH METHODOLOGY 
4.1 INTRODUCTION 
The aim of the studies in this thesis was to establish differences between how 
children and adults make typing mistakes. To carry out a valid comparison 
between these contrasting participant groups, it was crucial to ensure that the 
data was comparable – that the design and apparatus used had minimal effects 
on the data. Phrase sets, data collection methods and analysis methods all had 
to be adapted to be suitable to both children and adults. These adaptations were 
evaluated by empirical studies in Chapters 5 to 9. 
Additionally, although the identification of the cause of any differences observed 
were not within the scope of this study, it was important to provide a tool that 
collected enough range of data (particularly computer experience) for other 
researchers to be able to use it as a starting point of such investigations. 
This chapter discusses the decisions made surrounding the research 
methodologies adopted and their limitations, steps taken to ensure validity and 
reliability of the data collected, and address the ethical issues in gathering data 
from children. 
4.1.1 Objectives 
The aim of this chapter is to discuss in detail the research approach chosen for 
this study, to highlight the limitations of the selected methods, discuss the 
validity and reliability of the findings extrapolated from data gathered by such 
an approach and to address ethical issues regarding collection of experimental 
data from children. 
4.1.2 Structure 
Section 4.2 outlines how the research was implemented in terms of collection of 
data. Section 4.3 discusses the choice of analytical methods used. Section 4.4 
discusses the considerations and steps taken to ensure validity and reliability of 
the findings. Section 4.5 explores the ethical issues surrounding collecting 
experimental data from young participants. The chapter concludes in Section 
4.6 with an overview of the remainder of the thesis. 
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4.2 RESEARCH DESIGN 
This section outlines the main research questions and the research methods 
used to address them. The discussion also includes the procedures used to 
improve the internal validity, external validity and reliability of the findings. 
4.2.1 The Purpose of Enquiry 
The research's main aim was to establish whether children made typing errors 
in a different way from how adults made typing errors. It focused on typing 
errors made in phrase-copying tasks carried out on full-size computer 
keyboards. To do this, a large corpus of comparable typing made by children 
and adults was required. Chapters 2 and 3 highlighted the need to evaluate 
current data collection and analysis methods with children and if required, 
create new methods to achieve comparable data. 
Determining the causes of these typing errors was outside the scope of this 
thesis and therefore, a narrative research where it was possible to ask the 
participants to say out loud how they think the typing error occurred as they 
type was viewed as unnecessary. Ethnographic research would provide a wealth 
of information regarding the environmental causes of some of the error types. 
This would be useful at a later stage when a researcher may wish to separate 
error types that occur due to environmental causes (such as distraction from 
others in the room) from those caused by cognitive processes. Similarly, an 
interview, perhaps asking the participant to described what they believed 
happened at each typing error would be useful in determining the cause of each 
error types. However, since these were beyond the scope of the thesis, 
ethnography and interviews were also not chosen. 
Several research methods have been used on various studies described in this 
thesis. The details of each method used in these studies are discussed in the 
relevant chapters. Here an overview of the rationale for the overall approach of 
this research is presented. 
4.2.2 Research Approach Taken 
Text input research sits across two closely related but distinct fields - psychology 
and HCI. The psychologists focused on determining how typing errors occurred, 
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while the HCI field has studied text input methods in terms of measuring 
usability (or performance) and designing better forms of text input. HCI is also 
a multi-disciplinary field, receiving major influences from design, science and 
psychology (Mackay and Fayard, 1997). 
In both psychology and HCI, a strong scientific approach is commonly adopted. 
Both use empirical studies (observations) to refine and prove or disprove a 
hypothesis, such as whether or not one text input is better than another. 
Therefore, this research also adopted an empirical approach and closely 
followed Bryman's (2004) stages of empirical research: 
• Choice of research area 
• Formulation of research question 
• Choice of method 
• Formulation of research design and data collection techniques 
• Implementation of data collection 
• Analysis of data 
• Interpretation of data 
• Conclusion 
With the choice of research area and the research question formulated (Chapter 
1), the literature on data collection methods in text input studies (Chapter 2) 
and typing error categorisation methods (Chapter 3) were studied. This 
highlighted four areas that threatened the internal validity - phrase set, the 
collection method, computer experience and the analysis method. These issues 
required investigation and potentially to be improved before a valid comparison 
between children and adults could be made.  
4.2.2.1 The Phrase Set 
The first issue was the phrase set shown to the participants for copying. Current 
phrase sets were designed with only adult participants in mind. This inevitably 
meant that the phrase sets suffered from several issues that made them 
unsuitable for use with children (Section 2.3.3). Using such phrase sets would 
have reduced the internal validity of any studies involving copying of phrases by 
both children and adults.  
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A new phrase set was created with short phrases taken from a selection of 
children's books (Chapter 5). This new phrase set was compared to the most 
frequently used phrase set - TEPS (MacKenzie and Soukoreff, 2003) - by the 
metrics defined in the same paper that measured how close a phrase set was to 
the natural language. The two phrase sets were also compared through a pilot 
test with a within-subject repeated-measure design, with participants from two 
schools. Each participant typed five phrases from each phrase set. 
Randomisation of the phrase set order reduced the learning effects from 
affecting the results. 
4.2.2.2 Data Collection Method 
The second issue was whether to select paper-to-screen or screen-to-screen 
copying task (Section 2.3.5). Each method had been used in many studies with 
adults. Adult participants displayed no problem in following a written text on a 
piece of paper while typing the text out (paper-to-screen). They also displayed 
no difficulties in copying phrases that appeared on the screen. Therefore, the 
choice of which method to use has little consequences in adults. However, it was 
unknown whether children, with less developed cognitive and reading abilities 
could cope with this method. 
The paper-to-screen method was chosen first as it was low-tech and quick to 
implement. In a pilot study described in Chapter 6, the author used 
observational techniques to note issues that arose from the paper-to-screen 
tasks. The conversations between the participants and the investigators, and the 
typing data was also analysed for any error types specific to this method - i.e. 
errors that were unlikely to occur if the screen-to-screen method was used. 
Although observational techniques are highly subjective and likely to alter the 
participants behaviour (Banister et al., 1998), it was also most suited for 
highlighting problems that were not obvious from examining the typing log 
alone. 
Due to several issues discovered in this pilot study, the paper-to-screen method 
was dismissed in favour of the screen-to-screen method. TypingCollector 
software was created to carry out and gather screen-to-screen phrase-copying 
tasks, as well as gather demographic and computer experience data from the 
participants.  
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The TypingCollector also allowed for a consistent display of the PT and the TT 
to the participants regardless of the computers used. This increased the internal 
validity of the research. To ensure measurements were reliable, the 
TypingCollector recorded the timestamp of each key press, which allowed 
calculation of the time between key presses accurate to the nearest 1/100th of a 
second. 
4.2.3 Designing Computer and Typing Experience Questionnaires (CTEQs) 
Computer experience (CE) was selected as a checking method to ensure that the 
participant samples were of normal distribution and did not contain deviation 
from the norm in their previous experience. In designing the CE questionnaire, 
three survey studies were carried out, one large study (N=137) with 
undergraduate students and three smaller studies (N = 23, 20 and 48) with 
children.  
The intention of the student study (Section 7.4) was to evaluate which of the 
many aspects of CE were affected by the sampling method used. Since all 
participants were first-year undergraduate computing students, it was 
hypothesised that there would be some positive skew to the distribution of their 
CE. A survey approach was used to collect a combination of quantitative (e.g. 
frequency of use and range of software used), and qualitative data (e.g. attitude 
and self-efficacy of the participants). A test of normality was used to establish 
which aspects of CE were normally distributed and which were not. 
The second study (Section 7.5) investigated two issues surrounding asking 
children questions relating to their CE. First was whether or not young children 
understood questions relating to computer hardware and software. Secondly, 
can children use a Visual Analogue Scale (VAS) to answer questions regarding 
their CE? A questionnaire was used to collect data for these questions in a 
within-subject, repeated-measure survey. It asked the children to name images 
of computer hardware and state what tasks they would use a particular software 
or hardware for. In evaluating the VASs, in a repeated-measure study, children 
were asked to answer questions using these new scales. Questions very similar 
to these were later asked again, but with a completely different format for giving 
the answers (word clouds). 
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The third study (Section 7.7) investigated whether or not children were able to 
answer consistently between paper and computer-based questionnaires. This 
was so that Child CTEQ (CCTEQ) could be added to the computer-based data 
collector with confidence that the mode of administration did not have any 
effect on the answers the children gave. For this, a within-subject repeated 
measure experimental design was again used, with the children completing both 
forms of questionnaires in a randomised order. Correlational analysis was made 
between the answers given on both formats. This study also provided 
preliminary results on which aspects of CE most correlated with children's 
typing performance.  
The fourth study (Section 7.8) applied the six CE questions defined in the third 
study to see if there were any deviances from normality in the reported aspects 
of CE in a sample of children from two schools. A survey approach was used to 
collect data and a test of normality was used to establish which aspects of CE 
were normally distributed and which were not. 
Two separate CTEQs had to be developed, one for adults and another for 
children, due to the long and detailed adult questionnaire being too long for 
children to complete. The TypingCollector displayed the most suitable 
questionnaire depending on the age of the participant given. This was done so 
that the typing environment itself remained consistent, ensuring a higher 
internal validity. 
4.2.3.1 The Analysis Method 
The fourth issue was in defining a suitable categorisation method. Chapter 3 
showed that none of the existent methods fulfilled all of the requirements - 
observational, thorough and does not assume formal training. Additionally, only 
one method had been tested with children. In Chapter 8, two existing methods 
were evaluated with real typing data from children (from the pilot studies 
described in Chapters 5 and 6) to see how suitable these were.  
When the two methods were found to be inadequate for the purpose of this 
research, they were abandoned in favour of a new categorisation method that 
achieved all the requirements. The error types were collected from literature 
and real-life typing data collected in the pilot studies.  
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4.2.3.2 Automation of Categorisation 
Once a suitable categorisation method was defined, it was translated into a Java 
program (TypingAnalyser) that carried out automatic categorisation. Its main 
objective was to reduce the time required for analysis of typing errors by 
accurately categorising typing errors, and reduces ambiguities. An experimental 
approach was taken to evaluate the TypingAnalyser. A large set of phrase-
copying data by children and adults were collected. The data was applied to the 
TypingAnalyser to check if the analyser categorised all the typing errors 
correctly. The efficiency of the analyser's disambiguation methods was also 
tested by comparing the number of ambiguities before and after the 
disambiguation strategies were applied. 
4.2.3.3 Answering the Research Question 
With the research design and data collection techniques formulated, it was 
possible to analyse the typing data from children and adults in an effort to 
answer the original research question. Using the new data collection and 
analysis methods, the final study (Chapter 10) analysed typing data collected 
from 229 adults and 231 children. Where CE was collected, their CE scores were 
analysed to ensure that CE was normally distributed. Their error rates showed 
that there were significant differences between the amount of error children and 
adults made, but that alone did not tell how they differed. Each error type was 
then analysed error-by-error to discover where the differences lied.  
4.3 ENSURING VALIDITY AND RELIABILITY 
The fundamental consideration that must be made in designing any experiment 
is whether or not the experimental design employed is valid and that the 
findings are reliable. A finding from an experiment can only be justified if the 
experiment was designed in such a way that it had high internal validity, 
external validity and reliability. In this section, threats specific to this research 
and actions taken to reduce them are also discussed. 
4.3.1 Internal Validity 
Internal validity indicates how sure one can be that the independent variable is 
responsible for the variation in the dependent variables, and not something else 
that is producing an apparent causal relationship (Bryman, 2004). Blandford et 
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al. (2008) explains that high internal validity means to minimise confounds and 
make the experiment more robust.  
Although selecting a sample from across the country increases the 
generalisability of the findings (external validity), this meant that there were 
more variations in the historical factors of the participants, such as education, 
local dialects and experience. To ensure that the threat of history to the internal 
validity of the research is kept to a minimum, it was decided that samples would 
be taken from just the surrounding area of the author's university. This enables 
the study to be conducted with participants that have all received similar 
education, and grew up in similar environments. 
The threat of variations in instrumentation and administration to internal 
validity was one of the main reasons why the TypingCollector was created. It 
enabled all the data collection in as consistent a manner as possible. The 
TypingCollector asked the questions and gave instructions to each participant in 
exactly the same way. Every participant saw the text on the screen in the same 
font style and size.  
It is reasonable to think that the older the participants are, the more CE they 
will have. Indeed, in an ideal experimental design, where CE is not the 
independent variables, all participants would have exactly the same amount of 
CE. However, it is not possible to manipulate the amount of computer 
experience a person has had throughout their life. In such a case, it is crucial to 
try and accurately measure each participant's CE, so that it can be accounted 
for. Chapter 7 explores how CE could be measured and what aspects of CE most 
affect the person's ability to type. 
4.3.2 External Validity 
The external validity of an experiment questions whether or not the result of a 
study can be generalised beyond the specific research context (Bryman, 2004). 
In other words, how applicable is the finding to a different set of people, or place 
or other conditions. If the result found is only applicable to the selected sample, 
it is not externally valid. On the other hand, if the result is applicable to a much 
larger (but similar) population, it has a higher external validity. The way the 
participants are selected plays a crucial role in external validity. Cook and 
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Campbell (1979) define external validity as - 'given that there is probably a 
causal relationship from construct A to construct B, how generalisable is this 
relationship across persons, settings and times?'.  
It is possible that the interaction of selection and treatment could affect the 
results, since all participants took part on a voluntary basis. It is acknowledged 
that it may be the case that the better a person is at typing (or at least have a 
higher belief in one's typing skills) they may be keener to take part, whilst belief 
that they are slow or an inaccurate typist may discourage them from taking part. 
However, it was not possible to reduce this threat, since doing so meant forcing 
everyone in the room to take part, which was deemed unethical.  
To reduce the interaction of history and treatment, all studies were carried out 
on more or less 'ordinary' days where no major event had occurred that was 
likely to affect the participant group as a whole. It is acknowledged that personal 
events surrounding the time of the studies (such as bereavement in the family) 
could affect a person's performance. However, asking whether or not they have 
recently experienced a death of a family member or if their parents were going 
through a divorce was deemed as an invasion of privacy.  
The effects of pre-testing were avoided by not testing the participants' typing 
twice. In contrast, it was acknowledged that the effects of 'being tested' were not 
possible to control, since it was obvious to the participants from the use of a 
special data collecting software that they were doing something 'out of the 
ordinary'. However, the internal validity that the TypingCollector affords was 
deemed a reasonable trade-off.  
Furthermore, issues with previous models of data collecting software were 
highlighted in Section 2.3.5.2. Soukoreff and MacKenzie's (2003) data collector 
displayed the participant's accuracy in detail when each phrase was typed - this 
was seen as making the participant more aware of what was being tested, and 
also distracted the user from the task. Wobbrock and Myers' (2006) data 
collector made the participants aware when they were in a 'practice-mode' or 
'test-mode', thus making them explicitly aware of when they were being tested. 
The new TypingCollector was designed to be less obvious to the participants 
that they were being tested. It did not show any performance data to the 
participants, nor made explicit distinction between practice and test.  
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4.3.3 Reliability of Data 
An instrument of measurement is considered to be reliable if repeated measures 
produce the same result (Martin, 2008). In terms of experimental design, 
reliability is concerned with how repeatable the results of a study are (Bryman, 
2004).  
The stability of answers to the CTEQs has not been tested, since no repeated 
tests were carried out. If the data from the CTEQ were to be used for more 
detailed studies than to establish the range of CE in a participant group, a study 
taking repeated measures to establish the stability of the answers is crucial. 
However, since the CTEQ scores were used in this research simply to establish 
that the participant groups had normally distributed CE scores, this was 
deemed outside the scope of this thesis. 
In manually categorising typing errors, the inter-rater consistency is likely to be 
threatened where two raters categorise the same typing error as being different 
error types. In addition, ambiguous typing errors (those that could fall into 
more than one error type) are frequently resolved in an arbitrary manner 
(Logan, 1999), dependent on what the researcher thinks the error is. These 
reasons motivated for an automated program that carries out categorisations 
according to algorithms as an important tool. Such tool allow for a consistent 
categorisation that does not suffer from inter-rater inconsistencies. 
4.4 IMPLEMENTATION OF RESEARCH 
This section discusses some of the decisions made regarding how the research 
was carried out and their justifications. Although every effort was made to carry 
out studies of high internal and external validity, in some cases, they had to be 
compromised due to practical reasons. The impact of such compromises made 
is also discussed here.  
4.4.1 Selection of Participants 
A total of 229 adult and 231 child participants took part in the research. An 
additional 112 children took part in the pilot studies. Several considerations 
were made in selecting appropriate participants for the studies. Selection of 
participants is always important since not selecting a representative sample 
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could dramatically decrease the external validity of the findings. Blandford et al. 
(2008) explains that if a non-representative sample of users is involved in the 
study, the consequences of this for the findings must be carefully considered. In 
the studies described in this thesis, whole classes were selected, but no 
individual participants were selected from the class - instead, everyone in the 
class was given the opportunity to take part. 
In children, the educational system naturally provides three different units of 
sample size - one classroom, one school and several schools. In studies carried 
out with large sample sizes across several schools (and in particular if these 
schools were from various regions of the country), the external validity would be 
high, yet the variety in cultural/regional background, experiences and 
knowledge would render the internal validity low. In contrast, if only one 
classroom from one school was used as the sample, the internal validity would 
be high, since it is likely that all the children have received the same education, 
and come from the same area. The experiments could also be run in exactly the 
same settings. However, the external validity would be low since factors 
particular to that school (such as a head teacher that is keen on Information 
Technology rolling out advance training for their pupils) would affect the 
findings. In this thesis, whenever possible, samples have been taken from at 
least two schools, so that both the internal and external validity would be less 
compromised. The schools selected for studies in this thesis were all fairly 
representative of local primary schools. They were all mixed-sex schools, with 
each class containing a range of abilities. Although there were a few participants 
that came from an ethnic minority, all participants spoke and wrote English as 
their first language. This was perhaps not entirely typical of classrooms in such 
a multi-cultural country, but was seen as justifiable since the phrases used in 
the studies were in English.  
It is however recognised that since both the adult and child samples were taken 
from those attending schools/university within Lancashire, that the findings 
may include behavioural patterns that is particular to this area and that without 
a comparison to other areas, it is impossible to know the effects this has on the 
external validity of the findings.  
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It is also recognised that gathering participants from undergraduate computing 
students has several validity issues. First is that, like many computing 
departments in other universities, the majority of students were male. 
Considerations were made to gather participants from other departments (such 
as the psychology department) to equalise the number of males to females in the 
sample, but this added another variable, that the two groups of participants 
were studying completely different degrees, and were likely to have markedly 
different educational background and computer experience. The second issue 
was that the external validity of findings from such a sample was low, since 
university students represent only a portion of the adult population. However, 
the ease in which to gather large number of participants was considered to be a 
reasonable trade off.  
4.4.2 Selection of Tools 
At the start of the research, many schools still lacked computer rooms 
containing several matching computers. Therefore, the pilot studies were 
carried out using tablet PCs connected with a full-size keyboard to act like a PC. 
During the course of the thesis, computer rooms become a standard feature in 
every primary school, and so for ease of setting up the experiments, the 
computers found in these rooms were used instead. With this change in the 
apparatus, two other changes were made - the task changed from paper-to-
screen copying to a screen-to-screen task with the use of custom data collecting 
software that presented phrases for the participants to copy. The logging of the 
key presses changed from a key logging software to the data collecting software. 
Care has been taken in this thesis not to mix data collected from these two 
different settings, since too many variables were changed for the data to be 
comparable.  
In relying on the computer equipment offered by the school, a new variable 
became apparent. Each school used different makes and models of computer 
keyboards and screens. For this, care was taken to ensure that all keyboards 
used had a British QWERTY Windows PC layout with white writing on black 
keys. The TypingCollector displayed a consistent font (in size and style) across 
the various equipments.  
Adding Context to Automated Text Input Error Analysis, PhD Thesis, Akiyo Kano 
 77 
The TypingCollector was designed to automatically collect data in the 
background, with its recording being 'silent' to the participants. This was to 
ensure that there was no loss of data but in a non-intrusive manner. The pilot 
study also used video cameras to record which finger was used to press each 
key, but this was abandoned as video cameras were very intrusive to the task - 
children were often distracted by the video camera being so close to them, and 
would not focus on the task (Chapter 6). 
Each version of the CTEQ was pilot tested with a small group of people similar 
to the intended participants. This was to ensure that each question was worded 
in an understandable manner, and that there were no ambiguities to its 
meanings.  
4.4.3 Timing and Location of Studies 
Timing of studies had to be carefully considered, especially with children. 
Participants may be hungry or tired at certain points in the day. For this, all 
studies described in this thesis were carried out during a normal 
school/university day. Studies with students all took place during their assigned 
weekly lab hours.  
Location of studies was also carefully considered. Field experiments occur in 
real-life settings, such as classrooms. In Child-Computer Interaction, this is 
considered more desirable, as children are more comfortable in their own 
surroundings and so more likely to act in their normal manner. In contrast, a 
laboratory experiment gives the researcher time to create in advance a setting 
that can be more finely controlled. It also allows for the use of more measuring 
equipments, often adapted for the particular study. However, unfamiliar 
environment may be stressful to children or conversely, they may be over-
excited by being out on a day-trip, away from school. In either case, this change 
in setting can cause the children to act in an unnatural manner.  
Although studies with students were carried out in various laboratory rooms 
within the department, it was always the room in which the participants usually 
had their lab sessions. The laboratory rooms also housed identical keyboards 
and monitors across the department. 
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There were practical issues surrounding testing several child participants 
simultaneously in the same room. Children often distracted each other by 
talking, and 'raced' each other in their progress through the copying task. This 
was an undesirable behaviour since the intention of the experiments was to 
gather typing data in as naturalistic a manner as possible. In these cases, 
children were gently reminded by the investigator that this was not a race, and 
that they should try and do it in their normal typing speed. Some children were 
slow typists and attempted to elicit help from their friends in finding particular 
keys. One even asked her fast-typing friend to do it for her. The investigator 
made interventions when these elicitations occurred. 
4.4.4 Selection of Task and Data 
Another consideration made regarding to the collection of typing data was 
whether to allow the participants to correct their typing errors or not. In this, 
there were three choices - allow no correction, allow correction as the 
participant desires and force correction of all typing errors. Both allowing no 
correction and forcing the participant to correct all errors were deemed too 
restrictive and made the task untypical. To keep the external validity high, a 
conscious decision was made to allow the participants to correct any errors that 
they wanted, but not force corrections. 
However, the TypingCollector was not without restrictions to the task. In the 
first study carried out using the TypingCollector, it was noticed that children 
were pressing the 'next' button to skip the current phrase without copying them. 
To address this, a condition was set for each phrase, that the TT was at least 75% 
of the length of the PT, before the participant could move on to the next phrase. 
The length of the text rather than the accuracy of the text was chosen as this 
ensured that the participant made an attempt at typing, but did not exclude 
errors such as substituted words. 
For the gathering of CE data, the adult and child questionnaires were built into 
the TypingCollector. It was possible to pursue the use of interview or 
observational methods to gather CE. However, these methods increase the time 
taken to collect and analyse data, suffer from inter-rater reliability issues and 
added to the workload of the investigator running the studies. Using these 
methods would have meant testing children one at a time. This was undesirable 
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since data from large number of participants were required for this research. It 
was decided that the experiments were easier to run if every data-gathering task 
was done by one piece of software and the questionnaire was chosen as the best 
method available in collecting CE data in such a format. 
4.5 ETHICAL ISSUES 
Although not crucial for the validity of experiments, ethical issues arising from 
carrying out research, in particular working with children, is another factor that 
had to be carefully addressed. The research was designed in such a way that the 
interests and needs of participants were considered. At the start of the research, 
ethical clearance was obtained from the University Ethics Committee based on 
an outline of the empirical work to be carried out and considerations were made 
to ensure that all work conformed to their ethical guidelines.  
Blandford et al. (2008) summarised three important elements of ethical 
considerations as 'VIP' - Vulnerable participants, Informed consent and Privacy, 
confidentiality and maintaining trust. Strategies taken to address these 
elements are discussed here. 
4.5.1 Vulnerable Participants 
Children clearly are vulnerable participants. To safeguard the children, the 
author and any other investigators that took part in the studies in an assistive 
role all obtained police clearance. All studies were carried out with at least two 
investigators present, and care was taken to ensure that no child was left alone 
with an adult.  
Much higher risk than physical harm is emotional harm. It is possible that a 
child could find taking part in a study stressful, or even distressing. For each 
study described in this thesis, extensive considerations were made to ensure 
that the child participants would be as comfortable as possible. Where possible, 
the studies were carried out in the children's schools. The tasks were designed to 
be short and not too taxing for the children. They were also reminded at the 
start and during the task that they could choose to quit if they wanted to, 
without any consequences. 
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4.5.2 Informed Consent 
Children are also vulnerable in another sense – they are less able to judge the 
situation, and so are at risk of being exploited. Informed consent is regarded as 
a crucial tool in ensuring that participants do not commit themselves into 
something they did not want to take part in. Informed consent emphasises the 
need to give the prospective participants as much information as needed to 
make an informed decision about whether or not they wish to take part in the 
study.  
At the start of all studies, the researcher explained the purpose of the study, and 
clearly described the task that they were about to carry out. They were informed 
that participation was purely on a voluntary basis and that no recourse would 
occur from choosing not to take part. Although adult participants were able to 
make an informed consent based on this, further steps had to be taken with 
children.  
One approach was to ask the parents to give informed consent for their child to 
participate. Although this is not the same as the child giving informed consent, 
parents are more able to fully comprehend the task. They are also better judges 
of what task is likely to be unsuitable or upset the child. Parents were given a 
full description of the task their child was about to take part in before giving 
consent. However, gaining informed consent from parents does not stand in the 
place of informed consent from the children themselves. Therefore, care was 
taken to explain the task to the children also.  
It was possible that children felt they had to take part in the study, for fear of 
being told off or some other recourse. In all studies (including the adult study), 
it was explained at the start that even if they opt to take part in the study, they 
were allowed to change their mind at any point, and stop the participation. 
Again, they were reminded that no recourse would occur from doing this. In the 
child studies, this was repeated throughout the study. In particular, if a child 
looked distressed in any way, the researcher checked with the child that they 
were okay, and reminded the child again that they could stop taking part.  
 
 
Adding Context to Automated Text Input Error Analysis, PhD Thesis, Akiyo Kano 
 81 
4.5.3 Privacy 
To protect the privacy of all participants, no identifiable data was collected. 
Demographic data collected consisted of age, gender, academic year they are in 
and their handedness. No identifiable information such as name, date of birth, 
religion, ethnicity or information regarding their parents was taken.  
In the study described in Chapter 6, video cameras were used to record the 
children’s typing. In an effort to avoid recording the children's faces, the 
cameras were pointed at the keyboards. The cameras were set to record after 
each participant sat down and was ready to type, and stopped as soon as the 
task was complete, to minimise recording their faces as they moved or the 
camera being knocked over. In the same study, some photographs were taken of 
the experimental set up with the participants in situ. However, all photos were 
taken from the back of the participants to avoid taking photos of their faces. For 
these studies additional consent was obtained from both the children and the 
parents for the use of video and photographic cameras.  
4.6 CONCLUSIONS 
This chapter has shown that, where possible, care has been taken to design the 
research methods used to ensure internal and external validity. The 
participants' ethical and privacy issues were also considered to ensure that 
taking part in the study did not distress them in any way. 
The remainder of this thesis is structured as follows: the data collection method 
is designed and evaluated in Chapters 5, 6 and 7, and the analysis method is 
designed and evaluated in Chapter 8, which is then automated in Chapter 9. The 
new data collection and analysis method is then used to analyse typing data of 
231 children and 229 adults in Chapter 10. The thesis concludes in Chapter 11. 
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5 PHRASE SET FOR USE WITH YOUNG CHILDREN 
5.1 INTRODUCTION 
It has become the most common method in text input evaluation studies to 
show a short phrase to the participant, which the participant then input using 
the text input method being evaluated. Several collections of such phrases are 
available to be used by the investigators of text input research. However, as 
Section 2.3.3 showed, these phrase sets have all been designed for use with 
adults, and contain words that children may not know. If such a phrase set was 
used to compare the typing between children and adults, the children are 
disadvantaged from the start since there are many words in the phrase set that 
they are unfamiliar with. This chapter focuses on minimising the effect of the 
phrase set (task) to the overall outcome of a text input study. 
   
Figure 10: This Chapter Focuses on Minimising the Effect of the Task 
A new phrase set was designed to address the issue. The phrases were collected 
from children's books to ensure that the phrase set contained only words the 
young participants would be familiar with. This new phrase set allows 
comparable typing studies between adults and children without reducing the 
internal validity. 
During this study, it was observed that the younger children had difficulties 
completing the paper-to-screen task. This observation prompted a further, more 
formal observational study described in the next chapter. The work described in 
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5.1.1 Objectives 
The main objective of this study was to design, create and evaluate a new 
phrase set suitable for young children. In addition to this, the study was also a 
pilot test to observe any obvious issues with children carrying out a paper-to-
screen copy-typing task. 
5.1.2 Scope 
Since the intended use of the phrase sets were on full-size QWERTY keyboards, 
the study only tested the phrases with this text input method. It is possible that 
findings may differ with a different text input method.  
This study compared two phrase sets by using them in a phrase-copying study 
with children. The assumption that is being made here is that adults would have 
no problem in typing the children's phrases, and so a comparison study with 
adults was not carried out. 
5.1.3 Contributions 1. A	  phrase	  set	  that	  is	  suitable	  for	  young	  children	   	  
The new phrase set can be used with children in a phrase-copying task. 
The set contains only words familiar to them, rather than words that they 
are unlikely to have encountered. This increases the internal validity of 
studies into how children make typing mistakes. Additionally, any 
researchers using this phrase set with children do not have to pick and 
choose suitable phrases out of the set, as they have done with previous 
phrase sets. 
2. Comparable	  testing	  of	  children	  and	  adults	  The	  data	  gathered	  using	  this	  phrase	  set	  would	  be	  comparable	  between	  the	  children	  and	  adults,	  without	  lowering	  the	  internal	  validity	  of	  such	  studies.	  In	  addition,	   the	  casual	  observations	  made	  by	  the	  author	   in	  this	  study	  highlighted	  the	   difficulties	   children	   faced	   when	   completing	   paper-­‐to-­‐screen	   phrase	   copying	  tasks.	   This	   motivated	   a	   further	   study	   into	   understanding	   these	   difficulties,	   as	  reported	  in	  Chapter	  6.	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5.1.4 Structure 
Section 5.2 describes the properties of the new phrase set. Section 5.3 evaluates 
the new phrase set against the most commonly used phrase set. The chapter 
concludes in Section 5.4, which summarises the main findings of this chapter. 
5.2 CHILDREN'S PHRASE SET (CPSET) 
Chapter 2 (Section 2.3.3) highlighted the need for a phrase set that can be used 
with young children. The new phrase set, Children's Phrase Set (CPSet) is 
intended to be similar to TEPS, but has been adapted for use with children. The 
set contains 500 phrases taken from children’s books and nursery rhymes 
(Cooling, 1998; Schiller and Moore, 2004). In collecting the phrases from the 
books, short length sentences (three to seven words) were selected that made 
grammatical sense on their own. The maximum words per phrase were reduced 
from MacKenzie & Soukoreff's nine words to seven to minimise variance.  
Since the books chosen for collecting the phrases from were written to be 
suitable for six year olds to read, the phrase set is also suitable for anyone above 
the age of six years. It contains no capital letters except 'I' and 'J' for 'June', and 
'S' for 'Saturday', which were included to see if children would capitalise them or 
not in a later study. There were also no numbers, and no punctuation symbols. 
It also contains no American or British specific terms. The full phrase set is 
shown in Appendix 2.  
5.3 EVALUATING THE CPSET 
In designing text input method evaluations, MacKenzie and Soukoreff (2003) 
wrote: 
'Among the desirable properties of experimental research are internal 
validity and external validity. Internal validity is attained if the effects 
observed are attributed to controlled variables. External validity means the 
results are generalizable to other subjects and situations'. 
This implies that the text entry methods or the devices used become the 
controlled variable and all other factors should be kept at a constant. It was 
therefore important to ensure that the choice between using TEPS and CPSet 
did not significantly affect the results of a text input method evaluation; i.e. that 
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choosing to use the new phrase set would not cause the participants to create 
more or fewer errors. 
5.3.1 Analysing the Phrase Sets 
An analysis of the two phrase sets (TEPS and CPSet) was conducted using 
AnalysePhrase.java (MacKenzie and Soukoreff, 2003) and PHANTIM (Kano, 
2005) and the results are shown below in Table 15: 
Table 15: Analysis of the Two Phrase Sets 
 TEPS CPSet 
PHRASE SET   
Number of phrases 500 phrases 500 phrases 
Number of words 2713 words 2350 words 
















Number of letters 14310 letters  10998 letters 
Correlation with English 0.954 0.982 
WORDS   
Number of unique words 1164 words 842 words 
Max word length 13 letters 11 letters 
Min word length 1 letter 1 letter 
Average word length 4.46 letters 3.89 letters 
Words containing non-letters 0 words 0 words 
 
CPSet contains 363 fewer words and thus 3312 fewer letters than the TEPS. 
Each phrase in the CPSet tends to be on average shorter (by 0.7 words), and 
thus there are fewer letters in each phrase. There are also fewer unique words in 
CPSet (322 words less). Both phrase sets have high correlation with English 
(using the letter frequencies of Mayzner and Tresselt (1965)), with 0.982 for 
CPSet and 0.954 for TEPS. 
5.3.2 Validating the CPSet for Use with Children 
To compare the two phrase sets, a one-day study was carried out involving 40 
children from a local primary school. There were 22 boys and 18 girls, aged 
between 7 and 10 years old. They are identified as group 1 in the participant 
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summary found in Appendix 3. The study was carried out in a quiet room of a 
school, using four identical black keyboards (PC Line PCL-K350) connected to 
four identical tablet PCs (RM Tablet PC CE0984) on stands (not used as tablets, 
but simply used to create a consistent display). Four children individually 
carried out the test at a time. Three researchers oversaw the entire study, and 
there were no video or audio recordings. No names were taken, and results were 
labelled with only numbers. 
5.3.3 Design 
In this study the children were asked to copy phrases shown to them on paper, 
into Notepad™, via a standard QWERTY keyboard. It was decided that each 
child would type in ten phrases, as from previous experience children of this age 
group tend to lose interest in the task after copying about ten phrases. 
50 phrases were chosen from each phrase set by first randomly choosing a 
number between one and ten, and then selecting every tenth phrase from the 
phrase set. The children entered five phrases from one set, then five phrases 
from the other set. The order of which phrase set was shown first to them was 
randomized to eliminate any learning effects on their performance. The chosen 
100 phrases (50 from TEPS and 50 from CPSet) were each used four times in 
all.  
5.3.4 Procedure 
Participants were selected by their teachers but guidance was given by the 
researchers to ensure a representative sample, with respect to age and gender, 
was used. The children were asked to sit in front of a tablet PC/Keyboard set up 
and each had the procedure individually explained to them. The children were 
each given a sheet of paper with the phrases to type in, presented in Arial font, 
size 20. Children were instructed to copy the phrases printed on the sheet in 
front of them into the tablet PC using the keyboard, and were told that the trial 
was not timed, nor was it marked. During the trial, every keystroke was 
recorded using KGB Keylogger®. Once the child completed the task, he or she 
left the room and was replaced by another child.  
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5.3.5 Analysis 
Each phrase was tested four times within this study. Afterwards, a count was 
made of how many INF (Incorrect and Not Fixed), IF (Incorrect and Fixed) and 
C (Correct) keystrokes were made by each participant for each phrase. Three 
values, Total Error Rate (TER), Corrected Error Rate (CER) and Not Corrected 
Error Rate (NCER) (Soukoreff and MacKenzie, 2003). Comparison was then 
made between the two phrase sets to see if there were any significant differences 
in the above three values. 
5.3.6 Results 
Table 16 below shows a summary of the mean TER, CER and NCER for the two 
phrase sets.  
Table 16: Mean TER, CER and NCER for the Two Phrase Sets 
 TEPS CPSet 
TER 0.0654     (sd = 0.0540) 0.0636     (sd = 0.0638) 
CER 0.0253     (sd = 0.0240) 0.0230     (sd = 0.0284) 
NCER 0.0400     (sd = 0.0492) 0.0340     (sd = 0.0542) 
 
The two phrase sets produced very similar results with regard to error rates. The 
difference in the TER for the two phrase sets was not significant (Paired T-test, 
N = 40, t = 0.217, p > 0.05). The differences in CER and NCER for the two 
phrase sets were also not significant (for CER, Paired T-test, N = 40, t = 1.01, p 
= 0.321 and for NCER, Paired T-test, N = 40, t = 0.875, p = 0.387). Thus, the 
performance of the participants in the text input task was not significantly 
affected by which phrase set the phrases they typed came from. 
5.3.7 Discussion 
The comparison of the error rates of the phrase set reveals that the participants 
made equal numbers of errors and fixed similar numbers of errors for each 
phrase set. It was also observed that the more errors the child made on phrases 
from one phrase set, the more errors he or she made on the phrases from the 
other phrase set. This suggests that the two phrase sets can be used 
interchangeably without lowering the internal validity of a text input method 
evaluation.  
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The CER and NCER of the phrase sets confirms this finding; comparison of the 
CERs show that the children made about the same number of corrections for 
both phrase sets, and the NCERs show that the children left about the same 
number of errors uncorrected in their typing. 
5.4 CONCLUSIONS 
The main contribution of this chapter is the new children's phrase set (CPSet) 
that is suitable for use on both children and adults in text input evaluation 
studies.  
The results show that there were no significant differences in the performance 
of the participants across the two phrase sets. This indicates that researchers 
will be able to choose to use the CPSet for text input method evaluations with 
children, the content of which is more suitable for children, without the choice 
affecting their results, and thus not lowering the internal validity of their text 
input method evaluation. 
The CPSet is location independent since it contains no Americanised or British 
terms, and it can also be used by adults; it offers a common phrase set that can 
be used in a text method evaluation that involves both children and adults.  
The CPSet will allow researchers to run comparison studies in typing by both 
children and adults, while keeping the internal validity of the experiment high. 
This is crucial in the current work of understanding how children make typing 
mistakes differently from adults. The fact that both participant groups will be 
familiar with all the words shown to them will mean that the phrase set itself is 
not going to cause any differences in the types of error made between the two 
groups. 
5.4.1 Limitations 
This study was carried out on a group of 7 to 10 year olds since they were the 
youngest group of participants likely to take part in a text input error analysis. 
Although it is assumed that the adult participants will have no difficulty in copy 
typing these phrases, the phrase set remains untested with adults.  
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5.4.2 Conclusion 
The new phrase set contains only words familiar to children as young as six 
years old. Since studies for this thesis will focus on children aged seven years 
and upward, it is reasonable to say that the phrase set only contains words that 
all English speaking participants will be familiar with. The CPSet is therefore 
the first phrase set that allows for comparable data of phrase-copy typing to be 
gathered between adults and children without decreasing the internal validity. 
The author noted during data collection that children displayed some 
difficulties in carrying out the paper-to-screen phrase-copying task. Some 
children entered multiple spaces consistently, while others wrote in all capital 
letters. These difficulties are further investigated in the next chapter. 
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6 EVALUATING THE PAPER-TO-SCREEN METHOD FOR USE 
WITH CHILDREN 
6.1 INTRODUCTION 
This chapter describes a follow-up study from that described in Chapter 5. In 
Chapter 5, questions arose as to the validity of using a paper-to-screen phrase-
copying method with young children. In addition, Chapter 2 (Section 2.3.5) 
raised the issue that, with their under-developed reading and typing ability, 
children may struggle to complete this task. If so, this would create a bias 
towards the adult participants, thus lowering the internal validity of any 
comparison study using this method. This chapter focuses on minimising this 
bias in the task. 
 
   
Figure 11: This Chapter Focuses on Minimising the Effect of the Task 
The study described in this chapter used the paper-to-screen phrase-copying 
method with 72 children. Observations made during the study indicate that the 
paper-to-screen method creates additional difficulties in typing, and so the use 
of the screen-to-screen copying method is recommended in further studies. 
It also found that many children younger than seven years of age did not have 
enough knowledge about the keyboard to be able to complete the task 
successfully. In addition, the use of video cameras to record what the 
participants typed, as done in Grudin (1983a), was too distracting for young 
children. It is recommended that video cameras are not suitable for use in this 
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The findings from this chapter justified the design of the later studies that used 
a screen-to-screen phrase-copying task, with children aged above seven years 
old, with no video cameras.  
6.1.1 Objectives 
As described above, the primary objective of this study was to answer the 
question 'does the paper-to-screen phrase-copying method induce its own set 
of errors in children?' In addition, the study also answered the following 
questions: 
1. Is there an age, below which the children are too young to take part in a 
phrase-copying typing test? 
Section 6.3 outlines observational evidence that indicate that children 
younger than seven years did not have enough understanding of the 
keyboard to carry out typing tasks competently.  
2. Does the use of a video camera in recording what the children typed 
affect the children's behaviour? 
Section 6.4.4 argues that the use of video cameras pointing at the 
keyboard was too distracting for young children. Their attention was 
focused on the camera and the fact that they were being recorded, rather 
than on the typing task. 
6.1.2 Scope 
Since the study's aim was to establish whether or not children had difficulty 
carrying out the paper-to-screen phrase-copying task, a wider than required age 
range (5 to 11 year olds) was selected. However, it is acknowledged that they 
were all recruited from the same school, which limits the external validity of the 
findings. 
6.1.3 Contributions 
The main contributions of this chapter are: 
1. Children have difficulties in tracking their place on a sheet of paper 
when all the phrases are printed on it  
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Section 6.4.3 provides observational evidence that children have 
difficulties in copying phrases from a sheet of paper and suggests that the 
paper-to-screen method is not suitable for use with young children. 
2. Children aged under seven years are not suitable for phrase copy-
typing tasks 
Section 6.4.1 provides evidence that children younger than seven years of 
age have difficulties in typing due to a) lack of understanding of the 
functions on the keyboard, and b) difficulties in translating between the 
upper and lower case letters. 
3. Set of requirements for a data collecting software for use with young 
children 
Section 6.4.5 provides a set of requirements for data-collecting software 
that will allow for age comparison studies with higher internal validity. 
Section 6.5 introduces the TypingCollector, which conforms to the new 
requirements. 
6.1.4 Structure 
Section 6.2 outlines in detail the experimental study. It describes the method 
used, the participants selected, hardware and software used, and how the data 
was analysed. Section 6.3 highlights the results found in the study, implications 
of which are discussed in Section 6.4. Section 6.4 introduces the new data-
collecting program. The chapter concludes in Section 6.6 with a summary of the 
findings, and a critique of the experimental method used.  
6.2 METHOD 
In the phrase set study (Chapter 5) the author casually observed some 
difficulties experienced by children in carrying out the paper-to-screen task. 
These observations suggested that the method used was causing the children to 
make errors, which questioned the validity of using such a method. A larger 
study, carried out over two days, was devised to further investigate these issues. 
This was an observational study of the same method as described in Chapter 5, 
with particular interest in the difficulties experienced by the participants. 
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6.2.1 Participants 
72 children, aged between 5 and 10 years took part in this study. 35 were boys 
and 37 were girls. They are identified as group 2 in the study participant 
summary found in Appendix 3. These children represented the whole of Years 1, 
3, 4 and 5 of the same local primary school. Although all ages between 5 and 10 
years were represented, pupils of Year 2 were not available for this study. All 
children spoke English as their first language, and all children in the classes 
took part so no selection took place.  
6.2.2 Apparatus 
The study was carried out in a quiet room of a school, using four identical black 
keyboards (PC Line PCL-K350) connected to four identical tablet PCs (RM 
Tablet PC CE0984) on stands (not used as tablets, simply used to create a 
consistent display). Figure 12 shows this set up. 
 
Figure 12: Set Up of the Experiment 
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Four children individually carried out the test at a time. Figure 13 below shows 
that there were two tables in the room, so two children shared a table. To record 
the typing and the discussions between the participants, a video camera was set 
up on each table, next to one of the tablet-keyboard set-ups. The cameras 
pointed directly at the keyboard to avoid recording the participants' faces. It 
should be noted that only half the children were recorded by video (P2 and P4). 
Two researchers oversaw the entire study. No names were taken, and results 
were labelled with only numbers. 
 
Figure 13: Floor Plan of the Equipment Used in this Study 
It can be seen from Figure 13 above that there were only two video cameras 
available. Therefore, only half of the participants were recorded at the keyboard. 
However, the video cameras were placed between the two participants on each 





















Tablet PC & keyboard
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6.2.3 Design 
This study was a repeat of the previous study (Chapter 5), but with the addition 
of a video camera to record the conversations between the participants. As 
before, children were asked to copy phrases shown to them on paper, into 
Notepad™, via a standard QWERTY keyboard. Consistent with the previous 
study, the children typed 10 phrases, 5 from the CPSet and 5 from TEPS. 
Video cameras were used to record what was typed, and the conversations 
between the participants. To avoid making the children conscious that their 
conversations were being recorded and thus restrict what they say, the children 
were told only that the video camera was there to record their typing. The 
author made additional observational notes on paper during the study. 
Two investigators carried out the study. One was the author, the other was 
another researcher from the same research group, who assisted in the 
experiment so that the author had enough time to make observational notes 
during the experiment. This researcher was briefed about the task before the 
experiment.  
6.2.4 Procedure 
The children were asked to sit in front of a tablet PC/keyboard set up and each 
had the procedure individually explained to them. The children were each given 
a sheet of paper with the phrases to type in, presented in Arial font, size 20. 
Children were instructed to copy the phrases printed on the sheet in front of 
them into the tablet PC using the keyboard, and told that the trial was not 
timed, nor was it marked. During the trial, every keystroke was recorded using 
KGB Keylogger®. Once the child completed the task, he or she left the room 
and was replaced by another child. 
Although it is more common to give strict guidelines to the participants about 
how exactly they should copy PT, it was decided to allow the participants to copy 
as they felt fit. When a child asked questions regarding the format of TT, such as 
'should we use capitals?' the investigators always told the child that they can 
choose to do it in the way they wanted to. This instruction was given in all the 
studies reported in this thesis. 
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6.2.5 Analysis 
There were three sets of data collected in this study, the observational notes 
made by the author, the conversations between the children recorded by the 
video camera and the key logs of what the children typed. During the 
experiment, the author made observational notes whenever a difficulty in 
carrying out the task was noticed. In addition, immediately after the study was 
completed, the author discussed with the other investigator about if he noticed 
any difficulties displayed by the children. 
6.2.5.1 Observational Notes 
The author noted four areas of difficulties during the experiment. These were: 
difficulties related to the paper-to-screen copying method, problems related to 
the participant's understanding of the keyboard, issues related to the presence 
of the video camera, and issues with the format and font of TT. 
The younger children in particular displayed difficulties copying with a screen, 
the keyboard and the PT paper. Year 1 (5 and 6 year old) children were observed 
to focus mostly on the paper and the keyboard, with little attention given to the 
resultant text displayed on the screen. This lack of focus on the screen with 6 
and 7 year old children has also been observed with pen input in Read et al. 
(2002). Read et al. also found that the older children (8 and 9 year olds) learnt 
to check their output on the screen. This was also true in this study, with Year 3 
and upwards checking their screens. 
In carrying out the typing it was noted that Year 1 children had great difficulty 
finding letter keys, even after inspecting the keys row by row. The children often 
called out to themselves the letter they were searching for, and pointed with 
their finger whereabouts on the keyboard they were searching. This made it easy 
for the author to see that the children were looking at the correct key, but not 
recognising it as the key they were looking for. However, when asked by the 
investigators what the uppercase letter of the intended letter was (e.g. 'what 
does a big geh look like?'), children were able to find the appropriate key with 
some searching. This shows that Year 1 children were having difficulties in 
translating between uppercase and lowercase letters. 
Other children, including older children, expressed the wish to start writing on a 
new line, or delete a letter, but did not know how to do them. They had to have 
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their friends or the investigators show them which key did what they wished to 
do. 
Although Year 1 children showed little interest in how TT looked, older children 
asked several questions regarding how TT should look like on the screen. They 
asked whether each phrase should be on a new line, should each phrase start 
with a capital letter, and whether to use full stops or not. 
6.2.5.2 Defining the Coding Scheme for Video Recording 
The video cameras recorded the typing behaviour of the participants and the 
conversations that took place between a participant and another participant, or 
the participant and the researchers. A transcript was made of all the 
conversations that were recorded. 
The analysis of the video camera purely focused on cases where the participant 
expressed his or her difficulties to someone else in the room, such as saying 
'how do you delete words'. When a participant was seen to be having difficulties 
but solved the problem by him or herself, or gave up and moved on to another 
letter, these were not analysed, since doing so required making assumptions 
regarding their body language alone. Furthermore, any comments that were 
solicited by the investigators asking the participants questions were removed. 
This was to ensure that all comments were those unsolicited, thus reducing the 
influence of the investigators on what the participants said. Notes were also 
made on comments made regarding the video camera such as 'what is that thing 
(camera)?'  
The four areas identified by the observational notes were used as the codes for a 
coding of video and typing logs. The items on these logs were categorised into 
the following: 
• Input - problems related to the paper-to-screen copying method (I) 
• Output - problems related to the presentation of TT (O) 
• Hardware - problems related to the lack familiarity and/or 
understanding of the keyboard (H) 
• Distraction - comments related to the presence of the video camera (D) 
By and large, they are mutually exclusive events that could occur in the typing 
task. Although participants made comments regarding other issues with the 
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task, only these four were used in the coding, since they were already noted as 
problems. The video analysis was used to confirm these issues. 
The codes were applied to each comment that was recorded by the video. 
Although a small number of comments did not fit in any of the four defined 
codes, there were no comments that fit into more than one code. The codings of 
video recordings were carried out only by the author and thus have not been 
validated by a second observer. 
The key logs of the letters typed were manually inspected to see how many 
phrases the participants completed and if any phrases were omitted. The key 
logs were also analysed for any typing errors that may be caused by the format 
of the PT, such as insertion, substitution and omission of words or even phrases.  
6.3 RESULTS 
The 72 participants copied 633 phrases in total. It became clear early on in the 
study that Year 1 children (5 to 6 year olds) were not able to type all ten phrases 
shown to them. The number of phrases shown to them was cut down to five, and 
a time limit set of 30 minutes. Even with these concessions, some children did 
not finish typing the phrases. Table 17 shows the average number of phrases 
typed by each year group. 
Table 17: Number of Participants in Each Year Group and How Many Phrases They 
Copied 
 Year 1 Year 3 Year 4 Year 5 
Age of participants (years) 5/6 7/8 8/9 9/10 
Number of participants 12 20 16 24 
Number of phrases completed 51 198 146 238 
Average number of phrases per participant 4.25 9.90 9.13  9.92 
 
Due to this uneven number of phrases typed by Year 1, for the remainder of this 
chapter, frequencies of errors have been normalised by calculating the 
frequency per phrase per participant. 
6.3.1 Video Observations 
Table 18 shows difficulties relating to the four areas of interest that were 
recorded on the video. Numbers in the table indicate the number of times it was 
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observed, per participant per phrase. The errors were logged only if the 
participant said something to another participant or to the investigators. Things 
said aloud but to them were not counted.  
Table 18: Frequency of each Issue found in the Video Observation (Number of 
Occurrence per Participant per Phrase) 
Code  Year 1 Year 3 Year 4 Year 5 
I1 Lost place on sheet 0.0065 0 0 0 
O1 Comments regarding the format of TT 0 0.0003 0.0009 0.0009 
O2 Comments regarding the font of TT 0.0049 0.0003 0 0 
H1 Unable to locate letter key 0.0555 0 0 0 
H2 Not knowing a function key 0.0163 0.0010 0.0013 0 
D1 Comments regarding the video camera 0.0033 0.0008 0.0013 0.0005 
 
As Table 18 above shows, Year 1 children encountered many more problems 
than any other group. They required the most assistance in locating the key. 
However, as noted previously, these children were often able to find the 
appropriate key when asked what the uppercase letter of the intended letter 
looked like. Another notable difficulty specific to this age group was losing their 
place on the sheet of paper, and requiring the assistance of the investigators. 
Not knowing what a functional key did was more prevalent. Although this 
occurred most in Year 1 children, a few children in Year 3 and Year 4 also did 
not know about the Enter or the Backspace key. However, all children in Year 5 
knew how to use these keys. The most troublesome key was the Backspace (8 
times), followed by the Enter key (7 times). Other problematic keys were the up 
arrow, space bar and Caps lock (once each).  
The presence of the video camera was noted and commented on by all groups. 
Children asked why the camera was there and what it was recording. In some 
instances, a whole discussion about the camera followed.  
As noted in the observational note, the older children were interested in getting 
the format of TT 'right'. The video analysis shows that this increased with the 
participants' ages. Three comments were made on the font used to display TT. 
The default font style of notepad was used in displaying TT. Unfortunately, in 
this default font style (Lucida Console), the lowercase letter 'l' looked like an 
upside-down and back-to-front uppercase 'L'. This caused some confusion in 
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the younger children. Another comment was made that the font size of TT 
(10pt) was too small. 
The video analysis showed that there is an age effect in the comments that are 
particular to the paper-to-screen method. In the younger children, they have 
difficulties keeping track of where they are on the sheet. In contrast, the older 
children were more concerned about matching the visual aspect of PT and TT 
exactly, such as matching the size of the spaces and replicating the same font 
style. 
6.3.2 Key Log Analysis 
In total, the participants copied 633 phrases. In looking at the formatting errors, 
the focus was on finding participants that had either not understood or 
misunderstood the act of copying PT. To avoid counting accidental errors, one-
off errors were not counted. Only participants who consistently made the same 
errors were included in the count. Table 19 below shows that the number of 
participants that displayed these certain traits were counted (and normalised to 
the number of participants in each year group). This was due to the fact that, if 
one person consistently adds full stops at the end of all ten phrases, the 
frequency would be 10, even though only one person did this. 
Table 19: Formatting Errors Found (the Numbers Indicate the Normalised 
Number of Participants that Made the Error per Year Group) 
Formatting errors Year 1 Year 3 Year 4 Year 5 
Consistent multiple phrases on one line 0.5 0 0 0 
Consistent double spacing 0 0.1 0 0.083 
Consistent omission of spaces 0.5 0 0 0 
 
Six children in Year 1 entered the phrase without any spaces between the letters, 
such as typing 'in the rain' as 'intherain'. Some also typed all phrases on 
one line. This indicates that some Year 1 children do not have the understanding 
that to copy something means adding spaces as shown in PT, nor to match the 
layout by typing each phrase on a new line. They perhaps considered typing in 
just the letters they saw on the sheet into the keyboard was enough. 
In addition, two participants consistently added more than one space between 
each word. A search in the observational notes made during the experiment 
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found that one of them had been noted down for stating that they were putting 
these extra spaces in to match how big the gaps were between the words in PT. 
It is assumed that this is likely to have arisen from the fact that PT and TT were 
shown in different font sizes (10pt and 20pt respectively). 
Table 20 shows the typing errors found in the key logs. Here the focus was on 
those involving entire words or phrases. Omitted Word was the most frequent 
word-level error observed. It occurred more frequently in Years 3 to 5 than in 
Year 1. Similarly, inserted, substituted and duplicated words occurred more 
frequently in the older children than in the younger children. This may be due 
to the fact that the younger children tend to type slowly, following PT letter by 
letter. The older children were observed to type several letters or even a few 
words at a time. The presentation of PT on paper at a considerable distance 
from TT may have meant that it was difficult for the children to keep track of 
their place on the paper. It seems reasonable to assume that had the PT and TT 
been displayed on the same screen, on top of each other, it would have been 
easier for the children to keep track of what to type next, and also to spot these 
mistakes.  
Table 20: Number of Occurrence per Participant per Phrase of Typing Errors 
Found that Involved Words and Phrases 
 Year 1 Year 3 Year 4 Year 5 
Omitted Word 0.003 0.002 0.004 0.001 
Inserted Word 0 0.0003 0 0.0004 
Substituted Word 0 0.001 0.002 0.001 
Duplicated Word 0 0 0.0009 0 
Substituted Phrases 0 0.002 0 0 
Omitted Phrases 0 0 0.0004 0.0002 
 
Year 1 children made few word level or phrase level errors. During the study, 
these children were observed reading one letter at a time, and entering it on the 
keyboard before returning to the paper to read the next letter. The older 
children (Years 3 and 4) on the other hand were observed reading a word at a 
time, typing the word, then returning to the paper to read the next word. 
Although the difference in the unit of reading from PT is likely to be related to 
the youngest participants not making as many word and phrase level errors, 
further investigations are required to substantiate this finding. 
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All occurrences (seven) of Substituted Phrases were carried out by one 
participant. This participant completed the phrases in the order of 10, 6, 7, 9, 8, 
4, and 3. It is assumed that the participant did not see the order in which the 
phrases must be typed as important. There were two further instances where an 
entire phrase was omitted.  
It is probable that these substitutions and skipping of phrases would have not 
occurred if the phrases were presented one by one to the children. In designing 
a suitable method for phrase copying task with children, it is recommended 
from this finding that PT phrases should be presented to them one at a time. 
This will reduce the possibility of bias in the data to the adults whom do not 
commonly experience difficulties tracking which phrase they are typing in a 
paper-to-screen copying task. 
6.4 DISCUSSION 
6.4.1 Children Under Seven Years Old are Too Young for the Task 
The results from this study give several evidences for the argument that children 
under the age of seven years are too young to take part effectively in a phrase-
copy typing task. It is true that children younger than seven years old are able to 
press a key to produce a letter on the screen. However, for a comparison study 
across a range of participant ages to be internally valid, all participants taking 
part must understand how to type, how to edit and how to format TT correctly 
so as to match that of PT.  
The first problem was the lack of knowledge of the alphabet. Children in Year 1, 
who so far have spent more time being taught the lowercase letters than the 
uppercase letters, struggled to type lowercase letters on a keyboard that only 
showed uppercase letters. 34 instances of Year 1 children unable to find the 
letter were recorded by the video. Most did manage to find the key for 
themselves once they asked the question 'what does a big geh look like?'  
Secondly, the younger children lacked knowledge of the functional keys on the 
keyboard. There were two functional keys that every participant used, the Enter 
key and the Backspace key. Some children did not know how to go to a new line 
or delete the keys and thus had to ask for assistance.  
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Finally, the younger children showed signs that they thought to copy a phrase 
was to simply press the right letter keys. This was indicated by the fact that they 
failed to insert spaces between words. In addition, some also typed all the 
phrases on one line.  
It is acknowledged here that this study did not include Year 2 children (aged 6 
to 7 years) and thus perhaps unfair to state that Year 2 children are too young to 
effectively take part in typing studies involving phrase-copying. However, some 
of the difficulties experienced by the Year 1 children were also experienced by 
some seven year olds in Year 3 (but considerably less frequently). Therefore it is 
reasonable to say that children younger than seven years old would have 
significantly more difficulties. It is suggested that for this thesis, the minimum 
age of participants should be set to seven years old to maintain a higher internal 
validity. 
6.4.2 Paper-to-Screen Method  
The results suggest that children had difficulties copying phrases from a sheet of 
paper to the screen via the keyboard. The key log analysis indicated difficulties 
were most likely caused by the paper-to-screen method. Some phrases and 
words were omitted, substituted or inserted in TT. These errors may stem from 
the fact that there was a considerable physical distance between PT and TT and 
it was hard to compare if the two matched. It is therefore suggested that the 
paper-to-screen method should be rejected in favour of the screen-to-screen 
method. Presenting the PT and TT on the same screen (ideally on top of each 
other) would make it easier for children to carry out comparisons between the 
two strings to keep track of where they are on PT, and avoid or spot these errors. 
Faced with a sheet of ten phrases, some children had difficulties in keeping 
track of which phrase they were on. Video analysis showed that children asked 
for assistance in finding their place on the paper four times. The key log analysis 
supports this finding in the form of substituted and omitted phrases. To avoid 
these errors, the screen-to-screen method of presenting PT should only show 
one phrase at a time. 
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6.4.3 Presentation of PT and TT 
In addition to the paper-to-screen method, there were some issues surrounding 
the presentation of PT and TT. Some children consistently typed several spaces 
between each word. This was due to the experiment using Notepad for the 
participant to type. The default font style (Lucida Console) and size (10pt) 
were used in Notepad, whereas PT was presented in font style Arial, at size 20pt. 
The difference in font size clearly caused these errors. It is recommended that in 
future studies the same font style and size should be used for PT and TT.  
The study also showed that the font style and size of TT were not suitable. 
Several children commented on the fact that the lowercase 'l' looked liked an 
upside-down, back-to-front 'L'. There were also comments suggesting that the 
children found the small font size hard to work with. It is suggested that a less 
confusing font in a bigger font size should be chosen for the presentation of PT 
and TT. 
6.4.4 Use of Video Camera 
The video camera used for recording the keyboard provided a wealth of 
quantitative and qualitative information that would have otherwise gone 
unrecorded. It can record the timing of the key presses, what fingers were used 
to type what keys, and the conversations that took place during the experiment. 
However, the presence of the camera was commented upon several times by all 
age groups. The researcher had to intervene and answer questions about what 
data the video camera was recording. In one instance, all four children in the 
room started to have a conversation about the video camera. The presence of 
the video camera clearly affects the children. If a video camera is not required in 
a study, it is suggested it is not used. In most cases, the use of a key logging 
software will suffice. 
6.4.5 Custom Data Collector 
To fulfil these presentation and recording requirements, it is suggested that 
custom software is necessary. This study showed that this data collecting 
software must fulfil the following conditions: 
• Display PT one phrase at a time 
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Section 6.3.2 showed that children made errors that were likely to be 
caused by the fact that all ten phrases were shown on the paper. It is 
probable that if phrases were displayed one at a time, these word and 
phrase level errors will be reduced. 
• Display PT and TT on top of each other 
Section 6.3.1 and 6.3.3 showed that several children lost their place on 
the phrase sheet due to the large distance between the phrase sheet (PT) 
and the screen (displaying the TT). It is recommended that PT and TT 
should be displayed with close proximity to each other. 
• Display PT and TT in the same simple font style and larger font size 
Section 6.4.3 discussed that older children were concerned about PT and 
TT being displayed with different font sizes and styles. It is 
recommended that the two be shown in exactly the same font style and 
size. 
• Record what key was pressed and its timings 
• Provide minimum distractions from the task 
6.5 THE TYPINGCOLLECTOR 
New data collecting software was written in Visual Basic to gather the 
demographic and typing data from the participants. The TypingCollector follows 
the requirements highlighted in the previous section. 
The software is designed to automatically run the entire study with minimum 
interventions from the investigator. This enables a single investigator to run an 
entire computer lab of participants (approximately 30 participants) 
simultaneously.  
The TypingCollector is designed for Windows-based PCs. It first asks four 
demographic questions - the participant's age, what academic year they are in, 
their gender and whether they are right or left handed. This is followed by 
nineteen questions for the adult participants and six questions for the child 
participants regarding their computer and typing experience (Chapter 7). 
Finally, participants are shown ten randomly selected phrases from CPSet, one 
at a time, to copy.  
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The phrases were shown in font style Verdana at size point 14, with a space for 
the participant to copy the phrase underneath. The TypingCollector logged all 
the answers given, and in the phrase-copying section, what phrases were shown, 
each key pressed, its timestamp and the time between the keystrokes. Figure 14 
shows the TypingCollector phrase-copying stage. This TypingCollector was used 
for all subsequent studies described in this thesis and provided a consistent 
environment for the participants. 
 
 
Figure 14: Screen Shot of the TypingCollector Displaying a Phrase with the User 
Typing Directly Below 
6.6 CONCLUSIONS 
This study showed that children experience difficulties in the paper-to-screen 
method in carrying out phrase-copying typing tasks. It concludes that to 
maintain a higher internal validity when comparing with typing data from 
adults, the use of a screen-to-screen method would be more suitable. To stop 
the children from losing track of which phrase they are to type next, the phrases 
should be shown on screen one at a time. 
In addition, the results showed that PT and TT should be presented on the same 
screen, on top of each other in the same font style and size. This is so that 
tracking what to type next is easier for the children. A simple font style and 
larger than 10pt font size should be used in presenting PT and TT.  
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The use of a video camera close to the keyboard to record the children's typing 
provides a wealth of information. However, the presence of a video camera 
distracted the children from the typing task. Therefore, video cameras should 
only be used when absolutely necessary. Recording what keys were pressed with 
what timing between the key presses can be done by key logging software, and a 
the voice recorder may be a less distracting option for recording the 
conversations. 
The findings in this study defined requirements for data collecting software, 
which were used in designing the new TypingCollector. The TypingCollector was 
used to gather typing data in all subsequent studies. 
6.6.1 Limitations 
Although this study had a relatively large participant number (72 children), they 
all came from just one school. It is possible that if the study was repeated in a 
different school, with a different curriculum delivery speed, the ages at which 
different problems manifest may have been altered. However, it is likely that 
similar sets of difficulties would have been encountered all the same.  
It is unfortunate that children from Year 2 (6 to 7 year olds) were not present to 
take part in this study. The one finding of this study was that seven years old 
were the minimum suitable age for a phrase-copying task. This was based on the 
fact that the slightly older seven year olds in Year 3 still had some minor 
difficulties. However, if a definite minimum age must be established a study of 
Year 2 pupils will be necessary.  
Since only two video cameras were available, only half of the participants were 
recorded at the keyboard. It is very much likely that some interesting visual 
observations were missed because of this. However, an effort was made to 
ensure that the camera sat between two participants so that the conversation 
between the two could be captured, even if the second person was not visually 
captured on video. The audio recording on the video was successful at recording 
even whispers between two participants. One difficulty was that when several 
people were talking at once, it was hard to decide who was saying what, and so 
had to be disregarded in the analysis. Fortunately this only happened a few 
times. Additionally, only the author completed the video analysis. Ideally, a 
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second observer should also carry out the video observation, using the same 
coding scheme to validate the data. 
Finally, an additional evaluator has not validated the reliability of the coding 
scheme used in this study. By using only four codes to analyse participants' 
conversations, it is likely that other issues with the paper-to-screen method of 
copy typing were missed. It is recommended that the coding scheme should be 
evaluated by other evaluators applying the coding scheme to the data set 
independently.  
6.6.2 Conclusions 
The major contribution of the study described in this chapter is that the paper-
to-screen phrase-copying typing task is not suitable for children. It also 
provided several requirements for an improvement to the task method, such as 
the use of the screen-to-screen method, showing PT phrases one at a time, 
showing PT and TT on top of each other, in the same simple font style and 
medium font size, and the use of key loggers with timers rather than video 
cameras. 
A new TypingCollector was created based on these requirements. It is designed 
to carry out all data collection tasks such as gathering the participants 
demographic, previous computer experience and typing data. The next chapter 
focuses on what questions to ask to gather the participant's computer 
experience. 
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7 GATHERING PREVIOUS COMPUTER AND TYPING 
EXPERIENCE DATA 
7.1 INTRODUCTION 
This chapter focuses on measuring participants' previous computer experience 
(CE). It should be emphasised that, in this thesis, CE is used as a tool to 
understand which aspects of CE are affected by the sampling method chosen 
(such as demographic) and those that are normally distributed within the 
sample. The investigation of how CE relates to typing performance is outside the 
scope of this thesis and is not carried out in this chapter. 
The participants’ CE is a variable within HCI experiments that has a significant 
effect on computer aptitude (Lee, 1986; Shiue, 2002) For example, a person 
who has been a programmer for ten years is likely to perform better, even on a 
brand-new never-seen-before text input method, than a person that has very 
little CE. To ensure high internal validity in experiments, researchers require a 
simple method to quantify CE so they can report its effect or design for it.  
 
Figure 15: This Chapter focuses on Accounting for the Variation in Participants of 
the Text Input Study 
Most studies of typing skill in adults have classified the participant’s CE (for 
recruitment purposes) by such things as whether they were professional typists 
or are attending a particular level of typing class (Ford, 1928; Grudin, 1983a; 
Logan, 1999). However, the use of attendance to typing classes as a measure of 
CE is neither rigorous, nor easy to quantify in children, since it is unlikely that 
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Indeed, children's CE is rarely reported in Child Computer Interaction studies. 
Commonly, only the age of the participants is available. This reduces the 
repeatability of the reported experiment. Even if you matched the age of the two 
participant groups, there is no way of knowing if they are matched in previous 
experience and ability. 
This chapter focuses on designing two questionnaires to gather CE data, one 
from adults and another for children. Both questionnaires were created in a 
digital format so that the gathering of demographic data, CE data and typing 
collection could all be done automatically by the TypingCollector. The second 
study described in this chapter (Section 7.5) was published at NordiCHI 2010 
(Kano et al., 2010). 
7.1.1 Objectives 
The objective of this chapter was to design questionnaires that gathered 
computer experience data from adults and children. In addition to this primary 
objective, there were five secondary aims: 
1. Establish the different aspects of computer experience that could 
provide a detailed overview of an adult participant 
Section 7.2 surveys the literature on CE and identified 16 aspects of CE. 
These were transformed into a 19-item questionnaire (Section 7.3) that 
asked the adult participants questions on the complete spectrum of CE.  
2. Establish whether or not young children understand basic computer 
hardware and software terms 
The study described in Section 7.5 showed that young children were able 
to name basic computer hardware, but were less familiar with software 
terms. This suggested that it is not suitable to ask young children CE 
questions regarding software activities. 
3. Establish whether or not children are able to answer questions 
regarding frequency, attitude, likes and dislike using a VAS  
In the same study (Section 7.5) two new VASs were tested. The children 
were able to answer questions using the VAS consistently with other 
forms of measurements. 
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4. Establish whether or not children can complete a computer-based CE 
questionnaire just as consistently as they do on paper-based 
questionnaires 
Section 7.7 showed that children gave similar answers between paper-
based and computer-based questionnaires. This suggests that it is 
acceptable to use a computer-based CE questionnaire for the 
TypingCollector.	  
5. Establish	   what	   aspects	   of	   CE	   were	   affected	   by	   the	   demographic	   of	   each	  
participant	  groups 
Section 7.4 and Section 7.8 identified that certain aspects of CE were 
affected by the sampling methods chosen for the study. The adult and 
child questionnaires provide a method of understanding where sampling 
bias rise. 
7.1.2 Scope 
The scope of this chapter is limited to gathering self-reported data regarding the 
participants' CE. CE measured by observations of their behaviour, or 
performance, was not considered here. Self-reported data collected through 
survey methods suffers from its own problems (such as the question of the 
ability for young children to understand the question asked and give accurate 
answers). However, it requires the minimum amount of interpretation of the 
data and thus is less affected by the evaluator's bias.  
This chapter also does not include computer anxiety. Although if a participant is 
highly anxious about using the computer, this may affect their typing ability, it 
was not considered as part of the person's CE. For meta-analytic review on 
computer anxiety, readers are directed to (Chua et al., 1999). 
Making a single questionnaire for children and adults to extract comparable CE 
data is a thesis on its own, and clearly beyond the scope of this thesis. Here, the 
focus was on establishing a CE measure for adults and another for children. 
Each measure established the range of CE within their respecting participant 
group and enabled better reporting of CE in studies. 
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7.1.3 Structure 
Section 7.2 first introduces the concept of Objective and Subjective CE, and then 
describes a literature survey carried out to gather and group CE questions into 
subgroups. Section 7.3 defines an CE questionnaire for adults, which are tested 
in a large-scale study carried out with undergraduate students in Section 7.4 to 
see which of these subgroups were affected by the sampling method chosen. 
Section 7.5 describes a pilot test conducted with young children (aged 7-10 years 
old), firstly to see if they understood basic computer hardware terminology, 
secondly to see if they are able to answer CE questions using VAS. Section 7.6 
defines the children's questionnaire. Section 7.7 describes a study that 
investigated whether or not children were able to answer CE questions 
consistently between paper and computer-based questionnaires. Section 7.8 
investigates the effect of demographics within the selected child sample, before 
the chapter concluding in Section 7.9. 
7.2 MEASURING COMPUTER AND TYPING EXPERIENCE 
Section 2.3.4 in Chapter 2 showed how Smith et al. (1999) suggested that 
measures of CE can be grouped into two distinct categories: 
• The Objective Computer Experience (OCE), relating to the amount of 
computer use  
• The Subjective Computer Experience (SCE), relating to the personal 
perception of the experience (Jones and Clarke, 1995) 
The most common method of measuring a person’s CE is by using survey 
methods such as questionnaires filled in by the participants. The questions ask 
the participants to either rate themselves on their CE or computer skills, or 
answer questions relating to each area of OCE and SCE.  
Although many literature sources list example questions on select areas of CE, 
few list all questions that cover the entire spectrum. Others provided overviews 
of CE but did not list example questions. Additionally, each aspect of CE (such 
as amount of computer use) appeared to have subgroups within themselves.  
To create a CE questionnaire for this thesis, a literature survey gathered 
example questions used in other CE questionnaires. 
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Papers discussing questionnaires that contained CE items were studied for any 
example questions. Each question found was placed in the relevant aspect of CE. 
These questions were then categorised within each aspect, if necessary, using 
open coding. In all, 29 papers were used in this survey. The remainder of this 
section describes the subgroups identified in each aspect, with some example 
questions that were found. 
7.2.1 Objective Computer Experience (OCE) 
Objective computer experience (OCE) is the totality of externally observable, 
direct and/or indirect human-computer interactions which transpire across 
time (Smith et al., 1999). A person's OCE can be based on their previous and/or 
current usage of computer technologies (direct OCE), or the medium through 
which information or knowledge about computers is acquired (indirect OCE) 
(Jones and Clarke, 1995). 
7.2.1.1 OCE1 - Amount of Computer Use 
Amount of computer use is the accumulative use of computers (Smith et al., 
1999). A survey of the example questions found in literature shows that amount 
of computer use can be further divided into: when they first started to use a 
computer, how often they use a computer, how long they use a computer at a 
time and amount of computer use. Table 21 shows example questions in each of 
these subgroups. The table also indicates the question code for each question 
that appears in the questionnaires designed later (see Section 7.3). 
Table 21: Subgroups of Amount of Computer Use and Their Example Questions 
Subcategories 
of amount of 
computer use 
Example questions Question 
Code (See 
Section 7.3) 
Age first used 
computer 




Frequency • On average, how frequently do you use a computer? (Igbaria 
et al., 1995) 
• How often it (computer) was used (Robertson et al., 1995) 
ACTEQ2 
CCTEQ3 
Duration • On an average working day that you use a computer, how 
much time do you spend on the system? (Igbaria et al., 
1995) 
• Estimated the amount of time each day they spent using a 
computer at work (Henderson et al., 1995) 
ACTEQ3 
Amount • The extent of use as a summation of the hours per 
application. (Beckers and Schmidt, 2003) 
• Estimate how many hours per week they had used a 
ACTEQ3 
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computer over the previous three months (Henderson et al., 
1995) 
• Average usage of applications packages (in hours per week) 
(Gilroy and Desai, 1986) 
 
It is generally assumed that the age at which the first encounter with computers 
took place influences computer experience as well, the younger the age of first 
use, the more influential this experience may be (Weil et al., 1990). Age of first 
computer use is of particular importance with young children. It is assumed that 
children will have increasing CE as they get older, but across an age group, it 
cannot be assumed that each child will have had the same experience. For 
example, a 10-year old child that started using computers at 3 years old will 
have considerably higher CE (7 years) than a child that started using computers 
at age 6 (CE = 4 years).  
However, the age of first use, or the number of years an adult has used 
computers seems less relevant to their CE. Firstly, it is entirely possible for a 
computing student to gain more CE by attending few months of their degree, 
than if someone have used computers for the last 20 years at home but only 
used it for a limited range of tasks. Secondly, the rate at which computing 
technology advanced means that the range of tasks that were available to do on 
a computer 20 years ago was incredibly limited compared to what is available 
on even the basic entry model of computers these days. This means that a unit 
of time in using a computer 20 years ago do not equate in terms of CE to the 
same unit of time using computers today. For these reasons, it is debatable as to 
whether this subgroup should be included in the questionnaire. 
Frequency of computer use is asked in terms of number of times the person uses 
the computer within a time-span. This time-span should be adjusted depending 
on the participant group answering the question. For an infrequent user, the 
time-span may be set at weekly or even monthly frequencies. However, for a 
group that may all use computers everyday or nearly everyday, this question 
becomes redundant. In this case, more useful data may be the duration of each 
session. 
Amount of computer use is an informal product of frequency and duration. It 
can be open to interpretation, and is relative to each participant. For example, a 
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low amount of computer use for a computing student may be considered a high 
amount of use by a novice user. 
7.2.1.2 OCE2 - Opportunity to Use Computer 
Opportunity to use a computer is the availability of resources contributing to, or 
resulting in, the use of computer technologies within or across various settings 
such as home, school, work (Smith et al., 1999). Opportunity to use computers 
can be subdivided into ownership, access and training as shown in Table 22: 







Ownership • Whether they had a computer at home before attending 
college (Busch, 1995) 
• Asked if they owned a home computer (Weil et al., 1990)  
ACTEQ4 
CCTEQ2 
Access • Computer availability in three areas (computer in the 
classroom, computers available for teacher use at school, 
computer available for student use at school) (Rosen and 
Weil, 1995) 
• The range of locations in which they (computers) had been 
used (Todman and Lawrenson, 1992) 
• Is there a computer in your house? (Roussos, 1992) 
ACTEQ5 
Training • To indicate if they had completed any computer-related 
course (Dambrot et al., 1985) 
• Whether they have ever done a course requiring the use of 
a computer (Jones and Clarke, 1995) 




Ownership questions should be used with caution as young participants may 
misunderstand the concept of owning an object. The question ‘do you own a 
computer?’ may be answered yes, if there is a computer at the child’s home, 
even if they are not allowed to use it. 
Having more access to computers will make it easier for a person to increase 
their frequency of use. In a survey carried out with school teachers, Rosen and 
Weil (1995) found that more primary school teachers used computers with their 
students than teachers in secondary schools. They attributed this trend to the 
fact that more primary school teachers at that time had computers in their 
classroom than those in secondary schools. 
Having formal training in dealing with computers may increase the person's 
skill and other elements of CE (Rozell and Gardner, 1999). Rosen et al. (1987) 
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reported that students who have taken a course involving the use of a computer 
(for non-programming purposes) had lower computer anxiety than those that 
did not. Similarly, Jordan and Stroup (1982) found a decrease in computer 
anxiety in students after taking part in an introductory course. In contrast, some 
studies have shown that training increases computer anxiety (Siann et al., 1990; 
Nelson et al., 1991). 
7.2.1.3 OCE 3 - Diversity of Experience 
Diversity of experience is the person's usage of a variety of computing software 
packages (Igbaria and Chakrabarti, 1990; Jones and Clarke, 1995). This also 
includes tasks such as use of computer-assisted learning and familiarity with 
computer languages. Therefore, the diversity of experience reflects the person’s 
level of computer expertise and, indirectly, reflects the training in computers the 
person has received (Smith et al., 1999). Diversity of experience questions can 
be divided into computer activities and computer software as shown in Table 
23:  









• Indicate to what extent they had worked with word 
processing, spreadsheet programs, programming or 
computer games before attending college (Busch, 1995) 
• Prior computer/technology experience in eight areas 
(automatic banking, word processing, as a student, learning 
programming, on the job, in a library, playing video arcade 





• The variety of types of computers used (Todman and 
Lawrenson, 1992) 
• The extent to which the subject has used certain types of 
computer programs (Szajna and Mackay, 1995) 
ACTEQ8 
 
Diversity of experience is often asked with a list of items to be selected by the 
participants, or a list of specific questions covering many activities/software. An 
important distinction should be made here between depth and diversity of 
experience. A person could have an in-depth understanding of one particular 
piece of software, or a relatively shallow understanding of how to use several 
pieces of software. The CE of these two people are clearly different. In this 
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instance, it is the range of experience a person has that is measured, rather than 
the depth at which they are familiar with each task/software. 
Szajna and Mackay (1995) made a clear distinction between computer activities 
and computer software and in their survey these were presented in separate 
questions. Table 24 shows the items covered by their questions. 
Table 24: List of Computer Activity and Computer Software Items as Defined by 
Szajna and Mackay (1995) 
Computer Activities Computer Software 
1. Played games 
2. Used packaged programs 
3. Wrote programs 
4. Operated a mainframe 
5. Repaired computer or video games 
6. Sold computers or software 
7. Designed computer hardware 
8. Managed computer personnel 
1. Statistical package 
2. Word processing 
3. Graphics 
4. Music 
5. Accounting, financial 




Although these lists of computer software and activities cover a wide range of 
computer use, it is lacking in the latest computer trends. For example, popular 
social networking and photo-sharing websites such as Facebook and Flickr do 
not appear on the list. Lists that relate to fast moving technologies should be 
kept up to date.  
7.2.1.4 OCE4 - Sources of Information 
Sources of information refers to the sources through which access to computer-
relevant information has been acquired, including the media, peers, parents and 
teachers (Jones and Clarke, 1995). These sources could be direct, e.g. media, 
peers, parents, teachers (Igbaria et al., 1995) or indirect, e.g. observing, reading 
or hearing about another person’s computing experience (Eagly and Chaiken, 
1993) as shown in Table 25: 
Table 25: Example Questions of Sources of Information 





• I talk about computer games with my friends (Colley et al., 
1994) 
• The media question asked if seven media types (radio, 
films, newspapers, magazines, books, museums, and 
advertisements) had influenced the subject’s current 
feelings about technology (using a rating scale) (Weil et al., 
1990) 
ACTEQ9 
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Questions regarding sources of information usually list the possible sources, 
and either ask questions for each source, or ask the participant to select all the 
sources of information that apply to them.  
7.2.2 Subjective Computer Experience (SCE) 
Subjective computer experience (SCE) is a private psychological state regarding 
the person's thoughts and feelings about some previous or existing computing 
event (Eagly and Chaiken, 1993). A person’s SCE can be based on actual 
interaction with a real computer (direct SCE) or entirely based on what the 
person reads, has seen others use, or discusses with others about computers 
(indirect SCE) (Eagly and Chaiken, 1993). Since a private psychological state 
cannot be directly measured, this measure of CE is reliant upon the person's 
ability to accurately self-report their thoughts and feelings. 
7.2.2.1 SCE1 - Perceived Competency 
Perceived competency is the personal judgment of one’s ability for performing a 
specific task (Murphy et al., 1988; Schunk, 1989). In other words, how good 
someone thinks they are at doing something. It is also referred to as self-
efficacy, and is thought to directly impact the choice to engage in a task, the 
effort that will be expended and the persistence that will be exhibited (Bandura, 
1977; Schunk, 1985). Bandura suggested that individuals must feel confident in 
using the technology to effectively employ it (Bandura, 1977). In addition, high 
correlations have been found in studies between self-efficacy and subsequent 
cognitive performance (Bandura and Adams, 1977; Bandura et al., 1977).  
Questions related to perceived competency can refer to the participant’s view of 
their skill levels, either in the general computer use, in use of a particular 
software package or specified tasks. Table 26 shows the subgroups and 
examples of perceived competency. 







In general • I am confident about my ability to do well in a task that 
requires me to use computer technologies (Kinzie et al., 
1994) 
• Computer confidence - 'very low' to 'very high' (Weil et al., 
ACTEQ10 





• How students would rate their skill in using the computer 
for word processing (Arch and Cummins, 1989) 
• The acquired level of skill in using these applications self-
rated by the participants (Beckers and Schmidt, 2003) 
ACTEQ11 
Particular task • I feel confident moving blocks of text while word 
processing, etc. (Ertmer et al., 1994) 








Self-efficacy is considered to be situational-specific (Murphy et al., 1988). It is 
possible for someone to perceive himself or herself as being not very good at 
using computers, but very good at typing. It is thus important that care is taken 
to ensure these questions are directed at particular items of interest. 
Questionnaires are available that focus solely on gathering self-efficacy data, 
such as the Self-efficacy for Computer Technology questionnaire (Delcourt and 
Kinzie, 1990).  
7.2.2.2 SCE2 - Control 
The aspect of control mainly covers how in control a person feels or felt when 
using a computer. The question of control can be aimed at how in control they 
feel currently when using a computer (Kinzie et al., 1994), or how in control 
they felt during early experience with computers (Todman and Monaghan, 
1994) as shown in Table 27:  
Table 27: Example Questions on Control 
Aspect Examples Question 
Code (See 
Section 7.3) 
Control  • Whether, during early experience with computers, the 
participants had (a) generally felt pretty much in control, (b) 
generally felt more or less in control much of the time or (c), 
generally felt that he or she was seldom in control (Todman 
and Monaghan, 1994) 
• The extent to which early experience was ‘hands on' (Todman 




Todman and Monaghan (1994) found that control during early experience had 
significant correlation with current frequency of computer use. They also found 
that the more in control the participant felt in early experience, the less anxious 
they felt and was more likely to continue using the computer subsequently. 
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7.2.2.3 SCE3 - Perceived Usefulness 
Perceived usefulness (Table 28) refers to the person's subjective opinion on 
whether a particular system/technology will increase their job performance 
(Davis et al., 1989). They suggested that perceived usefulness strongly 
influenced people's motivation to adopt a new system and thus gain more CE.  
Table 28: Example Questions on Perceived Usefulness 





• I don't have any use for computer technologies on a day-to-
day basis (Kinzie et al., 1994) 
• With the use of computer technologies, I can create 
materials to enhance my performance on the job (Kinzie et 
al., 1994) 
• If I can use word-processing software, I will be more 




Both Igbaria et al. (1995) and Kinzie et al. (1994) found self-efficacy for 
computer technologies to be positively related to perceived usefulness and 
frequency of use, suggesting that when a person perceives something to be 
useful, they are likely to use it more, and become more proficient at it. 
7.2.2.4 SCE4 - Attitude 
Although not included in Smith et al.’s (1999) categories of SCE, attitude 
towards computers is frequently reported as having a strong positive correlation 
with the person’s experience in computers (Kinzie et al., 1994). Many questions 
asking the participant's attitude towards computers have been found in 
literature (Weil et al., 1990; Kirkman, 1993; Ertmer et al., 1994; Kinzie et al., 
1994) and there are several questionnaires that focus on gathering computer 
attitude, such as the Attitude Towards Computer Technologies questionnaire 
(Delcourt and Kinzie, 1990), and Computer Anxiety Scale questionnaire 
(Newman and Clure, 1984), some of the questions from which are listed in 
Table 29. 
Table 29: Example Questions on Computer Attitude 





• How much students liked computers (Kirkman, 1993) 
• How much they enjoyed using computers (Kirkman, 1993) 
ACTEQ19 
CCTEQ6 
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• I feel at ease learning about computer technologies (Ertmer 
et al., 1994) 
•  I am anxious about computers because I don't know what 
to do if something goes wrong (Kinzie et al., 1994) 
 
In general, computer attitude increases as the person's CE increases (Hill et al., 
1987), and together these positively affect their self-efficacy (Delcourt and 
Kinzie, 1993). Loyd and Fressard (1984) identified three types of computer 
attitude that seem to have the most significant effect on achievement of 
computer tasks by students: anxiety, liking and confidence. It is usually 
assumed that those with more CE have less anxiety about using computers and 
thus feel more in control. There are many studies that support this assumption 
(Okebukola et al., 1992), but also numerous studies exist that find no relation 
between the two factors (Kay, 1990; Todman and Lawrenson, 1992) or even 
negative relationships (Howard and Smith, 1986; Heinssen et al., 1987; Igbaria 
and Chakrabarti, 1990). As the interaction between computer anxiety and CE is 
beyond the scope of this study, readers are directed to Kinzie et al. (1994) for a 
review of literature in this topic. 
7.2.3 Shortfalls of Current Questionnaires 
This section showed that there are many methods designed to gather a 
participant's CE. However, most focused in depth on measuring a few aspects of 
CE, and failed to provide a general overview. There are many aspects of CE that 
could be asked to the participants. However, sometimes it is not possible to ask 
so many questions regarding just one thing. The CE questions may only be a 
small part of the study, such as in this thesis. It would be far more useful to 
know which aspects most correspond to typing performance, so that in future 
typing studies a select few questions that are most indicative could be used. 
Additionally, some of the questions, particularly those regarding what tasks they 
have performed before, or what software they have used, were found to be 
outdated. These questions require updating to modern tasks, such as the use of 
Facebook and YouTube.  
Finally, very few questions were directly related to the participant's typing. In a 
typing study, it would be far more interesting to see if any of them had formal 
training in typing, or how they felt about their typing ability. It is possible for 
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someone to have a negative attitude towards computers but be highly skilled at 
typing. A questionnaire used for this study should contain questions directed to 
typing itself. 
7.3 DESIGNING THE ADULT QUESTIONNAIRE 
To address some of the shortfalls in existing CE questionnaires, a new 
questionnaire, the Computer and Typing Experience Questionnaire (CTEQ), 
was designed. The Adult CTEQ (ACTEQ) consists of 19 questions. These 19 
questions were derived from the 16 subgroups of CE identified in Section 7.2, 
with some subgroups providing more than one question.  
7.3.1.1 Objective Computer Experience (OCE) Questions 
There are nine questions in ACTEQ that asked the objective aspects of CE. OCE 
are grouped by amount of computer use, opportunity to use computers, 
diversity of experience, and sources of information. 
For the amount of computer use, there were three questions: 
• ACTEQ1: How old were you when you first used a computer? 
• ACTEQ2: How often do you use a computer? 
• ACTEQ3: On the days you do use a computer, how many hours do you 
use it for? 
These three relate to the amount of computer use (Section 7.2.1.1). ACTEQ1 
relates to the duration of computer use in the participants' lives. ACTEQ2 
relates to the frequency of computer use and the answer is given on a 5-point 
scale of 'every day', 'several times a week', 'once a week', 'several times a month' 
and 'less than once a month'. ACTEQ3 asked about the duration of computer 
use per day, and the participants had to choose from a 5-point scale of 'all day', 
'several hours', 'one hour', 'half an hour' and 'less than half an hour'. 
Next, three questions related to the three subgroups of opportunity to use 
computers (Section 7.2.1.2): 
• ACTEQ4: How many laptops/computers do you own? 
• ACTEQ5: Do you have access to computers at your 
work/university/college/school? 
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• ACTEQ6: Have you ever had formal lessons in how to type? 
ACTEQ4 is a question related to the ownership of computers where the 
participants were expected to enter the number owned. ACTEQ5 is a yes or no 
question regarding the access of computers. ACTEQ6 asks about prior training. 
In previous questionnaires regarding a person's general CE, this last question 
usually asked about any training the participant have received in using the 
computer or for particular software. However, with IT lessons being a core part 
of the National Curriculum for many years, a question asking whether or not the 
participant had formal training in the use of a computer seemed obsolete. In 
contrast, fewer and fewer people are receiving formal touch-typing lessons. 
Therefore, this question was changed to training specific to typing. The answers 
available for this question were a yes or a no. 
Two questions asked about the participants' diversity of experience (Section 
7.2.1.3). For the computer activity task question (ACTEQ7), the TypingCollector 
asked the participant to select all tasks they have done before on a computer. 
There were ten tasks in total, which range in level of expertise required, from 
common computer user tasks (such as playing a computer game) to specialised 
tasks that were more commonly carried out by developers: 
• Played computer games 
• Edited photos 
• Uploaded a video or photo to a website 
• Made a presentation 
• Created a spreadsheet 
• Created a spreadsheet using formulae 
• Developed a website 
• Created a blog 
• Built a Flash application 
• Written a computer program (C++, Java, etc.) 
If a participant selects 'created a spreadsheet using formulae', then they must 
also select 'create a spreadsheet'. If they do not, then it is possible that the 
participant's data contain random selection errors. 
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For the computer software question (ACTEQ8), the TypingCollector asked the 
participant to select all software they have used before. Traditionally, these only 
included software, but with the wide spread use of websites such as Facebook 
and Flickr, these were added to the list of 'software'. Like the previous question, 
the options given to the user cover a wide range of computing expertise. 
• Social networking site (e.g. Facebook) 
• Image sharing websites (e.g. Flickr) 
• Blog builder (e.g. Blogspot) 
• Word processing software 
• Spreadsheet 
• Webmail 
• Image manipulation software (e.g. Photoshop) 
• Flash builder 
• Integrated development environment (IDE) 
• Statistical analysis software (e.g. SPSS) 
This question also contained some checking mechanisms to test whether or not 
the participant was selecting answers randomly. It stood to reason that if 
someone selected 'created a spreadsheet' and/or 'created a spreadsheet using 
formulae' in ACTEQ7, then they must also select 'spreadsheet' in ACTEQ8. 
Similarly, if they have selected 'built a Flash application', they must also select 
'Flash builder' in ACTEQ8. If the participant selected 'edited photos' in 
ACTEQ7, they should also select 'image manipulation software (e.g. Photoshop)' 
in ACTEQ8.  
The Final OCE question was the sources of information (Section 7.2.1.4). This 
question asked: 
• ACTEQ9: What resources do you use when you are learning something 
new on a computer? 
The participants could select any number of the following options: friends, 
family, at work, at school/college/university, websites, blogs, online forums, 
books, magazines or instruction manuals. Blogs and online forums were added 
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to the traditional range of sources, since these sources are becoming more 
widely used. 
7.3.1.2 Subjective Computer Experience (SCE) Questions 
There were four main aspects of SCE - perceived competency, control, 
perceived usefulness and computer attitude. These were broken down into ten 
questions. 
There were three subgroups in perceived competency (Section 7.2.2.1) - in 
general, in a particular software and in a particular task. Since this 
questionnaire places its focus on typing, the questions were orientated towards 
typing tasks. 
• ACTEQ10: How good do you think you are at using computers? 
• ACTEQ11: How good do you think you are at using word processing 
software (e.g. Microsoft Word)? 
• ACTEQ12: How good do you think you are at typing? 
• ACTEQ13: How fast is your typing? 
• ACTEQ14: How accurate is your typing? 
The last subgroup, perceived competency in a particular task, were split into 
three questions. This was to see if there were variations between their own 
perceptions of how good, how fast, and how accurate they are at typing. All four 
questions used a 5-point scale, with ACTEQ10, 11, 12 and 14 using 'very good', 
'good', 'ok', 'not very good' and 'poor'. ACTEQ13 used the options 'very fast', 
'fast', 'average', 'slow' and 'very slow'. 
The subject of control (Section 7.2.2.2) was separated into two questions, one on 
how much in control they feel when they are using it, and the other on how 
much in control they felt they were regarding their learning of how to use a 
computer: 
• ACTEQ15: How in control do you feel when using a computer? 
• ACTEQ16: How much control did you feel you had over how you learnt 
to use computers? 
Both questions used a 5-point scale with 'very much in control', 'in control', 
'OK', 'not in control' and 'totally out of my control' as their options. 
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Perceived usefulness of the computer (Section 7.2.2.3) was separated into two 
contexts, in terms of usefulness to their work or education, and usefulness to 
their everyday life. It was possible for a person to view a computer as being 
absolutely crucial for their work, but perhaps not for their everyday life and vice 
versa. 
• ACTEQ17: How useful do you think computers are to your 
work/education? 
• ACTEQ18: How useful do you think computers are to your everyday 
life? 
Both questions used a 5-point scale with 'very useful', 'useful', 'neither useful 
nor useless', 'useless' and 'very useless'. 
Finally, a question regarding their attitude towards computers was asked: 
• ACTEQ19: How much do you like using computers? 
The question used a 5-point scale of 'really enjoy', 'like', 'OK', 'dislike' and 'hate 
it'. 
7.4 STUDY 1 - EVALUATING THE ADULT CTEQ 
For the purpose of this thesis, computer experience is used as a tool to 
investigate which of the CE aspects are affected by demographics of the sample 
selected. This study investigates a large sample of the student participants to 
establish which particular subgroups of CE were affected by the fact that they 
were first-year undergraduate computing students, and which aspects remained 
normally distributed. 
7.4.1 Method 
A five-day study was carried out to evaluate ACTEQ with first-year 
undergraduate computing students. A question from each subgroup of CE found 
was used to build a detailed Adult CTEQ. Answers to these questions were 
collected digitally from undergraduate computing students from the author's 
department, along with some phrase-copy typing data. Comparisons were made 
on correlations between answers to each question and their typing performance. 
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7.4.2 Participants 
137 first-year undergraduate computing students took part in this study. As with 
most other computing degree courses, the samples were heavily skewed towards 
the male population with 124 males and 13 females in total. The age range was 
18-43 years, but most (134) were between 18-30 years old. These participants 
are represented as group 15, participant ID S93-S229 in the participant 
summary chart found in Appendix 3. 
7.4.3 Apparatus 
The computer laboratories used in this study all had identical PCs and 
keyboards. Since the data collection was carried out in the specific rooms that 
the students normally used for their laboratory sessions, everyone was familiar 
with the equipment. 
The TypingCollector introduced in Chapter 6 was adapted to ask CTEQs 
following the demographic questions. Digitisation of paper-based 
questionnaires have been widely studied in adult participants (Naus et al., 
2009). They have found that there is virtually no difference in answers between 
paper and computer-based questionnaires (Petitt, 2002; Truman et al., 2003; 
Vereecken and Maes, 2006; Naus et al., 2009). Therefore, it was deemed 
reasonable to give a computer-based version of ACTEQ to the adult participants.  
7.4.4 Procedure 
The study was carried out at the start of five practical classes of the same 
computing first-year undergraduate course. There were approximately 30 
students per lab, and each had access to a PC. At the start, the procedure was 
explained to the participants. They were asked to download the TypingCollector 
from their module resource webpage, and save it on their desktop to run it. 
Once the TypingCollector had ended, the participants were asked to upload 
their log file onto their module resource webpage. 
7.4.5 Analysis 
For questions that used 5-point scales, answers were scored from 5 to 1, with 5 
being the most positive responses (e.g. 'very good', 'very fast', 'very useful') and 1 
being the least positive responses (e.g. 'very bad', 'very slow' 'very useless'). 
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For the diversity of experience questions (ACTEQ7 and 8) where the 
participants selected a number of tasks/software, a score was given for the 
number of selections made. Although it was possible to weigh the items 
according to the expertise required (making the more 'expert' tasks count for 
more), instead, an equal weighting was placed on each question. This assumes 
that if a participant selected all 10 tasks/software, then they had a higher CE 
than those that selected fewer tasks/software. The same method of scoring was 
applied to the sources of information question (ACTEQ9). 
A simple CE score was calculated for participants by totalling their score for 
each question. Years of computer use (ACTEQ1) were removed from the total 
score for reasons explained in Section 7.2.1.1. Although all participants gave 
answers to all the ACTEQs, in the phrase-copying task, one person (S208) typed 
the notification of what number of phrases they are on (e.g. '1 out of 10') rather 
than the presented phrases. Therefore, this person was removed from the 
sample. 
7.4.6 Results 
Figure 16 below shows that the total CE score for the adult sample was normally 
distributed (Kolmogorov-Smirnov test, D(136) = .059, p > 0.150). However, 
studying the individual ACTEQs revealed that answers given to several ACTEQs 
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Figure 16: Normal Q-Q Plot for Total CE Score for Adults 
Table 30 below shows results of Kolmogorov-Smirnov test for each ACTEQ item 
in the adult questionnaire. Items that were not normally distributed have been 
highlighted in bold. ACTEQ5 - access to computers at the workplace/university 
has been removed from the table since all participants answered 'yes'. ACTEQ6 - 
whether the participant had formal typing training or not - was also removed 
from the table since this was a binary yes/no question. 
Table 30: Results of Kolmogorov-Smirnov Test on Individual ACTEQs (Items that 
were not Normally Distributed has been Highlighted in Bold) 
 Item Mean D(136) p 
ACTEQ 2 FrequencyUse 4.919 0.079 0.041 
ACTEQ 3 Duration 4.088 0.048 > 0.150 
ACTEQ 4 Ownership 2.301 0.087 0.017 
ACTEQ 7 TaskScore 8.279 0.115 < 0.010 
ACTEQ 8 SoftwareScore 6.838 0.029 > 0.150 
ACTEQ 9 InfoScore 5.228 0.026 > 0.150 
ACTEQ 10 CompetenceGeneral 4.382 0.065 > 0.150 
ACTEQ 11  CompetencySoftware 4.390 0.066 > 0.150 
ACTEQ 12 CompetencyTask 3.956 0.031 > 0.150 
ACTEQ 13 CompetenceTypingSpeed 3.588 0.043 > 0.150 
ACTEQ 14 CompetenceTypingAccuracy 3.684 0.050 > 0.150 
ACTEQ 15 ControlUse 4.500 0.081 0.035 
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ACTEQ 16 ControlLearning 3.941 0.034 > 0.150 
ACTEQ 17 UsefulWork 3.941 0.034 > 0.150 
ACTEQ 18 UsefulLife 3.941 0.034 > 0.150 
ACTEQ 19 Attitude 4.800 0.091 < 0.010 
 
Items that had positively skewed distribution were access to computers in the 
workplace/university, frequency of use, number of computers owned, task 
score, feeling of control when using a computer and attitude. In particular, the 
mean task score and attitude to computing were high.  
7.4.7 Discussion 
7.4.7.1 Items Affected by the Sampling Method Used 
For a sample of undergraduate computing students, the question of how 
frequently they used a computer (ACTEQ2), and of whether they had access to 
computers at university (ACTEQ5) were redundant questions. Unsurprisingly, 
for frequency of use, most participants selected either 'several times a week' to 
'everyday', and for access, all selected 'yes'. However, these questions may 
provide finer granularity in terms of CE in a different study where the sample is 
selected from a wider background. 
Similarly, it was not surprising that computing students felt more in control of 
using a computer and had positive attitude to computing in general. The 
number of computers they owned also had a positively skewed distribution. 
Although most answered that they owned one or two computers or laptops, 
there were several participants that reported owning 5+ computers or laptops. 
The question of ownership may be refined further to ask how many computers 
they currently use, rather than how many they own in total, since it is possible 
to own ten laptops, but only be using two of them. 
7.4.7.2 Task and Software Scores 
The positive skew in the distribution of the task score (ACTEQ7) was expected 
from computing students. However, it was also expected for the students to 
have a positively skewed distribution on the software score (ACTEQ8) as well. 
The difference in the distributions of the two items suggests that they did not 
cover the same range of previous experiences. Indeed, the software question 
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contains items such as the statistical analysis software, for which the task you 
would carry out using it is not listed in the task question. 
Further, it is possible that the participants did not know the formal names of the 
software they have previously used. For example, it is entirely possible that a 
student using Netbeans to write their Java program may not know that this 
software is referred to as IDE (Integrated Development Environment) in 
general. In such case, the student would select 'written a computer program' in 
the task question, but not select IDE in the software question.  
It is suggested that a further work should be carried out to make the task and 
software questions to encompass the same range of computer experience. 
Furthermore, to ensure more accurate answers, names used to refer to each 
software should be tested to ensure that the participant answering the 
questionnaire understands each of them.  
7.4.8 Conclusions 
By examining each of the 19 aspects of CE, it has been possible to understand 
where the sampling method has been affected by the sample's previous 
computer experience. The ACTEQ allowed for narrowing down the aspects that 
were affected by the demographic, and which aspects maintained a normal 
distribution, providing a much more detailed understanding of the sample.  
However, care should be taken in generalising these findings implying that the 
sample was representative of the population. Even if the sample used in this 
study had shown normal distribution in all aspects tested in the adult 
questionnaire, it would not have meant that they were representative of the 
general population. It can only be inferred that the sample had a normal CE 
distribution within itself. 
7.4.8.1 Limitations 
Clearly, the participants all being computing students is a limitation in this 
study. It is likely that people may perceive themselves as less competent at using 
a computer if highly competent users surround them. In contrast, it could be 
argued that someone would regard himself or herself as being good with 
computers if they have enrolled on a computing degree.  
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As much as possible, the questions were designed to reduce this by asking 
participants actual figures (such as number of days they use a computer for 
frequency of use) rather than subjective scoring (such as 'never', 'often', 'very 
often'). However, it is important that a much larger study, with a wider range of 
participants in terms of computer use should be carried out before any 
generalisations are made on what ACTEQ items truly correlate most with. 
Although adults have less problems understanding the concept of ownership 
than children do, the ACTEQ4 - 'how many laptops/computers do you own?' 
was vague. It was possible for the participants to interpret this question in many 
ways - such as counting all computers in the household, or ones that they no 
longer use but are still in their household. This question should be more clearly 
defined, such as asking for how many computers and laptops they regularly use. 
7.4.8.2 Contributions 
The contribution of this study is the construction and evaluation of an up-to-
date and in-depth questionnaire that asks participants about their CE and 
typing. The questionnaire allowed for highlighting those aspects that were 
biased by the demographic of the sample. The separation of those CE aspects 
that had either a negatively or positively skewed distribution from those that 
were normally distributed allows for a better understanding of where the bias in 
the sample comes from. 
7.5 STUDY 2 - PILOT STUDY FOR THE CHILD CTEQS 
Whilst several methods for measuring CE exist for use with adults, these 
methods are seldom adapted from their original form when used with children. 
Questionnaires have been used with young children in Child Computer 
Interaction with success (Scott, 2000; Markopoulos et al., 2008). They are 
popular as they can be administered to large numbers of children (e.g. a whole 
class) simultaneously with relatively low workload for the investigators 
(Markopoulos et al., 2008).  
One disadvantage of using questionnaires, as opposed to other survey 
techniques such as interviews, is that it is not usually possible to ask the 
participant to clarify their answers (Scott, 2000). Markopoulos et al. (2008) 
highlight that difficulties often encountered in using questionnaires with 
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children include ensuring that the children understood the question asked and 
in eliciting accurate answers from children. 
Before asking young children about any question, it is crucial that children 
understand the topic in discussion (Read et al., 2001). Borgers et al. (2004) also 
recommend the use of children's 'own words' when creating questionnaires for 
children. They also warn of issues that can occur when using negatively phrased 
questions or including any level of ambiguity.  
Therefore, researchers must first ensure that the children understand the 
concept presented to them in a questionnaire. For example, when asking how 
often a child uses a word processor, the researcher must first know that the 
child knows what is meant by 'a word processor'. To do this, in a questionnaire 
on school delinquency, Loeber and Farrington (1989) first asked their young 
respondents for examples of each concept (e.g. skipping school), and only used 
the answer if the example given was correct. 
Besides understanding the questions, the children may also have difficulties 
understanding how they should respond. Scott (2000) suggests that for children 
under 11, the use of visual stimuli is useful in making a concept in question more 
concrete than verbal representation alone. Read et al. (2001) applied this to 
scales used to measure various concepts with young children (6-10 years old). In 
particular, the Funometer and the Smileyometer used a Visual Analogue Scale 
(VAS) to assist children in understanding what the scale represented. 
7.5.1 New Scales 
Two new scales, one VAS and one rating scale, were developed for use in the 
Children's CTEQ. These scales have been designed to assist children in 
answering questions regarding their CE more accurately. 
7.5.1.1 Thumbs-Up Scale (TUS) 
The Thumbs-Up Scale is a VAS designed to measure the children's perception of 
their skill in a particular task, as in the example case described below – the skill 
being measured was typing.  
Figure 17 shows an example TUS asking the participant to indicate his or her 
perceived typing skill. The TUS may be applied to any question regarding how 
the children perceive themselves as being good or bad at a particular skill. 
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Figure 17: An Example Use of the Thumbs-Up Scale (TUS) 
 
7.5.1.2 Frequency of Use Scale (FUS) 
Since frequency of use is one of the major factors in a person's CE, it was 
important to ensure that the scale measuring frequency was suitable. For this, a 
4-point scale was designed, with 'never', 'once a week', 'a few times a week' and 
'every day'. This scale may be adapted to any task that children carry out. 
Although the example here is for a task that occurs at least on a weekly basis, 
these measures can be altered for monthly or annual tasks. 
7.5.2 Method 
A one-day study involving 49 children from two local primary schools was 
carried out to investigate whether or not young children understand questions 
relating to computer hardware and software, and whether the use of TUS and 
FUS are appropriate for children aged seven and upwards. Carrying out pilot 
studies for questionnaires for children is important in ensuring that the 
questions are suitable for them (Markopoulos et al., 2008). TUS and FUS were 
worded to ask questions relating to typing as a test case for these scales. 
Children in the study completed a paper-based questionnaire consisting of 12 
questions, followed by carrying out the 10-phrase-copying task on the Data 
Collector. 
7.5.3 Participants 
There were 24 boys and 25 girls. 26 were from Year 3 (7 to 8 years old) and 23 
were from Year 5 (9 to 10 years old). Both classes were chosen from two local 
primary schools in Lancashire, UK. The Year 3 class is identified as group 9 in 
the participant summary found in Appendix 3, participants are identified as 
C117 to C140. The Year 5 class is identified as group 10, with participant IDs 
between C141 to C163. 
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7.5.4 Procedure 
The two classes visited the university separately but on the same day – each 
class was from a different school. The children were selected by their teachers to 
be in groups of three. Several activities were available in separate rooms and the 
children took turns to carry out the tasks. The questionnaire activity was carried 
out in a quiet computer lab with five to seven children at a time. Each child was 
asked to fill in the questionnaire individually with a pen. They were then 
assigned a computer each to sit in front of. The TypingCollector then ran a 10-
phrase-copying task for each participant. 
7.5.5 Design 
The paper-based questionnaire had two questions relating to CE, across two 
pages, written in Comic Sans font size 12pt. The questions consisted of seven 
core questions related to the participant’s CE, three questions checked their 
understanding of the concepts in question, and two questions were designed to 
validate TUS and FUS. 
The seven core questions asked about the children’s CE. The first of these asked 
the child’s own opinion on his or her typing skill (SCE) and used TUS. The 
second question asked how much they liked typing (SCE) and used a 
Smileyometer (Read et al., 2001) as shown in Figure 18. Three questions then 
asked about the frequency of computer use at home, at school and use of word 
processor (OCE). All three questions used the same FUS scale ranging from 
‘never’ to ‘everyday’. The questionnaire also asked whether or not the children 
had a computer or a laptop in their own bedrooms and asked how old they were 
when they first used a keyboard (both relating to OCE).  
 
Figure 18: An Example of a Smileyometer Used in the Children's Questionnaire 
To ensure that children understood the concepts in question, three questions 
were designed to see whether or not the children had an appropriate 
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understanding of relevant computer software and hardware. The first of these 
showed pictures of a computer mouse, a PC, a laptop and a keyboard and asked 
the children to name these devices. The other 2 questions asked the child to 
write down what tasks could be done with a computer keyboard and a word 
processor.  
The two final questions were designed to validate the answers the children gave 
using TUS and FUS. These essentially asked the same question, but the options 
for answering were presented differently using a cloud of words from which the 
child was required to select an answer. It was assumed that if the children gave 
similar answers on both questions, then the new scales were appropriate for 
children. The new scales were presented at the start whilst the validation 
questions were positioned at the end of the questionnaire.  
7.5.6 Results 
All the children were able to complete the question about their skill (the TUS) 
with the results being 65.3% ‘good’ or ‘very good’, 22.0% 'okay', and 12.3% 'not 
very good' or 'poor'. The Smileyometer was easily completed by all children with 
77.6% responding 'I like typing' or 'I like it very much' and only 8.2% reporting 
'I don't like it' or 'I hate it'. The other questions in this part also had a 100% 
completion with all the children reporting using a computer at school, with 
older children using it more frequently. Only two reported using it everyday in 
school. 86% of children reported using a computer a few times a week to 
everyday. Only two children reported never using a computer at home. 
7.5.6.1 Childrenʼs Understanding of Computer Hardware and Software 
From the first question in part two of the questionnaire, 48 out of 49 children 
were able to name all four devices correctly. This indicates that children as 
young as seven have a good basic understanding of computer hardware, and so 
it is appropriate to ask questions regarding these. In question two of this 
section, 47 children answered the question 'what do you do with a computer 
keyboard' correctly with answers such as 'type' and 'type words.' 
However, in the third question in this part, children indicated some lack of 
understanding of computer software. Eight children could not answer the 
question 'what can you do with a word processor (Microsoft Word)'. Many 
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children indicated difficulties with this question during the study, asking the 
researcher what a word processor was. The children were more familiar with the 
software name of 'Word', rather than 'word processor' and generally 
comprehended the question fully when it was restated as 'what can you do on 
Word?' It is suggested that ‘word processor’ should not be used by young 
children but refer in the question to names of products they are familiar with. 
7.5.6.2 Scale Validations 
The TUS and its validation word cloud scale, both measuring the children’s 
perceived skill level, had a high correlation (r=0.892). Despite the two scales 
having exactly the same range of answers, children scored themselves lower on 
the word cloud scale (M=0.67) than in the thumbs-up scale (M=0.76). 
To validate FUS, the question of frequency of computer use at home (previously 
asked with a FUS) was asked again but using a cloud diagram with numbers 
from 0-8 (representing the number of days in a week) scattered randomly in a 
box. The number 8 was added as an option to see if children would use 8 to 
mean that they use the computer very frequently. For this comparison, the 
numerical values of 0 to 8 were recoded so that they meant ‘never’ = 0, ‘once a 
week’ = 1 and 2, ‘a few times a week’ = 3, 4 and 5, and ‘everyday’ as 6, 7 and 8. 
The two scales had a high correlation (r=0.744). Overall, children rated 
themselves similarly on both scales. 
These high correlations indicate that the new scales measured their respective 
items in very similar manner to the cloud diagrams. Children are able to answer 
questions using these scales with similar accuracy to if they were using cloud 
diagrams.  
7.5.7 Conclusions 
Two new scales were proposed to assist children in measuring their own CE 
more accurately. These scales were tested for validity within a pilot 
questionnaire designed to quantify CE.  
It was found that children as young as seven years old were able to understand 
and effectively use the TUS for perceived skill levels and FUS for frequency, 
indicated by the high correlations between the new scales and their respective 
validation measures.  
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Additionally children understood computer hardware enough to be able to 
answer questions relating to the basic concepts of computers. However, the 
children had a weak understanding of software, suggesting that CE questions 
regarding tasks and software usage may not be suitable for young children. 
7.5.7.1 Limitations 
All the children that participated in this study were recruited from two local 
primary schools. Additionally, there were relatively few participants (49), which 
is large enough for the findings to be useful, but cannot be generalised to all 
children.  
7.5.7.2 Contribution 
The study has revealed that young children are able to answer questions 
regarding their computer usage, and perceived competencies. However, they 
struggled with questions that referred to named tasks, suggesting that questions 
regarding the range of tasks and software usage are not suitable for young 
children. 
7.6 DESIGNING THE CHILD QUESTIONNAIRE 
The Child Computer and Typing Experience Questionnaire (CCTEQ) contain 6 
questions to collect previous computer experiences from children. The 
questionnaire contains considerably fewer questions than in the adult's one 
(adults had 19 questions). 
The questions in the CCTEQ were:  
• CCTEQ1: How old were you when you first used a computer 
keyboard?  
This was an OCE question relating to the OCE measurement for amount of 
computer use (Section 7.2.1.1). The children entered the age at which they first 
used a computer keyboard. The previous study (Section 7.5) had shown that 
children a year younger than this participant group understood what was meant 
by a computer keyboard. The computer-based version did not allow input 
greater than the participant's given age. 
• CCTEQ2: Do you have a computer or a laptop in your bedroom?  
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This was another OCE question, this time relating to the opportunity of use 
(ownership - Section 7.2.1.2). In the adult questionnaire, this question was 
simply 'how many computers and laptops do you own?' However, children often 
have difficulty in understanding ownerships of properties. For example, a child 
may have a computer in the living room in their house that they think is their 
own, but perhaps it is used mostly by the parents for their work. Thus it was 
decided that if a child has a computer or a laptop in their own bedroom, it was 
deemed that it belongs to them. This question was set out as a yes/no question.  
• CCTEQ3: How many days a week do you use a computer at home?  
This was the third OCE question asked regarding the amount of computer use. 
Since schools have similar number of hours set aside for ICT classes (following 
the key stage guidelines), the amount of use at home is likely to provide a wider 
variety of answers. The answer to this question was set out as a 5-point scale of 
0 days/1 to 2 days/3 to 4 days/5 to 6 days/7 days. 
• CCTEQ4: How good do you think you are at typing? 
This question relates to the SCE regarding their perceived competency (Section 
7.2.2.1). This question used the TUS scale tested in the previous study in Section 
7.5 (see Figure 17).  
• CCTEQ5: How fast can you type? 
This was another SCE question regarding their perceived competency, and used 
the TUS scale again. This question differs slightly from the previous question 
and was felt important to ask, for cases where a child may feel that they are good 
but careful (slower) typists. The same Thumb-Up images were used as the 
rating scale, but the words were changed to 'very fast', 'fast', 'average', 'slow' and 
'very slow'. 
• CCTEQ6: How much do you like typing? 
This was an SCE question regarding computer attitude (Section 7.2.2.4) and 
used the Smileyometer (Read et al., 2001) as shown in Figure 19 below. It was 
decided to focus the question on the typing task alone, since the number of 
questions was limited. 
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Figure 19: Smileyometer Scale in the TypingCollector 
The previous study in Section 7.5 found that the children had difficulty in 
understanding software, so it was assumed that young children would have 
difficulty answering questions regarding what tasks they have carried out on the 
computer. It was decided that diversity of experience (OCE) questions would 
not be asked.  
The questionnaire does not give the participants the option to say 'I don't know'. 
Although it desirable to have the option of 'I don't know' if it is the true state of 
that person's answer to the question, this noncommittal option discourages 
children from expressing their opinions by offering an easy way out (Bell, 
2007).  
7.7 STUDY 3 - COMPARISON OF PAPER-BASED AND COMPUTER-BASED 
QUESTIONNAIRE WITH YOUNG CHILDREN 
A computer-based questionnaire was desirable for this work for two reasons. 
One was to reduce the time and effort required to co-ordinate the gathering and 
combining of questionnaire answers with typing data. Often, in text input 
studies, the questionnaires are paper-based and filled in separately to the typing 
data. Investigators must therefore ensure that a mechanism is in place to keep 
the digital data and paper-data in matching order. 
Adding Context to Automated Text Input Error Analysis, PhD Thesis, Akiyo Kano 
 141 
The second reason was that children sometimes produce illegible answers in 
paper-based questionnaires. A computer-based questionnaire eliminates this 
response error since the participants enter values via the keyboard. Additionally 
computer-based questionnaire can be set to require the participant to enter an 
answer before going on to the next question and place checks to ensure that the 
values entered lie within a certain range. 
There have been many studies carried out on the effects of administering a 
paper-based questionnaire and a digital questionnaire in the fields of medical 
science and psychology. Internet-based questionnaires are viewed as a cheaper 
alternative to paper, that can be completed by more people, in more places. 
Petitt (2002) carried out a comparison study between paper and internet-based 
questionnaires regarding personality scales. She found that there was no 
significant difference between the two modes of administration. This finding is 
consistent with many other studies on other psychological and medical 
questionnaires such as Burke et al. (1995), Pouwer et al. (1998), and Lukin et al. 
(1985) to list a few. She also found the paper-based questionnaire to suffer from 
a statistically higher number of errors.  
Naus et al. (2009) tested three questionnaires that cover distinctly different but 
commonly assessed areas in psychological research. They performed a within-
subject counterbalanced-ordered study of 76 undergraduate female students, 
who took all three tests in two different formats, on paper, and on the Internet. 
They found no difference between the formats for two of the tests, which is 
consistent with seven previous studies for the two tests. However, some of the 
subsections of the third test showed significant differences between the formats, 
which disagreed from previous findings (Rammstedt et al., 2004). This 
inconsistency with previous data may have risen from Naus conducting four 
tests all together, whereas Rammstedt carried out only one test. 
There are fewer studies carried out with younger participants. A Flemish study 
carried out in 2006 (Vereecken and Maes, 2006) tested paper and computer-
based versions of a health and lifestyle questionnaire. The study was between-
subjects with 1608 participants aged between 12 and 20. They found no 
significant differences between the two formats in the majority of questions, but 
found that answers to several questions regarding feelings were significantly 
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different. The participants gave more sociably desirable answers in the paper-
based questionnaire than the computer-based questionnaire. This was possibly 
down to the set up of the study, which were ran in a classroom, and thus other 
students could potentially see what was being selected. 
Truman et al. (2003) tested 214 children aged between 8 and 15 years old. He 
found no significant differences between paper and computer based 
questionnaires regarding children's psychopathologically and psychological 
strengths. This finding is consistent with other mode of administration studies 
in adolescent such as Hallfors et al. (2000), Milllstein (1987) and Webb et al. 
(1999). 
The aim of this study was to establish whether or not paper-based and 
computer-based modes of administering questionnaires about children's CE 
were interchangeable. Since mounting paper-based questionnaires to a digital 
format can change the structure of the measure, thus affecting the reliability of 
the data collected (Cronbach, 1990; Buchanan et al., 2005), an equivalence 
study was needed (AERA and NCM, 1999). 
7.7.1 Method 
A one-day study involving 20 children from a local primary investigated 
whether or not the different mode (computer or paper-based) of administration 
of CE questionnaire affects the answers given by young children. The design of 
this study was a within-subjects single factor study with two conditions, paper-
then-computer or computer-then-paper. 
7.7.2 Participants 
There were 8 girls and 12 boys from Year 4. They were all aged 8 and 9 years old 
with one exception of a seven year old. They are identified as group 11 
(participants IDs C164-C183) in the participant summary chart found in 
Appendix 3. 
7.7.3 Apparatus 
For the computer-based questionnaire, the TypingCollector (Section 6.5) was 
used, adapted with new questions regarding the children's CE. The 
TypingCollector first asked the demographic questions (age, gender, school year 
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and handedness). Depending on the age of the participant given, the 
TypingCollector selects between asking the Adult CTEQ and Child CTEQ. When 
the participant entered an age of below 13 years (this can be changed in the 
software) the TypingCollector asked six Child Computer and Typing Experience 
Questions (CTEQ). Finally, the TypingCollector showed 10 phrases for the 
children to type, as before. The TypingCollector was run on identical PCs with 
identical keyboards (white writing on black keys) and monitors. All text shown 
by the TypingCollector was displayed in Verdana (a Sans-Serif font style) and 
font size 14pt. 
The paper questionnaire consisted of exactly the same six Child CTEQs. The 
order of the questions, the wording, the scales and images used all remained the 
same for consistency. There were only two differences between the computer-
based and paper-based questionnaires. One was that the computer-based 
questions were displayed one by one, whereas the paper-based questions were 
all printed on one page. The other was that in the computer-based version, each 
option was a selectable button as Figure 20 shows: 
Figure 20: Thumbs-Up Scale Items in the TypingCollector shown as Buttons with 
Images 
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7.7.4 Procedure 
The children attended a morning event organised at the author's department, 
taking part in various research activities. At the start of the day, the children 
were selected by their teacher to be in groups of four. Several activities were 
available in separate rooms and the children took turns to carry out all of the 
tasks. The questionnaire activity was carried out in a quiet computer lab with 
four children (1 group) at a time. Each group was assigned one of two conditions 
- paper followed by computer, or computer followed by paper.  
As the children entered the room, they were asked to sit in front of a computer 
individually. There were four identical PCs available in a line. The PCs sat on 
individual desks that had ample room to also fill in the paper-based 
questionnaire.  
If the group had the condition of computer-then-paper, the children were asked 
to follow the instructions given by the TypingCollector on their screen. Once a 
child completed the TypingCollector, they were then asked to fill in the paper-
based questionnaire. The groups that had paper-then-computer condition were 
asked to carry out the reverse. Each child completed both modes of 
questionnaire at their individual desks.  
7.7.5 Design 
The digitised version of the six CCTEQs was administered through the 
TypingCollector. The TypingCollector asked some demographic questions 
(gender, age, handedness, etc), then asked the CCTEQs. The participants were 
then asked to copy type 10 phrases as before.  
The paper-based questionnaires contained only the six CCTEQs across one 
page, written in Comic Sans font size 12pt. These questions were identical to the 
CCTEQs asked in the computer-based questionnaires, in order and appearance.  
7.7.6 Analysis 
To measure the correlation between the two modes, the answers the children 
gave to the rating scales were coded numerically. For the frequency of computer 
use at home, the answers were coded as 1 for '0 days', 2 for '1 to 2 days', 3 for '3 
to 4 days', 4 for '5 to 6 days' and 5 for '7 days'. For the questions regarding how 
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good and fast they think they are at typing, the answers were coded as 1 for 
'poor/very slow', 2 for 'not very good/slow', 3 for 'okay/average', 4 for 
'good/fast' and 5 for 'very good/very fast'. Answers to the question asking how 
much they liked typing were coded as 1 for 'I hate it', 2 for 'I don't like it', 3 for 'I 
don't mind', 4 for 'I like it' and 5 for 'I like it very much'.  
The participants' typing speed and accuracy were calculated in the same manner 
as the previous studies. 
7.7.7 Results 
Each condition (paper-then-computer and computer-then-paper) had equal 
numbers of boys and girls, with six boys and four girls in each. Completion rates 
on both paper and computer based questionnaires were 100%.  
7.7.7.1 Order Effect 
To evaluate for order effects of paper-then-computer and computer-then paper, 
two Mann-Whitney U tests were performed to compare all of the questions. The 
Mann-Whitney test was chosen over the Independent Sample t-test since with 
the exception of AgeFirstUsed and PcInBedroom, all other variables were 
ordinal. Table 31 presents the results of the order effect for answers given in the 
paper-based questionnaire, and Table 32 presents the same range of 
information for the computer-based questionnaire. 
Table 31: Scores on the Paper-based Questionnaire - Median, U Value, Z and p 
Value (Two-Tail, N = 20) 




U Z p 
AgeFirstUsed 5.00 4.50 47.0 -0.238 0.812 
PcInBedroom 1.00 1.00 45.0 -0.457 0.648 
FreqUse 5.00 3.00 25.0 -1.977 0.048 
TypingSkill 4.50 3.50 33.5 -1.305 0.192 
TypingSpeed 3.00 3.00 41.5 -0.671 0.502 
TypingAttitude 4.00 4.00 39.0 -0.857 0.391 
 
Table 32: Scores on the Computer-based Questionnaire - Median, U Value, Z and p 
Value (Two-Tail, N = 20) 






U Z p 
AgeFirstUsed 5.00 4.50 43.0 -0.560 0.575 
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PcInBedroom 1.00 1.00 50.0 0.000 1.00 
FreqUse 5.00 3.00 27.0 .-1.826 0.068 
TypingSkill 4.00 3.00 32.0 -1.442 0.149 
TypingSpeed 3.00 3.00 45.0 -0.393 0.694 
TypingAttitude 4.00 4.00 41.5 -0.665 0.506 
 
With the exception of one question, no significant order effect was observed. 
The only question that did have a significant order effect was the frequency of 
use at home when answered on paper.  
7.7.7.2 Format Effect 
To evaluate the effect of the two forms of administration, the variables were 
merged together into answers given on the computer and paper, regardless of 
the order. The Wilcoxon Signed-Rank test was carried out. Table 33 shows the 
significance for each of the questions for each mode of administration of the 
questionnaires (paper and computer-based). 
Table 33: Correlation between Paper and Computer-based Questionnaire Answers 
- Median, Z Value, p Value and r (N=20) 




Z p r 
AgeFirstUsed 5.00 5.00 -1.00 0.317 -0.16 
PcInBedroom 1.00 1.00 -1.00 0.317 -0.16 
FreqUse 3.50 3.00 -1.414 0.157 -0.22 
TypingSkill 4.00 3.00 -.966 0.334 -0.15 
TypingSpeed 3.00 3.00 -1.00 0.317 -0.16 
 
For all the questions, no significant (p>0.05) format effect was found between 
paper and computer-based questionnaires.  
7.7.8 Discussion 
The study showed that the format of the questionnaire between paper and 
computer did not have any significant effect in young children. This suggests 
that children are able to answer questions regarding their computer and typing 
experience just as effectively on computer as they do on paper.  
There was one case where the order of presentation of format had a significant 
difference in the answer the participants gave. There was a significant difference 
between paper-then-computer (Md = 5.00) and computer-then-paper (Md = 
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3.00) for frequency of use of computers at home on paper (U = 25.0, p = .048, r 
= 0.44).  
In terms of individual cases, out of the 12 mismatched pairs between answers 
given on paper and computer versions, most only varied by one scale unit. Only 
two cases had differences of more than two scale units. This suggests that 
although there were mismatches, children gave similar answers across the two 
modes, rather than markedly different answers. 
One participant (C168) produced four mismatches when most other 
participants only had one mismatch. It is suggested that a threshold of number 
of mismatches per participants should be set, and perhaps that this participant 
may be removed from the sample set. Another participant (C171) stated 
remarkably different ages for firstUse between the paper (9 years old) and 
computer (5 years old). This error probably came about due to the layout of the 
paper-based questionnaire. The paper version simply contained the six CTEQs. 
Therefore, the first question the participant saw was 'How old were you when 
you first used a computer keyboard?' Since it is often the case in forms that they 
are asked how old they are, it is possible that C171 misread the question as 
asking for his age. This assumption is supported by the fact that the 
participant's real age was indeed nine years. 
The paper-based questionnaire suffered from some unclear answers. For 
instance, C177 selected their answer for each question by crossing out the one 
they wanted to select. The crossing out is easy to interpret as a selection for the 
rating scale, but not so easy for the yes/no answer. Other difficulties 
encountered were ambiguous numbers given in the firstUse age, and crossing 
out of answers when the participants changed their minds. In contrast, there 
were no ambiguous answers given in the computer version, since the 
participants were only able to select one option at a time, in a clear manner. 
This finding is consistent with similar studies with adult participants (Petitt, 
2002). 
7.7.9 Conclusions 
This study showed that children as young as eight years old are able to answer a 
computer-based questionnaire just as accurately as paper-based questionnaire. 
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This implies that it is possible to use computer-based questionnaires in this 
current work to collect CTEQ from children. This will allow for an integrated 
TypingCollector that will collect the demographic data, CTEQ data and phrase-
copying task data all together, reducing the workload of the researchers running 
phrase-copying studies with children.  
Since the integrated TypingCollector can collect all necessary data 
automatically, the investigators are no longer required to keep a close eye on 
each participant and make sure that the paperwork does not get mixed up. It 
will be possible for investigators to run the study on many participants in one 
go. The integrated TypingCollector will also allow for the possibility of sending 
out copies to schools rather than the investigators attending each data 
collection. 
7.7.9.1 Limitations 
One of the limitations of this study was the sample size and method of sample 
selection. Only 20 participants were studied, which possibly caused the anomaly 
in the order effect for frequency of use of computers at home. Only two 
participants gave mismatched answers for the frequency of use, but it is possible 
that the small sample number magnified the difference. It is acknowledged that 
further work needs to be carried out on a larger sample set. This larger sample 
set should also be collected from different classes and schools, as a sample 
collected from one class in one school is not representative of the population. 
The questionnaire used in this study did not cover all aspects of CE. Further 
work should be carried out to design questions to measure all four aspects of 
OCE (amount of computer use, opportunity to use computers, diversity of 
experience, sources of information) and three aspects of SCE (perceived 
competency, control and perceived usefulness). This work will lead onto 
quantifying a unified, weighted number for each child’s CE. 
7.7.9.2 Contributions 
This study contributes the knowledge that children have no difficulty in 
answering questions about their CE on a computer-based questionnaire. In 
addition, in asking children about their computer experience, the mode of 
administration (paper or computer) can be used interchangeably. 
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7.8 STUDY 4 - VALIDATING THE CHILD CTEQ 
This final study for the current chapter focuses on validating the child 
questionnaire. The six child computer and typing experience questions 
(CCTEQs) were used to gather CE data from children, which were then tested 
for variability. 
7.8.1 Method 
A three-day study collected CE data from 48 children from two local primary 
schools. The digital version of the child questionnaire described in the previous 
study (Study 3, Section 7.7) that had been built into the TypingCollector was 
used to administer the questions. Scores of CE were tested for their variability 
within the sample to see whether or not they were normally distributed.  
7.8.2 Participants 
In total, 48 children from two schools took part in this study. They were all aged 
between 8 and 11 (Years 4 to 5). 27 were boys and 21 were girls. They are 
identified as group 12 and 13 (participants IDs C184-C231) in the participant 
summary chart found in Appendix 3 and represents children from two different 
schools. The second school (26 children, 17 boys, 9 girls, aged between 8 and 11 
years) were taking part in an after-school computing club run by their IT 
teacher. 
7.8.3 Apparatus 
The child questionnaire consisted of the same six CCTEQs that were used in 
Study 3 (Section 7.5). In summary, the questions asked were: 
• CCTEQ1: How old were you when you first used a computer 
keyboard?  
• CCTEQ2: Do you have a computer or a laptop in your bedroom?  
• CCTEQ3: How many days a week do you use a computer at home?  
• CCTEQ4: How good do you think you are at typing? 
• CCTEQ5: How fast can you type? 
• CCTEQ6: How much do you like typing? 
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The CCTEQs used the Frequency of Use Scale (FUS - Section 7.5.1.2) for 
CCTEQ3 and Thumbs Up Scale (TUS - Section 7.5.1.1) in questions CCTEQ4 to 
5. The questions were administered through the TypingCollector as before. 
7.8.4 Procedure 
One school class of 22 school children (group 12) attended a morning event 
organised at the author's department, taking part in various research activities. 
At the start of the day, the children were selected by their teacher to be in 
groups of four. Several activities were available in separate rooms and the 
children took turns to carry out all of the tasks. The questionnaire activity was 
carried out in a computer lab with two other small activities. Groups of eight to 
ten children were brought into the room at a time. A pair of children carried out 
the task at a time, with all children taking part in the task by the end. 
For the second school, the author attended after-school computer club sessions 
at the school across two days. The teacher of the computer club first introduced 
the author to the pupils. The author then carefully explained the purpose and 
the procedure of the task before asking the children to carry out the task on a 
voluntary basis. 
In both instances, the children were asked to answer demographic questions, 
the six CCTEQs and then carry out a ten phrase-copying task. The entire 
procedure was administered through TypingCollector and the author only 
assisted in the task if there were any problems. 
7.8.5 Analysis 
Five of the questions contained a 5-point rating scale, so the answers were 
scored from 5 to 1, with 5 being the most positive responses (e.g. 'very good', 
'very fast', 'very useful') and 1 being the least positive responses (e.g. 'very bad', 
'very slow' 'very useless'). A simple CE score was calculated for participants by 
totalling their score for all six questions.  
7.8.6 Results 
Figure 21 below shows that the total CE score for the children sample was 
normally distributed (Kolmogorov-Smirnov test, D (48) = 0.033, p > 0.150). 
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Table 34 below also shows that answers to all five CCTEQ questions with 5-
point rating scale were normally distributed. 
 
Figure 21: Normal Q-Q Plot for Total CE Score for Children 
Table 34: Results of Kolmogorov-Smirnov Test on Individual CCTEQs  
 Item Mean D(48) p 
CCTEQ 1 YearsOfComputerUse 4.426 0.055 > 0.150 
CCTEQ 2 FreqUseAtHome 3.404 0.072 > 0.150 
CCTEQ 3 CompetenceTypingSkill 3.574 0.042 > 0.150 
CCTEQ 4 CompetenceTypingSpeed 3.000 0.036 > 0.150 
CCTEQ 5 AttitudeToTyping 4.000 0.049 > 0.150 
7.8.7 Discussion 
For this particular sample of children selected, their overall CE score and the 
answers to each specific item on the questionnaire were normally distributed. 
This is in line with what was expected as there were no known demographical 
skew regarding CE such as those that were expected from the first-year 
computing students in study 1 (Section 7.4). 
7.8.8 Conclusions 
Using the Child Computer and Typing Experience Questions, it was possible to 
show that the child participant in this particular study showed normally 
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distributed CE, with no demographical biases. However, this finding does not 
have the same validity as having a normal distribution in all 19 Adult CTEQs 
since the children's questionnaire only consisted of five questions. It is 
suggested that further work should be carried out to evaluate how many 
questions regarding CE the children will comfortably be able to answer (i.e. 
without getting bored), and maximise the questions to capture as wide a range 
of CE as possible within this. 
7.8.8.1 Limitations 
One important quality of any questionnaire is its reliability - if the same group 
of participants completes the questionnaire twice within a relatively small 
timeframe, then the answers the questionnaire extracts should be more or less 
the same. Neither the adult nor child questionnaires have been tested for 
reliability. A further study should be carried out to measure the reliability of the 
questionnaires. 
7.8.8.2 Contributions 
This study defined a new questionnaire for children to gather their previous CE. 
Examining the answers given to each question in the questionnaire can measure 
where some of the bias from the sampling method lies in the sample's CE.  
7.9 CONCLUSIONS 
This chapter has explored the methods in which to gather computer experience 
from both adults and children. 
The chapter first surveyed the literature for various questions used to gather 
people's CE. It found that there were further subcategories to the established 
four OCE and three SCE categories. It was also found that questions regarding 
range of tasks and software used were outdated for use, and that very few 
questions were directed to typing itself.  
In this chapter, two questionnaires were developed - the Adult Computer and 
Typing Experience Questionnaire (ACTEQ) and the Child Computer and Typing 
Experience Questionnaire (CCTEQ). 
The first study in this chapter presented a group of first-year undergraduate 
computing students a question from each of the subcategories of CE. Some of 
the questions were updated with modern tasks and software, and others were 
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changed to ask specific questions about typing. The distribution of the answers 
given to each questions were tested for normality and some were found to be 
positively skewed. The ACTEQ provides a more detailed understanding of where 
the demographic of the sample affects their CE. 
The second study investigated whether or not children were able to accurately 
answer questions regarding their CE. It found that children were able to answer 
questions regarding their frequency of use, amount of use, perceived 
competence and attitude well. However, they experienced problems answering 
questions regarding particular software. It was recommended from this study 
that asking young children about range of tasks and software would yield 
inaccurate answers if they did not know the specific names of each piece of 
software. 
The third study investigated if it was possible for children to answer CE 
questions on a computer, rather than on paper, and still give similar answers. It 
was found that most children gave the same answer, whether it was on paper or 
on computer. This suggests that it is acceptable to ask CE questions to children 
using the TypingCollector, without affecting the answers they give. 
The fourth study defined and evaluated six questions regarding children's CE. It 
was found that for the sample used in the study, no aspect of the CE measured 
were skewed in any way and their total CE scores were normally distributed.  
All four data collecting issues highlighted in the literature review (Chapter 2) 
have now been addressed. The data collection method for this research is a 
screen-to-screen phrase-copying task, using short phrases that have been 
designed for children. Adult participants and child participants have separate 
questionnaires. The TypingCollector administers all data collection tasks. 
The next two chapters address the issues raised regarding the analysis method 
that is comparable for both children and adults. 
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8 CATEGORISATION OF TYPING ERRORS 
8.1 INTRODUCTION 
Chapter 3 highlighted the need for further investigation of the suitability of 
categorisation methods for use with children. This chapter focuses on the 
reduction of bias in text input studies between adults and children by 
addressing the analysis method. 
   
Figure 22: This Chapter Focuses on Reducing Bias in the Analysis Method 
Initially, two existing categorisation methods were evaluated for their 
effectiveness in capturing all the typing errors made by children. The methods 
were applied to typing errors collected from an empirical study with children 
carrying out a text copy exercise. The methods were compared with visual 
inspection of the typing, and were found to either ignore many of the typing 
errors, or inflated the total number of typing errors by breaking larger errors 
into several smaller errors (error inflation). 
In light of this, a new categorisation method was defined that captured all the 
typing errors displayed by the children in this study. Selections of error types 
defined in previous works have also been included. However, care was taken to 
ensure that the error types did not imply a cause, such as 'spelling error' (Logan, 
1999) or assume formal touch-typing training, such as 'using the wrong finger' 
(Opfer, 1932). The new categorisation method was able to classify almost all of 
the errors collected from the study (2308 out of 2312 errors). Of the 2308 that 
were classified, only 19 were ambiguous. However, manually using this 
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The work reported in this chapter was published at British HCI 2007 (Kano et 
al., 2007). 
8.1.1 Objectives 
The objective of this chapter was to: 
1. Evaluate existing typing error categorisation methods with real typing 
data collected from children 
Section 8.2 describes a study carried out with children to collect real 
typing data. Existing categorisation methods were applied to the real 
data to see how efficiently they captured the typing errors. 
2. Design a more efficient categorisation method that captures all typing 
errors without suffering from error inflations or assuming causes 
Section 8.4 introduces a new categorisation method that combines the 
typing errors found in children's typing, with those defined in previous 
methods to capture typing errors more fully and reduce error inflations. 
8.1.2 Scope 
Since the scope of the thesis is set within the full-size QWERTY keyboard, this 
was the only keyboard used in the data collection. It is acknowledged that other 
error types exist in other text input devices.  
Similarly, since the scope of the thesis is set within the English language, only 
English speaking children took part. It is recognised that different typing errors 
may exist in different languages. 
A decision was made to reuse the data collected in the two pilot studies 
previously described in Chapters 2 and 3. Although children experienced some 
difficulties with the paper-to-screen, it was felt that the data was still valid. It 
also captured many typing errors (such as omitted phrases) that children do 
make, but are unlikely if the phrases were shown to them one at a time. 
8.1.3 Contribution 
The main contribution of this chapter is the new categorisation method defined 
in Section 8.4. The categorisation method is thorough and robust against 
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children's typing. It is also the first method that is based on real typing data 
collected from children.  
8.1.4 Structure 
Section 8.2 describes the empirical study carried out to gather the typing data 
from children, and how the existing categorisation methods were applied to the 
collected data. Section 8.3 outlines the evaluation results of the existing 
methods. A new categorisation method is introduced in Section 8.4, with 
definitions of error types for letter-level errors defined in Section 8.5, word-level 
errors in Section 8.6, phrase-level errors in Section 8.7 and others in Section 
8.8. Section 8.9 applies this new categorisation method to the empirical data. 
The chapter concludes in Section 8.10. 
8.2 METHOD 
Data collected from the first two pilot tests (described in Chapters 2 and 3) were 
used for this study. The two pilot tests combine to make a dataset of 112 
children (Children group 1 and 2 in Appendix 3) from two local primary schools 
to create a large amount of phrase copying data for analysis.  
8.2.1 Participants and Apparatus 
57 boys and 55 girls, aged between 5 and 10 years from two local primary 
schools took part. The study was carried out in a quiet room in both schools, 
using four identical black keyboards (PC Line PCL-K350) connected to four 
identical tablet PCs (RM Tablet PC CE0984) on stands (not used as tablets, 
simply used to create a consistent display) as Figure 23 shows:  
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Figure 23: Set Up of the Experiment 
8.2.2 Design 
Children copied phrases shown on paper into Notepad™ via a standard 
QWERTY keyboard. This was to enable the capture of all possible typing errors. 
Based on findings of previous studies (Kano et al., 2006), younger children were 
only asked to type five phrases each, while the older children typed ten. They 
were all given half an hour to complete the task. 
The phrases to be copied were chosen by randomly selecting 50 phrases each 
from two phrase sets, TEPS (MacKenzie, 2006) and CPSet (Chapter 5). The 100 
resulting phrases were each presented approximately 10.6 times. The phrases 
shown were randomized to eliminate learning effects. In all, 1060 phrases were 
shown to the children. 
8.2.3 Procedure 
Participants were selected by their teachers using guidance from the researchers 
to ensure a representative sample, across age and gender. The children came, in 
fours, to the room voluntarily and sat in front of an individual tablet 
PC/keyboard. The procedure was explained to them individually and three 
researchers oversaw the study.  
Each child was given its own set of phrases on a sheet of paper in 20 point Arial. 
The children were instructed to type the phrases using the keyboard and were 
advised that the trial was not timed, nor marked. During the trial, every 
keystroke was recorded using KGB Keylogger®; this gave us an Input Stream 
(IS) that included all typed characters and other key presses, whether or not 
they appeared in the final text. Once the child completed the task, he or she left 
the room and was replaced by another child. 
8.2.4 Analysis Method 
8.2.4.1 Manual Classification 
Firstly a manual analysis of the data was carried out to gauge the total number 
of errors made by the participants. Although manual analysis of the input 
stream is not 100% reliable, it allows the flexibility of highlighting all errors 
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without the bias of categorisation and provides us with a point of comparison 
for other methods.  
The PT was compared with the complete IS. Any errors found were noted for 
whether or not an attempt at fixing the error was made, as shown in Figure 24 
below: 
    PT: back to my home 
    IS: bach<k to m house<<<me 
Figure 24: An example PT (Presented Text) and IS (Input Stream) 
In this example, where a Backspace is indicated by '<', there are a variety of 
errors. The word 'back' was spelt with an 'h' which was then Backspaced to fix it, 
so this would count as one corrected error. Another is an uncorrected error 
where 'my' was typed without the 'y'. The word 'home' was typed as 'house' and 
this is considered, in this classification, as one corrected word error. 
8.2.4.2 Gentner et al. Classification 
A second visual classification was then carried out based on the eight error types 
defined by Gentner et al. (1983). This used only TT ignoring the IS. The 
classifications were Transposition, Interchange, Migration, Omission, Insertion, 
Substitution, Doubling Error and Alternating Error. Figure 25 below shows TT 
from the previous example: 
    PT: back to my home 
    IS: bach<k to m house<<<me 
    TT: back to m home 
Figure 25: Calculated TT (Transcribed Text) From the Given IS 
There is only one error remaining in the TT: the omission of 'y' in 'my'. This 
method does not count any errors that were corrected in Input Stream and thus 
has lower number of errors than the manual classification method. 
8.2.4.3 Wobbrock and Myers Classification 
The third method carried out, classified errors as defined in Wobbrock and 
Myers (2006): Corrected Omission, Uncorrected Omission, Corrected Insertion, 
Uncorrected Insertion, Corrected Substitution, Uncorrected Substitutions, and 
Corrected No-Error. 
As the children had not used the Wobbrock and Myers (2006) StreamAnalyser, 
the researcher had to input the IS along with the PT into the StreamAnalyser. 
When there were several possible combinations of error types, the program 
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offered all possible combinations and the researcher chose the least costly 
combination. 
8.3 RESULTS 
8.3.1 Manual Inspection of Key Logs 
Table 35 below shows that out of the 1060 phrases shown, the children omitted 
30 phrases, attempted to copy 1030 phrases (25531 letters), of which they left 7 
incomplete. In total, 2312 errors were found. 125 were word-level errors and the 
remaining 2187 were letter-level errors.  
Table 35: Result Summary of Manual Inspection 
Total No. of Errors found 2312 errors 
     Letter errors 2186 errors 
     Word errors 125 errors 
No. of fixable errors 2290 errors 
     No. of corrected fixable errors 1132 errors 
          Corrected immediately 714 errors 
          Corrected by backspacing 300 errors 
          Corrected by left/right keys 118 errors 
     No. of uncorrected fixable errors 1158 errors 
 
Of the 2312 errors, 99% were fixable errors (e.g. pressing a function error was 
not fixable). However, only half of the errors (49.4%) were fixed. Of these 
corrected errors, 63.1% of the time the child noticed the error immediately and 
thus only required a single Backspace to delete the erroneous letter. Of the 
remaining 418 errors that were only noticed after typing a few more letters, 300 
errors were reached by backspacing all the letters in between and 118 errors 
were reached by pressing the Left and Right directional keys. 
8.3.2 Gentner et al. Classification 
This categorisation method identified 1327 errors in the transcribed text. Table 
36 below shows the most common errors were Insertion (571 errors, 43%), 
followed by Omission (443 errors, 33.4%) and Substitution (300 errors, 22.6%). 
The remaining errors accounted for less than 1% of the overall categorised 
errors.  
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Table 36: Summary of Gentner et al. (1983) Classification 
 Frequency % of total error 
Doubling Error 2 0.15 
Insertion  571 43.03 
Migration 2 0.15 
Omission 443 33.38 
Substitution 300 22.61 
Transposition 9 0.68 
Alternating 0 0.00 
Total 1327  
 
8.3.3 Wobbrock and Myers Classification 
This analysis found 2490 errors in total. A summary of the counts is shown in 
Table 37.  
Table 37: Error Counts Found by Wobbrock and Myers (2006) Classification 
 Corrected Uncorrected Total (% of 
total number 
of errors = 
2490) 
Insertion 403 555 958 (38.5%) 
Omission 238 518 756 (30.4%) 
Substitution 433 343 776(31.13%) 
Total (% of total number of errors = 
2490) 
1074 (43.13%) 1416 (56.87%) 2490 
 
There was a more even spread of errors among Substitution, Omission and 
Insertion than in the Gentner classification. Compared to the manual 
classification, the Wobbrock and Myers analyser reported more uncorrected 
errors, principally because, due to the design of the analyser, corrections 
involving the Left and Right directional keys along with those made after the 
Return key was pressed at the end of the phrase, were omitted.  
This analyser also classified 391 occurrences of Corrected No-Error but did not 
distinguish between those that occurred during editing to those erroneously 
erased. Corrected No-Errors were counted by number of occurrences, i.e. if 
several correct letters were deleted in a row, they were counted as one Corrected 
No-Error. 
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8.3.4 Comparison of the Categorisation Methods 
The categorisation methods defined by Gentner et al. (1983) and Wobbrock and 
Myers (2006) were compared with the manual inspection, to find out to what 
extent each method ruled out certain error types, and how the different 
definitions of errors affected the result. Table 38 summarises the number of 
errors found by each method. 
Table 38: Comparison of the Three Categorisation Methods 
 Manual  Gentner Wobbrock 
Total No. of errors classified 2312 1327 2490 
No. of manually found errors left 
unclassified 
- 1199 203 
% of manually found errors left 
unclassified (2313) 
- 51.9% 8.8% 
 
8.3.4.1 Gentner et al. Classification 
Of the 2312 errors found in the manual inspection, 1199 (51.9%) did not feature 
in Gentner's classification as they were fixed during the experiment by the 
participants and thus did not remain in TT. In addition, due to the character-
based nature of the definitions of error types in (Gentner et al., 1983), some 
errors found manually, such as words omitted or inserted, were regarded as 
multiple single-letter errors. This occurred 81 times, with varying number of 
errors produced in each.  
8.3.4.2 Wobbrock and Myers Classification 
Out of the 2312 errors found manually, only 203 errors (8.8%) were left 
unclassified by Wobbrock and Myers’ classification. Most of the unclassified 
errors were made on the phrases after the Return key was hit at the end of the 
phrase. These were not counted as errors due to the fact that, if the children 
were carrying out the copy task with Wobbrock and Myers’ accompanying 
program TextTest, they would not be able enter any text for the phrase once the 
Return key was pressed. For the same reason, errors and fixes made during Left 
and Right arrow moves were discounted as the keys are disabled in the TextTest 
program. Errors caused when a function key was pressed unintentionally, or 
hitting the Return key in the middle of a phrase and carrying on typing on a new 
line, which was allowed in our study, were also not included in the total count of 
errors. As with Gentner’s classification, due to the character-level nature of the 
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error type definitions, an individual word-level error in the manual 
classification was considered as multiple single-letter errors. 
This classification method does not differentiate between a correctly typed 
character deleted during editing and one deleted by error. If this distinction 
between the two types of error is made, 114 out of the 391 Corrected No-Error 
occasions are identified as erroneous. Wobbrock and Myers (2006) 
categorisation stripped the error types down to the bare minimum of Insertion, 
Omission and Substitution. This means that the more complex errors, such as 
Migration, Alternating Error and Interchanges are also broken down into 
multiple, simpler error types. For example, a Migration error, such as shown 
below where the first c migrates across three letters: 
    orrcection (correction)  
 
is classified as Omission of the first c, then an Insertion of the c later in the 
word. 
Both methods fail to capture the entire range of errors for a phrase-copying task 
using a QWERTY keyboard. Gentner et al. (1983) categorises typing errors into 
more detailed error types, but applying this to only the transcribed text reduces 
the number of classified errors dramatically. In contrast, Wobbrock and Myers’ 
(2006) categorise more errors by considering those corrected in IS. However, it 
loses the detail of what errors were made due to featuring a reduced number of 
error types. 
8.4 EXPECT - A NEW ERROR CATEGORISATION METHOD 
Although both Gentner et al. (1983) and Wobbrock and Myers’ (2006) 
categorisations work well when comparing different text input methods on one 
user group, they are not ideal for capturing all the errors made during a phrase-
copying task, especially when the participants are children.  
To carry out a thorough comparison between the way children and adults made 
typing errors, it was necessary to define a new categorisation method. The 
requirements of the new categorisation method were: 
1. Be able to capture as many typing errors as possible by a set of well-
defined error types 
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2. Limit error inflation 
3. Not assume participants have had any formal typing training 
4. Error types must not make assumptions as to the cause of the typing 
errors 
In this new method, error types in the literature were merged with several new 
error types not previously defined. Most significantly, White's (1932) 
categorisation method has been extended by introducing more word level errors 
and even phrase level errors. These error types, which are concerned with errors 
on a larger scale, will provide a ‘bigger picture’ of what goes wrong in a copy-
typing task. 
'Next To' and 'Close Errors' (Read and Horton, 2006) have been separated into 
those that cause a substitution of the intended letter (NT-S and CT-S) and those 
that cause a multiple number of characters to be inserted (NT-Mu and CT-Mu). 
Close Errors, defined in (Read and Horton, 2006) has not been altered in its 
definition, but the name has been changed to Close To (CT) for simplicity, also 
reflecting its similarity in properties with NT errors. 
Substituted and inserted words were defined into two types according to the 
source of the new word. Children often lose their place on a sheet of writing 
while reading or copying onto paper and find their place again elsewhere on the 
sheet, or replace words with those that are similar in context. 
Finally, Corrected No-Errors that occur erroneously, and those erased 
intentionally during editing are differentiated. Only those deleted erroneously 
are considered as an error in this method. 
Although some of the error types defined here may seem unlikely for 
experienced adult typists, the earlier study in this chapter suggests that they 
occur frequently during text input with young children. 
The error types defined here are grouped according to the levels of detail they 
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Table 39: Summary of the New Error Types 


































8.5 LETTER-LEVEL ERRORS 
Letter-level errors are the most common mistakes in typing for both adults and 
children and thus have the most extensive range of error types to categorise 
into. 
8.5.1 Omission Error Types 
8.5.1.1 Omitted Letter (OL) 
When a letter is omitted from the word when it is typed, it is classified as an OL 
(Omitted Letter) error. Some examples are (intended text in brackets): 
    litte (little) 
    brething (breathing) 
 
8.5.1.2 Omitted Space (OS) 
In an OS (Omitted Space) error, a space is omitted from a word where there 
should be one according to the intended text. Some examples of OS errors are 
shown below: 
    thanksfor (thanks for) 
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8.5.2 Substitution Error Types 
8.5.2.1 Substituted Letter (SL) 
An error is classified as an SL (Substituted Letter) error when an incorrect letter 
substitutes the intended letter and it cannot be classified as any other letter-
level substitution error types (TE, NT-S, CT-S, AE, IE, ME). Some examples of 
SL errors are: 
    fiowers (flowers) 
    rounp (round) 
 
8.5.2.2 Transposition Error (TE) 
The definition of Transposition errors (TE) remains unaltered from Gentner et 
al. (1983) ‘when consecutive letters are switched. Also occurs when space or 
punctuation that precedes or follows the word is switched.’ Some examples of 
this error type are: 
    littel (little) 
    tiem (time) 
 
8.5.2.3 Next To error – Substitution (NT-S) 
An error is classified as an NT-S (Next To error – Substitution) when a key 
directly next to the intended key is pressed, producing a different letter instead 
of the intended letter. Some examples of NT-S are: 
   thinga (things) 
   a;ways (always) 
NT and CT keys are dependent on the keyboard layout (in this case QWERTY) 
and also on the particular model of the keyboard. Figure 26 shows that, if the 
intended key is ‘G’, then the keys ‘F’ and ‘H’ are classified as NT keys: 
 
Figure 26: NT and CT Keys for ‘G’ on a QWERTY Keyboard 
Y UE R T
G HS D F J
B BX C V
Partial image of a QWERTY keyboard
 = Intended key  = NT key  = CT key
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Although in some cases of NT-S it is possible that it was a spelling mistake (SL 
error), any error where the intended letter is substituted with an NT letter is 
classified as an NT-S error.  
8.5.2.4 Close To error – Substitution (CT-S) 
‘Close To’ keys to an intended key are those keys neighbouring the intended key, 
either above or below it. It is possible to press a Close To key accidentally 
instead of, or together with, the intended key. Figure 26 shows a partial layout 
of a keyboard highlighting the CT keys for the key 'G'.  
In a CT-S (Close To error – Substitution), a intended letter is substituted by a 
CT letter. Some examples of CT-S errors are: 
    goldeh (golden) 
    tye (the) 
 
As with NT-S, although it is possible that a CT-S error could actually be a SL 
error where there was a spelling mistake, any letter substitution where the 
intended letter was substituted by a CT letter is classified as a CT-S error. 
8.5.2.5 Capitalisation Error (CaE) 
When either a capital letter in the presented text is typed as a lower case letter, 
or vice versa, it is classified as a Capitalisation Error. 
8.5.2.6 Alternating Error (AE) 
The definition for Alternating Error (AE) remains unchanged from Gentner et 
al. (1983): ‘when a letter alternates with another but the wrong alternation 
sequence is produced’.  
    threr (there) 
 
AE errors are restricted to those words where the intended word contains a 
three-letter combination of the first and last letter being the same character. 
8.5.2.7 Doubling Error (DE) 
The definition for a Doubling Error (DE) remains unaltered from Gentner et al. 
(1983), ‘word containing a repeated letter and the wrong letter is doubled 
instead’. 
    caleed (called) 
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Doubling errors are restricted to those words where the intended word 
contained two consecutive letters, which are the same. If a single letter is 
duplicated, it is classified, as a Duplicated Letter instead. 
8.5.2.8 Interchange Error (IE) 
The definition of an Interchange Error (IE) across I letters remains unaltered 
from Gentner et al. (1983): 'two non-consecutive letters are switched with I 
letters intervening (I>0)'. 
8.5.2.9 Migration Error (ME) 
The definition of a Migration Error (ME) across M letters remains unaltered 
from Gentner et al. (1983): 'one letter moves to a new position, with M letters 
intervening between its correct position and its end position (M>1)'. 
    orrecection (correction) 
 
8.5.3 Insertion Error Types 
8.5.3.1 Inserted Letter (IL) 
When an extra letter (not a duplicate of the previous letter) is inserted, it is 
classified as an IL (Inserted Letter) error. Some examples include: 
    hern (her) 
    docktor (doctor) 
 
8.5.3.2 Duplicated Letter (DL) 
When a character is erroneously repeated twice in a row, it is classified as a DL 
(Duplicated Letter) error. Some examples are: 
    alwaays (always) 
    appartments (apartments) 
 
However, if the duplicated letter either precedes or follows an intentional 
double letter but was only typed once, it would be classified as a Doubling Error. 
8.5.3.3 Next To error – Multiple key presses (NT-Mu) 
When a key directly next to the intended key is pressed along with the intended 
key, producing the intended letter and one or more extra letters, it is classified 
as an NT-Mu (Next To error – Multiple key presses) error. Some examples of 
NT-Mu error are: 
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    ourt (our) 
    agwes (ages) 
 
As with the NT-S error, it is possible for an NT-Mu error to actually be another 
error type created from a spelling mistake (such as IL error). When the extra 
letter is an NT letter to the intended letter, it is prioritised to be classified as an 
NT-Mu error. 
8.5.3.4 Close To error – Multiple key presses (CT-Mu)  
When one or more keys 'close to' (see CT-S for definition) but not next to the 
intended key is pressed together with the intended key, producing the intended 
letter and one or more extra letters, it is classified as a CT-Mu (Close To error – 
Multiple key presses) error. Some examples are: 
    onl7y6 (only) 
    wr8i9ting (writing) 
 
As with the CT-S error, it is possible for CT-Mu error to be another error type 
created from a spelling mistake (such as IL error), but when the extra letter is a 
CT letter to the intended letter, it is classified as a CT-Mu error. 
8.5.3.5 Inserted Space (IS) 
When an extra space is inserted where there should be no spaces according to 
the intended text, it is classified as an IS (Inserted Space) error. Some examples 
of this error type are: 
    t eam (team) 
    house keeper (housekeeper) 
 
8.5.3.6 Duplicated Space (DS) 
An error is classified as a DS (Duplicated Space) error if two spaces are typed 
when only one space is shown in the presented text.  
  all  that  he  could  see (all that he could see) 
  these  cookies (these cookies) 
 
8.5.3.7 Inserted Symbol (ISy) 
If a symbol is inserted when there are no symbols in the presented text, it is 
classified as an Inserted Symbol (ISy) error. As the phrase set used in our study 
contained no symbols, any symbols found were classified as an ISy.  
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8.5.3.8 Inserted Function (IF) 
If a function key, such as Control or Alt is pressed when not required, it is 
classified as an Inserted Function error. IF errors are only found in the input 
stream since functional keys do not produce letters or symbols. 
8.5.3.9 Corrected No-Error by Error (CNE(error)) 
Wobbrock and Myers (2006) refer to Corrected No-Errors as those letters that 
were correct but then are erased. There are two purposes for this action; one is 
to fix an error that is only a few letters from where the cursor is, deleting the 
letters in between. These are editing actions and therefore are not classified as 
errors. The other is deleting a letter either because the participant thought they 
made a mistake when they had not, or accidentally deleted a letter in the 
process of editing, by pressing the Backspace key too many times. These latter 
types are errors and are categorised as Corrected No-Error by Error or 
CNE(error). 
8.6 WORD LEVEL ERRORS 
Word level errors are less common than letter errors but do occur regularly with 
children. They are more likely to not read the presented text properly, or do not 
remember the exact words in the presented text, and alter the words in the 
phrase. 
8.6.1 Omission Error Types 
8.6.1.1 Omitted Word (OW) 
In an OW (Omitted Word) error, an entire word is omitted while typing the 
intended phrase. Examples of this error are: 
  they all go marching (they all go marching down) 
  two one zero blast off (three two one zero blast off) 
 
8.6.2 Substitution Error Types 
8.6.2.1 Substituted Word – word from Another place (SW-A) 
An error is classified as an SW-A (Substituted Word – word taken from Another 
place on the phrase sheet), when a word from the intended text is substituted by 
another word, and the substituting word is not one found within the phrase, but 
is found elsewhere on the phrase sheet. Examples of this error type are: 
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   the etiquette (the objective) 
   she plays (she rules) 
 
8.6.2.2 Substituted Word – word source Unknown (SW-U) 
When a word from the intended text is substituted with another word and the 
substituted word does not appear in the phrase or the phrase sheet, the error is 
classified as SW-U (Substituted a Word – word source Unknown). Some 
examples of this error type are: 
   on my face (on his face) 
   back to my house (back to my home) 
 
8.6.3 Insertion Error Types 
8.6.3.1 Inserted Word – word from Another place (IW-A) 
If an extra word is inserted, and the inserted word is not found within the same 
phrase but is found in another phrase on the phrase sheet, it is classified as an 
IW-A (Inserted Word – word found from Another place on the phrase sheet) 
error. An example of IW-A error is: 
   has been increased (has increased) 
 
8.6.3.2 Inserted Word – word from Unknown source (IW-U) 
When an extra word is inserted, and the inserted word is not found within the 
phrase or the phrase sheet, it is classified as an IW-U (Inserted Word – word 
from Unknown source) error.  
8.6.3.3 Duplicated Word (DW) 
A word can be duplicated within a phrase and is classified as a Duplicated Word 
(DW) error. DWs are restricted to errors where the duplicated words appear in 
the same phrase.  
   from the west the west (from the west) 
 
8.7 PHRASE LEVEL ERRORS 
Phrase level errors are more common in younger children who have difficulty 
keeping their place on a phrase sheet, and in remembering what they have just 
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typed. Phrase level errors can be excluded if the participants are shown only one 
phrase at a time. 
8.7.1 Omitted Phrase (OP) 
When an entire phrase is omitted, it is classified as an Omitted Phrase (OP).  
8.7.2 Substituted Phrase (SP) 
An intended phrase may be replaced by another phrase on the phrase sheet. 
This error is classified as an SP (Substituted Phrase) error.  
8.7.3 Duplicated Phrase (DP)  
Duplicated Phrase errors (DP) can occur if a phrase that is already typed is 
typed again. This error is more prominent in younger children who cannot 
remember what they have already typed as well as older children can. 
8.8 OTHER ERROR TYPES 
8.8.1 Enter Error (EE) 
When the Enter (Return) key is pressed in a place other than at the end of a 
phrase, it is classified as an EE (Enter Error). An example of EE is: 
   with bright shining 
   faces        
   (with bright shining faces) 
 
8.8.2 Execution Error (ExE) 
Defined by Read et al. (2001), Execution Errors (ExE) refer to those errors 
created by the person holding down a key for too long, resulting in multiple 
entries of the same letter, symbol or space.  
    maaaaany (many) 
 
8.8.3 Unknown (U) 
When the error does not fit into any of the above categories it is classified as a U 
(Unknown) error. An error is likely to be classified in this error type when it is 
difficult to guess why the error happened. This is different from an error with 
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ambiguity of classification types, as that sort of error is easily understood as to 
how it was possible to create. Unknown errors are those where there is more 
than one possible way that the error was created, but typically no 
straightforward ‘sensible’ construction. Below is an example of a U error: 
    sgfsjkfjsimdj (???)  
 
8.9 APPLYING THE NEW CLASSIFICATION 
To test the validity of the newly defined error types, they were applied to the 
errors found manually from the earlier study of copying task carried out by 
children in Section 8.3.1. Table 40 shows a summary:  
Table 40: Summary of Errors Categorised Using ExpECT 
Error Type Frequency Error Type Frequency 
Ambiguous 19  IS 89 
AE 0 ISy 170 
CaE 290 IW-A 6 
CNE(error) 129 IW-U 3 
CT-Mu 30 ME 3 
CT-S 23 NT-Mu 37 
DE 4 NT-S 136 
DL 64 OL 314 
DP 4 OP 3 
DS 195 OS 293 
DW 15 OW 54 
EE 28 SW-A 15 
ExE 34 SW-U 16 
IE 0 TE 24 
IF 24 U (Unknown) 4 
IL 107 Total 2312 
 
With the new classification there were just 19 ambiguities. As IS was used as the 
source of the errors (as opposed to TT), many errors were noticed and fixed by 
the participants halfway through making the error. This made some errors 
difficult to guess without further knowledge about the intention of the 
participants. In particular, the ambiguity between OL with either NT-S or CT-S - 
when the substituting letter was the same as the letter following the intended 
letter - was difficult. In these cases, either NT-S or CT-S was chosen over other 
possible error classifications. Although this appears to be an assumption that 
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would considerably alter the final result, such assumptions were made for only 
five of the errors found amongst the 2312 errors categorised. Nevertheless, to 
accurately solve these ambiguities further investigation into the intention of the 
participant when the error was created is required. 
Identifying, classifying and recording the errors by hand was difficult. It is also a 
very costly method, as the errors had to be checked repeatedly to ensure a 
correct categorisation. However despite thorough checks by the first researcher, 
a second researcher categorised a portion of the errors found and noted that 
they disagreed upon 1.2% of the categorisation. An automated algorithm, which 
carries out these classifications, will be required for large studies to reduce the 
cost and time of the study and also to ensure that the errors are categorised 
correctly and accurately. 
8.10 CONCLUSIONS 
Since the early days of Lessenberry and Dvorak, understanding of how to 
measure text input methods in terms of errors has come a long way. Errors can 
be automatically categorised into well-defined sets of error types and speculate 
their causes.  
This study applied two contrasting methods of categorising typing errors 
created by children during a copy-typing task. It was discovered that each 
method and sets of definitions lacked in some aspects of classifying all the 
errors found in such tasks. Some did not allow for several phrases to be shown 
at once, some only took errors that remained unfixed into the transcribed text, 
some only took few error types into consideration and ignored other error types, 
and others did not allow certain methods of fixing an error. A new typing error 
classification method was defined that combines previously defined error types 
with some new error types to create a more thorough and broader method in 
analysing typing errors. 
Classifying errors by hand is difficult and not 100% accurate. An automated 
algorithm that carries out the categorisation will reduce cost and raise reliability 
in thoroughly investigating typing errors.  
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9 AUTOMATING CATEGORISATION OF TYPING ERRORS 
9.1 INTRODUCTION 
The study presented in the previous chapter (Chapter 8) required manual 
analysis of 106 participants typing 1030 phrases. This manual process took 
three weeks to complete. For a large-scale study, the process of analysing typing 
errors must be automated. Additionally, automation was desirable since it 
would ensure a systematic categorisation of typing errors, with disambiguation 
rules applied consistently. This would reduce the effect of the analysis method 
on the outcome of the study. 
 
Figure 27: This Chapter Focuses on Reducing Bias form the Analysis Method by 
Ensuring Consistent Classification of Errors 
This Chapter presents work carried out to automate the categorisation of 
typing errors in accordance with the categorisation method ExpECT. The new 
automated TypingAnalyser was evaluated with typing logs of 412 new 
participants. The result was manually checked and was found to be 99.6% 
accurate, and resolved 88% of ambiguous cases. 
9.1.1 Objectives 
The main objective for this work was to create a program that would 
accurately categorise as many typing errors as possible. To achieve the 
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• To automate categorisation of typing errors  
A program was required to automatically detect and categorise typing 
errors according to error types defined by ExpECT.  
• To define disambiguation rules in order to reduce ambiguities 
consistently 
Automated categorisation of typing errors often resulted in more than 
one possible answer. Rules had to be defined on how to reduce these 
ambiguities in a consistent manner.  
• To reduce the time required to spend in formatting the data into 
something usable  
Even after categorising all the typing errors found, researchers must 
spend a vast amount of time logging and extracting results before these 
can be analysed. Several additional features have been implemented in 
the TypingAnalyser and DataSummariser to reduce the effort required to 
prepare a summary of the data. 
9.1.2 Scope 
This study has several constraints. The TypingAnalyser is constrained to 
categorising typing errors that occurred during a phrase copy-typing task (see 
Section 2.3 for definition). It cannot analyse typing errors from a created typing 
task where no Presented Text (PT) is available. 
The analyser is currently set to assume that the participant used a full size UK 
QWERTY keyboard (see Appendix 1 for a diagram of the layout). If another 
layout is used to collect the typing data, this must be reflected in the analyser by 
changing letter.java in the program. 
The TypingAnalyser assumes that the presented text consists only of British 
English, and that the participants spell words with British spelling. If the 
analyser is to be used on American English speaking participants, specific words 
spelt differently between British and American English must be added to 
oxford3000.txt file. 
At minimum, the analyser requires an xml format log of PT and IS as specified 
by the TypingCollector. A timestamp of each key press is also required.  
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The analyser assumes that all typing was carried out on a typing data collector 
(such as the TypingCollector used in this thesis) that only allowed pressing the 
Backspace key to edit what was typed. It does not account for editing done using 
the mouse or the directional arrow keys to move the cursor. 
The study carried out to evaluate the accuracy of the analyser was constrained to 
412 participants, totalling 3940 phrases. Although this contained both children 
and adults, it is acknowledged that it is not a large number of participants. The 
implications of this are discussed further in Section 9.10.3.2. 
9.1.3 Contribution 
The main contributions in this chapter are: 
1. A Java program that can detect and classify typing errors accurately, 
with minimum error inflation or deflation. 
2. Methods to classify word-level error types and further character-level 
error types that add contextual data to the typing errors found. 
3. A set of rules to reduce ambiguities in classifying typing errors. 
4. A second program that tabulates the results automatically in three 
different contexts - all the errors, all the phrases and all the 
participants. 
9.1.4 Structure 
Section 9.2 evaluates previous analysers, and identifies requirements for the 
new analyser. It also discusses the steps required for transforming raw typing 
data to tabulated results, and how the current work uses previous works as a 
foundation. Section 9.3 discusses how the new TypingAnalyser treats the Input 
Stream in a different way to previous works. Section 9.4 outlines methods used 
to detect character-level errors. Section 9.5 briefly describes how the error rates 
are calculated. This is followed by a discussion in Section 9.6 of how split 
character level errors are classified. Section 9.7 discusses how word-level errors 
are detected. Section 9.8 focuses on reducing duplicate and redundant results. 
Section 9.9 describes the steps taken to reduce the workload of the user in each 
step of the analysis. Section 9.10 and 9.11 describes the two studies carried out 
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to evaluate the TypingAnalyser. Finally, Section 9.12 discusses the conclusions 
of this chapter. 
9.2 MOTIVATION AND REQUIREMENTS 
Manual categorisation of even small samples of typing is hugely time 
consuming. One must first compare PT and IS that are not visually aligned with 
each other. Figure 28 shows the raw output data that the researcher is faced 
with. It is easy to see why a manual search through raw data for errors is not 
only time consuming but prone to errors being misclassified, or not detected at 
all.  
















Figure 28: An Example Output of the TypingCollector from which Typing Errors 
Must be Detected and Categorised 
Manual classifications are also prone to subjective judgement - two people could 
categorise the same typing error as being different. In particular, when the error 
falls into two or more error types, the ambiguity is often solved arbitrarily, 
without any formal procedure of disambiguation (Logan, 1999). This lack of 
formal disambiguation methods also means that the data is open to a 
researcher’s bias towards a particular error type. Without using a formal 
procedure to disambiguate this error to its true type, any findings the researcher 
may conclude will be based on a false sample of errors. 
For large-scale studies to be carried out with accurate detection and 
classification of typing errors, it is necessary for the ExpECT method to be 
automated. 
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9.2.1 Current Method in Automated Categorisation of Typing Errors 
Wobbrock and Myers' (2006) StreamAnalyzer made substantial advances in the 
automated analysis of character-level errors in input streams of unconstrained 
text entry evaluation. Their algorithm provided the groundwork on how to 
detect typing errors buried in the input stream by aligning and comparing 
letters from PT, IS and TT. Based on the MSD algorithm defined in (Soukoreff 
and MacKenzie, 2001), their StreamAnalyser offered the first program that took 
in PT and IS. The algorithm classified each letter in IS into Omission, Insertion, 
Substitution and No-Error and stated whether it was Corrected (subsequently 
deleted) or Uncorrected. 
Section 8.3 used Wobbrock and Myers' StreamAnalyzer (Wobbrock and Myers, 
2006) extensively to categorise typing errors made by 112 Children (1030 
phrases, 2312 errors). Although it left 203 errors unclassified, this was due to 
the constraints given in their data collecting software TextTest (see Section 
2.3.5.2) and not a shortfall of the analyser itself. The StreamAnalyzer found all 
errors within its own constraints, in a consistent and accurate manner.  
Crucially, the analysis process was considerably faster than manually combing 
through the data. Even though the author had to enter one pair of PT and IS at a 
time into the StreamAnalyser and manually search and list the errors found, the 
process only took five days (compared to three weeks by manual classification). 
The StreamAnalyser does not perform disambiguation tasks when a PT/IS pair 
results in more than one possible answer. It produces all possible combinations 
of errors, and disambiguation was left to the user to resolve arbitrarily.  
Wobbrock and Myers' (2006) work is an ideal starting point in developing a 
new automated categorisation program for the full-size keyboard. It is thorough, 
accurate and considerably faster than manual classification.  
9.2.2 Requirement of the Analyser 
Although Wobbrock and Myers' (2006) StreamAnalyzer and the new analyser 
both have the same aim of automatically classifying text input errors, there are 
also differences in their objectives. The StreamAnalyzer’s objective was to detect 
and classify the three basic letter-level text input errors - Insertion, Omission 
and Substitution – independent of the input device. The new TypingAnalyser 
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objective is to detect and classify all letter and word level typing errors (defined 
by ExpECT) for the full size QWERTY keyboard. These differences inevitably 
creates new requirements for the analyser as follows: 
• Detect and categorise typing errors  
The analyser must be able to detect all typing errors from the Input 
Stream. It must be capable of categorising all the character and word-
level error types defined by ExpECT. 
• Reduce error inflation and deflation 
The analyser must prevent cases where a complex error is broken down 
into several smaller errors (e.g. Transposition Error being classified as an 
Inserted Letter and an Omitted Letter). It must also prevent the opposite 
cases where several smaller errors are erroneously classified as one 
complex error. 
• Use timing of keys pressed as part of the classification 
The categorisation method ExpECT describes two error types (NT-Mu 
and CT-Mu) that require two keys to be pressed simultaneously. 
Therefore, the analyser must read in and use the timestamps to be able to 
distinguish these errors from other error types. 
• Use the location of the key on the keyboard in the classification 
StreamAnalyzer was designed to be device independent. This meant that 
regardless of whether the data is from a full-size keyboard or a 12-key 
phone keypad, it is able to carry out the analysis on which letters were 
omitted, inserted or substituted. In contrast, the categorisation method 
ExpECT describes four error types that require the keys involved to be 
either next-to or close-to each other. Therefore, the TypingAnalyser must 
be able to look up a list of neighbouring letters for each key pressed. 
• Extend classifiable keys from letters only to function keys 
TextTest (Wobbrock and Myers, 2006) - the data collector used by 
Wobbrock and Myers - disabled all keys except for the letters and the 
Enter key. Additionally, the pressing of the Enter key was only used to 
move onto the next phrase to copy. It was never added as a key press in 
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IS. Therefore, the StreamAnalyzer does not accept any function keys as 
an input. However, a substantial number of typing errors involving 
functional keys such as Enter and Shift have been noted in previous 
studies described in this thesis. Rather than disabling these keys 
altogether on the data collector, the analyser must be able to treat these 
function keys just like a letter key. 
• Perform disambiguation on the categorised errors  
If a typing error is ambiguous, the TypingAnalyser must attempt to solve 
this based on predefined rules. When the TypingAnalyser fails to narrow 
the result down to one answer, a warning is given to the user.  
• Warn of likely misclassification or nonsense input 
When the input is either vastly different from PT or contains many typing 
errors in a row it is likely that a nonsense text was entered by the 
participant. The TypingAnalyser should give warnings of these cases to 
the user. 
• Reduce the workload of manually checking the output by the 
TypingAnalyser 
The TypingAnalyser must format the result in a way that makes it easier 
to spot typing errors. This consists of features such as not showing the 
list of all the keys classified if there were no errors, and indicating the 
number of errors found in each phrase typed. 
• Tabulate the result of categorised typing errors  
A summary file must automatically produce reports on the following: 
o List of all errors found and their relevant information such as the 
intended and actual letter typed. 
o List of all phrases typed with relevant information such as the 
number of errors found per phrase. 
o List of participants with relevant information such as the number 
of errors each person made, etc. 
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The TypingAnalyser is a Java program that parses XML files of raw typing data 
produced by the TypingCollector (Chapter 6). It applies the categorisation 
method ExpECT (Chapter 8) to categorise all errors to one of 28 letter and 
word-level error types. The TypingAnalyser is capable of detecting and 
categorising not only character-level error types, but also word-level error types 
and character-level error types that consist of more than one character, such as 
Migration Error.  
The TypingAnalyser also applies disambiguation rules defined in Section 9.8 to 
resolve as many ambiguities as possible. It gives warnings of those cases that 
may have been misclassified or require further attention from the user to check 
the results. For completeness, it also provides several aggregated error rates 
defined in (Soukoreff and MacKenzie, 2003).  
The DataSummariser, also written in Java, parses the xml file created by the 
TypingAnalyser containing the categorised errors. The DataSummariser 
requires each case (a pair of PT and IS) to only have one set of results and gives 
warnings if this is not the case. It produces three comma-seperated-value (CSV) 
files:  
1. errors.csv - a list of typing errors found 
2. phrases.csv - a list of all typed phrases 
3. participants.csv - a list of all participants analysed 
The CSV files can be imported into programs such as SPSS (Statistical Package 
for the Social Sciences) and Microsoft™ Excel for further analysis. 
Table 41 below summarises the features in all three typing analysis 
programmes. The TypingAnalyser is not only able to classify typing errors in 
much finer detail, but also makes significant steps to reduce the amount of work 
that is required to tabulated data.  









Calculate MSD ✔ ✔ ✔ 
Calculate aggregated error rates  ✔ ✔ ✔ 
Character-level error analysis  ✔ ✔ 
Word-level error analysis   ✔ 
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Use of key press timings for 
classification 
  ✔ 
Use of key location on the keyboard 
for classification 
  ✔ 
Analysis of function key presses   ✔ 
Carry out disambiguation   ✔ 
Reduction of redundant results   ✔ 
Warn of likely misclassifications   ✔ 
Summarise data   ✔ 
9.3 READING IN THE INPUT STREAM 
As with Wobbrock and Myers' StreamAnalyzer (2006), for each case presented, 
the TypingAnalyser reads in the PT and IS from raw data. Crucially though, the 
TypingAnalyser deals with IS in a different manner to that of the 
StreamAnalyzer in three ways. 
9.3.1 Text Stream as a List of Letters 
Previous analysis of automated text input read each of the text streams as a 
string. Figure 29 below shows how the previous StreamAnalyzer read in the 
example given: 
  PT:      thank you 
  IS (what was typed):   ALT_RIGHTty<hank yyou 
  IS(read in by StreamAnalyzer):ty<hank yyou 
Figure 29: An Example PT and IS and How it is Read in by Wobbrock and Myers' 
StreamAnalyzer 
This meant that it was not possible for the analyser to consider keys that 
represented functions, which have names longer than one character. 
Additionally, constraints must be added to the collection of typing data so that 
either the function keys are disabled altogether, or were not recorded by the 
data collecting software. Finally, the analyser was unable to examine values 
associated with each keystroke, such as the timing of each keystroke and what 
its neighbouring keys were. 
In the previous chapter (Chapter 8), it was shown that 42 errors (Enter Error = 
28 cases, Inserted Function = 24 cases) occurred that involved the function keys 
adjacent to the alphabetic keys on the keyboard. This is not an insignificant 
number of occurrences and therefore function keys were considered an 
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important part of typing error analysis. The new TypingAnalyser accepts 
functional keys as part of IS. 
The TypingAnalyser considers text streams as a list of letters. In particular the 
input stream is a long list of letters, where a letter could be an alphabetic 
character, a space, a symbol, a number or a function key (Table 42). Each letter 
also contains a list of its NT and CT letters and various other attributes required 
later in the analysis.  
Table 42: Extract of IS in the New IS Format 
IS[x] Letter NT Letters CT Letters Zero Time 
0 ALT_RIGHT SPACE, 
WIN_RIGHT 
., ,, / 0 
1 t r, y 5, 6, f, g 0 
2 y t, u 6, 7, g, h 1 
3 < =, ], ENTER  0 
4 t r, y 5, 6, f, g 0 
5 h g, j y, u, b, n 0 
 
9.3.2 Flag the Input Stream for Simultaneous Key Presses 
By definition, NT-Mu and CT-Mu depends on the intended letter and inserted 
letter to have been pressed at the same time. Since the TypingCollector's 
timestamp measures to the nearest 0.001 seconds, it is reasonable to assume 
that when two key presses have the same timestamp, they were pressed 
simultaneously. In addition, if the two keys were next to each other, it is 
reasonable to assume that the two keys were pressed simultaneously by one 
finger. 
 The TypingAnalyser passes forward through IS and flag any key that have the 
same timestamp as the previous letter (only the second key in the pair of keys is 
flagged regardless of which key was intended and which was the inserted letter). 
Figure 30 shows IS1 where the first occurrence of y is flagged since its 
timestamp was the same as that of its preceding letter t.  
    →      0       010000000000000 
   IS1: {ALT_RIGHT}ty<<than,k yyou 
Figure 30: Letters hat have the Same Timestamp as the Previous Letter (Shown in 
Bold) are Flagged 
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9.3.3 Add Keyboard Location Information to Each Letter 
To categorise errors involving the NT and CT letters (see Section 8.5.2.3 for 
definition), the NT and CT letters must be assigned to each key press in IS. A list 
of all keys and their relevant NT and CT letters specific to the keyboard layout 
used is required. A two-dimensional string array (called KEYS) of n x 3 size is 
used, where n is the number of keys on the keyboard, KEYS[n][0] holds the 
name of the key, KEYS[n][1] contains the list of corresponding NT letters and 
KEYS[n][2] contains a list of corresponding CT Letters. Table 43 shows an 
excerpt from one that is specific to a full-size QWERTY keyboard with a 
British/Irish key layout (see Appendix 1 for a picture of this layout).  
Table 43: A Two-Dimensional Array Containing a List of NT and CT Letters for All 
Keys on a Keyboard 




0 a CAP_LOCK, s q, w, \, z 
1 b v, n g, h, SPACE 
... ... ... ... 
 
The TypingAnalyser then looks up this table and assigns the NT and CT letters 
to each key press in IS. This allows for location-dependent error categorisation 
to be done later in the process. 
9.3.4 From Streams to Aligned Triplets 
As with Wobbrock and Myers' (2006) analyser, for each pair of PT and IS, the 
TT is calculated by the TypingAnalyser. The Minimum String Distance (MSD - 
Section 3.2.1) is then calculated between the pair of PT and TT (Soukoreff and 
MacKenzie, 2001). Using Wobbrock and Myers’ (2006) algorithms, all possible 
alignments between PT and TT to make the two strings the same (called 
'Aligned Pairs') are computed. IS is then added to each of the Aligned Pairs to 
make 'Aligned Triplets'. Figure 31 below shows the differences between PT, IS, 
TT (a), Aligned Pair (b) and Aligned Triplet (c). Readers are directed to the 
original papers (Soukoreff and MacKenzie, 2001; Wobbrock and Myers, 2006) 
for further information on these computations. 
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    PT: this winter 
    IS: ty<his wwintr<er 
    TT: this wwinter 
    a: PT, IS and TT at the Start 
    PT: this w_inter 
    TT: this wwinter 
    b: An Aligned Pair 
    PT: t__his w_int__er 
    TT: t__his wwint__er 
    IS: ty<his wwintr<er 
    c: An Aligned Triplet 
Figure 31: An Example PT, IS, TT, and Their Aligned Pair and Aligned Triplet 
One pair of PT and TT can have anything from one to several Aligned Pairs. For 
each Aligned Pair created, one Aligned Triplet is computed. It is entirely 
possible for a PT/TT pair to have several hundreds of Aligned Pairs. For 
simplicity, the TypingAnalyser terminates the computation of Aligned Pairs 
after computing five Aligned Pairs. Figure 32 shows an example where three 
Aligned Pairs were computed for PT and TT, which in turn resulted in three 
Aligned Triplets. The Categorisation methods described in Section 9.4 to 
Section 9.9 are then performed for each Aligned Triplet.  
 
Figure 32: One Pair of PT and TT can have Several Aligned Pairs - Each 
AlignedPair Only has One AlignedTriplet (IS has been Removed for Clarity) 
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9.4 CLASSIFYING LETTER-LEVEL ERRORS - DETERMINEERRORS() 
The TypingAnalyser now calls on the method determineErrors() to detect and 
categorise character-level errors. The method is based upon the mechanism 
defined by Wobbrock and Myers (Wobbrock and Myers, 2006) in detecting 
Omission, Substitution and Insertion errors, but classifies errors in much finer 
detail. For each AlignedTriplet the TypingAnalyser compares PT and IS letter by 
letter, calculating the intended PT letter and what was actually typed in IS. As 
each error (or NoError) is classified, it is added to resultList (a list of all the 
classifications made already for that AlignedTriplet). Table 44 below shows how 
Wobbrock and Myers' original three error types have been divided in this stage 
of categorisation. 
Table 44: Wobbrock and Myers' Original Three Error Types are Divided into Finer 
Detail in TypingAnalyser (Error Types Discussed Further in this Chapter are 
Shown in Bold) 
Error types categorised by Wobbrock and 
Myers (2006) 
Errors categorised by TypingAnalyser at the 
end of determineErrors() 
Omission Omitted Letter 
Omitted Space 





NT-Mu and CT-Mu 
Duplicated Letter and Duplicated 
Space 
Execution Error 
Substitution Substituted for a Letter 
Substituted for a Symbol 
Substituted for a Space 
Substituted for a Function 
Capitalisation Error 




Since this method is based on that of Wobbrock and Myers' (2006) it is also able 
to determine whether each error was corrected or not. The term 'corrected' does 
not refer to the typing error being fixed, but only that the error was 
subsequently deleted in an attempt to fix the error.  
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The determineErrors() method is able to categorise errors into all the 
singular character-level error types. These are carried out by comparing the 
character found in IS with either the intended letter in PT or the previous letter 
in IS. When these singular character-level errors are detected, they are 
determined as an Omission, an Insertion or a Substitution. They are then tested 
for various error types within its relative error group (those shown in bold in 
Table 44).  
9.4.1 Determine NT-Mu/CT-Mu (Insertion) 
When an Insertion is discovered, it is first tested to see if the error can be an 
NT-Mu or CT-Mu (see Section 8.5.2.3 for definitions). The intended letter and 
the extra letter typed must be either Next-To or Close-To each other on the 
keyboard. The two keys must also have the same timestamp. The 
TypingAnalyser uses the ZeroTime flag on the IS (Section 9.3.2) to determine 
this. If the Insertion is not found to be NT-Mu or CT-Mu, it is then tested for 
Duplicated Letter. 
9.4.2 Detecting Duplicated Letter/Space (Insertion) 
Duplicated Letter Error occurs when an intended letter is produced twice, such 
as when 'shoe' is typed as 'sshoe'. Wobbrock and Myers' (2006) algorithm 
classified this as an Insertion. It is also unknown whether it was the first 's' or 
the second 's' that was inserted, so their StreamAnalyzer produces two possible 
results to represent both possibilities. However, the ExpECT method defines 
these cases specifically as Duplicated Letter or Duplicated Space. The method 
assumes that, when such error occurs, the first key press was intended correctly, 
and that it is the second key press that was erroneous. As such, the 
TypingAnalyser computes only one resultList. 
9.4.3 Detecting Execution Errors (Insertion) 
An Execution Error occurs when a key is held down for too long, resulting in 
multiple letters being produced from that key. In TypingAnalyser, any key press 
of the same letter that occurs three or more times in a row is classified as 
Execution Error. This is detected by scanning each resultList for a continuous 
sequence of the same key. An exception is that of holding down the Caps lock or 
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the Shift key while trying to produce an uppercase letter, which is common and 
necessary. If either of these keys are held down to produce an intended 
uppercase letter, it is classified as NoError. If, on the other hand, the keys were 
held down to produce an uppercase letter when a lowercase letter was required, 
this is classified as an Inserted Function Error. 
9.4.4 Determine NT-S/CT-S (Substitution) 
When a substitution is discovered, the intended key and the actual key pressed 
are compared. If they are found to be either Next-To or Close-To each other on 
the keyboard, then the classification of the error changes from Substituted 
Letter to ‘NT-S’ or ‘CT-S’. 
9.4.5 Doubling Error (Substitution) 
A Doubling Error (where the wrong letter is doubled - Section 8.5.2.7) can occur 
either before or after the letter originally intended to be doubled as Figure 33 
shows. 
Case 1: 
PT: this book is 
IS: this bbok is 
Case 2: 
PT: this book is 
IS: this bokk is 
Figure 33: Doubling Error Can Occur Either Before or After the Letters Originally 
Intended to be Doubled  
Previously, these would have been classified as Substitutions and buried under 
many other Substitutions. Instead, determineErrors() checks to see if the 
following two conditions are fulfilled: 
1. Current letter in IS == previous letter in IS? 
2. Is the intended letter in PT flagged as double letter? 
When these two conditions are met, it is classified as Doubling Error. 
Otherwise, the error is passed on to the determineSubstitution() method to 
be classified into another Substitution error type. 
9.4.6 Transposition Error (Substitution) 
Transposition Error (where two consecutive letters are swapped - see Section 
8.5.2.2) previously suffered from error inflation and ambiguities. Figure 34 
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shows the result of Wobbrock and Myers' analysis for the example PT ('team') 




U No Error(t,t) 
U Substituted Letter(e,a) 
U Substituted Letter(a,e) 
U No Error(m,m) 
 
resultList2: 
U No Error(t,t) 
U Inserted Letter(-,a) 
U No Error(e,e) 
U Omitted Letter(a,-) 
U No Error(m,m) 
resultList3: 
U No Error(t,t) 
U Omitted Letter(e,-) 
U No Error(a,a) 
U Inserted Letter(-,e) 
U No Error(m,m) 
Figure 34: The Three resultLists of 'team->taem' as Classified by StreamAnalyzer. 
Errors are Shown in Bold (U = Uncorrected) 
Instead, when the TypingAnalyser detects a Substitution, it checks to see if the 
following two conditions are met: 
1. Current letter in IS == next letter in PT 
2. Next letter in IS == current letter in PT 
Figure 35 below shows an example of PT and IS where these two conditions are 
met. 
 
 Figure 35: Conditions for a Transposition Error. 
When these conditions are met, the error is classified as Transposition Error. It 
should be noted that the three triplets are still created by the TypingAnalyser as 
shown in the previous Figure 34. The TypingAnalyser only changes the result of 
the first triplet (resultList1) to include a Transposition Error. The two other 
triplets remain the same as those calculated by Wobbrock and Myers' as shown 
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in Figure 36. However, resultList2 and resultList3 will be deleted later in 




U No Error(t,t) 
U Transposition(ea,ae) 
U No Error(m,m) 
 
resultList2: 
U No Error(t,t) 
U Inserted Letter(-,a) 
U No Error(e,e) 
U Omitted Letter(a,-) 
U No Error(m,m) 
 
resultList3: 
U No Error(t,t) 
U Omitted Letter(e,-) 
U No Error(a,a) 
U Inserted Letter(-,e) 
U No Error(m,m) 
Figure 36: The Three resultLists After Transposition Error is Classified in 
resultList1 
9.4.7 Not Classifying Shift and Caps Lock as Errors When Intended 
All function key presses are classified as either Inserted Function or Substituted 
for a Function, with one exception. When an uppercase letter is intended (such 
as 'I') if the TypingAnalyser encounters either Shift or Caps lock key press, these 
are not classified as errors. The user is required to press Shift or Caps lock to 
produce the necessary uppercase letters. This rule does not apply when the 
intended letter is in lowercase. For this, the Shift or Caps lock key presses will 
be classified as an error.  
9.4.8 Determining Errors by the Letters Involved 
If an error type does not fit into the error types already mentioned, it is passed 
on to either determineOmission(), determineInsertion() or 
determineSubstitution() to be further categorised according to the error 
involved.  
determineOmission() only separates incoming errors into either letters or 
spaces, since the PT only contains letters and spaces. For determineInsertion() 
and determineSubstitution(), where there are no restrictions as to what could 
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9.4.9 At the End of determineError() 
As each letter in IS is being categorised into an error type or NoError, they are 
added to resultList. Once determineError() has gone through an entire Aligned 







PT: thank you 
IS: ALT_RIGHTty<hank yyou 
resultList1: 
Uncorrected Inserted Function(-,ALT_RIGHT) 
Corrected NT-Mu(t,ty) 
Uncorrected No Error(h,h) 
Uncorrected No Error(a,a) 
Uncorrected No Error(n,n) 
Uncorrected No Error(k,k) 
Uncorrected No Error( , ) 
Uncorrected No Error(y,y) 
Uncorrected Duplicated Letter(y,yy) 
Uncorrected No Error(o,o) 
Uncorrected No Error(u,u) 
Figure 37: Example of resultList After determineErrors() is Completed 
9.5 CALCULATION OF ERROR RATES 
After all Aligned Triplets are categorised, various aggregated error rates are 
calculated. These calculations are done at this stage since aggregated error rates 
only require the number of Correct letters (C), Incorrect and Fixed letters (IF), 
Incorrect and Not Fixed letters (INF) and Fixes (F). The aggregated error rates 
calculated by the TypingAnalyser (by setErrorStats() in triplet.java) are 
listed in Table 45 below together with their formulae and definitions. Readers 
are directed to (Soukoreff and MacKenzie, 2003) for further information on 
these error rates. 
Table 45: Aggregated Error Rates Calculated by the TypingAnalyser 
Term Name Definition Formula 
C Corrected letters Number of No Errors  
F Fixes Number of '<' 
(Backspace) 
 
IF Incorrect and Fixed Number of corrected 
errors 
 
INF Incorrect and Not Fixed Number of uncorrected 
errors 
 
TER Total Error Rate Ratio of errors to the total 
number of keys pressed 
(INF+IF)/(C+INF+IF) 
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CER Corrected Error Rate Ratio of errors corrected 
to the total number of 
keys pressed 
INF/(C+INF+IF) 
UER Uncorrected Error Rate Ratio of errors not 
corrected to the total 
number of keys pressed 
IF/(C+INF+IF) 






Ratio of corrected errors 
to the total number of 
errors 
IF/(IF+INF) 









9.6 CLASSIFYING SPLIT CHARACTER-LEVEL ERRORS  
Some character-level errors appear as two separated errors in resultList, which 
after determineErrors(), remain misclassified. These errors are Migration, 
Interchange and Alternating Errors. For example, a Migration Error, where one 
letter moves across IS, is classified as an Omitted Letter, then an Inserted 








Uncorrected No Error(h,h) 
Uncorrected No Error(o,o) 
Uncorrected No Error(s,s) 
Uncorrected No Error(p,p) 
Uncorrected Omitted Letter(i,-) 
Uncorrected No Error(t,t) 
Uncorrected No Error(a,a) 
Uncorrected Inserted Letter(-,i)  
Uncorrected No Error(l,l) 
Figure 38: resultList for a Migration Contains Two Errors After determineError() 
Wobbrock and Myers' StreamAnalyzer ends its analysis at this point. An error 
that is actually one Migration Error is therefore counted as two character-level 
errors, creating error inflation.  
In contrast, the new TypingAnalyser takes the analysis further by searching for 
these character-level errors that are separated by more than one NoError. The 
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TypingAnalyser makes passes through each resultList for characteristics 
associated with Migration, Interchange and Alternating Error. 
9.6.1 Detection of Migration 
Figure 39 below shows the two patterns of Migration. One is for the migrant 
letter to appear later than intended (to the right of the intended position) (case 1 
in Figure 39). The other is for the migrant letter to appear in IS earlier than 
intended (to the left of the intended position), shown here as case 2 in Figure 
39. As the resultList for each case shows, these are classified by 
determineError() as either an Omission and then Insertion of the migrant 
letter, or and Insertion then an Omission of the migrant letter. 
Case 1:  PT: hospital 
  IS: hosptail 
 
Case 2:  PT: hospital 
  IS: hiosptal 
resultList1: 
Uncorrected No Error(h,h) 
Uncorrected No Error(o,o) 
Uncorrected No Error(s,s) 
Uncorrected No Error(p,p) 
Uncorrected Omitted Letter(i,-) 
Uncorrected No Error(t,t) 
Uncorrected No Error(a,a) 
Uncorrected Inserted Letter(-,i)  
Uncorrected No Error(l,l) 
resultList1: 
Uncorrected No Error(h,h)  
Uncorrected Inserted Letter(-,i) 
Uncorrected No Error(o,o) 
Uncorrected No Error(s,s) 
Uncorrected No Error(p,p) 
Uncorrected Omitted Letter(i,-) 
Uncorrected No Error(t,t) 
Uncorrected No Error(a,a) 
Uncorrected No Error(l,l) 
Figure 39: Two Patterns of Migration after determineError() 
SearchForMigration() in resultList.java, searches for either an Omitted 
Letter/Space or an Inserted Letter/Space. When one is found, the method skips 
the next letter (by definition, the intended position and the actual position must 
be at least one letter apart - see Section 8.5.2.9). The method then scans for 
either an insertion (of the same letter) if an omission was first found, or an 
omission of the same letter if insertion was first found. 
The algorithm for searching for Migration imposes two restrictions in searching 
for the second error: 
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1. The search must terminate if '<' (Backspace) is encountered in IS 
The entire action of an error must be carried out in one process - i.e. both 
the insertion and omission must occur in one smooth process with no 
interruptions. A Backspace indicates a break in this process. 
2. The search is limited to the word in which the first error was found, 
through to (and including) the next word, but no further 
Once the matching error is found, the method reclassifies these errors as 
'Migration Error across X letters'. This error replaces the first error in found in 
resultList, and the second error is deleted.  
9.6.2 Detecting Interchange 
Similar to Migration, Interchange Error consists of two character-level errors 
that are at least one letter apart. An Interchange Error occurs when two letters 
are swapped around across a minimum of one letter. Figure 40 below shows an 







Uncorrected No Error(t,t) 
Uncorrected No Error(h,h) 
Uncorrected Substituted Letter(r,g) 
Uncorrected No Error(o,o) 
Uncorrected No Error(u,u) 
Uncorrected Substituted Letter(g,r) 
Uncorrected No Error(h,h) 
Figure 40: Example of Interchange Across Two Letters 
Interchanges are classified by determineErrors() as two substitutions. 
Therefore, the method searchForInterchange() starts by forward searching 
the resultList for a substitution involving letters or spaces. Symbols, numbers 
and functions are not considered since these do not appear in PT.  
Once a substitution is found, the method skips the next letter and then 
continues along resultList for the second substitution. This second substitution 
must involve the same letters as the first substitution. The method 
searchForInterchange() imposes the same restrictions as 
searchForMigration() does in searching for the second error. 
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1. The search must terminate if '<' (Backspace) is encountered in IS 
The entire action of an error must be carried out in one process - i.e. both 
the insertion and omission must occur in one smooth process with no 
interruptions. A Backspace indicates a break in this process. 
2. The search is limited to the word in which the first error was found, 
through to (and including) the next word, but no further 
Once the matching Substitution is found, the method reclassifies the first error 
as Interchange across X letters. The second Substitution is removed from the 
resultList. 
9.6.3 Detecting Alternating Error 
An Alternating Error is defined as when a string sequence of 'xyx' is typed 'yxy' 
instead. It can only occur in words that have the string sequence 'xyx' such as 
the word 'there'. When 'there' is typed as 'threr', the method alignPair() 
(in AlignedPairs.java) will compute two possible alignments between PT and 




Uncorrected No Error(t,t) 
Uncorrected No Error(h,h) 
Uncorrected Inserted Letter(-,r) 
Uncorrected No Error(e,e)  
Uncorrected No Error(r,r) 
Uncorrected Omitted Letter(e,-) 
resultList2: 
Uncorrected No Error(t,t) 
Uncorrected No Error(h,h) 
Uncorrected Omitted Letter(-,e) 
Uncorrected No Error(r,r) 
Uncorrected No Error(e,e)  
Uncorrected Inserted Letter(-,r) 
Figure 41: Two resultLists for 'there->threr' After determineErrors() 
The method searchForAlternation() (in ResultList.java) will therefore only 
search for an Alternating Error if PT contains the string sequence 'xyx'. It then 
searches for either an [Inserted Letter, No Error, No Error, Omitted Letter] 
sequence, or [Omitted Letter, No Error, No Error, Inserted Letter] sequence in 
resultList.  
If such a combination is found the letters involved in the four-error sequence 
are analysed. The letter of the first error must equal the letter of the third error, 
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and the letter of the second error must equal that of the fourth error, as shown 
in Table 46 below. 
Table 46: The Letters of the Four-error Sequence Found by 
searchForAlternation() that Matches the Given Conditions 
 Error Type FROM TO 
error 1 Uncorrected Inserted Letter - r 
error 2 Uncorrected No Error e e 
error 3 Uncorrected No Error r r 
error 4 Uncorrected Omitted Letter e - 
 
When all three conditions are met, the error is classified as 'Alternating 
Error(xyx, yxy)'. This new classification replaces all four of the four-error 
sequence. The resultLists from Figure 41 after this classification are shown in 




Uncorrected No Error(t,t) 
Uncorrected No Error(h,h) 
U Alternating Error(ere,rer) 
resultList2: 
Uncorrected No Error(t,t) 
Uncorrected No Error(h,h) 
U Alternating Error(ere,rer) 
Figure 42: resultLists for the Example 'there -> threr' After the Alternation 
Classification 
Figure 42 above shows that both resultLists now have exactly the same list of 
errors. The TypingAnalyser will reduce these duplications and redundant 
resultLists later in Section 9.8.2. 
9.7 DETECT AND CLASSIFY WORD-LEVEL ERRORS 
At the end of all character-level errors analysis, word-level errors are classified 
as several character-level errors (Figure 43). If no further analysis were carried 
out (as in the case of StreamAnalyzer), one word-level error, such as a 





PT: the book was 
IS: the shoe was 
resultList1: 
Uncorrected No Error(t,t) 
Uncorrected No Error(h,h) 
Uncorrected No Error(e,e) 
Uncorrected No Error( , ) 
Uncorrected Substituted Letter(b,s) 
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 Uncorrected Substituted Letter(o,h) 
Uncorrected No Error(o,o) 
Uncorrected Substituted Letter(k,e) 
Uncorrected No Error( , ) 
Uncorrected No Error(w,w) 
Uncorrected No Error(a,a) 
Uncorrected No Error(s,s) 
Figure 43: resultList Containing a Word-level Error After All Character-level Error 
Analysis are Complete (Note how One Word-level Error is Classified as Several 
Character-level Errors Still) 
Not only does this make the word-level error harder to find among hundreds of 
other Substitutions, it also vastly inflates the total number of errors found. Since 
this is counter-productive in trying to accurately count the number of errors 
created by each participant, the TypingAnalyser's next contribution to 
categorisation of error types is to pass through each resultList again, this time to 
detect and categorise word-level errors.  
9.7.1 What is a Word 
Before one can search for a word, the definition of what a word is must clearly 
be defined. For a string of characters to be understood as a word, it must first 
consist of at least two characters (with the exception of 'a' and 'I'). Additionally, 
a the word must be found in one of two lists: 
1. A given dictionary - the TypingAnalyser can use any given text file that 
has one word per line. Currently, the TypingAnalyser uses a dictionary 
(dictionary.txt) that contain the Oxford dictionary's '3000 most 
important words' (Hornby, 2007) and some additional words (real words 
typed by participants) - see Appendix 4 for the list of words the file 
contains. This file can be edited to add more words when necessary. 
2. Words shown in PT already - for each run of analysis, the TypingAnalyser 
keeps a list of all the words that appear in PT that it reads in. It is 
assumed that all PT will only contain complete words by design. This list 
is only kept for the duration of one participant’s analysis and is deleted 
before analysing the second participant. 
If a match for a given string is not found in either list, it is considered not to be a 
word and therefore discarded from the search for a word-level error. 
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9.7.2 In Search of Potential Word-Level Errors (analyseWordLevelErrors() in 
ResultList.java) 
The first step in searching for a word-level error is to scan through each 
resultList for a sequence of errors that are potentially word-level errors. The 
TypingAnalyser proceeds through resultList (Figure 36) in search of consecutive 
errors. When more than one error is found in a row, an errorUnit (shown in 
bold) is created, which contains the entire sequence of continuous errors 






PT: the book was 
IS: the shoe was 
 
resultList1: 
Uncorrected No Error(t,t) 
Uncorrected No Error(h,h) 
Uncorrected No Error(e,e) 
Uncorrected No Error( , ) 
Uncorrected Substituted Letter(b,s) 
Uncorrected Substituted Letter(o,h) 
Uncorrected No Error(o,o) 
Uncorrected Substituted Letter(k,e) 
Uncorrected No Error( , ) 
Uncorrected No Error(w,w) 
Uncorrected No Error(a,a) 
Uncorrected No Error(s,s) 
Figure 44: ResultList for the Given Example, Indicating the Initial errorUnit in 
Bold 
On some occasions, one Substituted Letter could appear to be a Substituted 
Word, as in 'book' is typed as 'cook' or 'hook'. This would result in an ambiguity 
between a Substituted Letter and a Substituted Word. For the purpose of 
disambiguation between these two error types, the TypingAnalyser classifies 
such errors as a Substituted Letter. Two or more letters must be altered for the 
classification of Substituted Word. This is why the search starts off with looking 
for two or more errors in a row. 
9.7.3 Calculating the Intended and Actual Words 
Next, the errorUnit is examined to compute the intended word (FROM) and the 
typed word (TO). For the example given in Figure 44 FROM is 'bo' and TO is 
'sh'. These two strings are tested to see if either form real words.  
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9.7.4 Testing a String to See if it is Real and Complete Word 
The string and TO and FROM are now parsed to isWord() in resultList.java. 
isWord() first searches through predefined list of words (found in 
oxford3000.txt) for a match. If no match is found in dictonary.txt a list of all the 
words so far shown in PT is compared for a match. If the string is found in 
either of the two lists, or the string is the word 'a' or 'I', then the method 
isWord() will return true.  
If neither TO nor FROM is a real word, the TypingAnalyser makes a backward 
pass through the resultList to add more errors to the errorUnit. It will continue 
adding errors until it encounters a ' ' (space) or '-' in PT, or if the method 
reaches the start of resultList.  
In the example shown in Figure 44 no error is added as the intended letter of 
the error immediately before the errorUnit is a space. Once the backward pass is 
complete, TO and FROM are once again computed and tested to see if either 
string is a real word (by isWord()). 
If neither strings return true from isWord(), then the TypingAnalyser makes a 
forward pass through resultList from the end of errorUnit. Errors are added to 
errorUnit until a space is encountered or an errorUnit consisting of corrected 
errors encounters an uncorrected error. Figure 45 below shows the errorUnit 
after the forward passes have terminated on encountering the 






PT: the book was 
IS: the shoe was 
 
resultList1: 
Uncorrected No Error(t,t) 
Uncorrected No Error(h,h) 
Uncorrected No Error(e,e) 
Uncorrected No Error( , ) 
Uncorrected Substituted Letter(b,s) 
Uncorrected Substituted Letter(o,h) 
Uncorrected No Error(o,o) 
Uncorrected Substituted Letter(k,e) 
Uncorrected No Error( , ) 
Uncorrected No Error(w,w) 
Uncorrected No Error(a,a) 
Uncorrected No Error(s,s) 
Figure 45: ErrorUnit Shown in Bold - FROM is Now 'book' and TO is Now 'shoe', 
Which are Real Words 
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The strings TO and FROM are computed and checked by isWord() to see if they 
are real words again. As the example in Figure 45 shows, FROM is now 'book' 
and TO is now 'shoe', which are both real words. If neither string returns 
true at this point, it is assumed that the errors found were not of word-level and 
so the search for a word error is terminated, and its categorisations remain 
unedited. 
However, if after any of these three passes through resultList, either TO and/or 
FROM is found to be a real word, the TypingAnalyser will test these strings 
further to see if they can be classified as either an Omitted, Substituted or 
Inserted Word. 
9.7.5 Classifying Substituted Word 
For a word-level error to be classified as a Substituted Word, firstly both TO and 
FROM must be real words. A word in PT cannot be substituted by a nonsense 
word. Secondly, TO and FROM must be different words. When these two 
conditions are met, it is assumed that the errorUnit contains a Substituted 
Word. The errorUnit in resultList is replaced by Substituted Word (FROM,TO). 
The TypingAnalyser then attempts to establish where the TO string came from. 
According to the categorisation method ExpECT, TO can either come from the 
list of words in the current PT (This phrase - listed in PTWords), or from the PTs 
shown to the participants (from Another place - listed in previousPRWords) or 
from an Unknown source. The source is indicated by either T, A or U. For the 
example given of boot->shoe, the error will now be written as 'Substituted 
Word (U) (boot,shoe)' as the word 'shoe' is not found in either the current 
phrase or any phrases before. 
9.7.6 Classifying Inserted Words 
For an errorUnit to be classified as an Inserted Word the errorUnit must satisfy 
the following conditions:  
1) TO must be a real word 
AND 
2)  i) TO must be a duplication of the previous word found in IS 
 OR 
    ii) The errorUnit must consist of insertion error types and NoErrors. 
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Figure 46 below demonstrates these cases. In the first case (Case A) the 
errorUnit satisfies conditions 1) and 2i) and so the errorUnit is replaced by 
Uncorrected Inserted Word(-,one) and Uncorrected Inserted Space(-, ). The 
source of the inserted word is then determined in the same manner as that 
described in classifying a Substituted Word (Section 8.6.2). 
Case A:  PT: the book 
  IS: the one book 
Case B:  PT: the book 
  IS: the the book 
errorUnitA: 
Uncorrected Inserted Letter(-,o) 
Uncorrected Inserted Letter(-,n) 
Uncorrected Inserted Letter(-,e) 
Uncorrected Inserted Space(-, ) 
errorUnitB: 
Uncorrected Inserted Letter(-,t) 
Uncorrected Inserted Letter(-,h) 
Uncorrected Inserted Letter(-,e) 
Uncorrected Inserted Space(-, ) 
Figure 46: Partial resultLists of Two Examples of an Inserted Word After 
determineErrors()  
In the second case (Case B) the errorUnit satisfies the conditions 1) and 2ii), 
since the word inserted is the same word as the word typed just before the 
errorUnit. This is classified as 'Uncorrected Duplicated Word(the , the the )'.  
9.7.7 Classifying Omitted Word 
For an errorUnit to be classified as an Omitted Word, it must satisfy the 
following conditions: 
1) FROM must be a real word 
AND 
2) FROM must be found in the current PT 
AND  
3) The errorUnit must only contain Omitted Letters, Omitted Space and 
NoErrors. 
If all three conditions are met, it is classified as Omitted Word(FROM,-). Figure 
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PT: the book was 
IS: the was 
BEFORE 
resultList1:  
Uncorrected No Error(t,t) 
Uncorrected No Error(h,h)  
Uncorrected No Error(e,e)  
Uncorrected No Error( , ) 
Uncorrected Omitted Letter(b,-) 
Uncorrected Omitted Letter(o,-) 
Uncorrected Omitted Letter(o,-) 
Uncorrected Omitted Letter(k,-) 
Uncorrected Omitted Letter( ,-) 
Uncorrected No Error(w,w) 
Uncorrected No Error(a,a) 
Uncorrected No Error(s,s) 
AFTER 
resultList1: 
Uncorrected No Error(t,t) 
Uncorrected No Error(h,h)  
Uncorrected No Error(e,e)  
Uncorrected No Error( , ) 
Uncorrected Omitted Word(book,-) 
Uncorrected Omitted Letter( ,-) 
Uncorrected No Error(w,w) 
Uncorrected No Error(a,a) 
Uncorrected No Error(s,s) 
 
Figure 47: resultList Before and After the errorUnit was Classified as an Omitted 
Word 
Instead of five letter-level errors, the resultList now contains one word-level 
error which is much more accurate in the number of errors in resultList. It is 
also far more useful to a researcher to see that the participant omitted an entire 
word, than a sequence of omitted letters that may or may not have been an 
omitted word. 
9.8 REDUCING DUPLICATIONS AND REDUNDANCIES 
During the classification of typing errors, some pairs of PT and IS end up with 
multiple resultLists that are the same, such as the example given in Detecting 
Alternating Error (Section 8.5.2.6). Others may contain one resultList that has a 
word-level error, or other multi-character errors (such as Transposition Errors) 
and one or more resultLists that continued to have the multiple single-character 
errors. In both cases, these redundant resultLists must be deleted to reduce 
ambiguity. 
One assumption that is made here, for the purpose of reducing ambiguities, is 
as follows: 
If there is more than one possible combination of errors (resultList) 
for the same typing error, then the one that has the least number of 
errors is chosen. 
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This assumption is to reduce error inflation. If there are two resultLists for a 
pair of PT and IS, where one contain a multi-character error (such as Omitted 
Word), and the other contains several single-character-level errors that 
represent the same typing error, then the first resultList is always chosen.  
9.8.1 Deleting Duplicated ResultLists 
Deleting duplicated resultLists within the same pair of PT and IS is very simple. 
If an Aligned Triplet has more than one resultList, each resultList is compared 
in turn to all other resultLists for the pair. If an exact match occurs, the second 
matching resultList is deleted. For the example of Alternating Error found in 
Figure 42, the second resultList is deleted.  
9.8.2 Deleting Redundant ResultLists of Transposition Errors 
Figure 36 in Section 9.4.6 shows that there are three resultLists for this example 
of 'team' being typed as 'taem'. The first resultList contains the error 
Transposition Error(ea,ae) and is the most accurate. The other two resultLists 
break down the same error into two character-level errors. Since this causes 
error inflation the two latter resultLists should be deleted. 
For each PT/IS pair, the method deleteTEDuplicates() (in 
AlignedTriplets.java) searches through all the resulLists belonging to that pair 
for a Transposition Error. It then searches through all other resultLists for that 
pair, for the error sequences matching one of the following conditions: 
• Inserted Letter/Space - No Error - Omitted Letter/Space (resultList2) 
• Omitted Letter/Space - No Error - Inserted Letter/Space (resultList3) 
• Zero-time Inserted Letter - Omitted Letter  
• Omitted Letter - Zero-time Inserted Letter 
The letters involved in all the errors mentioned above must all match with the 
letters in the Transposition Error. 
Once a match is found, the later resultLists are deemed to be redundant, and 
thus removed. In the example of Figure 36, both resultList2 and resultList3 
match these conditions and so are deleted, leaving only resultList1 as the 
possible result of 'team' to 'taem'. 
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9.8.3 Deleting Redundant ResultList Word-Level Errors 
Similar to Transposition Error redundancies, PT/IS pairs containing a word-
level error may also have redundant resultLists. This usually occurs when the 
first letter (or first few letters) of the erroneous word and the word after match. 
Such cases only occur in either Omitted or Substituted Word. Figure 48 below 
shows an example of this case. For simplicity, the error types have been 
abbriviated (UNE = Uncorrected No Error, UOmSpace = Uncorrected Omitted 
Space, UOmWord = Uncorrected Omitted Word, UOmSpace = Uncorrected 
Omitted Space). 
PT: in the tall 

































Figure 48: resultLists of 'in the tall' to 'in the' After All Classification ('errorZone' 
is Indicated in Bold) 
For each PT/IS pair, deleteDuplicateWord() (in AlignedTriplets.java) 
searches in each resultList for a Omitted or Substituted Word. If such an error is 
are found, the method then needs to search through all other resultLists for the 
pair to determine if this particular error is the only discrepancy between the 
resultLists. As Figure 48 shows, the Omitted or Substituted Words have varying 
total numbers of errors and appear in varying locations in the resultLists. 
Therefore, a simple comparison of a section from each resultList starting from 
the same location as the word error found will not suffice.  
The method first assumes that the word error is the only error in all resultLists. 
It then computes an errorZone for each resultList. The errorZone is computed 
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in a way that the errors before and after it will be the same for all resultLists if 
the assumption is correct. 
In analysing resultList2 in Figure 48, it is found that the portion of resultList1 
before the errorZone matches that of resultList2 before the errorZone. 
Additionally, the portion of resultList1 after the errorZone matches that of 
resultList2 after the errorZone. It is therefore, assumed that resultList2 is 
redundant, and is removed. The example in Figure 48 shows that resultList3 
also satisfies the same conditions and therefore is deleted, leaving only 
resultList1 as the possible answer.  
9.8.4 Reducing resultList with Error Inflation 
The assumption 'if there is more than one possible combination of errors 
(resultList) for the same typing error, then the one that has the least number of 
errors is chosen' is applied further here to reduce ambiguities. For each Aligned 
Pair that contains a word-level error, the resultList with the least number of 
errors should be kept, and the other resultLists deleted. 
For each PT/IS pair, reduceWordTriplets() (in AlignedTriplets.java) 
examines all resultLists for the pair, to compute the minimum number of errors 
found in any resultList. It then removes any resultLists that contain a greater 
number of errors than the minimum. It will however not delete any resultLists 
that contain the same number of errors as the minimum. 
9.9 REDUCING THE WORKLOAD OF THE USER 
Besides detecting and categorising typing errors, the aim in this chapter is to 
reduce the work by the user to convert raw data to tabulated data. In this 
section, two strategies implemented to reduce the user's workload are 
discussed. 
9.9.1 Give Warning of Cases That May Require Checking 
Although the TypingAnalyser is designed to be as accurate as possible in its 
classifications and disambiguations, there are cases where a human-check or a 
decision is required. In these cases, the TypingAnalyser will produce 
appropriate warnings in result.xml. The user can search through result.xml for 
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the term 'WARNING' to double check on just these cases, rather than having to 
check every single case tested. 
The TypingAnalyser gives three kinds of warnings: 
• 'MORE THAN ONE RESULT LIST - PLEASE REDUCE TO ONE' - for 
each PT/IS pair, there must only be one resultList. Although the 
TypingAnalyser takes several steps to reduce these ambiguities, a few 
(such as two resultLists containing the same number of errors) remain 
ambiguous. In such a case, the TypingAnalyser gives a warning to the 
user that one or more resultList must be deleted.  
• 'MORE THAN 50% TOTAL ERROR RATE - PLEASE CHECK' - the 
TypingAnalyser is unable to detect when a nonsense word is entered. It 
will still attempt to categorise the 'errors' between PT and this nonsense 
IS. However, it is likely that a researcher using the TypingAnalyser would 
wish to remove nonsense cases from their sample. Therefore, when a case 
has a high Total Error Rate (TER) a warning is given in result.xml. 
• 'MORE THAN 4 ERRORS IN ROW - PLEASE CHECK' - four typing 
errors in a row occur relatively infrequently and their existence usually 
indicates that something has gone wrong. This could be that the 
TypingAnalyser did not pick up a word-level error, or that the participant 
entered nonsense words. In either case, the TypingAnalyser gives a 
warning so that the cause of such a high number of errors can be 
accurately determined by a manual inspection. 
9.9.2 Tabulation of Errors Found 
Once all typing errors are categorised and disambiguated as much as possible, a 
researcher can use the DataSummariser to tabulate the results automatically. 
The DataSummariser reads in result.xml produced by the TypingAnalyser. The 
DataSummariser requires each PT/IS pair to only have one resultList. If a pair 
has more than one resultList, the DataSummariser will give a warning to the 
user and terminate the process. 
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The DataSummariser uses the content of <ErrorList> in result.xml, to construct 
its result, not the content of <resultList>. Therefore, if the user wishes to change 
the classifications of any error in they must change the content of <ErrorList>. 
The DataSummariser produces three CSV files: 
• errors.csv - A list of all the errors found. For each typing error it lists  
participant ID, phrase ID, whether it was corrected or uncorrected, the 
error type, intended letter and actual letter. This file can be used to 
analyse individual error types across the whole sample. 
• phrases.csv - Lists all PT and IS pairs examined. For each phrases it lists 
phrase ID, participant ID, PT, IS, TT, number of errors, total time taken, 
MSD, C, F, IF, INF, TER, CER, WER, CE, PC, UB and WB (for 
explanation of these terms, please see Section 3.2). 
• participants.csv - Lists all the participants examined in the sample, along 
with their average typing performance statistics. For each participant, it 
lists - Participant ID, total number of phrases typed, total characters in 
PT, total characters in IS, total characters in TT, total time taken to type 
all phrases, mean KSPS (Keystroke per Second), mean WPM (Words Per 
Minute), mean KSPC (Keystroke per character), mean of MSD, TER, 
CER, WER, CE, PC, UB, WB and mean accuracy in %.  
These .csv files can be imported into programs such as Microsoft Excel and 
SPSS for further analysis.  
9.10 STUDY 1 - EVALUATING ACCURACY OF CATEGORISATION 
The aims of the TypingAnalyser were to detect and categorise typing errors and 
reduce ambiguities. To evaluate the effectiveness of the TypingAnalyser, two 
studies were devised. The first study evaluated how accurately the 
TypingAnalyser categorised errors. The second study evaluated how efficiently 
the disambiguation is carried out by the TypingAnalyser. This section describes 
the first of these two studies.  
 
 




Raw data collected by the TypingCollector from previous studies were fed into 
the TypingAnalyser. The results were manually checked for accuracy of the 
categorisation. 
9.10.1.2 Participants 
In an effort to evaluate the TypingAnalyser as accurately as possible, all data 
taken by the TypingCollector available at the time of this study were used (this 
excluded the pilot study data used in Chapters 5, 6 and 8). In all, the data set 
contained phrase-copying typing from 412 participants. 
Children's typing data consisted of typing from 183 children (Group 3-11, 
Participant IDs C1-C183) in nine separate one-days studies carried out between 
2008 and 2010. The children's ages ranged from 6 to 10 years old (Years 3 to 5). 
There were 105 boys and 76 girls in the children's group. All child participants 
were recruited from local schools in Lancashire, representing nine classes in 
four schools.  
Adult typing data was gathered from 229 adults (Group 14 and 15, Participant 
IDs S1-S229). These were collected from two week-long studies, one in 2008 
and the other in 2010. All adult participants were 1st year undergraduate 
students studying computer science at the author's university. In all, there were 
204 male and 24 female participants. Their age ranged from 18 to 44 years old, 
but the majority (220) were aged between 18 and 30 years old. Further details 
of the participants can be found in the participant summary chart (Appendix 3). 
9.10.1.3 Apparatus 
The TypingCollector was used to collect demographic information about the 
participants, to present the phrases and collect their typing data. Although 
different keyboards and PCs were used across the studies, all participants were 
tested on a Windows PC, and they all used full-size QWERTY keyboards with 
black keys with white writing. All keyboards had a Windows PC UK layout (see 
Appendix 1 for a diagram of this layout). 
9.10.1.4 Procedure 
Although the studies varied on what demographic and CE data the participants 
were asked, the procedure of the phrase-copy typing remained consistent across 
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all studies. Since this evaluation study is only concerned with the data from the 
phrase-copy typing task, it was deemed that the data is comparable across the 
various studies. 
In all studies the TypingCollector was used to collect personal information 
about the participants, present the phrases and collect the typing data. Each 
participant ran an individual copy of TypingCollector (Section 6.5) on his or her 
PC, and had ten randomly selected phrases from the CPSet (Section 5.2) to 
copy. The phrases were shown one at a time in font style Verdana at size point 
14, with a space for the participant to copy the phrase underneath. The 
TypingCollector logged what phrases were shown, each key that was pressed, 
recorded its timestamp and the time between the keystrokes. 
9.10.1.5 Analysis 
The xml files of raw typing data created by the TypingCollector were analysed by 
the TypingAnalyser. The classifications of each typing error found were checked 
manually to see how many were correctly categorised. For typing errors that 
were not correctly categorised, a note was made as to whether the 
TypingAnalyser gave a warning or not.  
If the participant typed nonsense words, this was removed from the original 
sample. Nonsense inputs were characterised as a string of random letters, 
usually with no spaces. These were not considered as misclassifications since 
differentiating a nonsense input from an erroneous but ‘sensible’ input was 
beyond the scope of this study. The TypingAnalyser gave warnings of all such 
nonsense cases. 
9.10.2 Results 
In total, 3940 phrases, taken from 412 participants (183 children and 229 
adults) were analysed. 11 phrases were found to contain nonsense input, so were 
removed from the sample, leaving 3929 phrases to be categorised. 
Table 47 shows how many phrases were correctly categorised by the 
TypingAnalyser. It shows that the TypingAnalyser achieved 99.6% accuracy in 
detecting and categorising 3606 typing errors. 
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Table 47: Accuracy of the TypingAnalyser Detecting and Classifying Typing Errors 
from 2940 Phrases 
 Children Adults Total 
Total number of phrases 1681 2259 2940 
Phrases containing nonsense input 11 0 11 
Phrases tested 1670 2259 3929 
Total number of typing errors detected 2359 1263 3622 
Number of errors categorised correctly 2350 1256 3606 
Number of misclassified errors 9 7 16 
 
9.10.3 Discussion 
9.10.3.1 Accuracy of the TypingAnalyser 
This study showed that the TypingAnalyser detected and categorised typing 
errors at 99.6% accuracy. Where the TypingAnalyser failed to categorise the 
typing errors correctly, it gave warnings for 12 of the 16 cases. It also gave 
warnings for all 11 of the nonsense input cases. It is therefore reasonable to say 
that a user of this analyser will be able to detect any nonsense input and most 
misclassifications by simply checking those cases that come with warnings, 
rather than every single case tested, saving considerable time. 
9.10.3.2 Limitations 
The study was carried out on typing data of 412 participants. Although this is a 
reasonable sample size, all participants were recruited from Lancashire, UK. 
The TypingAnalyser is therefore untested in countries with dialectal spelling 
differences, such as the United States. 
The sample also consisted of only young children and computer science 
students. It did not include teenagers or adult participants relatively new to 
typing. This means that the sample is likely not to cover the whole spectrum of 
typing skills available. 
9.10.4 Conclusions 
The TypingAnalyser performs categorisation of typing errors with very high 
accuracy. The TypingAnalyser also gave warnings for 12 of the 16 cases of the 
misclassified errors. This suggests that the TypingAnalyser is a reliable method 
in classifying typing errors, and can be used instead of manual classifications.  
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9.11 STUDY 2 – EFFICIENCY OF DISAMBIGUATION 
To evaluate how much ambiguity can be solved by the TypingAnalyser, the same 
sample of typing errors in Study 1 was tested again. In the first instant, the 
sample was analysed by the TypingAnalyser without any of the disambiguation 
strategies (Section 9.8). Then a second run with the same data was performed 
with all the new disambiguation strategies. 
9.11.1 Method 
9.11.1.1 Participants 
The same raw typing data collected from 412 participants (183 children and 229 
adults) used in Study 1 was used in this study. 
9.11.1.2 Procedure 
Firstly, the following disambiguation methods were commented out from the 
TypingAnalyser: 
1. assuming only the second letter in a duplicated letter is erroneous - 
Section 9.4.2 
2. deleteTEDuplicates() - Section 9.8.2 
3. deleteWordDuplicates() - Section 9.8.3 
4. reduceWordTriplets() - Section 9.8.4 
Then the raw typing data of 3940 phrases were run through the TypingAnalyser. 
11 phrases were found to contain nonsense input, so were removed from the 
sample, leaving 3929 phrases to be categorised. 
The number of cases where there were more than one resultList occurred were 
counted. The disambiguation methods were put back into the TypingAnalyser. 
The same data was analysed again, this time with all the disambiguation 
strategies applied to ambiguous cases. The number of phrases that still contain 
ambiguities was counted for comparison. 
9.11.2 Results 
Table 48 below shows how many ambiguities remained unresolved with and 
without the new disambiguation strategies: 
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Table 48: Number of Ambiguities Before and After Disambiguation 
 Children Adults Total 
Total number of phrases 1681 2259 2940 
Phrases containing nonsense input 11 0 11 
Phrases tested 1670 2259 3929 
Phrases with ambiguities BEFORE 
disambiguation 
175 39 214 
Phrases with ambiguities AFTER disambiguation 23 2 25 
Number of ambiguities solved by TypingAnalyser 152 37 189 
 
9.11.3 Discussion 
The TypingAnalyser was able to resolve 88% of the ambiguities found in the 
data. This reduces the work of the user from having to examine 214 ambiguous 
phrases to only 25. This is a considerable amount of time saved on the part of 
the user. Additionally, the user would be likely to resolve ambiguities in rather 
an inconsistent manner, whereas the TypingAnalyser followed four strict 
disambiguation rules to remove duplicate and redundant resultLists. 
9.11.3.1 Limitations 
Since this study used the same data set as Study 1 (previous) in this chapter, it 
suffers from the same methodological limitations as Study 1.  
9.11.4 Conclusions 
The TypingAnalyser was successful in resolving 88% of ambiguities found in the 
sample data. This means that the TypingAnalyser is able to save considerable 
time for the researcher carrying out large-scale studies of typing errors. For 
example, as this study shows, a study of 412 participants typing ten phrases 
each only required the researcher to manually disambiguate 25 phrases. 
9.12 CONCLUSIONS 
The main contribution of this chapter was the two new tools that automatically 
detect, categorise and tabulate typing errors found in phrase-copying tasks, with 
high accuracy and speed. Although automatic categorisation of typing errors 
existed beforehand, the new TypingAnalyser expanded the categorisation types 
from 3 to 28 error types, giving far more detail about the context in which the 
errors occurred. The TypingAnalyser gave very high accuracy in categorising 
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typing errors (Section 9.10.3), and was able to resolve a high number of 
ambiguities (Section 9.11.3). Additionally, both the TypingAnalyser and 
DataSummariser carried out tasks that have saved considerable time in carrying 
out the analysis. 
Although the TypingAnalyser was highly accurate in categorising typing errors, 
it was not 100% accurate. The TypingAnalyser misclassified 16 out of 3622 error 
types found. Although this equates to only 0.4% of the overall sample, with 
more time, it is desirable to have this misclassification rate eradicated. The 
TypingAnalyser also left 12% of ambiguous results unresolved. It is hoped that a 
further examination of the ambiguous results will shed light on further 
disambiguation rules that will reduce the number of unresolved cases.  
The next chapter will use the TypingAnalyser and DataSummariser, together 
with the TypingCollector (Chapter 6) to carry out a large-scale study comparing 
typing errors of children and adults. 
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10 STUDYING TYPING ERRORS MADE BY CHILDREN AND 
ADULTS 
10.1 INTRODUCTION 
With a comparable method of gathering and analysing typing data from 
children and adults established, it was possible to try and answer the main 
research question of this thesis - are there observable differences in the way 
children and adults make typing mistakes? 
This chapter compares the typing errors made by children with those made by 
adults. Typing was gathered from 231 children and 229 adults by the 
TypingCollector (Chapter 6) and typing errors were detected and categorised by 
the TypingAnalyser (Chapter 9). 
 
Figure 49: This Chapter Compares the Differences Between the Two Participant 
Groups 
An examination of the error rates defined by Soukoreff and MacKenzie (2003) 
revealed that there were significant differences in the amount of typing errors 
the two participant groups made and how they corrected the errors. However, 
the error rates do not show how the two groups differed, or where the 
differences arose. 
Their typing errors were categorised using the TypingAnalyser (Chapter 9), 
which provided more detail about how the two groups differed. Each error type 
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The study defined an error to be child-specific if the child participants made 
more than three times that of the adults, more than one child made the error 
and no more than one adult made the error. The study found 13 typing error 
behaviours that fit this category. An error was classified as a child-prone error 
(errors that children make more of than adults, but adults also made some) the 
ratio of amount made by children were more than three times greater than 
those made by adults, but did not fit into the conditions of child-specific errors. 
The study found nine typing error behaviours that fit this category.  
The majority of typing errors specific to children were related to the 
misunderstanding of the phrase-copying task or the English language, where as 
child-prone errors were related to actual typing errors. These typing errors show 
that children make typing errors in a different way to adults. This finding 
suggests that understanding how adults make typing mistakes cannot be 
directly applied to children. 
10.1.1 Scope 
Although there are many ways of analysing typing data, this chapter is focused 
on the typing errors. The core purpose of the analysis was establishing whether 
there were differences between the typing errors made by children and those 
made by adults. Therefore, although brief examination of overall typing speeds 
and error rates are made at the start, the majority of the comparisons are 
restricted to the typing errors themselves. Although it is possible to investigate 
the cause of each error types by studying other features such as the timing of the 
key presses, this was beyond the scope of this thesis and was were not carried 
out. Nonetheless, the data collected by the TypingCollector does provide data 
that will allow for such studies in the future. 
Since large numbers of children were required for this study, which meant 
travelling to several schools, it was more practical for the author to limit the 
schools to those within Lancashire. It was also easier to collect a large number 
of 18+ year old participants from university classes. Although this made the 
adult sample not representative of the general adult population, it was deemed 
to be a reasonable trade off for large number of participants. 
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10.1.2 Contributions 
The main contributions of this chapter are:  
1. Children's	  typing	  error	  rates	  significantly	  differ	  from	  those	  of	  adults	   	  
Section 10.3.2 statistically compares the error types of two participant 
groups and found that they differ significantly. This suggests that there 
are notable differences between the ways the two groups make typing 
errors.  
2. A	  list	  of	  the	  typing	  errors	  that	  are	  particular	  to	  children	   	  
Section 10.3.4 carries out a detailed investigation of the typing errors 
made by children and adults. It found that there are certain error types 
and typing behaviours that are particular to children.  
10.1.3 Structure 
Section 10.2 discusses the method used in gathering the typing data from 
participants and the analysis methods used. Section 10.3 discusses the results of 
the data analysis. Section 10.4 discusses the general trend of certain typing 
errors being more prone to one participant group than the other. Finally, 
Section 10.5 concludes with a summary of the findings and discussion for future 
development of this research. 
10.2 METHOD 
Typing data of phrase-copying tasks were collected from 231 children and 229 
first-year undergraduate students. The phrase-copying task was administered 
by the TypingCollector (Chapter 6) to ensure the same visual environment for 
all participants. The same phrase set (CPSet - Chapter 5) was used for both 
groups. 
10.2.1 Participants 
For the analysis of typing errors made, most typing data previously collected 
and some new typing data were merged together to maximise the number of 
participants analysed. The selected samples were merged on the basis that all 
the participants carried out the typing task using the TypingCollector. Although 
the TypingCollector went through several versions during this research, the 
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typing task component remained constant throughout. All the participants 
typed phrases selected from the same phrase set, displayed in the same font 
style and size, in the same environment.  
Typing data from 231 primary school children aged between 6 and 11 years were 
used as the children sample. The participants were limited to those that carried 
out the phrase-copying on the TypingCollector, which were group 3 to 13 
(participant ID C1-C231) in the participant summary chart found in Appendix 3. 
Data from these groups have already been used in previous chapters (Chapter 5 
to 9). The age range of the total sample was between 6 and 11 years old but most 
(207) were between 8 to 10 years old. The child groups represent 13 classes from 
five schools in Lancashire, UK. All spoke English as their first language.  
Typing data from 229 first-year undergraduate computing students were taken 
on two separate academic years as the adult sample. These two groups are the 
same groups described in studies in Chapter 9. In both years, the sample was 
taken on the first semester during their lab time. As with most other computing 
degree courses, the sample were heavily skewed towards the male population 
with 204 males and 25 females in total. The age range of the total sample was 
18-44 years but most (220) were between 18 and 30 years old. These 
participants are represented as group 14 and 15, participant ID S1-S229 in the 
participant summary chart found in Appendix 3. 
10.2.2 Apparatus 
The TypingCollector (Chapter 6) was used for both the adult and child 
participants. Although the demographic and computer experience questions 
varied throughout the research, the phrase-copy typing component remained 
the same. Although different keyboards and PCs were used across the studies, 
all participants were tested on a Windows PC, and they all used full QWERTY 
keyboards with black keys with white writing. All keyboards had a Windows PC 
UK layout (see Appendix 1 for a diagram of this layout). 
10.2.3 Procedure 
In all studies the TypingCollector was used to collect demographic and CE 
information, present the phrases and collect the typing data. Each participant 
ran an individual copy of TypingCollector on his or her PC, and had 10 
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randomly selected phrases from the CPSet (Chapter 5) to copy. The phrases 
were shown one at a time in font style Verdana at size point 14, with a space for 
the participant to copy the phrase underneath. The TypingCollector logged what 
phrases were shown, each key pressed, its timestamp and the time between the 
keystrokes. On average, children took four and half minutes to type the phrases, 
and adults took on average fifty seconds.  
10.2.4 Analysis 
Figure 50 below shows the stages taken on analysing the typing data. The xml 
files of typing data created by the TypingCollector were analysed by the 
TypingAnalyser. The Initial Result contained error rates discussed in Section 
10.3.2, and an xml file of all the errors that were detected and categorised. 
 







Manual inspection of warnings 
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This initial result was then manually inspected by the author for warnings given 
by the TypingAnalyser (see Section 9.9.1). These warnings were manually 
checked for accuracy of the categorisation and corrected where necessary (0.4% 
of the results were corrected). This corrected result was summarised by the 
DataSummariser, which lists data for each typing error, each phrase typed and 
each participant. The computer experience (CE) score was calculated as defined 
in Section 7.4.5 and 7.8.5for each child and adult participant.  
10.2.4.1 Inflation of Duplicated Spaces 
The errors listed in the corrected result were manually inspected for errors that 
occurred repeatedly in the same phrase. The TypingAnalyser detected 244 
Duplicated Spaces (DS, Section 8.5.3.6) from the children. Closer inspection of 
the errors showed that some of these ‘errors’ had been made purposely. Figure 
51 below shows the number of child participants that made certain frequency of 
DS errors in their typing. 50 participants made 244 DS errors. Although most of 
them (32 participants) only made one DSs, it shows that eight participants were 
responsible for 60% (147 occurrences) of DS. 
 
Figure 51: Number of Children that Made Particular Frequencies of Duplicated 
Spaces (DS) 
An examination of the participant who made the most number of DS errors 
(C168) reveals that the participant consistently duplicated the spaces found in 






















Frequency	  of	  Duplicated	  Spaces	  (DS)	  per	  Participant	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PT1: large sack of lamb chops 
TT1: large  sack  of  lamb  chops 
PT2: sat down on the window seat 
TT2: sat  done  on  the  window  seat 
PT3: a voice from above 
TT3: a  voice  from  above 
Figure 52: First Three Phrases Typed by C168 Who Consistently Duplicated the 
Spaces Presented in PT 
Of the 35 spaces present in PT, 34 were duplicated. This consistency indicates 
that the child participant intended to duplicate all the spaces. All but 2 of the 39 
DSs remained uncorrected. Although two DSs were corrected, they were deleted 
in the process of fixing an error that occurred before the DS. Additionally, these 
deleted DSs were re-entered by the participant again, and were left uncorrected. 
It seems here that the error was not that the participant accidently duplicated 
the spaces 34 times. It is more accurate to state that the participant made one 
error in the copying of PT, that they felt all spaces should be duplicated. It is 
therefore inaccurate to count these DSs individually, but to count them as one 
single error.  
However, it is inaccurate to say all DSs made by one participant should be 
counted as one error. It is possible for a participant to accidently make more 
than one DS in the course of copying ten phrases. Therefore, it was decided that 
DS errors should be counted as a single error if at minimum, all but one of the 
spaces were duplicated. This allows cases where the participant accidently not 
duplicated an intended duplication, such as seen in phrase C168-8 (she can 
drive a train -> she can  drive  a  train). 
Re-examination of the DSs according to this new rule has reduced the total 
number of DSs from 244 to 100. No adult participants consistently duplicated 
spaces. 
It was assumed in the earlier study of paper-to-screen copying task (Chapter 6) 
that consistent DS were due to the PT being presented at much larger font size 
than TT. It was assumed that the children were trying to match the physical size 
of the gaps between TT words to that seen in PT. However, in this study, PT and 
TT were of the same font size. Further, the two were displayed on top of each 
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other, meaning that the difference in the size of the 'gaps' was more apparent. It 
is unclear at this stage as to why the children (although at a reduced frequency) 
continue to carry out DSs. Consistent duplication of spaces was not observed in 
adults. In fact, DS only occurred once in the adult group.  
10.2.4.2 Inflation of Omitted Spaces 
Similar to Duplicated Spaces, some participants made Omitted Space (OS, 
Section 8.5.1.2) errors on a consistent basis. Two children (C24 and C231) failed 
to put any spaces between the words typed. It seems likely that they felt copying 
all the letters in the right order was enough, and the spaces did not matter. In 
such cases, it was considered to be one error (error in understanding the task) 
rather than many separate accidental Omitted Spaces. 
Another way a consistent Omitted Spaces could be classified was if the 
participant had to quit the task before he or she had completed all ten phrases. 
In these cases, the Omitted Spaces were removed altogether. 
Dealing with these inflations reduces Omitted Spaces from 219 to 142 errors in 
children. Although adults did make OS, none made it consistently throughout 
their typing. It is possible to say that a consistent omission of spaces (or typing 
without putting any spaces in) is a child specific typing error. 
10.2.4.3 Inflation of Capitalisation Errors 
A closer examination of Capitalisation Errors (CaE, Section 8.5.2.5) reveals that 
there were some inflation in the total number of CaE. Some children, either 
accidently or intentionally, typed with the Caps lock turned on. This resulted in 
all the typed letters being classified as CaE. An example of this is shown in 
Figure 53, which shows the first phrase typed by the participant C226. C226 
typed all ten phrases in uppercase letters, which were classified as 179 CaEs by 
the analyser.  
 PT4: I have everything I want 
 IS4: {CAP_LOCK}I HAVE EVERYTHING {CAP_LOCK}i{CAP_LOCK} WANT 
Figure 53: The First Phrase Copied by C226 - The Participant Forgot to Turn Off 
the Caps Lock to Type the Remainder of the Phrase  
Clearly, this was not 179 separate errors. It is fair to assume that the error was 
either in not realising that the Caps lock was still on, or thinking that 
capitalisation of letters were not an error. These causes indicate a lack of 
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awareness of what one was typing, or misunderstanding that copying a phrase 
meant letter-for-letter but not necessary matching the case.  
Whatever the cause, it was decided to count this particular group of CaEs as one 
error. If all letters after using the Caps lock were uppercase letters, this was 
counted as one error. A re-examination of the CaEs typed by children revealed 
that four participants made this mistake. Counting these errors as one error per 
participant reduced the total number of CaEs from 519 to 164. The evidence that 
these children did not think this was an error is supported by the fact that of the 
348, no attempts were made fix them. Interestingly, there were nine occasions 
were CaE was deleted by the participants, but this was in an effort to fix an error 
other than the CaE – implying that these participants did look at what was 
typed on the screen, but did not feel that the uppercases were an error. 
Additionally, in all nine cases, the letters were retyped again in uppercase 
letters. Only one adult participant made a similar error once (S97-9), and this 
was also counted as one error. 
10.2.4.4 Comparing Children and Adult Typing Errors 
With the inflated errors reduced, the final confirmed result provided the 
frequency of each error type. By comparing the amount of errors made by 
children and adults, the frequencies of each error type for each participant 
group was standardised to account for the difference in the number of 
participants and number of phrases completed by the two groups (Error 
Frequency per Phrase per Participant = EFPP). The EFPP for each error type for 
each group was calculated as: 
          (9) 
Where F is the frequency of errors made by the participant group, Ph is the total 
number of phrases that were completed by the participant group and Pa is the 
number of participants in the group. EFPP for children (EFPPchildren) and adults 
(EFPPadults) were calculated for each error type.  
In addition to comparing EFPP rates for each error type, individual errors of the 
same error type were manually examined for any patterns according to the 
physical locations of the keys involved, and its relation to other errors in the 
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specific, the ratio of children's EFPP to adults' EFPP (EFPPchildren/EFPPadults) 
was compared. These are discussed in Section 10.4. 
10.3 RESULTS 
In total, children typed 2151 phrases, and adults typed 2259 phrases. Children 
on average (mean) were shown 212 characters, and typed 238 characters. Adults 
were shown 216 characters on average, and typed 232 characters. The 
differences in the total number of PT characters shown are due to some children 
not typing all of the phrases. Children typed a mean number of 9.4 phrases, with 
the lowest number being 2 phrases (by three participants). The adults typed on 
average 9.9 phrases, with minimum number of 7 phrases by 1 participant. 
10.3.1 Computer Experience Score 
The earlier data collection sessions did not have the Computer and Tying 
Experience Questions (CTEQ) to administer to the participants. The CTEQs 
were only administered to the 136 adult participants that took part in the second 
adult data collection (Group 15 on the participant summary, Appendix 3), and 
68 child participants (Group 12 to 13, Appendix 3). 
Section 7.4.7 showed that the adult participants who had completed the ACTEQ 
had a positively skewed distribution on how often they used a computer, 
number of computers and laptops owned, the task score, feeling in control when 
using the computer and their attitude towards computers. The adult 
participants showed a normal distribution for the remaining 14 ACTEQ items. 
Children's answers to their CCTEQ was also analysed in Section 7.8.6 and all 
CCTEQ items were found to be normally distributed. 
10.3.2 Comparing Error Rates 
Table 49 shows some of the error rates defined by Soukoreff and MacKenzie 
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Table 49: Children and Adult Error Rates (Defined by Soukoreff and MacKenzie, 






 Median Median U p 
Keystroke Per Character (KSPC) 1.080 1.054 59126.0 0.000 
Minimum String Distance (MSD) 0.200 0.000 64821.5 0.000 
Total Error Rate (TER) 0.040 0.020 67973.5 0.000 
Corrected Error Rate (CER) 0.025 0.012 63766.5 0.000 
Uncorrected Error Rate (UER) 0.015 0.005 65650.5 0.000 
Correction Efficiency (CE) 0.333 0.166 65774.5 0.000 
Participant Conscientiousness (PC) 0.333 0.200 60825.0 0.000 
Ultilitised Bandwidth (UB) 0.928 0.963 40299.0 0.000 
Wasted Bandwidth (WB) 0.072 0.038 65932.0 0.000 
Accuracy (%) 95.94 98.03 38176.5 0.000 
 
In all rates shown in Table 49, there were highly significant differences between 
the children and adult groups. This indicates that as groups, they are 
significantly different in their typing.  
The child group's median MSD is higher, meaning there were larger differences 
between their PT and TT than those by the adult group. This suggests that 
children left more typing errors in their TT than the adults did. The TER and 
UER supports this, both being significantly higher for the children. The 
children's median TER is twice as high as the adults' indicating the children's 
typing contained twice as many erroneous characters as the adults' typing did. 
Children's UER being three times higher than the adults' indicates that children 
left many more errors in TT than the adults did. 
Interestingly, CE and PC tell a different story. Children's CE show that were 
twice as efficient as the adults in attempting to correct their errors, which 
contradicts their higher UER rate. Similarly, they scored higher in PC than 
adults did, indicating that they attempted to correct more errors than the adults 
did. This contradistinction may imply that although children tried to correct 
more errors than the adults, they were unable to fix the error correctly. 
Analysis of the two groups' typing does indicate that the two groups are 
statistically significantly different. It suggests that the children attempted to 
correct more errors than the adults but many more errors remained in 
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children's TT. It also showed that children had a wider variance in their typing 
performance than the adults did. 
However, these error rates do not show what those errors were. Do adults just 
make less of every kind of typing error, or are there some errors that are more 
likely to be made by the children? These questions can only be answered by 
studying examples of each error types made by children and adults. 
10.3.3 Frequency Comparison of Error Types Between Children and Adults 
Figure 54 below shows EFPP of each error types for each participant group with 
adjustments made for DS, OS and CaE (Section 10.2.4.1) and provides an 
overview of the difference in frequency between children and adults for each 
error type. It shows that there are differences between the children and adult 
group. Most notable are the Substituted Letters, where the children made nearly 
three times more than the adults did. A general trend can be seen here that 
there are some error types that children make, but are rarely made by adults 
('child prone errors') such as Inserted Spaces, Inserted Functions, Duplicated 
Spaces, Capitalisation Errors, Omitted Space and Omitted Words). In contrast, 
NT-Mus were often made by the adults but rarely by children
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10.3.4 Analysis of Each Error Type 
Inspection of the error type frequencies does show that there are some 
differences between children and adults. However, it is when each error type is 
examined in more detail that differences between the two participant groups 
really become apparent.  
Several error types defined by the ExpECT categorisation method (Chapter 8) 
have been omitted from this analysis. Firstly, there were no notable differences 
between EFPPchildren and EFPPadults of Inserted Letters (Section 8.5.3.1), Omitted 
Letters (Section 8.5.1.1), Doubling Error (Section 8.5.3.2), Transposition Error 
(Section 8.5.2.2) and Execution Error (Section 8.8.2). These error types also 
had no obvious typing error patterns when the errors were examined. Secondly, 
Alternating Errors (Section 8.5.2.6) and Interchange Error (Section 8.5.2.8) had 
only one or no occurrences. Finally, none of the phrase-level errors (Section 8.7 
were implemented for automatic categorisation by the TypingAnalyser, so were 
not included in this chapter. There was only one instance of a phrase-level error 
in the typing sample - a Substituted Phrase where the participant copied the 
counter at the bottom of the TypingCollector that displays how many phrases 
they have typed (e.g. '1 out of 10') instead of the Presented Text. 
10.3.5 Insertion Errors 
Errors involving insertion of letters were the second most frequent errors in 
both the child and adult groups (26% of all errors made by children and 25% of 
all errors made by adults). Within letter-level insertion errors, the most 
common error type made by the children was the Inserted Space, whereas the 
Inserted Letter was the most common insertion error for adults. 
10.3.5.1 NT-Mu, CT-Mu and Zero-Time Insertions 
Children made only half the amount of NT-Mu (Section 8.5.3.3) the adults made 
(EFPPchildren = 0.000085, EFPPadults = 0.0000144). In contrast, children made 
considerably more CT-Mu (Section 8.5.3.4) than adults did (EFPPchildren = 
.000066, EFPPadults = 0.000015). 45% of the children’s CT-Mu involved the 
space bar, whereas only 25% of the adults’ CT-Mu involved the space bar. 
Although this is interesting, the very low frequency of these errors (14 and 2 
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respectively where the intended letter was a space) makes it unwise to draw a 
solid conclusion about the differences between the two groups.  
When two keys are pressed simultaneously, the keys can be Next-To (NT, 
Section 8.5.2.3), Close-To (CT, Section 8.5.2.4) or not adjacent to each other at 
all. Zero-time Insertions refers to the last group. Children made seven of these 
errors, where as the adults made none. The details of these Zero-Time 
Insertions are shown in Table 50. 














C48-3 g gu laughing with the 
clown 
lagu<gu<<<uhing with the clown 
C64-4 u uk I saw a beautiful 
butterfly 





C64-4 j jo I saw a beautiful 
butterfly 







they all go marching 
down 
they all go marching downENTER 
C138-4 i iSHFT_
RIGHT 
I love the rolling hill iSHIFT_RIGHTSHIFT_UP<SHI
FT_ IIIISHIFT_UP<<< love thw<e 
rolling  hill 




In 3 of the 7 cases (C9-4 and twice in C64-4), children typed a sequence of 
random characters. It is probable that the children randomly typed some keys 
very fast. In three other cases (C48-3, C91-5 and C138-4), the extra key inserted 
was in fact a key they were supposed to press either immediately before or after 
the intended key. This is a different kind of typing error to the first three. Here, 
the timing in which they press the two keys was so close that it registered as 
Zero-time key press.  
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The final case, C231-4 is a little more difficult to establish how it occurred. It is 
likely that the participant intended to type the letter 'o' but also typed '.'. 
However, the key ‘l’ separates the two keys, so it is not possible for a badly 
aimed finger to accidently pressed the two keys together. This implies that the 
participant must have used two fingers (of the same hand or using the other 
hand) to press the two keys simultaneously. Since children made seven Zero-
Time Insertions and adults made none, this error type likely to be a child 
specific error type. 
10.3.5.2 Inserted Spaces 
In contrast, children made almost three times as many Inserted Spaces (IS, 
Section 8.5.3.5) than the adults did (EFPPchildren =0.00032, EFPPadults = 
0.000082). One clarification here is that an Inserted Space is different from 
Duplicated Spaces (described later), in that an Inserted Space refers to an 
insertion of a space where no space was intended. Duplicated Spaces refers to 
an intended space that was doubled. If an intended space was multiplied to 
more than two, this was classified as an Execution Error (ExE - see Section 
8.8.2). Inserted Spaces can be grouped into five types as shown in Table 51 
below.  
Table 51: Five Categories of Inserted Spaces (IS) Made by Children and Adults 
Children Adults  
Frequency % of total 
frequency 
Frequency % of total 
frequency  
At the end of a phrase 104 65.0% 32 74.4% 
As part of an Inserted Word 34 21.3% 5 11.6% 
Splitting a word 9 5.6% 1 2.3% 
In middle of a word 9 5.6% 5 11.6% 
At the start of the phrase 4 2.5% 0 0% 
Total 160  43  
 
At the end of the phrase - First, and the most frequent of IS, is to insert a space 
right at the end of the phrase, such as typing 'her father and mother' as 'her 
father and mother '. This was the majority of the IS in both children and 
adults. Proportionally, adults made 10% more of this type of IS than children.  
As part of an Inserted Word - Second type is a space inserted along with a word 
also inserted into the phrase, such as 'tired of going everywhere' as 'I am 
Adding Context to Automated Text Input Error Analysis, PhD Thesis, Akiyo Kano 
 230 
tired of going everywhere'. It is arguable that this perhaps should be 
counted as part of the Inserted Word error, rather than a separate error. 
Children made considerably more of this type than the adults did. This is due to 
the children making more Inserted Words and Duplicated Words (19 in total) 
than adults (3). 
Splitting a word - A third type of IS is when a space is inserted into a long word 
that the participant may feel it should be two words. For example, the word 
'bathtub' was split into 'bath tub' twice by the children. It is likely that the 
participants actually intended on inserting the space, making this an error in 
spelling (error in intention) rather than in the typing (execution). Since this type 
of IS was seen nine times in children, but only once by adults, it is likely that the 
children are more prone to this type of IS than the adults. 
In middle of a word - Fourth type of IS was to insert a space in the middle of a 
word, like in the previous one, but in a way that did not make grammatical 
sense. An example of this is typing 'is' as 'i s'. It is more likely that this 
insertion was due to a slip of the finger, than intentionally inserting a space like 
the previous IS type. 
At the start of the phrase - The final type was to insert a space right at the start 
of the phrase, such as typing 'your friends are my friends' as ' your 
friends are my friends'. This was only observed four times in the children 
and none in the adults: one child (C2) made one error, and another (C161) made 
three. It is possible that this is a child specific error.  
10.3.5.3 Inserted Symbol 
For Inserted Symbols (ISy, Section 8.5.3.7) error there were little differences 
between children and adults (EFPPchildren = 0.000032, EFPPadults = 0.000023). 
Here, 'symbols' refer to any keys that are non-alphabetic, but still produce a 
character on screen (as oppose to function keys that do not produce visible 
characters). Table 52 below shows details of the 16 ISys made by children. The 
table also shows whether the intended key and the inserted symbol key were 
adjacent (NT/CT) to each other or not. 
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Table 52: Details of Inserted Symbols (ISy) Made by Children and the Locational 
Relationship between the Intended and Inserted Keys 
Phrase ID Inserted 
Symbol 
Letters before and after key relation Corrected 
C19-7 3 h and e e is CT Corrected 
C135-5 4 e and r both are CT Corrected 
C172-6 4 t and e e is CT Corrected 
C6-2 - SPACE and w  Uncorrected  
C135-6 ; l l is NT Corrected 
C89-1 . at the end of phrase  Uncorrected 
C95-2 . at the end of phrase  Uncorrected 
C95-3 . at the end of phrase  Uncorrected 
C95-4 . at the end of phrase  Uncorrected 
C95-5 . at the end of phrase  Uncorrected 
C95-6 . at the end of phrase  Uncorrected 
C2-4 [ SPACE and t  Uncorrected 
C229-3 [ w  Uncorrected 
C121-1 ] n and SPACE  Uncorrected 
C10-3 \ a and v a is CT Uncorrected 
C55-9 \ SPACE and a a is CT Corrected 
 
One child (C95) inserted a full stop at the end of five out of ten phrases they 
typed. This consistency suggests that the participant intended on inserting the 
full stop, rather than doing so accidently. Another child also inserted a full stop 
at the end of another phrase. In contrast, no adult inserted a full stop at the end 
of a phrase. Therefore, putting full stops at the end of phrases is likely to be a 
child specific behaviour. 
Majority of the remaining ISys were due to misaiming of the finger. Six of the 
remaining eleven ISys involved letters CT to the intended letter. Another ISy 
involved a symbol NT to the intended letter.  
Table 53 shows details of the 12 ISy made by the adult participants. All but 2 
(S108-9 and S162-1) of the 12 cases were either NT or CT to each other. Six were 
NT and four were CT keys, compared to the children's one NT and six CTs. This 
mirrors the results found in NT-Mu and CT-Mu, where adults made 
proportionally more NT-Mus and less CT-Mus.  
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Table 53: Details of the Inserted Symbols (ISy) by Adult Participants and the 
Locational Relationship Between the Intended and Inserted Keys 
Phrase ID Inserted 
Symbol 
Letters before and after Key relation Corrected 
S114-9 0 o and f o is CT Corrected 
S167-3 0 SPACE and o o is CT Corrected 
S202-2 4 e and r both are CT Corrected 
S167-10 , m m is NT Corrected 
S170-4 , m and e m is NT Corrected 
S88-8 , n and SPACE SPACE is CT Uncorrected 
S206-10 ; l l is NT Corrected 
S108-9 [ n and SPACE  Corrected 
S162-1 [ e and BACKSPACE  Corrected 
S196-4 [ o and p p is NT Corrected 
S196-7 [ BACKSPACE and p p is NT Corrected 
S181-9 = y and BACKSPACE BACKSPACE is NT Corrected 
 
It can also be seen that the adult participants did not consistently insert a full 
stop at the end of the phrase. This suggests that consistently inserting full stops 
at the end of phrases is a child-specific error. A further contrast between the two 
groups comes from Table 52 and Table 53. Children corrected only 38% of their 
CT-Mus, whereas adults corrected 92% of their CT-Mus. 
10.3.5.4 Inserted Functions 
Children made almost four times as many Inserted Functions (IF, Section 
8.5.3.8) as adults did (EFPPchildren = 0.00015, EFPPadults = 0.000038). In terms 
of frequency, children made 73 and adults made 20 Inserted Functions. Table 
54 shows the frequency at which each function key was pressed by both 
participant groups. 
Table 54: Frequency of Inserted Function (IF) Errors by Both Participant Groups 
Function Key Frequency - Children Frequency - Adults 
CAPS_LOCK 36 2 
SHIFT_RIGHT 10 7 
CTRL_RIGHT 9 5 
INSERT 5 1 
SHIFT_LEFT 4 2 
ALT_RIGHT 4 0 
CTRL_LEFT 2 1 
F12 1 0 
HOME 1 1 
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PAGE_DOWN 1 0 
DELETE 0 1 
Total 73 20 
 
The most frequently inserted function for the children was the Caps lock. This 
was mostly inserted when they were attempting to insert an uppercase letter 
when a lowercase letter was required. Table 55 below shows the number of 
participants that used the Caps lock and the Shift keys to capitalise single letters 
(both intended and unintended) in both participant groups. 
Table 55: Number of Participants that Used Caps Lock and Shift Keys to Capitalise 
Single Letters 
Keys Used  Number of Child Participants Number of Adult 
Participants 
Caps lock 49 15 
Shift 16 72 
Both Caps lock and Shift 4 0 
 
For children, the Caps lock was used more frequently than the Shift to capitalise 
a single letter. 49 children did this, and some made more than one capitalised 
letter by the use of the Caps lock. In comparison, the adults used the Shift key 
more often. Therefore, if a Caps lock is used, the participant is more likely to be 
a child. In particular, the use of Caps lock by continuously holding it down 
whilst searching for the intended letter (as you would do when using Shift to 
capitalise) is particular to children's typing. Additionally, mixing the use of both 
Caps lock and Shift was only seen in children. 
10.3.5.5 Duplicated Letters and Duplicated Spaces 
The children made over three times as many Duplicated Letters (DL, Section) as 
the adults did (EFPPchildren = 0.00014, EFPPadults = 0.000038). The letters 'l' 
and 'o' were most frequently duplicated by the children at 12 times each, closely 
followed by the letter 'e' at 11 times. This was not the same for the adults, where 
the letters most frequently duplicated was 'r' (4 times) and 'l' (3 times). 
However, the low frequency of each letter means that it is not possible to draw a 
positive conclusion as to duplication of any particular letter to be a child specific 
error type. 
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As discussed in Section 10.2.4.1, children made many more Duplicated Spaces 
(DS, Section 8.5.3.6) than the adults did. Children made 244 DSs, compared to 
just one by the adult. Even with consistent duplication of letters removed, 
children still made nearly ten times as many DSs as the adults did (EFPPchildren = 
0.00020, EFPPadults = 0.0000019). It is clear from this sample that DSs are a 
very child specific typing error.  
10.3.6 Substitution Errors 
Errors involving the substitution of letters were the most frequently made errors 
for both the child and adult groups (42% of all errors made by children and 36% 
of all errors made by adults). The most common substitution error for the 
children was the Substituted Letter, whereas for the adults it was NT-S. 
10.3.6.1 NT-S, CT-S and Substituted Letters 
For Next-To Substitution (NT-S, Section 8.5.2.3) errors EFPPchildren = 0.00058, 
EFPPadults = 0.00037. Almost all the letters of the alphabet were substituted for 
another letter in both groups. In a sharp contrast to NT-S, adults made far less 
Close-To Substitutions (CT-S, Section 8.5.2.4) than children (EFPPchildren = 
0.00019, EFPPadults = 0.00005).  
Although there were 15 cases (out of 92) where the children substituted a space 
for a CT key, adults made no CT-S (out of 26 cases) of this kind. Additionally, 24 
CT-S by children involved letters substituted to a space, but adults made only 
four CT-S of this type. This may mean that a CT-S where either the intended or 
the actually typed letter is a space is likely to be a child-prone error type. 
Children made three times as many Substituted Letter (SL, Section 8.5.2.1) as 
the adults did (EFPPchildren = 0.00089, EFPPadults = 0.00029). SL was the most 
frequent error type made by children (18% of all errors made by children), but 
not by adults (most frequent errors made by adults was Omitted Letter).  
10.3.6.2 Substituted for a Space 
A similar trend is found in Substituted for a Space (SS), where the children 
made four times as many SS as the adults did (EFPPchildren = 0.000082, 
EFPPadults = 0.000017). Children substituted other letters into a space 41 times 
where as the adults only did this nine times. Although SS cannot be said to be a 
child-specific error type, it is likely to be a child-prone error type. 
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10.3.6.3 Substituted for a Symbol 
Children made three times as many Substituted for a Symbol (SSy) as the adults 
did (EFPPchildren = 0.000034, EFPPadults = 0.000009). Table 56 below shows 
details of the SSys made by children. 





PT IS Key 
Relations 
C5-2 a - needed a 
longer piece of 
string 
neededa -<  <<< a  longer 
piece  of  string 
 
C6-8 h ¬ how I wonder 
what you are 
how 
SHIFT_RIGHTISHIFT_UP 
wonderw¬ << what you are 
 
C9-10 i ¬ in the month 
of June 
¬lkioljko<<<<<<<<<j<in the 
month of june 
 
C28-8 y = they sailed 
away for a year 




C54-1 t 9 it began to rain i9<t began  to rain  
C64-1 SPACE 8 a going home 
present 
98g8t<<<<<<<<a going home 
present 
 
C64-1 a 9 a going home 
present 
98g8t<<<<<<<<a going home 
present 
 
C64-1 o 8 a going home 
present 
98g8t<<<<<<<<a going home 
present 
 









C67-5 l 1 laughing with 
the clown 
1<i<laug <hing m<with tn<he  
clown 
 
C71-8 SPACE , he was nothing 
but a pup 
he ,<was  <nothing but a pup CT to 
SPACE 
C82-1 SPACE = the boat 
rocked gently 




C82-1 r = the boat 
rocked gently 




C82-1 t = the boat 
rocked gently 




C173-8 f ] they sailed 
away for a year 
theysailer<d away ]<<<<<<<< 
<<<< sailed away s<foe<r a 
year 
 
C175-8 e = bake me a cake 
 






d 4 the mayor held 
up a medal 
the mayor hei<ld upa< 
aCAP_LOCK 
M<ME4<<<CAP_OFFmef<dal 
CT to e 
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Most interesting of the SSy are those that involved the letter being substituted 
for the symbol '='. In all cases, the participants made a typing error, and was 
intending on pressing the Backspace to correct it. However, they all pressed the 
'=' instead, which is NT to the Backspace.  
It is unclear whether C64-1 typed some random letters (ignoring the PT), or 
made many typing errors whilst trying to type PT. Some of those numbers are 
CT-keys to some of the first few letters of PT. Table 57 shows details of the SSy 
made by the adult group. 







PT IS Key 
Relations 
S30-2 I \ I know 
what to do 
\SHIFT_RIGHTISHIFT_UP<< 
SHIFT_RIGHTISHIFT_UP 
know what to doENTER 
 
S38-10 t = the fairy 
godmother 
was right 




S66-1 e , the cat 
pleased me 
the cat pleased m,<e 
 
NT to m 
S178-4 o , on the 
compost 
heap 
on the com,<m,<<post heap 
 
NT to m 
S178-4 p , on the 
compost 
heap 
on the com,<m,<<post heap NT to m 
 
Of the five cases by adults, in four cases (S38-10, S66-1 and twice in S178-4) the 
intended and actually typed keys were NT or CT to each other. As with the 
children, in the case involving the symbol '=', it was pressed instead of the 
Backspace. 
In all three cases where a letter was substituted for the symbol ',', they were all 
typed after the letter 'm', which is CT to the comma. It is likely that this was some 
sort of a CT error, although the two keys were not pressed at the same time, so 
cannot be classified as CT-Mu. Only adults made this error. 
10.3.6.4 Capitalisation Error 
Children made three times as much Capitalisation Error (CaE, Section 8.5.2.5) 
EFPPchildren = .00033, EFPPadults = .00012). In both groups, the most frequent 
CaE was typing a lowercase ‘i’ for an uppercase ‘I’ (73% of children's CaE and 
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92% of adults' CaE). However, it is perhaps unwise to draw conclusions about 
how each participant group behave regarding typing ‘i’ for ‘I’, since not all 
participants were shown phrases that contained the word ‘I’. In adults, there 
were only 3 (out of 63) CaE involved letters other than ‘I’. In contrast, children 
made 45 such CaEs (out of 164). This suggests that children are more likely to 
make a CaE that involves the letters other than ‘I’. 
Two children (C52 and C95) capitalised the first letter of 4 out of 10 phrases 
each, none of which were corrected. C52 capitalised on the first four phrases, 
whereas C95 capitalised the first three and the fifth, but not the fourth. Since 
they were never told to capitalise or not to capitalise (they were told to do 
whatever they felt), the two children stopping capitalising is not due to any 
instruction that was given to them. 
Of the 45 cases of children’s CaEs that did not involve the letter ‘I’, 21 were 
capitalisation of the initial letter. It is likely that capitalisation of the first letter 
of a phrase is child specific (this was not seen in the adult group). However, 
none capitalised the initial of all the phrases. No adults participant made more 
than one CaE error, it is possible that consistent capitalisation of the first letter 
of the phrase is a child specific error. 
Of the remaining 24 CaEs by children, 8 were uppercase letters (such as 'June') 
reduced to a lowercase letter, and 16 were lowercase letters that were 
capitalised. In 9 of the 16 cases where lowercase letters were capitalised, the 
Caps lock key was pressed when the participant pressed the 'a' key (Next-To). It 
may be more suitable for these errors to be classified as NT-S. In three further 
cases, the participant forgot to take the Caps lock off after an intended 
uppercase letter.  
10.3.7 Omission Errors 
Children made 219 Omitted Spaces (OS, Section 8.5.1.2), whereas adults made 
only 37. After removing the consistent OS (Section 10.2.4.2), this number is still 
at 142 for children (EFPPchildren = 0.00029, EFPPadults = 0.000071). Since 
EFPPchildren is four times that of EFPPadults, it is probable that OS is a child prone 
error-type. 
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10.3.8 Other Letter Level Errors 
10.3.8.1 Migration Error 
Children made twice as many Migration Errors (ME, Section 8.5.2.9) as adults 
did (EFPPchildren was 0.000014, EFPPadults was 0.0000076). However, these 
numbers are based on very low frequencies of occurrence (seven for children, 
four for adults) and so care must be taken in drawing conclusions from this. 
10.3.8.2 Enter Error 
Children made similar amounts of Enter Error (EE, Section 8.8.1) to what the 
adults made (EFPPchildren = 0.00027, EFPPadults = 0.00022). Children made 136 
EEs, majority (128) of which were at the end of the phrase. It is likely that they 
pressed the Enter key expecting the software to move onto the next phrase. 
However, these EE were not limited to the first phrase each participant typed. 
Table 58 below shows details of the eight EEs that did not occur at the end of 
the phrase, but either at the start or in the middle of a phrase. 











<<<<<<<<<  head  you whispering 
C67-2 Start I like green frogs 
 
ENTERENTER<CAP_LOCKICAP_OFF                        
<<<<=<<<<<<<<<<<<<<<<<<<<<<<<<<<<<
<<like     geen      frogs 
C114-2 Middle that noisy thing that noisytingENTER<<<< 
thihngENTERENTER< 
C156-1 Start you look tired ENTERyou look tired 
C168-4 Middle he rolled around 
in the mud 
he  rolled  around  imENTER<n  the  mud 
C189-7 Middle they were playing 
princesses 
they were playing i<princessENTERes 
 
In the cases of C67-1, C114-2 and C168-4, the participant entered the wrong 
character. To correct these errors, they reached for the Backspace key, but 
pressed the Enter key instead, which was just below the intended key. This is in 
fact a CT-S error, and perhaps should be classified as so, rather than as an Enter 
Error. 
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The adults made similar amount of EEs but they were all at the end of the 
phrase. It is possible that pressing the Enter key at the start or the middle of the 
phrase is a child specific error. However, care should be taken to draw this 
conclusion since half of these were in effect CT-S, which the adults have also 
made in numbers (see Section 8.5.2.4). 
10.3.9 Word-Level Errors 
Children made more of all four types of word-level errors found than the adults 
did. In total, children made three times as many word-level errors as the adults 
did (EFPPchildren = 0.00025, EFPPadults = 0.000077).  
10.3.9.1 Inserted Word 
Children made five times more Inserted Word (IW, Section 8.6.3) than the 
adults did (EFPPchildren = 0.00030, EFPPadults = 0.000057). Children made 
Inserted Word (IW) errors 15 times. However, 11 of these IWs were made by one 
participant (C73) who altered all the phrases shown (e.g. ‘we could do a 
better job’ became ‘we could do a better job at marcs and 
spensers’). Therefore, it is reasonable to consider this person to be an 
exception, and consider the total of children’s IWs to be four. Of these, two of 
these words could be found in previous phrases shown to the participants, and 
one appeared earlier in the phrase itself (see Table 59 below). 
Table 59: The Four Inserted Words (IW) Made by Children (Source Keys: T = This 






PT IS Source 
C114-8 of through all kinds of 
weather 
thy<rough all of kinds of weather 
 
T 
C156-2 you would like to sail the 
ocean 
would you likr<e to sail the 
oacen<<<<cean 
A 
C191-1 am you are very clever yes i am very 
clever<<<<<<<<<<<<<<<<<<<<y
ou are very clever 
U 
C215-3 the through all kinds of 
weather 
through all the kinds of weather A 
 
In the first case (C114-8), the child had inserted the word 'of' earlier than it was 
intended, and then typed it again at the correct place in the phrase. In the 
second case (C156-2), the child altered the phrase into a question. It is possible 
Adding Context to Automated Text Input Error Analysis, PhD Thesis, Akiyo Kano 
 240 
that the child misread the phrase as a question. The inserted word 'you' does 
appear as the first word in the phrase shown to the participant one before this 
phrase ('you look tired'). It is notable that the typed phrase is still 
grammatically correct. 
In the third case (C191-1), the child typed a reply to the shown phrase rather 
than copy it. This is very interesting, as it indicates that the child forgot the task 
(copying of the shown phrase) and responded to the phrase instead. This is the 
only case where this occurred. The child, however did notice their mistake, and 
deleted what they typed to copy the phrase properly. 
Finally (C215-3), the participant inserts the word 'the' in the phrase. The word 
'the' appears in the previous phrase shown to the participant ('standing in 
the hall'). 
Of the words inserted by adults, the sources were unknown for all three words. 
Table 60 below shows the details of these IWs. In both children and adults, the 
words inserted were all very short words, mostly made of two letters.  





PT IS Source 
S62-6 is this cold and frosty 
morning 
this is <<<cold and frosty morning U 
S100-2 in it stings the toe it stings in the toe U 
S150-8 of pulled out the plug pulled out of the plug U 
 
10.3.9.2 Duplicated Word 
Four Duplicated Words (DW) were made by children, and none were made by 
adults (EFPPchildren = 0.000008, EFPPadults = 0). This implies that DW is likely 
to be a child specific error. Although it seems obvious to assume that the 
children made DWs because they had difficulties tracking their place in PT, a 
look at the age of these participants reveal that they were not the youngest 
participants in this study. All were aged between 9 and 10 years and were in 
Year 5. They came from three different schools.  
10.3.9.3 Substituted Word 
Children made 40 Substituted Word (SW, Section 8.6.2) errors, where as the 
adults made 24 SW errors (EFPPchildren = 0.000080, EFPPadults = 0.000046). Of 
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the 40 SWs made by children, in two cases, the intended word was substituted 
by a word that had appeared in previous phrases. In three other cases, the typed 
words were found in the current phrase itself. In the remaining 17 cases, the 
source of the typed words was unknown.  
It is not possible to figure out what word the participant intended to type if they 
corrected their SW immediately. Therefore the study of the phrase these 
participants typed are restricted to SWs that remained uncorrected. These 
uncorrected SWs are listed below in Table 61. 








C53-3 a the we spent the night in a tree we spent the night in the tree 
C63-6 fetched fetch fetched a saucer of milk fetch a su<aucer of milk 
C73-10 poor pore give the poor dog a bone give the pore dog a bone sead 
mum 
C75-8 the a hid under the bridge hid ung<der a bridge 
ENTERENTER 
C79-4 five 5 five little speckled frogs 5 little speckled frogs 
C83-6 to at looked up to the stars above look <ed up at the  <stars 
above 
C103-9 things toys a bag full of things a bag full of toys 
C117-3 till to till the moon grew dim to the moon grew dim 
C132-6 our are she could be our friend she coul be are frinds 
C151-1 the a bumped on the log bumped on a la<og 
C157-4 bake back bake me a cake back ma<e a cake  
C167-6 on at sat down on the window 
seat 
sat down at the wim<ndow 
seat 
C168-2 down done sat down on the window 
seat 
sat  done  on  the  
window  seat 
C168-6 down done down by the pond done  by  the  pond 
C168-10 down done down on my knees done  on  n<my  knees 
C184-4 a the give a dog a bone give the dog a bone 
C197-2 looking look looking for a star look for a star 
C205-2 these the under these nettles under the nettels 
 
Almost all the phrases still made grammatical sense after the substitution. In 
some cases, the phrase kept its meaning, whilst others had slightly altered 
meaning. The most common word substitutions occurred between 'a' and 'the' 
(four times). There were two cases (C63-6 and C197-2) where the intended word 
were shortened, such as 'fetched' to 'fetch' and 'looking' to 'look'.  
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C168 was shown the word 'down' in three separate phrases. In all three cases, 
C168 typed it as 'done'. The consistency of this SW suggests that this child spells 
'down' as 'done' normally. However, it is not possible to determine the accuracy 
of this assumption without further testing. 
Like the children, majority of (18 out of 24) adults' SWs involved typed words 
that did not appear in PT. Only four appeared in a previous phrase and further 
two appeared in the current phrase. Table 62 below lists all the uncorrected 
SWs made by the adults. 








S3-9 it this make it go away 
 
make this d<go awaty< 
 
S11-8 bringing bring bringing the fishermen home bring the 
gfis<<<<fishermen home 
S11-9 there the there were lots of fairies the wr<ere lots ofgf< << 
fairies 
S30-6 young you a strong young man a strong you man 
S46-10 bake back bake me a cake back me a cake 
S88-7 foxes fox the young foxes ran off the young fox ran off 
S95-10 raincoat coat taking off his raincoat taking off his coat 
S96-7 a the here comes a fish here comes the fish 
S97-1 the a hid under the bridge hid under a bridge 
S107-1 the a she got the vacuum cleaner she got a vacuum 
cleanerENTER 
S132-9 hand head my hand on my head my head on my head 
S141-9 June july in the month of Jun in the month of july  
S179-7 took take they took some honey they take some honey 
S217-5 climbed climbing climbed up on top climbing up on top 
S220-10 to a would you like to go would you like a go 
S226-2 bone home give the poor dog a bone give the poor dog a home 
 
The SWs observed in the adult sample shows similar behaviour to the children. 
The substitution between 'a' and 'the' is still common (3 times). Shortening of 
the intended word is observed more frequently than in the children sample (5 
times). Most phrases still made sense after the insertion. Some of the phrases 
retained its original meanings, whereas others had slightly altered meanings. 
These tables show that there were no notable difference in the way children and 
adults substituted words.  
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10.3.9.4 Omitted Word 
The most common word-level error type made by the children was Omitted 
Words (OW, Section 8.6.1). Children made five times more OW errors than the 
adults did (EFPPchildren = 0.00013, EFPPadults = 0.000025). The most common 
word omitted by the children was the word 'the' (10 times). Table 63 shows 
words that were omitted more than once in the child sample. Adults did not 
have such a clear pattern of omitted words, with only two words omitted more 
than once ('the' and 'up').  
Table 63: Frequency of Words Omitted (OW) by Children and Adults More than 
Once 
Word Frequency of 
Omission by Children 
Frequency of 
Omission by Adults 
the 10 2 
is 3 0 
it 3 0 
on 3 0 
a 2 0 
by 2 0 
last 2 0 
light 2 0 
of 2 0 
up 1 2 
 
10.4 DISCUSSION 
A close examination of the typing errors, categorised into error types has 
revealed that some errors are highly specific to children. The following sections 
identify typing error behaviours that are specific to children (those that were 
almost solely made by children) and child-prone (those that were mostly made 
by children but some adults also made).  
10.4.1 Child-Specific Typing Error Behaviours 
A decision was made by the author to define a typing error behaviour as child-
specific where the ratio of children's EFPP to adults' EFPP 
(EFPPchildren/EFPPadults) had to be greater than 3.0. Additionally, more than two 
child participants had to make the error, and no more than one adult 
participant made the error.  
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Here are the 11 typing behaviours almost exclusive to the children with the 
EFPP ratio indicated in brackets where adults made more than one of the 
specified error: 
• Consistent duplications of spaces throughout the phrase (144 times by 
children, none made by adults) 
• Consistent omission of spaces throughout the phrase (77 times by 
children, none made by adults) 
• Consistent capitalisation of letters (355 letters by children, none made by 
adults) 
• Consistent capitalisation of the first letter of the phrase (21 times by 
children, none made by adults) 
• Enter Error at the beginning or middle of phrase (6 times by children, 
none made by adults) 
• Zero-Time Insertions (7 times by children, none made by adults) 
• Mixing use of Caps lock and Shift keys to capitalise letters (4 times by 
children, none made by adults) 
• Duplicated Words (4 times by children, none made by adults) 
• Execution Errors (18.90) 
• Consistent insertion of full stops at the end of the phrase (6.25) 
• Inserted Spaces (3.90) 
Of these, many were due to misunderstanding the task of copying the phrases. 
Consistently capitalising the initial letter suggests that their training in the 
classroom of always capitalising the initial letter overrode the need for copying 
the phrase just as it was shown. A similar explanation is likely for consistently 
inserting a full stop at the end of each phrase. Although these are not typing 
errors, they are very specific to children's typing. 
Omission of all spaces in copying PT indicates that the participants 
misunderstood the copying task as only being relevant to copying the letters and 
not the spaces. Typing all their phrases in capital letters show that the 
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participants felt that as long as the letters matched with PT, it did not matter 
that their cases did not.  
Holding down the Caps lock key to capitalise a letter indicates that the 
participant misunderstood how Caps lock worked. They understood that 
pressing the Caps lock would produce an uppercase letter, but not that they 
could let go of the key. Instead, the participant used the key in a similar way to 
using the Shift key, which has to be held down to produce an uppercase letter. 
Although not an error, mixing the use of Caps lock and the Shift key in 
capitalising letters by a single participant appears to be a child-specific 
behaviour. Adults in the study appear to have an established preference of 
which to use, and none mixed the two keys. 
In earlier studies of paper-to-screen copying tasks that used different font sizes 
for PT and TT, it was assumed that children consistently inserted more than one 
space to match the size of the much larger spaces in PT. However, it appears 
that there is another reason why children do this, since the behaviour was still 
found in this study where PT and TT were of the same font size and displayed on 
top of each other.  
Splitting a long word (such as 'godmother') into two words ('god mother') by 
the children seems to indicate a misunderstanding in the grammar. Another 
child specific use of the space was to inserting it at the start of the phrase. It was 
unclear from the examples of this type of Inserted Spaces as to the cause of this.  
10.4.2 Child-Prone Typing Error Behaviours 
Besides the child specific typing error behaviours, there were errors that 
children made many more than adults. These error types are therefore child-
prone errors, more likely to be made by a child but does not rule out the adult 
making the same mistakes. A decision was made by the author to define an 
error as child-prone where the ratio of children's EFPP to adults' EFPP 
(EFPPchildren/EFPPadults) was greater than 3.0. These errors are listed below, with 
the EFPP ratio indicated in brackets: 
• Substituted Symbols that is not NT or CT (12.49) 
• Capitalisation Error that involves a letter other than 'I' (9.37) 
• Omitting the word 'the' (5.20) 
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• Substituted for a Space (4.78) 
• CT-Mu (4.33) 
• Omitted Spaces (4.03) 
• CT-S (3.76) - In particular SPACE to a CT letter and CT letter to SPACE  
• Word level errors (3.23) 
• Substituted Letter (3.06) 
• Using Caps lock to capitalise single letters (3.04) 
In a contrast to the child specific errors, the child-prone errors appear to be 
more due to errors in the act of typing. Children in this study appear to be more 
prone to errors involving keys that are CT to each other (CT-Mu and CT-S) than 
the adults were. Substituted for a Space, Substituted Symbols (that is not NT or 
CT) and Omitted Spaces are also likely to be cause by an error somewhere in the 
typing process. 
Capitalisation Error of letters other than 'I' were mainly due to three factors. 
First was the consistent capitalisation of the initial letters, which was due to 
error in understanding the task. Second was the failure of initialising uppercase 
letters such as 'June'. Third was mostly due to accidently pressing the Caps lock 
when typing the NT letter 'a'. 
71% of the children that capitalised a letter used Caps lock, where as only 17% of 
adults did. The use of Caps lock to capitalise a letter is not strictly an error, but 
is certainly a child-prone typing behaviour.  
Word-level errors were mostly due to failure to follow PT whilst carrying out the 
phrase-copying task. In particular, errors focused around words that only 
changed the meaning of the phrase only slightly, such as the word 'the'. 
10.4.3 Changes to Error Type Classifications 
This chapter examined typing errors that were classified into error types by the 
TypingAnalyser. Each error type was studied in detail by grouping the errors 
even further according to observable features such as the letter involved or the 
physical location of letters on the keyboard. It was discovered that some errors 
were more suitable to be classified as another error type.  
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Section 10.3.6.4 showed that a Capitalisation Error that was due to the 
participant pressing the Caps lock key when they intended on pressing the letter 
'a' should be classified as an NT-S error. Section 10.3.8.2 discussed how an 
Enter Error that is caused by the user intending on pressing the Backspace key 
to correct an error but pressed the Enter key instead, which should be classified 
as a CT-S. Section 10.3.5.2 highlighted that Inserted Space that is added due to 
extra words being inserted should be counted as part of the Inserted Word 
error, and not as an individual error on its own. 
Although their original classifications are not incorrect, it was also not accurate 
in describing the error. The TypingAnalyser requires further development to 
takes these misclassifications into account. 
10.5 CONCLUSIONS 
This study compared the typing made by children and adults by categorising 
their typing errors. Although the error rates indicated that there were statistical 
differences in the rate at which they made typing mistakes and corrected them, 
it was unclear as to how these differences occurred. 
Without automatic categorisation, error rates were the choice of analysis since 
they were considerably easier to compute. However, using the TypingAnalyser 
introduced in this thesis has made analysis of typing errors considerably more 
accessible. The error types offer far more detail than the error types and make it 
easier for researchers to find trends such as consistent Duplicated Spaces 
(Section 10.2.4). 
The detailed analysis of error types revealed a set of typing error behaviours that 
were specific to children. The majority of these error behaviours were due to 
misunderstanding of the phrase-copying task itself. Only three error types were 
due to errors in the task themselves. In contrast, the majority of the child-prone 
errors were due to an error somewhere in the typing process, and in following 
PT during the typing.  
10.5.1 Limitations 
At this point, it is important to realise that although the adult participant group 
did not make these error types, it does not mean that adults would never make 
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one. Similarly, because a particular child-specific or child-prone typing error is 
found in a person's typing, does not automatically imply that the participant is a 
child. An existence of one child-specific typing error can only suggest that the 
typist was more likely to be a child than an adult.  
Additionally, some children made no child-specific or child-prone errors. This 
means that studying of one person's typing to determine whether they are a 
child or an adult is not yet possible.  
Some typing errors were classified as one typing error but a closer inspection 
indicated them to be of another error type. Although the original classifications 
were not incorrect, adjustments in the TypingAnalyser should be made to 
handle these cases. 
There were many more child specific and prone errors and behaviours than 
were found for the adults. It is entirely possible that many more adult-prone 
typing behaviours will be found if a systematic and thorough search of typing 
errors and behaviours was carried out. However, since the purpose of this thesis 
was to establish observable differences between how children and adults make, 
a complete list of child and adult specific typing errors was beyond the scope of 
this thesis. 
This study was based on the typing of 231 children and 229 adults, all selected 
from the Lancashire area of England. To generalise these findings and to 
eliminate any error types that may be geographically specific, a larger study 
involving many more participants, selected from all over the UK is required. 
Furthermore, the 'adult' sample were all collected from first year undergraduate 
computing students, who are likely to be very proficient at typing. The adult 
sample should be expanded to a much wider range of age and typing experience. 
If possible, samples should also be collected from other English speaking 
countries, such as America, Canada and Australia, to establish whether these 
differences are applicable to all English-speaking typists. 
There are two limitations to the CE scores. Firstly, the CTEQs were only 
administered to some of the participants (68 out of 231 children and 137 out of 
229 adults). Therefore, the mean CE scores and its distributions do not 
represent the whole sample. Additionally, since all participants in the adult 
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sample were computing students, it is highly likely that their mean CE score was 
higher than it would have been if a more representative adult sample (with 
mixed background in computer use) were selected for the study. 
10.5.2 Conclusions 
The study established that there is a difference between how children and adults 
make typing mistakes, in the form of sets of typing errors that each participant 
group was more prone to. However, it is not yet clear as to why these differences 
occur. Additional psychological tests to measure the participant's cognitive and 
motor control abilities may be required to establish what aspects of cognitive 
and motor-skills that dictates each typing error, and whether or not specific 
ones are prone to be made by children.  
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11 CONCLUSIONS 
This chapter reviews the research questions the author set out to answer, and to 
what extent this was achieved. It highlights the major contributions this thesis 
has made, and puts these in context with works by other researchers. Discussion 
on the future development of the research is made, before the conclusion is 
drawn on this thesis. 
This thesis set out to answer the question 'are there any notable differences 
between typing errors made by children and adults?' Other objectives of the 
thesis were to establish a comparable typing data collection method between 
children and adults, establish a typing error categorisation method that 
encompassed the whole range of typing errors made by both children and adults 
without making assumptions to their cause, and to automate the data collection 
and analysis process as much as possible. The author feels that the objectives 
were met through the various studies carried out in this thesis.  
The research employed an empirical approach during all stages. Prototypes of 
each tool such as the TypingCollector, the CE questionnaire, and the 
categorisation method were built, and then tested with real participant data, the 
results of which directed further improvements. Since children's typing was a 
little studied area, this approach was particularly suited as it allowed for the 
adaptation of these tools for use with young children.  
11.1 CONTRIBUTION OF THE THESIS 
The thesis is that 'there is a set of typing error behaviours that are specific to 
children in phrase-copying typing'. Further major contributions of this thesis 
come from the work carried out to enable the author to support this thesis. 
In summary, a comparable typing data collection method for children and 
adults was designed (Chapter 5 and Chapter 6) along with a method of 
collecting their computer experience (Chapter 7). A new categorisation method 
was designed that encompassed all typing errors that children and adults made, 
without making any assumptions to their cause (Chapter 8). This categorisation 
method was then automated for more accurate, consistent and faster analysis 
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(Chapter 9). Finally, a large typing sample collected from children and adults 
provide empirical support for the thesis (Chapter 10). 
11.1.1 Comparable Typing Data Collection Method 
The first objective addressed to answer the main research question was 
designing a typing data collection method that caused as little bias as possible to 
the results. This meant that the method must cause minimum difficulties for the 
youngest participants.  
Previous studies on text input with children used data collection methods 
commonly used with adults (Roussos, 1992; Read et al., 2001). Although 
suitable for adults, it was not known whether they were suitable for use with 
children. Presenting the text to be typed on paper and asking the participant to 
copy type onto a computer screen was popular with many typing studies with 
adults. However, Chapter 6 showed that this method caused several issues when 
used with young participants. Instead, a screen-to-screen approach, where both 
PT and TT are displayed on the same screen, in the same font size and style, was 
chosen.  
Existing phrase sets to show the participants (Kucera and Francis, 1967; James 
and Reischel, 2001; MacKenzie and Soukoreff, 2003) contained words 
unsuitable for use with children. A new phrase set was designed that only 
contained words suitable for children aged six years and upwards (Chapter 5). 
This ensured that the adults did not have an unfair linguistic advantage over the 
children.  
Although it was not possible to control the participants’ previous computer 
experiences (CE), it was important to be able to measure their CE in some way 
so that the range of CE could be considered. To do this, Computer and Typing 
Experience Questionnaires (CTEQs) were developed, one for children and 
another for adults. The CTEQs extended existing CE questionnaires (Weil et al., 
1990; Kinzie et al., 1994; Igbaria et al., 1995) by updating the tasks referenced 
(such as Facebook and Flickr), and ask specific questions about typing that 
previous questionnaires did not ask. Two Visual Analogue Scales developed to 
help children in answering CE questions, were found to be successful with even 
the youngest participants of this research. The study found that children were 
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able to answer questions regarding the length and frequency of computer use as 
well as report on their perception of how good they are at typing. The Thumbs-
Up scale and Frequency of Use scale can be used to ask questions regarding any 
task. They are good additional tools in toolkits designed to gather data from 
children, such as the Fun Toolkit (Read et al., 2001). The third study in Chapter 
7 also found that children were able to give consistent answers between paper-
based and computer-based CTEQ, suggesting that the two forms of 
administrations can be used interchangeably. 
To provide a consistent data collection environment throughout the several 
schools visited for data collection, The TypingCollector was developed. Whereas 
previous data collecting software (Soukoreff and MacKenzie, 2003; Wobbrock 
and Myers, 2006) only focused on the typing task, the TypingCollector carried 
out the data collection process from start to finish (demographic questions, CE 
questions, selection of phrases to show, displaying of phrase and recording of 
the typing) with minimum interventions from the researcher. This enabled the 
researcher to carry out data collection with a whole classroom of children at a 
time. 
11.1.2 The Categorisation Method  
One of the major contributions of this thesis is the new categorisation method. 
Existing typing error categorisation methods were based on typing errors 
collected from adult typists. Using such methods to categorise typing errors 
would fail to detect any errors that may be unique to children. In addition, many 
methods omitted some typing errors, whereas others broke larger typing errors 
into numerous smaller errors. 
A new categorisation method was defined based on those error types that 
combined real typing errors made by children and typing errors found in 
literature. The categorisation method was careful not to make assumptions as to 
the causes of these errors. This was important, since it was unknown as to 
whether the theoretical explanations found in literature of these error types in 
adults would apply to young children. The new categorisation method defined 
error types based on observable factors. It also removed typing errors that 
assumed formal typing training such as homologous errors (Gentner et al., 
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1983), since many people now have their own idiosyncratic method for typing 
that does not conform to this assumption. 
The categorisation method was translated into a Java program that carried out 
the categorisation process. It took the work carried out by Soukoreff and 
MacKenzie (2001) and Wobbrock and Myers (2006) on character-level analysis 
of typing errors, and extended it to include further character-level errors as well 
as word-level errors. This allowed for an efficient and consistent categorisation, 
and a methodical reduction of ambiguities. The automation of the incredibly 
time consuming categorisation of typing errors means that larger studies with 
more data can be carried out with less resources. 
11.1.3 Comparing Typing Errors of Children and Adults 
Using the TypingCollector, a large corpus of typing data was collected from 231 
children and 229 students. Their typing errors were detected and categorised 
using the TypingAnalyser.  
The study found that there is indeed a difference between the ways that children 
and adults make typing mistakes. A simple analysis of typing error rates alone 
confirmed that there were significant differences between the amount of typing 
errors and corrections made by the two groups.  
Another major contribution of this thesis lies in the investigation of each typing 
error category. This revealed rich information as to how the children and adults 
differed. It found a group of typing errors that were highly specific to the 
children's group. Many of these errors related to the misunderstanding of the 
rules of the copying task by the children. Adults rarely made these error types. A 
second group of typing errors were found to be more child-prone, where adults 
made some of these errors, but children made many more. These error types 
mostly related to errors that occur during the typing task.  
These findings suggest that young children have a different process of typing to 
adults. In light of this, cognitive models constructed around how adults carry 
out typing cannot be directly applied to children. Each aspect of our 
understanding on how adults type must be tested with children before they can 
be said to also apply to children. 
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The decision to use error types instead of error rates was indeed the best choice 
for answering the main research question. In Chapter 10, it was shown that 
although error rates were able to show that there were significant differences 
between children and adults, it could not provide any details of how the 
differences occurred. The analysis of the error types themselves gave an 
additional dimension to the answer of 'yes, they are different', by being able to 
highlight a set of error types particular to children and another for the adults. 
11.1.4 Caveats 
In order to complete a coherent narrative to this thesis, restrictions were placed 
upon its scope. There were several factors that were not included in the studies 
reported, but are nevertheless highly interesting issues that should be studied 
further. Investigating these factors would also increase both the internal and 
external validity of the thesis of this work. 
In Chapter 5 the Children's Phrase Set (CP Set) was manually selected from 
children's books following minimum restrictions, such as no symbols and no 
capital letters with the exception of the words 'I', 'June' and 'July'. The CP Set 
increased the internal validity of the final comparison study between children 
and adults' typing (Chapter 10), by reducing words with which children were 
likely to be unfamilar. However, much more rigour should be applied in the 
initial selection process of the phrases. A large body of writing suitable for 
young children should be used as an input for a selection algorithm based on a 
set of rules. Although the maximum word count of seven words per phrase was 
reasonable, minimum word count of three seems too low to provide useful 
typing data for a phrase-copying task. The minimum word count therefore 
should be set higher, perhaps at five words per phrase, or even for all phrases to 
have exactly the same number of words. Similarly, there should be a maximum 
limit on the number of letters in a word to filter out very long words. Further, 
grammatical rules such as removing all proper nouns should also be applied to 
the phrases.  
In studies evaluating memory in both children and adults, concrete words have 
been observed as being considerably easier to remember than abstract words 
(Paivio and Begg, 1971). Vellutino and Scanlon (1985) also found that children 
who were poor readers had more difficulties in recalling abstract words than 
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normal readers. Therefore researchers should take this into consideration when 
designing a phrase set. Another interesting choice of phrase selection would be 
to use nonsense words (words that are made up of random selection of letters 
such as those used in Shaffer and Harwick (1969) instead. This would ensure 
that none of the participants would have the advantage of being more familiar 
with the language used in the presented text. 
There are further considerations that should be made regarding the abilities of 
the participants. Whether the participant is a good or poor reader, whether they 
are visual or non-visual thinkers, whether they suffer from learning disabilities 
that affect their short-term memory (such as dyslexia) all have an effect on how 
well they will read and remember the phrases shown to them. 
Since the investigation into the relationship between computer experience 
(Chapter 7) and typing performance was outside the scope of the thesis, this was 
not examined in Chapter 10. However, such study would be uesful in reducing 
the 19 questions Adult CTEQ to those that most closely relate to typing 
performance. In contrast, the children's CTEQ only contained six questions 
covering five aspects of computer experience. It is possible that an aspect that 
was omitted from the Children's CTEQ may relate more closely to typing 
performance. 
In addition to the keys pressed during the phrase-copy typing task, the 
TypingCollector gathered timings of these key presses. The current work has 
only used these timing data to classifiy simultaneous key presses such as NT-Mu 
and CT-Mu. However, the timing data is a rich source of typing behaviour 
information that should be used to assist in understanding typing behaviours. 
The time taken between each key press (inter-keypress times) has been used as 
a measure of typing performance in adult typing in many studies (see Section 
2.2.2). A closer examination of the inter-keypress timings surrounding a typing 
error could reveal further details of how specific typing errors occur. It could 
also be used as a indicator of possible typing errors such as the study carried out 
by Shaffer (1975) in which they found that many omission errors were followed 
by a keystroke that took twice as long as the overall median inter-keypress 
timing. 
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The overall time taken for the participant to type each phrase is available from 
the TypingCollector log. The variation in the time taken for each participant 
group could be a useful additional dimension in the typing profile of each 
participant. This would be used to establish whether the typist is more likely to 
be a child than an adult. However, care should be taken to not use timing alone 
in establishing the participant's age group.  
Since the focus of this thesis was in the analysis of the typing errors made by the 
participants, the error rates themselves are only briefly reported. It is already 
known that the design of the Presented Text influences typing speed in adults 
(Salthouse, 1986). There is an interesting question as to whether the word 
length of the Presented Text or how the frequency of each word appears in 
English relate to the participants' error rates.  
11.2 APPLICABILITY OF THE FINDINGS AND FUTURE WORK 
The study of adult CE questions (Chapter 7) showed that by breaking down CE 
into much smaller aspects, and asking questions on each of them, allowed for 
clearly identifying the effects of the sampling method had on the sample's CE. 
Another use for this questionnaire would be to investigate which questions in 
the CE correlate most highly with the participant's typing. Since the adult CE 
questionnaire contained 19 questions, there is also scope for narrowing down 
this questionnaire to only those most relevant indicators of typing performance.  
Additionally, children and adults currently have individual CE questionnaires. 
This was due to the children having difficulties answering certain CE questions 
that referred to particular software names. The child CE questionnaire was also 
restricted to a low number of questions. Due to the separation of the two 
questionnaires, it is currently not possible to place the two participant groups 
on a continuous scale of CE. It would be more useful in a study of CE and typing 
performance to have one questionnaire to measure children and adult CE in an 
appropriate manner. 
The TypingAnalyser can classify letter-level and word-level errors. The 
TypingAnalyser should be extended to classify phrase level errors. In Section 
10.3.5.2, 10.3.6.4 and 10.3.8.2, it was found that some error types (such as 
consistent Duplicated Spaces, Omitted Spaces and typing all the letters in 
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uppercase) inflated the total number of errors. The TypingAnalyser will be able 
to produce even more accurate information if it was able to detect consistent 
behaviours and count them as one error, rather than as many errors. 
One of the limitations of this research was that the findings were based on a 
relatively small sample size, selected from one particular region in the UK. The 
child participants were all recruited from local state primary schools. The adult 
participants were recruited from the author's university department. These two 
sample groups were chosen due to ease of access to them. However, it is 
acknowledged that the ease of access was costly in term of the 
representativeness of the sample. There were no child participants taken from 
private schools or from any other part of the country. The adult sample were 
mostly males in their 20s, likely to have higher than average computer skills. 
Generalisation of the findings to the larger population is therefore limited at 
this point. 
The groups of typing errors specific to the two participant groups indicate that 
there are notable differences in the way children and adults make typing 
mistakes. However, some children made no child-specific or child-prone errors, 
but made some adult-prone errors. Similarly, some adult participants made 
child-prone errors. It is not possible at this stage to pick one person's typing and 
state clearly whether the participant is a child or an adult - only that they are 
more likely to be one than the other. 
One of the main limitations of the findings is the sampling method used, in 
particular the adult sample. The use of first-year undergraduate computing 
students caused a skew in gender, age and CE that is not representative of the 
general adults population. A much larger study is required to increase the 
external validity of the findings of this thesis. Samples should be taken from 
different regions of the country and perhaps other English speaking countries 
such as America, Canada and Australia. A wider age, gender and computer skill 
range should be targeted in the adult sample. A larger study with wider range of 
participants will assist in confirming the child-specific, child-prone and adult-
prone error types found in this study. It may even reveal new error types yet to 
be defined in the categorisation method. 
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Another point of inquiry is why the observed differences in the way children and 
adults make typing mistakes occur in the first place. So far, this research has 
focused on the detection of the differences between them. Analysis of the timing 
of key presses and other approaches discussed in Section 11.1.4 should be used 
to explain or eliminate theories about how a particular error type occurs. 
Investigations into each participant's psychological makeup such as cognitive 
and motor-control abilities, reading abilities and whether they are visual or 
non-visual learners may reveal psychological reasons behind one group being 
more prone to an error type than the other.  
Lastly, once more studies are carried out to establish a more clear set of typing 
behaviours that are particular to children or to adults, the differences in their 
typing could be used beyond simply comparing between the two groups. For 
example, a chat-room, forum or a website that is designed for children could 
analyse all the users' typing. If a user, posing as a child makes a large amount of 
adult-specific errors and very few child-specific errors, then a warning could be 
sent to the administrators that this user may be an adult pretending to be a 
child.   
11.3 CONCLUDING REMARKS 
The studies in this suggest that children are not the same as adults in the way 
they type. Therefore, application of theoretical models based on how adults type 
cannot be applied in a straightforward manner to children. Further studies 
investigating the causes of children's typing are required before mental models 
of their typing behaviour can be constructed. 
This thesis focused on the differences between children and adult's typing 
errors. Other works have compared typing skills (Grudin, 1983a), and age 
difference (Salthouse, 1984). However, differences may exist between other 
participant groups. How does being a native English speaker differ from a non-
native English speaker? Is it possible that dyslexic typists differ from non-
dyslexic typists? Is it possible to detect that someone is dyslexic from the way 
they make typing mistakes? The tools created in this thesis can be used in 
gathering and analysing typing data to answer these questions.  
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APPENDIX 2 - CHILDREN'S PHRASE SET (CPSET) 
when we take a bath 
there was a crooked man 
what did they look like 
they all go marching down 
I like to eat apples and bananas 
morning bells are ringing 
jingle all the way 
this cold and frosty morning 
he was nothing but a pup 
give the poor dog a bone 
the cupboard was bare 
we all scream for ice cream 
white clouds on blue sky 
thanks for the doughnuts 
give them to your sons 
down by the bay 
she waded in the water 
five fat turkeys are we 
we spent the night in a tree 
over the hills and far away 
I caught a fish alive 
because he bit my finger 
they croaked in the sand 
little flowers want to bloom 
in the stream so blue 
five little speckled frogs 
one jumped into the pool 
hear the lively song 
see what he will say 
they went to the church 
the owl and the pussycat 
looked up to the stars above 
would you like to go 
put him in a box 
jump on your horse 
going on a whale watch 
underneath your hat 
he had ten thousand men 
smell as good as new 
so she walked right in 
riding on a pony 
we saw the men and boys 
a hole in the ground 
there was a sprout 
branch on a tree 
reaching for the light 
I work in a button factory 
the mouse ran up the clock 
we clean and we scrub 
the clock struck one 
three white mice 
she had so many children 
give me a home 
when the heavens are bright 
light from the glittering stars 
I shall miss you 
bottom of the deep blue sea 
walking down the street 
she was fair to see 
I dropped my dolly 
let your hands go free 
I love the rolling hill 
on top of a hillside 
she plays her guitar 
they are so large 
like a diamond in the sky 
down came the rain 
looking out into the night 
let your candlelight shine 
there are witches in the air 
we love you more and more 
planted a little watermelon 
pulled out the plug 
she ruled the others 
a skunk sat on a stump 
all dressed in black 
they touched the sky 
the cow jumped over the moon 
bright and shiny moon 
get your homework done 
your friends are my friends 
five friends dancing in a line 
jumping off the ground 
with bright shining faces 
through all kinds of weather  
he bumped his head 
what if the sky should fall 
my hand on my head 
believe it or not 
five little ducks went out to play 
the best band in the land 
it flew away ever so quickly 
right up to your chin 
I come from the west 
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pick them up again 
these little hands of mine 
the bear went over the mountain 
the horse knows the way 
it stings the toe 
over the ground we go 
hear the bell ring 
they can make me laugh 
first you take the peanut 
if all the raindrops 
my mouth open wide 
put it in the oven 
the old man is snoring 
he went to bed 
will the rain ever stop 
I like green frogs 
come again another day 
little children want to play 
gently down the stream 
out of my window 
would like to sail the ocean 
fight with pirates brave and bold 
for baby and me 
looking in the night 
see the barges far ahead 
they can hold a crayon 
just a boy and a girl 
moon shining all around 
get out and swim 
to see what she could see 
we could do a better job 
sing along with me 
reach my hands way up high 
a green and yellow basket 
in the month of June 
they all rolled over 
down by the pond 
jumping on the bed 
there was an old woman 
in the middle of the sea 
bumped on the log 
this little light of mine 
playing with my friends 
singing at my school 
I look in the mirror 
these are my ears 
this little piggy stayed at home 
give a dog a bone 
little ants are marching on 
he slept for two hours 
we can play on the violin 
the leader of the band 
all the fine musician 
I will make my own shoes 
with flags and colours 
the horn they blazed away 
with his fingers and his thumb 
I heard you whispering 
at the end of every song 
a big grin on his face 
till the moon grew dim 
the cradle will fall 
but no one was there 
home came the three bears 
so they got married 
she broke up the party 
knock on the door 
tree from a sprout 
I had a little turtle 
I put him in the bathtub 
in came the doctor 
he lived in a box 
they all decided to race 
friends and family began to cheer 
the seeds begins to grow 
do a dance with me 
how I wonder what you are 
when the blazing sun is set 
this is the zoo 
little drop of dew 
when the day is light 
sailing across the sky 
to buy a fat pig 
they went so fast 
she combed her hair 
I went to the field 
got to water our horses 
they bumped their heads 
both began to cry 
the big round sun 
she added a playroom 
the snow has melted 
whether we like it or not 
watch the leaves tumble 
all around the town 
the baby on the bus 
while you go back to sleep 
he can dance alone 
letters of the alphabet 
with legs like toothpicks 
you hold the wand 
stepped in the bathtub 
Adding Context to Automated Text Input Error Analysis, PhD Thesis, Akiyo Kano 
 273 
marching one by one 
wished they all would come back 
once I saw an anthill 
a little red apple 
it looked down at me 
to enjoy my lovely dinner 
pour the water into the cup 
are you sleeping 
what fun it is to ride 
I caught myself a bumblebee 
went to the cupboard 
when she got there 
teeth in her mouth 
the other pointed south 
then grew thin again 
I married my wife 
large ships on blue oceans 
hot cross buns 
bake me a cake 
who stole the cookies 
sing me that sweet melody 
the part I like best 
the cat pleased me 
I went down south 
down on my knees 
he sneezed so hard 
where the watermelons grow 
back to my home 
my mother will say 
nothing can compare 
she got her ankles wet 
when the cook came around 
it sure does pay 
sleep in the tallest tree 
a mighty fine turkey 
strut around the barnyard 
on a fine spring day 
little fishes swimming in the sea 
as fast as you can 
rocking to the beat 
here comes a fish 
under the apple tree 
they took some honey 
plenty of money 
sang to a small guitar 
she got it from her mother 
they sailed away for a year 
hand in hand 
they danced by the light 
went out for a walk 
not a tear was in his eyes 
I saw a beautiful butterfly 
go on a bear hunt 
she adored his fur coat 
coming to a bridge 
we made it home 
dance in the tub 
all that he could see 
other side of the mountain 
get the blankets and the food 
lying on the cold ground 
everyone walks over me 
to the tree top 
tall as a feather 
hold an acorn in your toe 
tiny seed planted just right 
not a breath of air 
I might have a chance 
come out tonight 
left no room for me 
she runs so fast 
he eats so much 
he rolled around in the mud 
always runs the other way 
show you a mocking bird 
I dare not to go 
when the wind blows 
sailing off in a wooden shoe 
the old moon asked 
bringing the fishermen home 
a black tassel at the end 
make it go away 
I wish I had a dinosaur 
how often at night 
wild flowers in this dear land 
she was left all alone 
he got bigger and bigger 
I have something in my pocket 
tired of going everywhere 
chased them down an alley 
large sack of lamb chops 
the prettiest fairy at the ball 
I thought I was dreaming 
fetched a saucer of milk 
deep cave beside the sea 
time was running out 
the mayor held up a medal 
he will give you work 
cunning as a fox 
we want to play in the park 
I used to play in a band 
it was glowing and shimmering 
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the noise came again 
a big cloud of dust 
shall we go and see 
put some water in the kettle 
the boat rocked from side to side 
like a snowball down a hill  
crouch on the ground 
little red riding hood 
through the looking glass 
he bought a new pair of shoes 
noise made by a lion 
the seed of an oak tree 
he always wins at hide and seek 
a seat on the beach 
peaches and cream for my tea 
I was born on a Saturday 
she can drive a train 
a nice cup of tea 
fell in love with a toad 
without any warning 
at around about noon 
under cover of darkness 
the lights went off 
she was on the floor 
reached slowly for a pea 
jumping up on my bed 
refreshing sea breeze 
light the way home 
come and have a cuddle 
over the hills to the royal castle 
go and ask the wizard 
she was sulking 
the passengers fell silent 
looking for a star 
at the garden gate 
I have everything I want 
he would change things 
to sing a lullaby 
kiss them goodnight 
the young foxes ran off 
clean up the village 
a going home present 
they were playing princesses 
flowers and fruit trees 
sat down on the window seat 
silky cushions to lean on 
as tall as church tower 
your hands stretched up high 
he came stomping in 
before you catch a cold 
hanging by the fire 
tell us all about it 
hid under the bridge 
the flute was very beautiful 
made his way to the cliff top 
waited for the fisherman 
early one morning 
like the voice of a bird 
rats made from stones 
dived back under the sea 
she could be our friend 
every corner of the cottage 
crept up to the bedroom 
sound of a baby crying 
cats and rats sat on the rocks 
from time to time 
rocking the buoy to and fro 
everyone said so 
pushed and shoved and pinched 
what are we going to do 
sat on the sofa 
almost time for dinner 
you look tired 
he did not slouch 
the earth is good to me 
you are wonderful boy 
a piece of fudge cake 
there was no grass left 
go to your bedroom 
a meadow full of flowers 
covered from head to toe 
all through the spring 
they all leapt up 
nowhere else to hide 
see you in the morning 
on a coach from school 
some stopped to look 
a lady with long brown hair 
you are very clever 
stand side by side 
they saw a little dog 
frog hopped from the pond 
they walked by the river 
the procession went on 
fly round the world 
tell everyone to stop 
what will become of us 
an elephant stampeding through 
angry drivers in a traffic jam 
they needed a holiday 
shout on the plane 
there must be something 
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a lonely seaside cottage 
they arrived on the beach 
be a good boy 
a bag full of things 
nearly nodded off to sleep 
I knew this would happen 
the boat rocked gently 
not a single one 
king of all the animals 
hear what I have to say 
the circle was almost complete 
he had been eating a carrot 
you arrived almost last 
there was nothing left 
he had a wonderful idea 
backwards and forwards 
under these nettles 
danced round and round 
she was quite dizzy 
led her down the path 
leave you here on your own 
there were lots of fairies 
I know what to do 
fine green grassy field 
he skipped and jumped off 
middle of the bridge 
as thin as can be 
strange leathery egg 
needed a longer piece of string 
it ate all the flowers 
I am tired of making tea 
it began to rain 
we will ride to a safe place 
her father and mother 
the house was swept away 
a fine medal was given 
pool made of rubber 
I must tell you 
feed the ducks at the park 
somebody was already sitting there 
you poor dear thing 
when he had finished 
after a little while 
jolly little tune 
I can cheer him up 
the crocodile ran after him 
took them all home 
laughing with the clown 
live secretly in our houses 
about the size of a pencil 
decide once and for all 
it had stopped raining  
children were bored 
he kept trotting outside 
make a cherry cake 
she got the vacuum cleaner 
made a pot of tea 
the wind was whistling 
kitchen clock has struck eleven 
taking off his raincoat 
they heard what had happened 
help find that dog 
come back after me 
that noisy thing 
keep away from dangerous things 
when the bag is full 
on the compost heap 
standing in the hall 
climbed up on top 
whole family was dirty 
few muddy paw marks 
in a land so far away 
beautiful red uniform 
he was a cautious man 
the witch smiled a smile 
a strong young man 
the tree is guarded 
eyes as big as moons 
they will not harm you 
as he reached the bottom 
quickly filled his pockets 
the chest was full 
a voice from above 
it was a market day 
he soon found a room 
nice rich prince 
watch through the night 
every door in town 
the fairy godmother was right 
in a little bamboo hut 
please let me go 
scrap of golden paper 
their ragged old clothes 
went to look outside 
cheerful little boys and girls 
he ate with his fingers 
no more time to play 
you have grown too rich 
the happiest boy in the world 
never said a word 
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APPENDIX 3 - STUDY PARTICIPANT SUMMARY 





























































































































































































Pilot Studies                          
1 Children Hesketh Bank 29/06/2006 - 40 7-10 Year 3-5 22 18 - - ✔  ✔   ✔      ✔   
2 Children Farrington Moss 14 & 24/02/2007 - 72 5-10 Year 1-5 35 37 - - ✔  ✔    ✔     ✔   
    Total     112     57 55                               
Main Studies                          
3 Children English Martyres 08/11/2008 C1 - C10 10 6-7 Year 3 6 4 9 1 ✔    ✔        ✔ ✔ 
4 Children Holme Slack 13/11/2008 C11 - C35 25 9-10 Year 5 16 9 19 6 ✔    ✔        ✔ ✔ 
5 Children Hesketh Bank 14/11/2008 C36 - C64 29 9-10 Year 5 20 9 26 3 ✔    ✔        ✔ ✔ 
6 Children  Holme Slack 17/11/2008 C65 - C69 5 7-8 Year 3 2 3 4 1 ✔    ✔        ✔ ✔ 
7 Children English Martyres 20/11/2008 C70 - C94 25 9-10 Year 5 14 11 20 5 ✔    ✔        ✔ ✔ 
8 Children Manor Road 19/11/2009 C95 - C116 22 9-10 Year 5 14 8 21 1 ✔    ✔        ✔ ✔ 
9 Children  English Martyres 06/07/2010 C117 - C140 24 7-8 Year 3 14 10 18 6 ✔    ✔    ✔    ✔ ✔ 
10 Children  Hesketh Bank 06/07/2010 C141 - C163 23 9-10 Year 5 9 14 18 5 ✔    ✔    ✔    ✔ ✔ 
11 Children English Martyres 10/12/2010 C164 - 183 20 8-9 Year 4 12 8 17 3 ✔ ✔   ✔     ✔   ✔ ✔ 
12 Children Hesketh Bank 17/03/2011 C184-205 22 8-10 Year 4, 5 10 12 17 5 ✔ ✔   ✔      ✔   ✔ 
13 Children St. Anne's 29 & 30/03/2011 C206-231 26 8-11 Year 4,5,6 17 9 23 3 ✔ ✔   ✔      ✔   ✔ 
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    Total     231     134 97 192 39                           
Adult Studies                          
14 Adults Uclan  21/11/2008 S1 - S92 92 18-44 1st UG 80 12 79 13 ✔    ✔        ✔ ✔ 
15 Adults Uclan 27/09/2010 S93 - S229 137 18-43 1st UG 124 13 114 23 ✔ ✔   ✔   ✔     ✔ ✔ 
    Total     229     204 25 193 36                           
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yet 
young 
yourself 
yours 
your 
youth 
you 
zero 
zone 
