Abstract-Gene Clustering is one of the most popular application in the field of Bioinformatics. It is a method of grouping gene into clusters, such that each cluster must have similar gene expression levels. The two most popular population based globalized search algorithms Particle Swarm Optimization (PSO) and Genetic Algorithm (GA) are used for clustering gene expression data but the main drawback of these two algorithm's is that they got trapped in local optima while exploring across the problem space. So the PSO and GA has been hybridized with several other methods, to overcome the local optima problem. This paper presents a literature survey of both GA and PSO's application in Gene Clustering. PSO and GA variants and their hybridization with other metaheuristics are also described in this paper. An attempt is made to provide a guide for the researchers who are working in the area of population based gene clustering.
I. INTRODUCTION
Bioinformatics field deals with the analysis of the biological data, which stored information in the form of DNA, protein sequence in various biological databases. The Bioinformatics field involves various problem such as Gene Clustering Problem, Molecular Docking Problem, Multiple Sequence Alignment Problems, Phylogenetic tree construction , RNA Secondary Structure Prediction, Protein Secondary Structure Prediction, Fragment Assembly Problem. In Gene Clustering the gene is defined as a sequence of nucleotide bases, which carry the required information for the purpose of protein formation, which helps in the construction of the structural components. Clustering is a process of combining input patterns into groups based on the similar functionality. So, Gene clustering is a process of grouping genes in the same clusters based on similar gene expression levels. Gene expression refers to a process through which the coded information from a gene is converted into structures operating in the cell. In order to cluster the Gene expression data , various population based algorithms were used by a number of researchers. The two most popular algorithms among these are PSO (Particle Swarm Optimization) and Manuscript received September 10, 2012 ; revised October 8, 2012 . Arpit Jain, Jitendra Agrawal, and Sanjeev Sharma are with School of Information Technology, Rajiv Gandhi Proudyogiki Vishwavidyalaya Bhopal, India (e-mail: arpitcs09@gmail.com, jitendra@rgtu.net, sanjeev@rgtu.net).
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GA (Genetic Algorithm
).
II. GENETIC ALGORITHM BASED GENE CLUSTERING

A. Introduction
Genetic Algorithm are heuristic search algorithm based on the technique inspired by natural evolution, such as inheritance, mutation, selection,and crossover. The evolution usually starts from pool of population .Initially, the fitness value of every individual is calculated. Then multiple individuals are selected from the current population based on their fitness value which are recombined to form a new population. The new population is then used in the next iteration of the algorithm. The algorithm usually terminates when a solution that produce an output is close enough or equal to the desired answer or satisfactory fitness level has been reached for the population. However GA find application in Bioinformatics, Phylogenetics, Engineering, Chemistry, Manufacturing, Mathematics, Physics, Computational Science and other fields. From the literature survey it has been found that a genetic algorithm can be applied in following two ways to solve the gene clustering problem:
1) For Gene selection and classification 2) For optimization of gene clustering process. The next section B and C describes the work done by several researchers in the above mentioned category.
B. For Gene Selection and Classification
In order to classify the Gene expression data Li.et.al [1] proposed an algorithm that combines the Genetic Algorithm and the K-nearest neighbor (i.e. KNN) method. The method is a multivariate approach in which several genes were analyzed. Many subsets of genes were obtained based on the frequency of the occurrence of the genes and thus a predictor set is formed. The purpose of the predictor is to classify the samples. The GA/KNN method maintains the heterogeneity within the classes, which help in the exploration of the subclasses. They applied the algorithm for gene expression data for normal versus tumor tissue for human colon. The two distinct clusters were observed when the 50 most frequently selected genes were used to classify all of the samples in the data sets studied and they observe that the majority of samples were classified correctly based on the proposed algorithm.
When we classify the large scale gene expression data the main problem occurs when the expression dataset which is analyzed involve multiple classes. In such circumstances one needs to use an efficient selection of good predictive gene groups, so that the gene expression data could be classified easily. In order to solve the above problem Ooi. et. al [2] proposed an algorithm that combines the maximum likelihood (MLHD) classification method with Genetic Algorithm. The GA/MLHD classification strategy involves two components. In the first component a GA-based gene selector is used to find a set of R genes which is used to classify the samples, where R lies in the range of [Rmin, Rmax] . The actual classification process is performed using second component where each individual in the population represents a specific gene predictor subset, and to determine the classification accuracy of the prediction set, a fitness function is used. The experimental result shows that GA/MLHD-based approach achieves high classification accuracies than other predictive methods on the same multi-class test datasets.
Sihua et al. [3] proposed an algorithm that hybridizes the methodologies of GA, AP (All paired/SVM (support vector machine) [4] and RFE (Recursive feature elimination) [5] for classification of the array-based multiclass tumor for cancer diagnosis. The algorithm involves a pre-filtering process of various cancer types like binary tumor classifications via AP/SVM classifier, a voting scheme to go from binary to multiclass classification based upon AP/SVM results, GA feature selection and multiclass classification optimization via LOOCV fitness test, RFE through AP/SVMs and LOOCV test to further eliminate the non predictive features in the GA-derived gene set. They have tested the algorithm on NCI60 and GCM data set and found that the algorithm yielded accuracies of 87.93% for the eight classes and 85.19%for the fourteen class cancer classifications and thus outperforms previously existing methods.
Although the microarray technology has widely used for the study of gene expression in cancer diagnosis, but it has a drawback that it does not obey some of the assumptions of parametric statistical methods, such as the assumption of normal distribution or independent and microarray data contain thousands of genes, so the type I error will be more expanded. Therefore the Lee. et. al [6] proposed a gene selection method without assumption restriction for reducing the dimension of the data set. They apply an adaptive genetic algorithm/ k-nearest neighbor (AGA/KNN). The reason for using such a combination of AGA and KNN is that AGA is a search tool of machine learning and imitates the biological system to find the near optimal solution, so it is suitable to analyze high-dimensional, noisy data. Second, KNN is one of the most widely used classification technique due to its simplicity and effectiveness. Each sample can be classified according to the classification of its k nearest neighbors which are determined by Euclidean distance. Author found that AGA/KNN reduces the dimension of the data set, and all the test samples were classified correctly. The accuracy of AGA/KNN is higher than that of GA/KNN, and it only takes half of the CPU time as compared to GA/KNN.
C. For Optimization of Gene Clustering Process
Sheng. et. al [7] proposes a niching genetic k-means algorithm (NGKA), to obtain the high quality clustering solution by minimizing the sum of square error criteria. The proposed algorithm focuses on the two aspects, firstly the niching method in which they combine those clusters solution showing similar property with the GAs which helps in removing the problem of premature convergence involved during the clustering search process. Secondly, they combine the k-means algorithm to the result obtained from the first step in order to improve the computational efficiency. Instead of replacing the biological inspired operators, the one step k-means operation is included in the regeneration step of the process. The proposed algorithm is compared with previous work. Experimental results show that the proposed niching method and the k-means hybridization is highly effective for the proposed GA based clustering and it outperforms two previously GA based clustering method consider for experimentation.
One of the problems associated with GA based clustering algorithm is the problem of "Degeneracy". A Degeneracy problem occurs when same solution is repeated by multiple chromosomes which results in exploration of the same clusters repeatedly. As a result the search space will not explored efficiently. So Chang Dong-Xia. et. al [8] proposed a genetic algorithm with gene rearrangement i.e. (GAGR) which enhance the performance of the cluster .In the proposed algorithm the degeneracy of the chromosome is effectively removed results in the fast convergence of the evolution process. For building the path between two parent chromosome a new path based crossover is also introduced and in order to remove the regeneracy problem a gene rearrangement of the chromosome has been applied. These processes help in exploring the search space effectively. The GAGR algorithm outperforms in comparison to previously GA based K-means clustering algorithm.
Mukhopadhyay et al. [9] has proposed a Genetic Algorithm based fuzzy clustering method (GOGA) which include the concept of Gene Ontology (GO). The proposed algorithm combines the expression based and GO-based gene dissimilarity measure for the clustering of microarray gene expression data .The Gene Ontology (GO) [10] is one of the most popular and important ontologies which is used to know whether gene in the cluster share the same biological information or not. Two GO-based semantic similarity measures, namely Resnik's [11] and Weighted Jaccard [12] similarity measures have been used to find the dissimilarities between genes from GO point of view. Experiments conducted on the Yeast cell cycle data set indicate that the combination of expression-based and GObased dissimilarities improved the performance of the cluster as compared to only expression-based clustering.
III. PSO BASED GENE CLUSTERING
SI algorithms such as PSO are mainly stochastic search and optimization techniques, based on the principles of collective behavior and self organization of insect swarms. They are efficient, adaptive and robust search methods producing near optimal solutions and have a large amount of implicit parallelism (i .e. all particles in problem space parallel update the value of the position and velocity vector). On the other hand, several tasks in bioinformatic involve optimization of different criteria (like energy, alignment score, overlap strength and so on); thereby making the application of SI tools (like PSO) more obvious and appropriate. The problems of bioinformatic seldom need the exact optimum solution, rather what they need are robust, fast and near optimal solutions, which SI algorithms like PSO are known to produce efficiently. Thus researchers applied PSO and its variants to solve the problem of Gene Clustering. The next section gives a short introduction of PSO followed by the description of how hybridization of PSO with K-means, GA and other metaheuristics has been applied by several researchers to solve the Gene Clustering problem efficiently.
A. Introduction
The Particle Swarm Optimization, proposed by James Kennedy and Russel Eberhardt in [13] is an algorithm for creating swarms of particle which moves in the search space i.e. Problem space searching for their goal (based on problem definition). The concept is stated as, each particle updates its position and velocity based on its own best value and best value in the whole swarm. For a swarm of n particles the ith particle is represented by a position denoted as xi = (xi1, xi2, . . . , xin) where n is the number of particles. Except the position, each particle of a swarm is represented in D dimensional space with a velocity vi = (vi1, vi2, . . . , vid ). The particles explore in the search space with a velocity that is dynamically adjusted according to its own and neighbor's performances. The standard PSO method updates the velocity and position of each particle according to the equations given below.
vid(t+1)=ω· vid(t)+c1· rand()· (pid−xid)
+c2· rand()· (pgd−xid) (1)
where c1 and c2 are two positive acceleration constants, rand () is a uniform random number in (0, 1), pid and pgd are the best positions found so far by the ith particle and all the particles respectively, t is the iteration count and ω is an inertia weight which is usually, linearly decreasing during the iterations. In Eq. (1), there are three parts: the first one shows the current speed of particle i.e. The present state, the second term is known as the cognition term which shows the thought of the particle itself a the last and third term is a social term that shows the ability of information sharing among the swarms.
B. Hybridization of PSO with K-means
A classic K-Means algorithm [14] is one of popular method to cluster gene expression data. But the main drawback of K-means is that it is easily gotten trapped in local optima. In order to improve the performance of KMeans, Zhihua. et. al [15] proposed a modified form of Kmeans algorithm known as PK-Means which is the combination of the Particle Pair Optimizer and K-Means clustering algorithm. The Particle Pair Optimizer is a variation on the traditional particle swarm optimization algorithm, which is a stochastic particle pair based optimization technique. The results of the PK-Means algorithms outperforms K-Means due to a factor of exploration added into it. Experimental results show that PK-means has a faster convergence rate and low computational load and also outperforms the previously known algorithms K-means, Fuzzy K-means respectively.
Yau-King Lam et al. [16] proposes an improved PK means clustering algorithm by adding a concept of clustering matching. Each cluster centroid in a particle is matched with its corresponding centroid in the best particle based on the closest distance. The cluster matching method is a two step process. In the step I the sequence of the cluster contained in the particle position is matched with the cluster contain in the position of the particle's global best position on the basis of nearest distance by constructing a nearest matrix. In this nearest matrix the column has the entry of the clusters in the current particle position and the row has the entry of the cluster in the global best position of the particle respectively. After this the sequence of the cluster contained in the current particle position is rearranged according to the matching results. Experimental results demonstrated that the PSO-KM with the proposed scheme can outperform its original version and other methods in terms of compaction.
Yau King Lam et al. [17] proposes a novel algorithm XK-means which hybridize PSO with K-means so as to integrate the concept of exploration with exploitation. This is done by using K-means and an exploratory vector. The exploratory vector is added to each centroid before a Kmeans iteration. The algorithm includes two parameters namely ai and bi respectively. These parameters are problem dependent. The value parameter bi is set in such a way that it decrease monotonically. As a result the search space gets explored and the exploitation level gets increased. The proposed method is compared with the K-Means algorithm and the PK-Means algorithm. The following observations are reported. Firstly, the cluster compactness (measured by MSE value) and the stability (measured with MSE standard deviation) show better results than those obtained from the K-means and the PK-means algorithms. Secondly, the proposed method is at least three times faster than the latter algorithm and finally, the complexity of the proposed algorithm is low in comparison to K-means and PK-means algorithm.
Zhen et al. [18] proposes a Particle Swarm Optimizer (PSO) based memetic algorithm (MA) [19] and named it as memetic K-means algorithm (MKMA). The aim of proposed algorithm is to minimize the sum of squared distance which is one of the problem associated with the Kmeans algorithm. MA combines both the global and local search. The global search in MKMA is done with the help of one of the variants of PSO i.e. Comprehensive learning particle swarm optimizer (CLPSO) [20] . CLPSO maintains the diversity of the swarm which help in improving the exploration efficiency of the global search. In each iteration of CLPSO, the particle swarm is partitioned into a leader and a populace group based on fitness value. Among the particle swarm one third of the best particles are considered as leader particles and the remaining particles forms the populace group. They conduct experiments on two gene expression datasets and reveal that MKMA has consistently attained better performance in comparison with than of Kmeans, Fuzzy K-means and PK-means.
C. Hybridization of PSO with Genetic Algorithm
Enrique. et. al [21] compare the use of a Particle Swarm Optimization (PSO) and a Genetic Algorithm (GA) (both combine the Support Vector Machines SVM) for classification the high dimensional Microarray Data. Both the algorithms are used for finding samples of informative genes from thousands of genes. An SVM classifier with 10-fold cross-validation is applied in order to validate and evaluate the provided solutions. A PSO SVM algorithm finds interesting genes. However, a new version of PSO, called Geometric PSO, is evaluated for the first time in this work using a binary representation in Hamming space. Both approaches i.e. PSO SVM and GA SVM were tested on six cancer datasets and outcome of the proposed algorithm helps a lot in identifying the specific genes. Experiment results reveals 100% classification rate and few genes per subset (3 and 4) in most executions.
Since clustering gene expression data based on the similarity measure is becoming one of the important research areas in the field of Bioinformatics, Shutao. et. al [22] proposed a gene selection method using combined PSO with GA using SVM. First, the Wilcoxon rank sum test (Deng et al. [23] ) is used to pre process the original gene expression data and then the proposed hybrid PSO/GA is adopted to select the most important gene subsets using tenfold cross validation (CV) scheme. Finally, a classifier is trained based on the gene subset obtained from PSO/GA which is used to predict the testing samples. The algorithm test on the three gene expression datasets namely Leukemia, Colon and breast cancer Data. The experimental results show improvement in the formation of gene cluster and also leads to better classification accuracy.
D. Hybridization of PSO with Others
Xiao et al. [24] proposed a hybrid approach based on Self Organizing Maps (SOM) and PSO to cluster the genetic data. The proposed hybrid SOM/PSO algorithm work in two stages. In the first stage of the proposed algorithm, SOM is used to cluster the dataset. In this stage either regular SOM or SOM with a conscience can be used. The SOM normally runs for 100 iterations and generates a group of weights. In the second stage, PSO is initialized with the weights produced by SOM in the first stage. Then PSO is used to refine the clustering process. The experimental result shows that the proposed algorithm outperforms the average quantization error and the typographic error as compared to SOM.
Although the PSO algorithm converges fast, but lacks in global convergence and may get trapped in local optima. So Sun et.al [25] proposed the Quantum-behaved Particle Swarm Optimization (QPSO) algorithm. Although QPSO possesses better global convergence behavior than PSO, but it also suffers from premature convergence. In a QPSO system, Since gbest position guide the whole swarm particles. Once the gbest position get converges to local optima the particle get misguided by this gbest and result in bad exploration of the problem space. To overcome the problem of QPSO Jun Sun et.al [25] introduced the revised version of QPSO by adding a Multi-Elistic strategy for Quantum-behaved Particle Swarm Optimization (QPSO) known as Multi-Elitist QPSO model, which is drawn from Swagatam et.al [26] , to update the gbest position of the QPSO algorithm. In the MEQPSO algorithm , the particle's search is not based on the global position i.e. gbest but on the bases of the promising search region so that the particle has more chance to search in this region and obtain the global optimal solution. As a result , the MEQPSO have a stronger global search ability and better overall performance that the original QPSO.
IV. CONCLUSION
The bioinformatics field requires the advanced computing tools for processing large amounts of biological data and involve various problems such as Gene Clustering Problem, Molecular Docking Problem, Multiple Sequence Alignment Problems, Phylogenetic tree construction , RNA Secondary Structure Prediction etc.and among them gene clustering is investigated in this paper.Gene Clustering becomes popular nowadays because of matured microarray technology and increasing power of computing Although there are many clustering algorithms developed, K-means is one of the popular methods for gene clustering due to its effectiveness and simplicity. But it suffers from the disadvantage of choosing the initial centroid and easily get trapped in local optima. So to enhance its efficiency population based algorithms, such as PSO and GA is incorporated with Kmeans clustering by several researchers as described in this paper. Also from the survey it has been found that main challenge in gene expression analysis to determine the relevant gene expression data which is of high dimension , redundant, noisy and having a small sample size. Gene selection can improve the prediction accuracy of classifiers and save computational cost by using only discriminating genes with reduced dimensionality. Another problem while analyzing gene expression data occurs when the dataset involve multiple classes. So, the classical deterministic search algorithm is of no use for them as the search space may be very large and discontinuous at several points. Thus population based algorithm such as PSO and GA, have recently gained wide popularity among the researchers, for their ability to find robust and near optimal solution for such an NP hard problem. GA and PSO both suffer from the problem of local optima. So their integration with each other and with other metaheuristic were done by several researchers. This article surveyed work done regarding the hybridization of population based algorithm particularly GA and PSO with others for solving Gene Clustering problem.
