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Abstract
Difference systems of sets (DSS) are combinatorial structures that are a generalization of cyclic
difference sets and arise in connection with code synchronization. The paper surveys recent
constructions and open problems concerning DSS obtained as partitions of cyclic difference
sets.
© 2005 Elsevier Inc. All rights reserved.
MSC: 05B; 94B
Keywords: Difference set; Difference system of sets; Cyclotomic class; Projective geometry; Balanced
generalized weighing matrix; Code synchronization
1. Introduction
We consider the process of transmitting data over a channel, where the data being
sent can be thought as a stream of symbols from a ﬁnite alphabet F (e.g., F = {0, 1}):
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The data stream consists of consecutive messages, each message being a sequence of
n consecutive symbols:
. . . x1 . . . xn︸ ︷︷ ︸ y1 . . . yn︸ ︷︷ ︸ . . .
The synchronization problem that arises at the receiving end is the task to partition
correctly the data stream into messages of length n, as opposed to conceiving incorrectly
a sequence of n symbols being the concatenation of the end of one message with the
beginning of another message as a single message:
. . . xi+1 . . . xny1 . . . yi︸ ︷︷ ︸ . . .
One way to resolve the synchronization problem is by requiring that the collection
of admissible messages, or code C ⊆ Fn, has the property that no single message
z = (z1, . . . , zn) ∈ C coincides with a concatenation
ci(x, y) = xi+1 . . . xny1 . . . yi
of two (not necessarily different) messages x = (x1 . . . xn) ∈ C, y = (y1 . . . yn) ∈ C.
This property can be expressed formally in terms of the comma-free index  = (C)
of the code C, deﬁned as
 = min d(z, ci(x, y)),
where the minimum is taken over all x, y, z ∈ C and all i = 1, . . . , n − 1, and d
is the Hamming distance. If the comma-free index (C) is positive, it is possible to
distinguish a codeword from a concatenation of two codewords even in case that up to
[((C)− 1)/2] errors have occurred in the given codeword [7].
Codes with prescribed comma-free index can be constructed by using difference
systems of sets (DSS), a type of combinatorial structures introduced by Levenshtein
[12].
A DSS with parameters (n, 0, . . . , q−1,) is a collection of q disjoint subsets
Qi ⊆ {0, 1, . . . , n− 1}, |Qi | = i , 0 iq − 1, such that the multi-set
{a − b (mod n) | a ∈ Qi, b ∈ Qj, i = j} (1)
contains every number i, 1 in − 1 at least  times. A DSS is perfect if every
number i, 1 in− 1 is contained exactly  times in the multiset of differences (1).
A DSS is regular if all subsets Qi are of the same size: 0 = 1 = · · · = q−1 = m.
We use the notation (n,m, q,) for a regular DSS on n points with q subsets of
size m.
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As usual, a q-ary code of length n is a subset of the set Fnq of all vectors of length
n over Fq = {0, 1, . . . , q−1}. If q is a prime power, we often identify Fq with a ﬁnite
ﬁeld of order q, in which case i (0 < iq−1) stands for the ith power of a primitive
element. A linear q-ary code (q a prime power), is a linear subspace of Fnq .
Since the zero vector belongs to any linear code, the comma-free index of a linear
code is zero. However, it is possible to ﬁnd codes with comma-free index  > 0 being
cosets of linear codes by utilizing DSS. Given a DSS {Q0, . . . ,Qq−1} with parameters
(n, 0, . . . , q−1,), we deﬁne a linear q-ary code C ⊆ Fnq of dimension n− r , where
r =
q−1∑
i=0
|Qi |,
whose information positions are indexed by the numbers not contained in any of the
sets Q0, . . . ,Qq−1, and having all redundancy symbols equal to zero. Replacing in
each vector x ∈ C the positions indexed by Qi with the symbol i (0 iq − 1),
yields a coset C′ of C with comma-free index at least  [12].
This application of DSS to code synchronization requires that the redundancy
r =
q−1∑
j=0
|Qi |
is as small as possible. Levenshtein [12] proved the following lower bound on the
minimum redundancy rq(n,) of a DSS with i parameters n, q, :
rq(n,)
√
q(n− 1)
q − 1 (2)
with equality if and only if the DSS is perfect and regular.
Using appropriate DSS, Levenshtein [12] proved that r2(n, 1) = √2(n− 1) and
r2(n, 2) = 2
√
n− 1. Similar general results are not known for q3.
In this paper, we describe several direct constructions of DSS obtained as partitions
of cyclic difference sets. In many cases, the resulting DSS are perfect and regular,
hence yield optimal codes with respect to the bound (2).
The paper is organized as follows. Section 2 gives a general construction of DSS
obtained as a partition of a cyclic difference set. The construction is illustrated by
partitions of the multiplicative group of a ﬁnite ﬁeld deﬁned by a subgroup and its
cosets. Section 3 describes optimal DSS obtained by partitioning the difference set of
Paley type, or equivalently, by partitioning the set of quadratic residues Q modulo a
prime number n ≡ 3 (mod 4). Section 4 deals with the more involved case of partition-
ing Q for prime n of the form n ≡ 1 (mod 4). Section 5 presents a general approach
that explores cyclotomic classes and cyclotomic numbers. Section 6 is devoted to DSS
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obtained from partitions of a cyclic difference set of Singer type, or geometrically, a
hyperplane in a ﬁnite projective geometry. Known results and open problems concern-
ing line spreads in PG(2s, p) and the existence of relevant optimal DSS are discussed.
The last Section 7 gives a general construction of DSS from circulant balanced gen-
eralized weighing matrices. Applied to a certain class of such matrices derived from
ﬁnite projective spaces, this construction yields a partition of the complementary Singer
difference set into a perfect DSS for any prime power p and any dimension d1 such
that p − 1 and (pd+1 − 1)/(p − 1) are relatively prime.
2. DSS as partitions of difference sets
Let D = {x1, x2, . . . , xk} be a cyclic (v, k, ) difference set (cf. [1,2,17]), that is, a
subset of k residues modulo v such that every positive residue modulo v occurs exactly
 times in the multi-set of differences
{xi − xj (mod v) | xi, xj ∈ D, xi = xj }.
Then the collection of singletons Q0 = {x1}, . . . ,Qk−1 = {xk} is a perfect regular
DSS with parameters (n = v,m = 1, q = k, = ). Thus, DSS are a generalization of
cyclic difference sets. The next lemma generalizes this simple construction by replacing
the singletons with a more general partition of the given difference set (for undeﬁned
terms concerning designs see [1,2,17]).
Lemma 1 (Tonchev [18]). Let D ⊆ {1, 2, . . . , n}, |D| = k, be a cyclic (n, k, ) differ-
ence set. Assume that D is partitioned into q disjoint subsets Q0, . . . ,Qq−1 that are
the base blocks of a cyclic design B with block sizes i = |Qi |, i = 0, . . . , q − 1 such
that every two points are contained in at most 1 blocks. Then the sets Q0, . . . ,Qq−1
form a DSS with parameters (n, 0, . . . , q−1, = −1). The DSS {Qi}q−1i=0 is perfect
if and only if B is a pairwise balanced design with every two points occurring together
in exactly 1 blocks.
Proof. Since D is a cyclic (n, k, ) difference set, the multi-set of differences
{a − b (mod n) | a, b ∈ D, a = b}
contains every i ∈ Zn \ {0} exactly  times. The assumption that Q0, . . . ,Qq−1 are
base blocks of a cyclic design with every two points being contained in at most 1
blocks is equivalent to the property that the multi-set of differences
{a − b (mod n) | a, b ∈ Qi, a = b, i = 0, . . . , q − 1} (3)
contains every i ∈ Zn \ {0} at most 1 times. It follows that if a ∈ Qi, b ∈ Qj and
i = j, 0 i, jq − 1, the number a − b appears at least  =  − 1 times in the
multi-set of differences (1).
The requirement that Q0, . . . ,Qq−1 are base blocks of a pairwise balanced design
with parameter 1 is equivalent to the condition that the multi-set of differences (3)
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contains every i ∈ Zn \ {0} exactly 1 times, in which case if a ∈ Qi , b ∈ Qj
and i = j , 0 i, jq − 1, the number a − b appears exactly  − 1 times in the
multi-set of differences (1), hence the collection {Qi}q−1i=0 is perfect DSS of index
 = − 1. 
As a ﬁrst application of the lemma, we consider partitions of the multiplicative group
GF(n)∗ of a ﬁnite ﬁeld of prime order n deﬁned by a subgroup of GF(n)∗ and its
cosets.
Theorem 2. Let n = mq + 1 be a prime, and let  be a primitive element of the ﬁnite
ﬁeld of order n, GF(n). The collection of sets
Q0 = {q, 2q, . . . , mq = 1}, Q1 = Q0, . . . ,Qq−1 = q−1Q0
is a perfect regular (n,m, q, = n−m− 1) DSS.
Proof. The non-zero residues modulo n yield a (trivial) cyclic (n, n−1, n−2) difference
set for every n2. The set Q0 is a subgroup of the multiplicative group of GF(n),
and the sets iQ0, 0 iq − 1 are pairwise disjoint cosets of Q0 that partition
GF(n)∗ = GF(n) \ {0}.
The group GA(n) of afﬁne transformations
y = ax + b, a, b ∈ GF(n), a = 0
acts 2-transitively on GF(n). Note that Q0 is a subgroup of GA(n) of order m.
Consequently, the orbit of Q0 under GA(n) is a 2-(n,m, ) design D with
b = |GA(n)||Q1| = nq
blocks, whence  = m− 1.
The cyclic group ZnGA(n) partitions the nq blocks of D into q orbits of length n.
The multiplicative group GF(n)∗ is a subgroup of GA(n) of order n−1 that ﬁxes only
one element (namely 0) of GF(n). Consequently, GF(n)∗ ﬁxes exactly one block in
each of the q orbits of blocks of D under Zn, and these ﬁxed blocks are Q0, . . . ,Qq−1.
It follows that D can be viewed as a cyclic design with base blocks Q0, . . . ,Qq−1.
Since
q−1⋃
i=0
Qi = GF(n)∗,
and GF(n)∗ is a cyclic (n, n − 1, n − 2) difference set, the statement of the theorem
follows from Lemma 1. 
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The DSS described in Theorem 2 has redundancy rq(n,) = n − 1. However, the
following example suggests that it is sometimes possible to obtain a DSS with a smaller
value of rq(n,) being a sub-collection of the DSS described in Theorem 2.
Example 3. Let n = 19, q = 6, m = 3. The DSS from Theorem 2 has  = 15, and
the six sets Qi of size 3 are
{1, 7, 11}, {2, 14, 3}, {4, 9, 6}, {5, 16, 17}, {8, 18, 12}, {10, 13, 15}.
The two sets {1, 7, 11}, {2, 14, 3} form a perfect DSS with q = 2,  = 1, and r = 6.
Open problem: Find an inﬁnite class of such examples.
3. DSS from difference sets of Paley type
The following theorem gives perfect regular DSS’s obtained as partitions of difference
sets of quadratic-residue (QR), or Paley type. It is in the spirit of Theorem 2, but uses
partitions of a subgroup (of index 2) of the multiplicative group of a ﬁnite ﬁeld of
prime order n ≡ 3 (mod 4).
Theorem 4 (Tonchev [18]). For every prime n = 2mq + 1 ≡ 3 (mod 4) there exists a
perfect regular DSS with parameters (n,m, q, = (n− 2m− 1)/4).
Proof. Let  be a primitive element of GF(n). The set of quadratic residues
Q = {2i | 1 i(n− 1)/2}
is a cyclic difference set with parameters
v = n, k = (n− 1)/2,  = (n− 1)/4.
Note that Q is a multiplicative cyclic group of order (n − 1)/2 = mq. Let Dm =
{2iq | 1 im} be the cyclic subgroup of Q of order m. We deﬁne Q0,Q1, . . . ,Qq−1
to be the cosets of Dm in Q:
Q0 = Dm, Q1 = Dm2, . . . ,Qq−1 = Dm2(q−1).
We claim that Q0, . . . ,Qq−1 are the base blocks of a cyclic 2-(n,m, (m−1)/2) design.
To see that, consider the group G of transformations  : GF(n) → GF(n) of the form
(x) = a2x + b (mod n); a, b ∈ GF(n), a = 0.
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The group G is of order n(n−1)/2 and contains the cyclic group Zn and the multiplica-
tive group Q as subgroups. G acts transitively on the 2-subsets of GF(n). Consequently,
the orbit of any m-subset of GF(n) under G is a cyclic 2-(n,m, ) design for some .
In particular, the orbit DGm of Dm is a 2-(n,m, ) design with total number of blocks
equal to
|G|
|Dm| = qn =
n(n− 1)
m(m− 1) ,
whence  = (m− 1)/2. Now the theorem follows from Lemma 1. 
Example 5. Let n = 31 = 2 ·5 ·3+1. We take m = 5, q = 3, and  = 3 as a primitive
element modulo 31. The set D5 deﬁned as in Theorem 4 for m = 5 consists of the
elements
36 ≡ 16, 312 ≡ 8, 318 ≡ 4, 324 ≡ 2, 330 ≡ 1.
The sets
Q0 = D5 = {16, 8, 4, 2, 1}, Q1 = D532 = {20, 10, 5, 18, 9},
Q2 = D534 = {25, 28, 14, 7, 19}
are base blocks of a cyclic 2-(31, 5, 2) design, and their union Q0∪Q1∪Q2 is the set
of all non-zero quadratic residues modulo 31. Consequently, the collection Q0,Q1,Q2
is a perfect regular DSS with parameters n = 31, m = 5, q = 3,  = 5.
4. DSS and quadratic residues
In this section, we give some constructions of DSS (due to Yukiyasu Mutoh and the
author [16]) obtained by partitioning the set Q of quadratic residues for prime n ≡ 1
(mod 4). The main difference between this case and the case n ≡ 3 (mod 4) considered
in the previous section is that the quadratic residues do not form a cyclic difference
set, but a relative difference set if n is a prime of the form n ≡ 1 (mod 4). More
speciﬁcally, if n = 4t + 1 is a prime number, the set Q is a relative cyclic difference
set such that the multi-set of 2t (2t − 1) differences
{x − y (mod n) | x, y ∈ Q, x = y}
contains every z ∈ Q exactly t−1 times, and every z /∈ Q exactly t times. Equivalently,
the cyclic 1-(4t + 1, 2t, 2t) design Q∗ consisting of the cyclic shifts of Q modulo n is
a partially balanced design such that any pair x, y ∈ Zn, x = y occurs in exactly t − 1
blocks of Q∗ whenever x − y ∈ Q, and in exactly t blocks if x − y /∈ Q.
Assume that |Q| = mq (thus, n = 2mq + 1). We want to partition Q into q pairwise
disjoint subsets of size m that will be the blocks of a regular DSS.
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Let  be a primitive element of the ﬁnite ﬁeld of order n,GF(n). Then
Q = {2i | 1 i(n− 1)/2}.
Let Dm be a subgroup of Q of order m,
Dm = {2qi | 1 im}.
Then Q is partitioned into q disjoint cosets of Dm:
Q = Dm ∪ (Dm2) ∪ · · · ∪ (Dm2(q−1)).
We consider the DSS having as blocks the following subsets of size m:
Q0 = Dm, Q1 = Dm2, . . . ,Qq−1 = Dm2(q−1).
Let G be the group of transformations  : GF(n) → GF(n), where
(x) = a2x + b(mod n); a, b ∈ GF(n), a = 0.
The group G is of order n(n−1)/2 and contains the cyclic group Zn and the multiplica-
tive group Q as subgroups. The collection of (unordered) 2-subsets of Zn is partitioned
into two orbits under the action of G: one orbit consists of all pairs {x, y} such that
x − y ∈ Q, and the second orbit contains the pairs {x, y} such that x − y /∈ Q.
The orbit DGm of Dm under G consists of |G|/m = nq subsets of size m. The
collection  = DGm is a cyclic design with base blocks Q0,Q1, . . . ,Qq−1. Since the
group G has two orbits on the 2-subsets of Zn,  is a partially balanced design with
two classes: each pair x, y such that x − y ∈ Q occurs in 1 blocks of  (for some
1), while each pair x, y such that x − y /∈ Q occurs in 2 blocks (for some 2), It
follows that the collection {Qi}q−1i=0 is a DSS such that the multi-set of differences (1)
contains every z ∈ Q exactly t − 1− 1 times, and every z /∈ Q exactly t − 2 times.
Thus, {Qi}q−1i=0 is a DSS with parameters (n,m, q,), where
 = min(t − 1− 1, t − 2). (4)
Let Sm be a subset of GF(n) deﬁned as follows:
Sm = {2qi − 1 | 1 im− 1},
where m = (n− 1)/(2q). Then the multi-set of differences
{x − y (mod n) | x, y ∈ Dm, x = y}
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coincides with the multi-set
{s2qi (mod n) | s ∈ Sm, 1 im}.
It follows that 1 is equal to the number of quadratic residues in Sm, while 2 is
equal to the number of quadratic non-residues in Sm. Thus, the parameters 1 and 2
of  can be determined by counting the quadratic residues (resp. non-residues) in Sm.
Therefore, we will often refer to 1, 2 as parameters of Sm.
Note that 1 + 2 = m− 1 and (4) imply the following lower bound on  in terms
of m and q:
m(q − 2)
2
.
Applying this construction with a subgroup of Q of order m = 2 yields the following
result.
Theorem 6 (Mutoh and Tonchev [16]). Let n = 4q + 1 be a prime. The pairs
Q0 = {2q = −1, 4q = 1}, Q1 = {2q+2, 2}, . . . ,Qq−1 = {4q−2, 2(q−1)} (5)
form a regular DSS with parameters (n, 2, q,), where
 =
{
q − 2 if n ≡ 1 (mod 8),
q − 1 if n ≡ 5 (mod 8). (6)
Note 1: The DSS of Theorem 6 in the case n ≡ 5 (mod 8) is perfect, hence optimal
with respect to the bound (2). If n ≡ 1 (mod 8), we have a DSS with
rq(n,) = rq(n, q − 2) = (n− 1)/2 = 2q,
and the right-hand side of the inequality (2) is
√
q(q − 2)(4q)
q − 1 = 2q
√
q − 2
q − 1 .
Thus, this DSS is asymptotically optimal.
Example 7. Let n = 13, q = 3. We use 2 as a primitive element of Z13. The DSS
with  = 2 from Theorem 6 is perfect and consists of the following three pairs Qi :
{1, 12}, {4, 9}, {3, 10}.
The next theorems apply this construction to subgroups of Q of order m = 3, 4, 5
and 6.
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Theorem 8 (Mutoh and Tonchev [16]). Let n = 6q+1 be a prime, where q is an even
integer. The triples
Q0 = {2q, 4q, 6q = 1},
Q1 = {2q+2, 4q+2, 2}, . . . ,
Qq−1 = {4q−2, 6q−2, 2q−2}
form a regular DSS with parameters (n, 3, q,), where
 =
{
3q/2− 3 if (−3)(n−1)/4 ≡ 1 (mod n),
3q/2− 2 if (−3)(n−1)/4 /≡ 1 (mod n). (7)
Example 9. (a) Let n = 13, q = 2. We use 2 as a primitive element of Z13. Then
(−3)3 /≡ 1 (mod 13). Thus the DSS from Theorem 8 has  = 1, and the two blocks
Qi are
{1, 3, 9}, {4, 12, 10}.
(b) Let n = 37, q = 6. We use 2 as a primitive element of Z37. Then (−3)9 ≡
1 (mod 37). Thus the DSS from Theorem 8 has  = 6, and the six blocks Qi are
{1, 26, 10}, {4, 30, 3}, {16, 9, 12}, {27, 36, 11}, {34, 33, 7}, {25, 21, 28}.
Theorem 10 (Mutoh and Tonchev [16]). Let n = 8q + 1 be a prime. The quadruples
Q0 = {2q, 4q, 6q, 8q = 1},
Q1 = {2q+2, 4q+2, 6q+2, 2},
...
Qq−1 = {4q−2, 6q−2, 8q−2, 2q−2}
form a regular DSS with parameters (n, 4, q,), where
 =


2q − 4 if q is even and 2 is a biquadratic of n, or
q is odd and 2 is a non-biquadratic of n,
2q − 2 if q is even and 2 is a non-biquadratic of n, or
q is odd and 2 is a biquadratic of n.
(8)
Note 2: The DSS of Theorem 10 is perfect in the case when q is even and 2 is a
non-biquadratic of n, and when q is odd and 2 is a biquadratic of n.
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Example 11. Let n = 17, q = 2. We use 3 as a primitive element of Z17. We have
2 ≡ 32 (mod 17) and 2 is not a biquadratic of 17. Thus the DSS with  = 2 from
Theorem 10 is perfect, and the two blocks Qi are
{1, 13, 16, 4}, {9, 15, 8, 2}.
Theorem 12 (Mutoh and Tonchev [16]). Let n = 10q + 1 be a prime, where q is an
even integer. The blocks
Q0 = {2q, 4q, 6q, 8q, 10q = 1},
Q1 = {2q+2, 4q+2, 6q+2, 8q+2, 2},
...
Qq−1 = {4q−2, 6q−2, 8q−2, 10q−2, 2q−2}
form a regular DSS with parameters (n, 5, q,), where
 = 5q/2− 3 if 5(n−1)/4 /≡ 1 (mod n). (9)
Note 3: If n ≡ 1 (mod 20) (resp. (mod 12)) is a prime, then there is exactly one pair
(x, y) ∈ N×N such that n = x2+4y2. Then 5(resp. −3) is a square in GF(n), by the
quadratic reciprocity law. In addition, 5 is a fourth power if and only if y ≡ 0 (mod 5)
and −3 is a fourth power if y ≡ 0 (mod 3). Hence the value of  depends on whether
the diophantine equation x2 + 36y2 = n has solution in integers and (9) holds if the
diophantine equation x2+100y2 = n has no solution in integers. Similarly, it is known
that 2 is a biquadratic of n if the diophantine equation x2 + 64y2 = n has solution in
integers.
Theorem 13 (Mutoh and Tonchev [16]). Let n = 12q + 1 be a prime. The blocks
Q0 = {2q, 4q, . . . , 12q = 1},
Q1 = {2q+2, 4q+2, . . . , 2},
...
Qq−1 = {4q−2, 6q−2, . . . , 2q−2}
form a regular DSS with parameters (n, 6, q,), where
 =


3q − 6 if q is even and (−3)(n−1)/4 ≡ 1 (mod n),
3q − 5 if q is odd and (−3)(n−1)/4 ≡ 1 (mod n),
3q − 4 if q is even and (−3)(n−1)/4 /≡ 1 (mod n),
3q − 3 if q is odd and (−3)(n−1)/4 /≡ 1 (mod n).
(10)
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Example 14. Let n = 109, q = 9. 6 is a primitive element of Z109. Then (−3)27 =
−1 (mod 109). Thus the DSS with  = 24 from Theorem 13 is perfect, and the nine
sets Qi are
{1, 64, 63, 108, 45, 46}, {36, 15, 88, 73, 94, 21}, {97, 104, 7, 12, 5, 102},
{4, 38, 34, 105, 71, 75}, {35, 60, 25, 74, 49, 84}, {61, 89, 28, 48, 20, 81},
{16, 43, 27, 93, 66, 82}, {31, 22, 100, 78, 87, 9}, {26, 29, 3, 83, 80, 106}.
5. DSS and cyclotomic numbers
For an integer e, let n be a prime power such that e | (n−1), and let  be a primitive
element in GF(n). Then the eth cyclotomic classes Ce0, C
e
1, . . . , C
e
e−1 are deﬁned by
Cei = {t | t ≡ i (mod e)} for 0 ie − 1.
In other words, Cei are the multiplicative cosets of the set C
e
0 of eth powers in GF(n)∗.
We calculate the subscripts of Cei modulo e, so that if x ∈ Cei and y ∈ Cej , then
xy ∈ Cei+j . We note that if n is odd, then −1 ∈ Ce0 if and only if 2e | (n − 1), since
−1 = (n−1)/2 is an eth power if and only if (n−1)/2 ≡ 0 (mod e). If q is a power of
2, then −1 = 1 is always included in Ce0. For a given n and e, the cyclotomic numbers
(of order e) are deﬁned as follows:
(i, j)e = |{(x, y) | x ∈ Cei , y ∈ Cej , x = y − 1}.
These numbers are important for the construction of difference sets in the additive
group G of GF(n) by taking suitable unions of cyclotomic classes. Details are given
in [1]. We pick up the most important special case to construct DSS later on, where
one uses just the cyclotomic class Ce0.
Lemma 15 (Beth et al. [1]). For positive integers e and f, let n = ef + 1 be a prime
power. Then D = Ce0 is a difference set in G (with parameters (n, f, (f −1)/e)) if and
only if e is even, f is odd and (i, 0)e = (f − 1)/e for 0 ie − 1.
In this section we generalize some of the constructions from the previous section
by using more general cyclotomic cosets instead of the set of quadratic residues Q.
For this purpose, we will use partitions of the set D = Ce0. (Note that D = Q for
e = 2). Throughout this section, we assume that n is a prime. Note that for any prime
n = ef + 1D is a relative difference set: the multi-set of f (f − 1) differences
{x − y (mod n) | x, y ∈ D, x = y} = {c(t − 1) | c ∈ Ce0, 1 t < e}
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contains every z ∈ Cei exactly (i, 0)e times for each i. Equivalently, the cyclic 1-(n, f, f )
design D∗ consisting of the cyclic shifts of D modulo n is a partially balanced design
such that any pair x, y ∈ Zn, x = y occurs in exactly (i, 0)e blocks of D∗ whenever
x − y ∈ Cei . We note that if e is even and f is odd then −1 does not belong to Ce0
but Ce& , where & = (n− 1)/2. Then (i, j)e = (j + &, i + &)e. Thus (i, 0)e = (i + &, 0)e
since (i, j)e = (−i, j − i)e.
Theorem 16 (Mutoh and Tonchev [16]). For positive integers e, m and q, let n =
emq + 1 be a prime. The sets
Q0 = Ceq0 , Q1 = Ceqe , Q2 = Ceq2e , . . . ,Qq−1 = Ceq(q−1)e
form a regular DSS with parameters (n,m, q, p), where
 = min

(i, 0)e −
q−1∑
j=0
(i + je, 0)eq | 0 i < e

 .
In particular, if (i, 0)e −∑q−1j=0 (i + je, 0)eq is constant for each i, then the DSS is
perfect, where  = m(q − 1)/e.
Example 17. Let n = 73, e = 3, q = 2, m = 12. We use 5 as a primitive element of
Z73. Then
(0, 0)3 = 8, (1, 0)3 = 6, (2, 0)3 = 9,
(0, 0)6 = 2, (1, 0)6 = 2, (2, 0)6 = 3,
(3, 0)6 = 2, (4, 0)6 = 2, (5, 0)6 = 0.
Thus the DSS from Theorem 16 has  = 2, and the blocks Qi of size 12 are
{1, 3, 9, 27, 8, 24, 72, 70, 64, 46, 65, 49}, {52, 10, 30, 17, 51, 7, 21, 63, 43, 56, 22, 66}.
The theorems in the previous section describe DSS with blocks of relatively small
size m (2m6), and consequently, having relatively large q. The next theorems, due
to Yukiyasu Mutoh [15], explore the other end of the size spectrum: DSS with blocks
of large size and small q.
Theorem 18 (Mutoh [15]). Let n = 4m + 1 be a prime and let x and y be integers
such that n = x2 + 4y2 and x ≡ 1 (mod 4). The sets
Q0 = C40 = {0, 4, . . . , 4m−4}, Q1 = C42 = {2, 6, . . . , 4m−2}
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form a regular DSS with parameters (n,m, 2,), where
 =


min
{
n− 3+ 2x
8
,
n+ 1− 2x
8
}
n ≡ 1 (mod 8),
min
{
n− 3− 2x
8
,
n+ 1+ 2x
8
}
n ≡ 5 (mod 8).
In particular, if n ≡ 1 (mod 8) and n = 1 + 4y2, that is, x = 1, then the DSS is
perfect.
Theorem 19 (Mutoh [15]). Let n = 6m + 1 be a prime, where m is an even integer,
and let x and y be integers such that n = x2 + 3y2 and x ≡ 1 (mod 3). The sets
Q0 = C60 , Q1 = C62 , Q2 = C64
form a regular DSS with parameters (n,m, 3,), where
 = min
{
n− 3+ 2x
6
,
n+ 1− 2x
6
}
.
In particular, if n = 1+ 3y2, that is, x = 1, then the DSS is perfect.
Remark 20. When m is an odd integer such that 6m + 1 is a prime, then we can
obtain a perfect regular DSS by the construction of Theorem 4.
Theorem 21 (Mutoh [15]). Let n = 6m + 1 be a prime, and let x and y be integers
such that n = x2 + 3y2 and x ≡ 1 (mod 3). The sets
Q0 = C60 , Q1 = C63
form a regular DSS with parameters (n,m, 2,), where
 =


min
{
n− 5+ 4x
18
,
n+ 1− 2x
18
}
if 2 is a cubic residue of n,
min
{
n− 5+ 4x + 6y
18
,
n+ 1− 2x − 12y
18
,
n+ 1− 2x + 6y
18
}
otherwise.
In particular, if n = 1+ 3y2 and 2 is a cubic residue of n, then the DSS is perfect.
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Theorem 22 (Mutoh [15]). Let n = 8m+1 be a prime and let x, y, a and b be integers
such that n = x2 + 4y2 = a2 + 2b2 and x ≡ a ≡ 1 (mod 4). The sets
Q0 = C80 , Q1 = C82 , Q2 = C84 , Q3 = C86
form a regular DSS with parameters (n,m, 4,), where
 = min
{
3n− 9+ 2x + 4a
16
,
3n+ 3− 2x − 4a
16
}
.
In particular, if x + 2a = 3, then the DSS is perfect.
Theorem 23 (Mutoh [15]). Let n = 10m+ 1 be a prime, where m is an even integer,
and let x, u, v and w be integers such that
16n = x2 + 50u2 + 50v2 + 125w2, x ≡ 1 (mod 5),
xw = v2 − 4uv − u2.
The sets
Q0 = C100 , Q1 = C102 , Q2 = C104 , Q3 = C106 , Q4 = C108
form a regular DSS with parameters (n,m, 5,), where
 =


min
{
2n− 6− x
10
,
2n+ 2+ x
10
}
if 2 is a 5th residue of n,
min
{
8n− 24+ x + 20u− 10v + 25w
40
,
8n+ 8− x − 20u+ 10v + 25w
40
}
otherwise.
In particular, if 2 is a 5th power in GF(n) and x = −4, or if 2 is not a 5th power in
GF(n) and x + 20u− 10v + 25w = 16, then the DSS is perfect.
Open problem: The theorems in this section give DSS with constant small q, while
the constructions from the previous section give DSS with constant small block size
m. It is an interesting open question whether one can have DSS with m and q both
of the order of
√
n for prime n ≡ 1 (mod 4) as it is possible by the construction of
Theorem 4 for the case of prime n ≡ 3 (mod 4).
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6. Difference systems of sets from ﬁnite geometry
Let H be a hyperplane in the 2s-dimensional projective space PG(2s, p) over GF(p).
The (p2s − 1)/(p − 1) points of H form a cyclic difference set with parameters
v = p
2s+1 − 1
p − 1 , k =
p2s − 1
p − 1 ,  =
p2s−1 − 1
p − 1
in a cyclic group acting regularly on the points of PG(2s, p), known in design theory
and geometry as the Singer difference set. It is known [8] that the points of H can be
partitioned into pairwise disjoint lines Q0,Q1, . . . ,Qq−1, where
q = p
2s − 1
p2 − 1 = p
2s−2 + · · · + p2 + 1.
On the other hand, the collection of all lines in PG(2s, p) is a cyclic
2-
(
p2s+1−1
p−1 , p + 1, 1
)
design D. If the partition
H = Q0 ∪Q1 ∪ · · · ∪Qq−1
is chosen so that Q0, . . . ,Qq−1 are base blocks of D, then by Lemma 1 the collection
Q0,Q1, . . . ,Qq−1 is a perfect regular DSS with parameters
n = p
2s+1 − 1
p − 1 , m = p + 1, q =
p2s − 1
p2 − 1 ,  =
p2s−1 − p
p − 1 .
Hyperplane partitions with the above property were studied by Fuji-Hara et al. [3] and
Fuji-Hara and Vanstone [4–6], in connection with packings of lines in PG(2s + 1, q)
and partitioning the hyperplanes in PG(2s, q) into pairwise disjoint sets of lines, who
showed that such partitions exist in PG(2s, 2) for s5, and in PG(2s, 3) for s3.
More recently, such partitions were found by Akihiro Munemasa [14] in PG(4, 8)
and PG(4, 9), and in PG(4, 5) by the author. In addition, Munemasa [14] showed by
exhaustive computer search that no such line partition exists in PG(4, 4): the ﬁrst and
presently only known case where no solution exists.
Example 24. Let p = 2, s = 2. We consider 1, , 2, . . . , 30 as points of PG(4, 2),
where  is a primitive element of GF(25) deﬁned by the polynomial x5 + x3 + 1. The
following set of 15 points
H = {, 2, 4, 8, 16, 3, 6, 12, 24, 17, 29, 27, 23, 15, 30}
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is a hyperplane in PG(4, 2), and hence a (31, 15, 7) difference set in the multiplicative
group of GF(25). The following partition of H,
H = {, 3, 29} ∪ {2, 6, 27} ∪ {4, 12, 23} ∪ {8, 24, 15} ∪ {16, 17, 30}
has the property that each of the ﬁve 3-subsets is a projective line, and these ﬁve lines
are the base blocks of a cyclic 2-(31, 3, 1) design under the multiplicative group of
GF(25). Thus, these ﬁve 3-subsets deﬁne a perfect DSS with parameters (n = 31,m =
3, q = 5, = 6).
Example 25. The following set of 63 residues modulo 127 is a Singer difference set
(127, 63, 31), i.e., a hyperplane in PG(6, 2), partitioned into 21 disjoint triples being
lines in PG(6, 2) that form the base of a cyclic 2-(127, 3, 1) design:
1 96 66; 2 65 5; 4 3 10; 8 6 20; 16 12 40; 32 24 80; 64 48 33; 9 101 83;
18 75 39; 36 23 78; 72 46 29; 17 92 58; 34 57 116; 68 114 105; 11 113
91; 22 99 55; 44 71 110; 88 15 93; 49 30 59; 98 60 118; 69 120 109.
The hyperplane, as well as the partition are ﬁxed by the multiplier i → 2i mod 127.
Example 26. The following set of 40 residues modulo 121 is a Singer difference
set (121, 40, 13), i.e., a hyperplane in PG(4, 3), partitioned into ten disjoint lines in
PG(4, 3) that are base blocks of a cyclic 2-(121, 4, 1) design, that is, of the collection
of all lines in PG(4, 3):
1 11 34 115; 3 33 102 103; 4 63 75 117; 7 13 89 108; 9 64 67 99; 12 68
104 109; 21 25 39 82; 27 55 71 80; 36 70 83 85; 44 81 92 119.
Example 27. The following set of 156 residues modulo 781 is a Singer difference set
(781, 156, 31), i.e., a hyperplane in PG(4, 5), partitioned into 26 lines that are base
blocks of a cyclic 2-(781, 6, 1) design, that is, of the collection of all lines in PG(4, 5):
1 212 239 505 569 733; 49 157 228 300 351 748; 60 317 420 486 675 727; 115
203 242 487 664 761; 130 276 382 574 678 716; 16 56 155 320 601 756; 63 71
180 211 247 280; 74 102 252 272 541 734; 168 387 519 705 735 739; 357 363
476 520 562 762; 26 171 234 289 304 651; 65 94 190 419 430 433; 90 365 440
556 612 613; 138 151 339 418 423 745; 229 254 302 391 456 615; 39 131 246
278 589 730; 55 435 451 470 700 743; 77 292 314 394 489 757; 86 109
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362 380 490 584; 150 227 303 310 356 677; 84 454 475 754 778 780; 121 347
409 467 477 514; 122 450 509 621 633 759; 184 306 474 524 655 709; 311 372
389 463 523 684; 163 172 270 516 561 719;
Open problem: Find an inﬁnite class of DSS obtained as partitions of a hyperplane
in PG(2, p) into disjoint lines.
Open problem: The above examples share the property that the hyperplane partition
is ﬁxed by a multiplier, or a Frobenius automorphism
 : x → px (mod(pd+1 − 1)/(p − 1)),
where d is the dimension of the underlying projective space. It is an interesting open
problem to ﬁnd a general explicit construction.
The above construction cannot be extended directly to a projective space of odd
dimension since the points of a hyperplane cannot be partitioned into disjoint lines.
However, the following example shows that it may be possible to use partitions of the
points of a hyperplane into disjoint subsets of difference sizes that yield a perfect DSS.
Another possibility is to study partitions of a hyperplane into subspaces of dimension
greater than one.
Example 28. Let n = 15. The set
D = {0, 1, 2, 4, 8, 5, 10}
is a cyclic (15, 7, 3) difference set in Z15 isomorphic to the Singer difference set in
PG(3, 2). The two sets {5, 10} and {1, 2, 4, 8} are base blocks of a cyclic pairwise
balanced 2-(15, {2, 4}, 1) design. Thus, the partition
D = {0} ∪ {5, 10} ∪ {1, 2, 4, 8}
yields a perfect DSS via Lemma 1 with parameters
n = 15, 0 = 1, 1 = 2, 2 = 4, q = 3,  = 2.
Note that rq(n,) = 7 = [
√
42]. Thus, this DSS is optimal with respect to the
bound (2).
Open problem: Generalize this example to an inﬁnite class of perfect DSS obtained
by partitioning hyperplanes in PG(2s + l, p).
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7. Perfect DSS from balanced generalized weighing matrices
In this section, a construction of perfect DSS from circulant balanced generalized
weighing matrices is described. A special case of this construction implies that the com-
plement of a hyperplane in PG(d, p) can be partitioned into a perfect DSS whenever
p − 1 and (pd+1 − 1)/(p − 1) are relatively prime.
Let Q0,Q1, . . . ,Qq−1 be disjoint subsets of Zn = {0, 1, . . . , n − 1}. We deﬁne a
circulant n× n array A having all entries in its ﬁrst row that are indexed by elements
of Qi equal to i (0 iq − 1), and entries that are not indexed by any a  ∈ Qi for
some i are left empty.
Lemma 29. The collection {Qi}q−1i=0 is a DSS of index  if and only if for every two
rows of A there exist at least  columns that intersect the chosen two rows in two
non-empty entries that contain different symbols from {0, 1, . . . , q − 1}.
Let G be a multiplicative group. A balanced generalized weighing matrix BGW
(n, k,) with parameters n, k, over G is an n × n matrix W = (gij ) with entries
from G¯ = G∪{0} such that each row of W contains exactly k non-zero entries, and for
every a, b ∈ {1, . . . , n}, a = b, the multi-set {gaig−1bi : 1 in, gai, gbi = 0} contains
every element of G exactly /|G| times.
Note 4: Replacing the non-zero entries in a BGW(n, k,) with 1’s yields a (0, 1)-
incidence matrix of a symmetric 2-(n, k,) design.
An immediate corollary of Lemma 29 is the following.
Theorem 30. The existence of a circulant balanced generalized weighing matrix W =
BGW(n, k,) over a group G of order g implies the existence of a perfect DSS with
parameters
n, q = g,  = (g − 1)/g.
Proof. Consider the circulant array A obtained from W by deleting all zeros. By the
property of W , every two rows of A differ in exactly
− 
g
= (g − 1)/g
columns that containing elements from G in both rows. 
It is known that for ever prime power p and every integer d1 there exists a
BGW(n, k,) with parameters
n = p
d+1 − 1
p − 1 , k = p
d,  = pd − pd−1 (11)
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over a group of order p − 1 being the multiplicative group of GF(p), such that the
related symmetric 2-(n, k,) design is isomorphic to the design having as blocks the
complements of hyperplanes in PG(d, p) [10]. In addition, this BGW(n, k,) can be
put in circulant form whenever p−1 and (pd+1−1)/(p−1) are relatively prime [10].
Thus, by Theorem 30, we obtain the following.
Theorem 31. For every prime power q and every integer d1 such that gcd(p −
1, (pd+1 − 1)/(p − 1)) = 1, there exists a perfect DSS with parameters
n = p
d+1 − 1
p − 1 , q = p − 1,  = (p − 2)(p
d − pd−1)/(p − 1).
Corollary 32. The complement of a hyperplane in PG(d, p) can be partitioned into
blocks of a perfect DSS for every prime power p and d1 such that gcd(p−1, (pd+1−
1)/(p − 1)) = 1.
Example 33. The 13× 13 circulant with ﬁrst row
1011122012100
is a balanced generalized weighing matrix W = BGW(13, 9, 6) over the multiplicative
group of GF(3). The blocks
Q1 = {0, 2, 3, 4, 8, 10}, Q2 = {5, 6, 9}
that correspond to the sets of indices of 1’s and 2’s in the ﬁrst row of W yield a perfect
DSS with n = 13, q = 2 and  = 3. The set of indices {1, 7, 11, 12} not covered by
Q1 and Q2 and its shifts modulo 13 are lines in PG(2, 3).
Note 5: Balanced generalized weighing matrices with parameters (11) are obtainable
also from difference sets of GMW type, as well as by some algebraic and combinatorial
constructions described in [9,11].
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