We study the optimal control of a firm with two capacitated manufacturing plants situated in two distinct geographical regions. Demands from each region are mostly satisfied by the local plant. However, if necessary, some of the newly arrived demands can be designated to be served by the other, more remote, plant. The sources of the above virtual lateral transshipments, unlike the ones involved in the real lateral transshipments, do not need to have nonnegative inventory levels throughout the transshipment processes. We develop results about the simultaneous preservation of supermodularity and diagonal dominances of the cost functions and then use these results to derive structural results for the optimal policies. Specifically, to perform optimally, we find that each plant should adopt a modified base-stock policy in observance of its own capacity, while the base level should mildly decrease in the other plant's starting inventory level. Our computational results illustrate the benefits realizable by using transshipment.
Introduction
It only makes economic sense that a manufacturing plant be designed with a capacity that is comparable with the anticipated average demand level: a higher-than-needed capacity will mean a waste of capital investment, while a lessthan-needed capacity will imply lost revenue and unhappy customers. A multitude of factors together define a firm's capacity. They include the number of machines and their capabilities, the number of workers, the arrival rates of raw materials, the supply of power, water, and other essentials, etc. Fortunately, recourse opportunities like outsourcing, lateral transshipments, and product substitutions exist that can help the plant mitigate the complications resulting from capacity limitations. When the plant's paternal firm simultaneously owns several plants in different geographical regions, products may be transshipped among these plants in times of unevenness, or demands emerging in one region may be designated to be served by a more remote plant. We call both these practices lateral transshipments, the former real and the latter virtual. Although lateral transshipments incur additional costs, using them cleverly will lead to cost savings.
We study the virtual transshipments between two capacitated plants within one firm. The two plants are located in two distinct regions, and demands emerging from each region are usually served by the local plant. However, demands emerging from one region can always be designated to the other remote plant upon their arrivals. The assignment of an order generated in region 2 to plant 1 is considered as (virtually) transshipping one item from plant 1 to plant 2. Unlike the real transshipment setting, the above is doable even when plant 1 has a negative inventory level. The desirability of this action, though, should be decided on the basis of cost considerations. Once made, we assume that the transshipment decisions cannot be countermanded. In the current setting, the unit transshipment cost from plant 1 to plant 2 is the difference in the average unit delivery costs from the two plants to a random order from region 2, rather than the unit delivery cost from plant 1 to plant 2. Our goal is to establish structural properties for the optimal production and transshipment policies for this problem. These properties will serve as guidelines for calculating the optimal or heuristic policies. The reader is referred to Figure 1 for a depiction of the problem setting.
The problem we propose to study here can also be used to model the situation in which differences between product designs, rather than geographical distances between production facilities, prevent the firm from fully utilizing its total production capacity. In such a situation, product substitution can be modeled as transshipments, where the transshipment cost merely represents the compensation paid to a customer who is persuaded to accept a different product than he or she initially desired. A depiction of the problem. Note. Demands originated in region 1 can occasionally be satisfied by plant 2's production; virtual transshipment cost q 2t captures the difference in delivery costs.
We formulate the optimal control of a two-plant version of the aforementioned problem as a stochastic dynamic programming problem. We then derive relevant results about the simultaneous preservation of the supermodularity and diagonal dominance properties, about which we will elaborate later. Based on these preservation results, we obtain the structural properties of the optimal production and transshipment policies. In particular, we find the policies to be all mildly monotone in the inventory and demand levels that they are contingent upon; and the optimal production policy for each plant is of the modified base-stock type in observance of its own capacity level, while the base level mildly decreases in the other plant's starting inventory level. In addition, we find that the optimal transshipment policy can be implemented in an item-by-item fashion when demands are discrete. We also extend the above results to the stationary infinite-horizon case.
The characteristics of the optimal policies derived here will not only aid in the development of algorithms for finding optimal and heuristic policies for the particular problem, but also assist practitioners to better deal with multiplant production systems that bear resemblance to the system under study. Through a computational study, we show that utilizing the virtual transshipment option can help reap huge cost savings for a firm. The study also reveals important trends in the change of the cost savings with regard to the change of the environment in which the firm operates along with the change of its own intrinsic properties.
The rest of this paper is organized as follows. In §2, we outline the existing relevant literature. In §3, we provide the mathematical formulation for the problem. In §4, we elaborate on the various properties that are to be used in the derivations. In §5, we derive the structural results of the optimal production and transshipment policies. We extend these finite-horizon results to the infinite-horizon case in §6. In §7, we present the results obtained from our computational study, and §8 contains our concluding remarks. Zipkin (1986a, 1986b) first dealt with the capacitated inventory control problem. When a firm is constrained by a fixed capacity, they found the optimal policy to be of the modified base-stock type, whereas the firm should produce as much as is allowed by the capacity to a specified base-stock point. Other studies in this vein include Glasserman (1996) , Glasserman and Tayur (1994, 1997) , Kapuscinski and Tayur (1998) , and Tayur (1992) . Ciarallo et al. (1994) considered random capacity. They found the optimal policy to be still of the base-stock type. Güllü (1998) proposed to use a G/G/1 queue analogy to compute such a base-stock level. Henig and Gerchak (1990) and Wang and Gerchak (1996) derived structural results of the optimal policies in the presence of random production yields.
Literature Survey
Production/inventory control with lateral transshipments has received some attention. Most studies in this arena were conducted in the noncapacitated context. Allen (1958) , Das (1975) , Gross (1963) , Hoadley and Heyman (1977) , Karmarkar (1979) , Karmarkar and Patel (1977) , and Krishnan and Rao (1965) studied structural properties of the optimal policies for single-period problems. Karmarkar (1981) , Robinson (1990) , and Showers (1979) studied the structures of optimal policies for multiperiod problems. Karmarkar (1981) actually treated a more general problem. When being confined to the transshipment setting, his model assumes that transshipment decisions are made before demand arrivals, and on the other hand does not insist on the aforementioned nonnegative-level requirement. Like our model, Robinson (1990) assumed that transshipment decisions are made upon demand arrivals. Therefore, his model can be applied to the virtual transshipment situation. Indeed, Robinson did not make hard constraints out of the nonnegative-level requirement, but limited problem parameters into ranges that ensure the validity of the real transshipment interpretation of his results. Showers (1979) allowed ordering only at regular intervals, with transshipments occurring in the intervening periods. Tzur (2001, 2003) treated the problem in a multiperiod deterministic demand setting.
The only work on capacitated inventory control involving lateral transshipments that we are aware of is the recent paper by Hu et al. (2004) . Working with real transshipments, the authors derived structural properties for optimal production and transshipment polices that are comparable to this paper's results. Real transshipments are in some sense more difficult than virtual transshipments to deal with, in that they have the extra requirement on the nonnegativity of the giving end's inventory levels before and after a transshipment. This extra difficulty with real transshipments is best illustrated in the aforementioned work, in that the validity of its results (especially its stage-two optimization formulation) relies upon certain, albeit fairly reasonable, assumptions on the relationship between unit revenues and transshipment costs.
Some authors concentrated on optimizing parameters for given policy shapes and deriving heuristics under the continuous-review and mostly Poisson demand settings. They include Alfredsson and Verrijdt (1999) , Axsäter (1990 Axsäter ( , 2003 , Cohen et al. (1986) , Dada (1992) , Grahovac and Chakravarty (2001) , Lee (1987) , Sherbrooke (1992) , and Slay (1986) . Archibald et al. (1997) characterized the optimal policy for a two-location continuous-review problem. Tagaras and Cohen (1992) compared different rules for lateral transshipments by simulation. Recently, Rudi et al. (2001) considered decentralized decision making in the presence of transshipments and derived the optimal prices that lead to joint-profit maximization.
According to our survey of the operations management (OM) literature, there has not been any theoretical study on using virtual transshipments to help capacitated plants work in concert to better cope with random demands. Due to virtual transshipments' relative simplicity over real transshipments, we were able to reach fairly detailed structural results on the optimal production and transshipment control policies under very general cost assumptions. We also learned from our computational study that adopting the practice can lead to substantial savings.
Mathematical Formulation
For function f x , we use d x f x to denote its derivative; for function f x 1 x 2 , we use x 1 f x 1 x 2 and x 2 f x 1 x 2 to denote its partial derivatives. We maintain the convention that derivatives are with respect to the original form of the function. For instance, for f x = x originally defined as a function of x, we assume that d x f x 3 = 1 as opposed to 3x 2 . We adopt the convention of numbering periods t in the backward fashion, with the terminal period being denoted period 0. We also assume that events after period 0 are inconsequential. In the following, we list symbols that will be immediately needed in our formulation of a two-plant problem (i j = 1 2, and i = j): L i : plant i's production lead time which can be either zero or one; c it : plant i's nonnegative capacity in period t; p it : plant i's nonnegative unit production cost in period t; q ijt : nonnegative unit transshipment cost from plant i to plant j in period t (it is not necessary thatq ijt =q jit ); H it I : plant i's nonnegative convex per-period inventory handling cost in period t, which assumes its minimum at H it 0 = 0;
: discount factor per period; D it : random demand level that arises in region i in period t; demand levels across different periods are assumed to be independent, while the levels across different regions need not be so;
I it : plant i's inventory position at the beginning of period t;
x it : production level at plant i in period t; u ijt : virtual transshipment level from plant i to plant j in period t.
2t . We assume that M t < + for every t. Also, we assume that E D 1t < + and E D 2t < + . These assumptions make our ensuing definitions for cost functions feasible.
In each period t, first, for each plant, items whose production is initiated in period t + 1 arrive to the plant if its production lead time is one. Then, after observing the starting inventory positions I 1t and I 2t at the two plants, the firm decides the production levels x 1t ∈ 0 c 1t and x 2t ∈ 0 c 2t at the two plants. For each plant, the items being produced are immediately available if its production lead time is zero. Then, demand levels D 1t and D 2t are realized at the two plants, so that the inventory positions at the two plants would become, respectively, I 1t + x 1t − D 1t and I 2t + x 2t − D 2t in the absence of any transshipments. Now the firm decides the virtual transshipment levels: u 12t ∈ 0 D 2t for the relief of plant 2 demands and u 21t ∈ 0 D 1t for the relief of plant 1 demands, so that the firm's starting inventory positions at the two plants in period t − 1 will actually turn out to be
Plant i will mingle together its own undiverted demands and demands being virtually assigned to it from region j, and treat them in the first-come-first-served fashion, with unserved demands being backlogged. Items demanded by region j and retrieved from plant i's inventory will travel for a certain nonnegative lead timel ij to reach their destination.
Letg t I 1 I 2 be the least possible total discounted expected cost that the firm has to face if at the beginning of period t, its inventory status is I 1 I 2 . Then, we have the following recursive relationship whenL 1 =L 2 = 0: 
which reflects values of the end-of-horizon inventory holdings.
While our future derivations hinge on the assumption that production lead times are zero or one, the two transshipment lead times need not be so, nor do they even have to be integral or equal to each other. These transshipment lead times simply do not explicitly enter the above formulation. Note that at any moment, items that are being transshipped between the two regions are related to alreadyexecuted decisions and hence are out of the model's sight. On the other hand, the transshipment costs should implicitly take into account not only the physical transportation costs between the regions, but also the backlogging costs incurred by the receiving ends over the transshipment lead times. For instance, when costs are stationary and we can drop the t-subscripts, the discount factor is almost one and region j's backlogging cost rate isb j ; we would expectq ij to be larger thanl ij ·b j so that their difference can still represent the positive cost of transporting an item from region i to region j.
From now on, we assume thatL 1 =L 2 = 0. All our derivations and results for this case can be easily extended to the three other cases due to the slight changes needed in (1) to accommodate them. Now we introduce the following definitions:
The newly defined g t I 1 I 2 can be viewed as the presentvalue cost of having starting inventory levels I 1 and I 2 at the beginning of period t with the consideration of the inventory build-up cost, y 1 and y 2 are the post-production inventory levels at the two plants, v 12 is the total absolute virtual transshipment level between the two plants, and w 12 is the net virtual transshipment level from plant 1 to plant 2. Combining (1), (2), and (3), we have 
and
Because of the nonnegativity ofq 12t andq 21t , we always have v 12 = w 12 as a solution for (4). In other words, the transshipment activity between plants 1 and 2 needs to occur only in one direction. From now on, one variable w 12 denotes the entire transshipment activity: a w 12 quantity is being transshipped from plant 1 to plant 2 when w 12 0 and a −w 12 quantity is being transshipped from plant 2 to plant 1 when w 12 0. Moreover, we now have
A pair of optimal solutions y * 1t I 1 I 2 and y * 2t I 1 I 2 of (6) determines the optimal produce-up-to levels for the two plants when the initial inventory levels are I 1 and I 2 , respectively. An optimal solution w * 12t y 1 y 2 d 1 d 2 of (8) determines the optimal transshipment level from plant 1 to plant 2 when the post-production inventory levels of the two plants are y 1 and y 2 , respectively, and demands realized in the two regions are d 1 and d 2 , respectively.
When a function f x is convex, it will be continuous and piecewise continuously differentiable (PCD) (see, e.g., Rockafellar 1970 ). For such a function f x , we pretend in notation that d x f x exists everywhere even though in reality there can be a countable number of x 0 s where
We compensate this looseness in notation by adopting the convention that whenever d
When f x 1 x 2 is jointly convex, its cross-section on any straight line in the x 1 x 2 -plane is convex, and therefore PCD.
Background Knowledge
In this section, we elaborate on the properties of supermodularity, diagonal dominance, convexity, mild monotonicity, etc. and the relationships among them. Results from here are to be used in the derivations in the next section. Let function f x 1 x 2 be an arbitrary real function defined on R 2 . We have the following definitions concerning supermodularity, diagonal dominance, and convexity. Definition 1. Function f x 1 x 2 is supermodular (SP 1 2 or SP 2 1 ) if for any x 1 x 2 , 1 0, and 2 0, it follows that
When f x 1 x 2 is PCD, (9) is equivalent to any of the following four statements:
All the above equivalences can be proved using integrations on certain straight-line paths in the x 1 x 2 -plane. When f x 1 x 2 is twice continuously differentiable, (9) is equivalent to
We say function f x 1 x 2 is SP ±1 ±2 if f ±x 1 ±x 2 is SP 1 2 . Note that SP 1 2 , SP 2 1 , SP −1 −2 , and SP −2 −1 are the same property, while SP 1 −2 , SP −2 1 , SP −1 2 , and SP 2 −1 all collapse into another single property which is often referred to as submodularity.
There exists a more general concept of supermodularity that is originally defined for functions on general lattices. The current more special concept is a result of confining the general notion to functions on the special lattice of R 2 endowed with the componentwise partial ordering: for two vectors x . The current version coincides with the concept of increasing differences, a related concept much studied in the economics literature. The reader may refer to Topkis (1998) for a review of the concepts of lattice, supermodularity, and increasing differences.
Definition 2. Function f x 1 x 2 is diagonally dominant in its first element (DD 1 ) if for any x 1 x 2 , 1 0, and 0, it follows that
When f x 1 x 2 is PCD, (10) is equivalent to any of the following four statements:
x 2 is increasing in x 1 . All the above equivalences can be proved using integrations on certain straight-line paths in the x 1 x 2 -plane. When f x 1 x 2 is twice continuously differentiable, (10) is equivalent to
We define DD 2 symmetrically.
Payoff functions having the supermodularity property and the related property of increasing differences make many games brimming with special properties; see e.g., Topkis (1979) , Milgrom and Roberts (1990) , Vives (1990) , and Lippman and McCardle (1997) as references.
On the other hand, the supermodularity and diagonal dominance concepts of functions on R 2 or N 2 (the integer plane) have been simultaneously exploited in the OM literature for deriving optimal control policies. For instance, Ha (1997) utilized these concepts on N 2 for a continuoustime discrete-state make-to-stock production system, while Yang (2004) utilized these concepts on R 2 for another discrete-time continuous-state production system. However, no unified treatment has so far emerged for optimal control problems that call for the involvement of these concepts. The way this paper invokes these concepts is completely different from those used in the existing OM literature. Now we define several concepts that are applicable to functions on R n for n = 1 2 . To this end, we let x be an arbitrary vector in R n and for any i = 1 n, let e i be the constant n-dimensional vector whose ith element is one and all other elements are zero.
Definition 3. For any subset S of 1 2 n , we say that function f x , defined on R n , is CV S when it is jointly convex over the x i s for i ∈ S.
Definition 4. We say that function y x mildly increases (decreases) in its ith element (MI i [MI −i ]) if for any 0, it follows that
, it is increasing (decreasing) in x i and yet the increasing (decreasing) rate is no more than 1.
Definition 5. We say that function y x is mildly shifting while increasing in its ith element at the expense of its jth element (MS i −j or MS −j i ) if for any 0, it follows that
When y x is MS i −j , or equivalently, MS −j i , a unit increase in x i at the expense of x j will not make the function increase by more than one unit. The concepts just introduced are intricately related. Next, we present the lemmas and corollaries about these relationships that are immediately applicable to the current problem. We have placed all proofs associated with this section in the electronic companion to this paper, which is available as part of the online version that can be found at http://or.journal.informs.org/.
When f x 1 x 2 is known to be twice continuously differentiable or the state space is discrete, the proof of Lemma 1 can be more straightforward; see, e.g., Ha (1997, p. 44) . However, for the current case where the state space is continuous and yet f x 1 x 2 is not necessarily twice continuously differentiable, the proof needs to be slightly more involved.
Lemma 2. Suppose that
or equivalently,
We see from Lemma 2 that somehow diagonal dominance is just supermodularity after a 45-degree rotation.
Lemma 3. Suppose that
where a and b are constants satisfying a b, and suppose that f x 1 x 2 is SP 1 2 , DD 1 , and DD 2 . Then, there is x * 2 x 1 such that it is MI −1 and f
for any 1 ∈ 0 and 2 ∈ 0 for some > 0.
for any ∈ 0 and 1 ∈ 0 for some > 0.
Structural Results About the Optimal Policies
We show in this section that the optimal production and transshipment policies are all mildly monotone in their respective contingent variables, that the optimal production policy for each plant is of the modified base-stock type in observance of its own capacity level while the base level mildly decreases in the other plant's starting inventory level, and that the optimal transshipment policy can be implemented in an item-by-item fashion when demands are discrete. The technical Lemmas 5, 6, and 7 that lead to the main result Theorem 1 all seem to be previously unknown. They may even be useful in deriving optimal policies for other problems.
Concerning the Optimal Transshipment Policy
Judging from the right-hand side of (8), we can naturally conclude that the following lemma is essential to the form of the optimal transshipment policy. Essentially, it states the simultaneous preservation of the supermodularity and diagonal dominances of any cost function through an (8)-like operator. The mild monotonicity of the optimal transshipment levels comes as a byproduct of the preservation result.
Lemma 5. Suppose that Proof of Lemma 5. By Lemma 1, f x 1 x 2 is CV 1 2 . So, both v x and f x 1 x 2 are PCD, and
We have 
The above inequalities entail that w
, that the increment in x 1 is mild, and that the function is also MS 1 −2 , respectively. By symmetry, we know that w 
Utilizing the definition of w O 12 x 1 x 2 , we further have
when x 1 x 2 is in region 2
Apparently, f x 1 x 2 is PCD. Now we prove that x 1 f x 1 x 2 is increasing in x 2 . By integration, this will lead to f x 1 x 2 being SP 1 2 . To this end, for 2 0, let
We need to show that LHS 0. We achieve this in a case-by-case fashion. We use i 1 i 2 to denote the case where x 1 x 2 is in region i 1 and x 1 x 2 + 2 is in region i 2 . Due to Lemma 4, we do not have to consider cases where Regions 1 and 3 are simultaneously involved. So, we have only Cases 11, 12, 22, 23, and 33 to consider.
For Case 11,
We have LHS 0 by property (2). 
For Case 12, LHS
We have LHS 0 by property (2). Now we prove that x 1 f x 1 + x 2 − is increasing in . By integration, this will lead to f x 1 x 2 being DD 1 . To this end, for 0, let
We need to show that LHS 0. We achieve this in a case-by-case fashion. We use i 1 i 2 to denote the case where x 1 x 2 is in region i 1 and For Case 32,
x 1 x 2 is MS 1 −2 , we know that . Then, we have LHS 0 by property (3).
For Case 33,
We have LHS 0 by property (3). By symmetry, we can also prove that f x 1 x 2 is DD 2 in almost the same way as we have proved it being DD 1 .
Concerning the Optimal Production Policy
We may view the last term on the right-hand side of (6) as two optimization operators being invoked sequentially, where the outer operator is concerned with plant 1 and the inner operator with plant 2. The following lemma shows that either of the operators simultaneously preserves the supermodularity and diagonal dominances of any involved cost function. The mild monotonicity of the optimal production policies then comes as a byproduct of the preservation result.
Lemma 6. Suppose that f x 1 x 2 = inf f x 1 y 2 x 2 y 2 x 2 +c 2 wherec 2 is a nonnegative constant, and suppose that f x 1 x 2 is SP 1 2 , DD 1 , and DD 2 . Then, f x 1 x 2 is SP 1 2 , DD 1 , and DD 2 .
We will need to apply Lemma 6 twice to obtain our desired results relating to (6). To do so, we may first decompose (6) into two equations:
To apply Lemma 6 to (20), we will need to replace f x 1 x 2 with g t x 1 x 2 and f x 1 y 2 with g t x 1 y 2 .
To apply the same lemma to (19), however, we will need to replace f x 1 x 2 with g t x 2 x 1 and f x 1 y 2 with
Proof of Lemma 6. By Lemma 1, f x 1 x 2 is CV 1 2 , and hence PCD, and
By Lemma 3, there is an MI −1 function x * 2 x 1 that minimizes f x 1 x 2 for − x 2 + at an arbitrary x 1 . Actually, given any x 1 , x * 2 x 1 is the solution for the equa-
can be determined as follows: 
See Figure 3 for a depiction of x 1 y O 2 x 1 x 2 in the x 1 x 2 -plane. Now, taking into account the special property about x * 2 x 1 , we have First, we prove that f x 1 x 2 is SP 1 2 by proving that, for 2 > 0,
We use i 1 i 2 to denote the case where x 1 x 2 is in region i 1 and x 1 x 2 + 2 is in region i 2 . Due to Lemma 4, we do not have to consider cases where regions 1 and 3 are simultaneously involved. So, we have only Cases 11, 12, 22, 23, and 33 to consider. For Case 11, LHS = x 1 f x 1 x 2 + 2 +c 2 − x 1 f x 1 x 2 +c 2 . We have LHS 0 by property (1). For Case 12, LHS = x 1 f x 1 x * 2 x 1 − x 1 f x 1 x 2 +c 2 . We have LHS 0 by the fact that x 2 x * 2 x 1 −c 2 and property (1).
For Case 22, LHS = 0. For Case 23, LHS = x 1 f x 1 x 2 + 2 − x 1 f x 1 x * 2 x 1 . We have LHS 0 by the fact that x 2 + 2 x * 2 x 1 and property (1).
For Case 33, LHS = x 1 f x 1 x 2 + 2 − x 1 f x 1 x 2 . We have LHS 0 by property (1).
Next, we prove that f x 1 x 2 is DD 1 by proving that, for > 0,
We use i 1 i 2 to denote the case where x 1 x 2 is in region i 1 and 
We have LHS 0 by property (2). Noting that there is no symmetry between DD 1 and DD 2 in the current case, we prove that f x 1 x 2 is DD 2 by proving that, for > 0,
We use i 1 i 2 to denote the case where x 1 x 2 is in region i 1 and For Case 33, LHS = x 2 f x 1 − x 2 + − x 2 f x 1 x 2 . We have LHS 0 by property (3).
When we put the plant 1 and plant 2 operators together, we can obtain more detailed results about the optimal production policies than the mild monotonicity results alone by using the Karush-Kuhn-Tucker (KKT) conditions along with what we have learned from Lemma 6. In particular, we have that y * 1 x 1 x 2 is MI 1 and MI −2 and y * 2 x 1 x 2 is MI −1 and MI 2 . To apply Lemma 7 to (6), we will need to replace f x 1 x 2 with g t x 1 x 2 and f y 1 y 2 with
Proof of Lemma 7. Define f x 1 x 2 so that f x 1 x 2 = inf f x 1 y 2 x 2 y 2 x 2 +c 2 Then, we have f x 1 x 2 = inf f y 1 x 2 x 1 y 1 x 1 +c 1 Apply Lemma 6 twice, and we can obtain that f x 1 x 2 is SP 1 2 , DD 1 , and DD 2 . By Lemma 3, there are MI −1 functions x * 2 x 1 and x * 1 x 2 such that x * 2 x 1 achieves the minimum for f x 1 x 2 within − x 2 + at an arbitrary x 1 and x * 1 x 2 achieves the minimum for f x 1 x 2 within − x 1 + at an arbitrary x 2 . Also, the intersection of curves x 2 = x * 2 x 1 and x 1 = x * 1 x 2 , x * * 1 x * * 2 , minimizes f x 1 x 2 in − + × − + . Therefore, using the KKT conditions, the minimizers for f x 1 x 2 , y * 1 x 1 x 2 , and y * 2 x 1 x 2 , can be decided by the 
The Overall Optimal Policies
By combining the knowledge gained from Lemmas 5 and 7, we can confirm the simultaneous preservation of the supermodularity and diagonal dominances of function g t I 1 I 2 through the optimization operator on the right-hand side of (4). The detailed results about the optimal production policies and the mild monotonicity results about the optimal transshipment policies can be simultaneously derived. while the optimal produce-up-to level y * 2t I 1 I 2 is symmetrically determined. In particular, y * 1t I 1 I 2 is MI 1 and MI −2 , while y * 2t I 1 I 2 is MI −1 and MI 2 . Proof. We prove by induction. When t = 0, we have g 0 I 1 I 2 = 0 being SP 1 2 , DD 1 , and DD 2 . Suppose that for some t = 1 2 , we know that g t−1 I 1 I 2 is SP 1 2 , DD 1 , and DD 2 . Due to the convexity of H 1t I and H 2t I and the hypothesis about g t−1 I 1 I 2 , the right-hand side of (8) Figure 4 , and that g t I 1 I 2 is SP 1 2 , DD 1 , and DD 2 . This completes the induction. We can obtain the detailed description for the optimal production policy by following Figure 4 .
From Theorem 1, we see that each plant should operate under a modified base-stock production policy, while the base level should mildly decrease in the other plant's starting inventory level. Therefore, the optimal produce-up-to level at each plant is increasing in the starting inventory level of the current plant and decreasing in the corresponding level of the other plant, yet the optimal quantity produced is decreasing in the former and increasing in the latter.
We also see that the optimal transshipment level from one plant to another is mildly increasing in the postproduction inventory level of the first plant and mildly decreasing in the corresponding level of the second plant, and is mildly decreasing in the realized demand level at the first plant and mildly increasing in the same level at the second plant. In addition, if some x units of items were shipped from one plant to the other between the occurrences of production and transshipment, in reaction the optimal transshipment level from the second plant to the first would increase by some level between zero and x, and, if some x units of demands that were supposed to be realized at one plant were actually realized at the other, in reaction the optimal transshipment level from the first plant to the second plant would increase by some level between zero and x. All these results are quite intuitive.
The fact that w * 12t y 1 y 2 d 1 d 2 is MI 1 , MI −2 , MI −3 , and MI 4 translates into the following when demands are discrete:
The implication of (24) is that, when the time spots for both production completions of individual items and arrivals of individual orders are separable, we should be able to optimally decide, for each individual order, the plant it is to be assigned to immediately upon its arrival instead of having to wait for all production completions and demand arrivals within the period to be realized.
The mild monotonicity property can potentially be exploited to help save computational time when a method based on value or policy iteration is used to find the optimal stationary (infinite-horizon) control policy for the discrete problem. Whenever a complete policy is needed in a given iteration, we may spend effort in finding desirable actions for only a sparse subset of points in the state space and then use interpolation to obtain actions for the remaining points. The density of the subset should grow with the number of iterations that already took place, and the subset should eventually grow into the state space. Interpolation here is likely to serve as a good substitute for exact calculation just because the optimal policy enjoys the mild monotonicity property. Note that for the current problem with an unbounded state space, some kind of extrapolation will be unavoidable for the approximations involving remote points in the space.
Extension to the Infinite-Horizon Case
This section shows that all previous results can be extended to the stationary infinite-horizon discounted-cost case. To this end, we suppose that all costs and distributions are stationary and drop the t-subscript whenever possible. We furthermore assume thatc 1 < + andc 2 < + . First, we show the convergence of the cost function sequence g t I 1 I 2 to a certain limit function g I 1 I 2 .
Theorem 2. For any fixed I 1 and I 2 , there exists some g I 1 I 2 to which g t I 1 I 2 converges as t tends to + . The convergence is also uniform in any bounded region of the I 1 I 2 -plane. In particular, there areĀ t andB t with lim t→+ Ā t = lim t→+ B t = 0 such that
Proof. Because g 0 I 1 I 2 = 0, we can use a sample-path argument (a more elaborate reasoning process may be found in the similar proof of Theorem 6 in Yang et al. 2005 ) to arrive at
and the first t periods of the optimal t + 1 -period policy are adopted t E g 1 I 11 I 21 I 1 t+1 = I 1 I 2 t+1 = I 2 and the optimal t-period policy is adopted (25) By (8) and again the fact that g 0 I 1 I 2 = 0, we have
for some constants A and B. Then, by (7), we have
for some constants A and B . Further, by (6), we have
for some constants A and B . On the other hand, regardless of policies adopted, we always have
By combining (25), (28), and (29), we obtain
for some constants A * , B * , and C * . Therefore, we have
So, g t I 1 I 2 t = 0 1 2 is a Cauchy sequence and the convergence is uniform in any bounded I 1 I 2 -region. Therefore, there exists g I 1 I 2 to which g t I 1 I 2 converges, and the convergence is uniform in any bounded I 1 I 2 -region. In view of (31), the last statement in the theorem is obvious.
Next, we show that the limit function g I 1 I 2 solves (4) with it being on both sides in the places of g t I 1 I 2 and g t−1 I 1 I 2 , respectively. Define g y 1 y 2 d 1 d 2 so that it equals the right-hand side of (8) with g t−1 I 1 I 2 being replaced by g I 1 I 2 , and define g y 1 y 2 so that it equals the right-hand side of (7) with g t y 1 y 2 d 1 d 2 being replaced by g y 1 y 2 d 1 d 2 .
Theorem 3. As t tends to + , g t y 1 y 2 d 1 d 2 converges to g y 1 y 2 d 1 d 2 and the convergence is uniform in any bounded y 1 y 2 d 1 d 2 -region; g t y 1 y 2 converges to g y 1 y 2 and the convergence is uniform in any bounded y 1 y 2 -region. Also, g I 1 I 2 is equal to the right-hand side of (6) with g t y 1 y 2 being replaced by g y 1 y 2 .
Proof. Given any y 1 y 2 d 1 d 2 , we know from Theorem 2 that the infimum in (8) is taken in a region where the convergence of g t I 1 I 2 to g I 1 I 2 is uniform. So, it is easy to see that g t y 1 y 2 d 1 d 2 converges to g y 1 y 2 d 1 d 2 . The convergence is also uniform, and there existĀ t andB t with lim t→+ Ā t = lim t→+ B t = 0 such that
Therefore, by the fact that E g t y 1 y 2 D 1 D 2 exists for every t and by Lebesgue's Dominated Convergence Theorem (see, e.g., Royden 1968, Chapter 4, Theorem 15, p. 88), we have that g t y 1 y 2 converges to g y 1 y 2 . Because E D 1 < + and E D 2 < + , there existĀ t andB t with lim t→+ Ā t = lim t→+ B t = 0 such that
Therefore, the infimum in (6) is taken in a region where the convergence of g t y 1 y 2 to g y 1 y 2 is uniform. So, as t tends to + , the right-hand side of (6) converges to the same thing with g t y 1 y 2 being replaced by g y 1 y 2 .
According to Theorem 3, we now have
Let y * 1 I 1 I 2 and y * 2 I 1 I 2 be a pair of optimal solutions for the right-hand side of (32), and w y 1 y 2 d 1 d 2 an optimal solution for the right-hand side of (34). We can now show that the preservation result for g t I 1 I 2 through a (4)-like operator as stated in Theorem 1 applies to g I 1 I 2 as well. Consequently, we have all the results for the infinite-horizon optimal policies that are similar to those for the finite-horizon policies.
Theorem 4. g I 1 I 2 is SP 1 2 , DD 1 , and DD 2 . Consequently, we can select the optimal policies for the infinite-horizon problem so that the following are true. The optimal transshipment level w Proof. Combining Theorems 1 and 2, we know that g I 1 I 2 is SP 1 2 , DD 1 , and DD 2 because these properties, like convexity, are preserved under pointwise convergence. Due to Theorem 3, the rest of the proof can follow that of Theorem 1 almost verbatim.
The following lemma states a convergence result for the derivatives of convex functions. It will be used to derive the convergence of the finite-horizon optimal policies to the infinite-horizon ones. The proof of this lemma can be found in the electronic companion to this paper.
The following theorem shows that we can obtain the infinite-horizon optimal actions by taking limits of the finite-horizon optimal actions equally as well as obtaining the infinite-horizon cost function first and then finding the optimal solutions for the right-hand side of (4) with this cost function replacing its finite-horizon counterpart. 
A Computational Study
We conduct a computational study to illustrate the benefit of transshipment. By using different parameter values, we also learn the impacts of the parameters on achievable cost savings by transshipment.
For the cases that we study, the demands are discrete and the parameters are stationary. Hence, the t signs will be suppressed whenever possible. We also assume symmetry, that is to say, the values of all the parameters at the two plants are equal. Therefore, we also suppress the subscript used for plant identification. In addition, we assume a V -shaped inventory handling cost: H I =h·I + +b ·I − . As a default, we let the discount factor = 0 99, the capacity levelc = 7, the unit production costp = 30 0, the holding cost rateh = 1 0, and the backlogging cost rateb = 4 0.
Each discrete demand distribution that we use can be described by three parameters: the minimum demand levelū, the maximum demand levelv, and a parameter which indicates the correlation between the demand levels at the two plants. Suppose that D 1 and D 2 represent the stochastic demands at the two plants, respectively. Then, for any d 1 d 2 =ū ū + 1 v − 1 v, we have
where, as a renormalization factor,
The correlation between the two demand levels increases with . When > 1, the two levels are positively correlated; when 0 < < 1, the two levels are negatively correlated; while when = 1, the two levels are independent of each other. As a default, we letū = 0,v = 12, and = 1. A representation of the demand distribution is shown in (37):
For every specific case, we use value iteration to find the optimal total expected discounted operational cost and optimal production and transshipment policies. We use a quadratic extrapolation of the cost function to get around the problem of there being an infinite number of states. Our computational results verify that the previous theoretical results are all correct.
At a specific unit transshipment costq, suppose that the optimal cost at state 0 0 is c q for any particular case. We then define the term % = c + − c q 0 /c + as the percent cost saving that can be achieved by transshipment at a unit costq 0 because the case withq = + is effectively the one where transshipment is not allowed. As expected, we see from the tables that the percent cost savings decrease to zero as the unit transshipment costq increases to + . When all parameters are at their default Table 1 .
The values under differentūs,vs, andqs. 1.07 0.83 0.58 0.00 0.00 0.00 0.00 0.00 0.00 0 9
1.16 0.92 0.69 0.16 0.00 0.00 0.00 0.00 0.00 0 12 2.96 2.76 2.58 2.04 1.38 0.73 0.13 0.00 0.00 3 3 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 3 6 0.46 0.36 0.27 0.00 0.00 0.00 0.00 0.00 0.00 3 9 0.88 0.77 0.65 0.37 0.09 0.02 0.00 0.00 0.00 6 6 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1 10 1.32 1.14 0.97 0.50 0.15 0.02 0.00 0.00 0.00 3 8 0.55 0.43 0.31 0.07 0.00 0.00 0.00 0.00 0.00 5 6 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0 13 5.33 5.16 5.01 4.57 3.95 3.07 1.64 0.60 0.00 3 10 2.06 1.95 1.85 1.55 1.14 0.70 0.20 0.02 0.00 6 7 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 values, it is reasonable forq = 5. In this case, we see that with transshipment, the firm can achieve a saving of 2 04%, which can be critical in a competitive environment. We can learn from Table 1 that at the same average demand level, the use of transshipment can result in larger cost savings when demand deviations are larger. We can also observe that when the total plant utilization level is close to one, that is, when the sum of the average demand levels in the two regions is very close to the total capacity level at the two plants, the option of transshipment becomes extremely valuable. A way of explaining the above is that when demand levels fluctuate very wildly or when the system is running close to its total capacity, there will be many opportunities for the two plants to help out each other.
We can learn from Table 2 that inventory handling costs that are larger in comparison to the production cost lead to larger savings from transshipment. This is because relatively larger inventory handling costs widen the relative gap in costs resulting from adopting different production/transshipment decisions.
We can learn from Table 3 that the more negatively correlated the demand levels at the two plants are, the larger the cost savings that transshipment can achieve. This is because there are more occasions for it to be profitable for the two plants to help out each other when they face more negatively correlated demand levels. We should speculate that this trend will be more prominent when there are positive autocorrelations between demand levels in different periods at any single location because then the pattern of the capacity utilization level at one plant being above while that at the other being below the average level will be sustained for even longer periods of time.
Concluding Remarks
Major contributions of this paper include: (1) the simultaneous consideration of capacitated production and lateral transshipments, (2) the introduction of the virtual lateral transshipment concept, (3) possibly new results concerning the simultaneous preservation of supermodularity and diagonal dominances through certain operators as indicated by Lemmas 5, 6, and 7, (4) the monotonicity results about the optimal production and transshipment policies, especially the modified-base-stock property of the optimal production policy and the demand-by-demand implementability of the optimal transshipment policy, (5) extensions of the above results to the stationary infinite-horizon case, and (6) results from a computational study that confirm the benefits of employing transshipment and managerial insights into how to amplify such benefits.
Some immediate important questions that still remain unanswered are: (1) Can these results be extended to cases with more than two plants? (2) How can the results be extended to the infinite-horizon undiscounted-cost case? (3) What if demand levels in different periods are corre- lated? Our future research will try to answer some of these questions.
As was pointed out earlier, there have already been some studies in the OM literature, otherwise divergent in approaches, that all utilize the simultaneous preservations of the SP 1 2 , DD 1 , and DD 2 properties under certain minimization-type operators, with the purpose of deriving the optimal control policies for two-inventory systems. We believe that there must be some deeper theory that can unify all these different approaches. However, such a theory still seems elusive for the time being.
It will be worthwhile to know whether the current qualitative results can be somehow carried over to the case where production capacities, demand levels, and even cost parameters are Markovian or Markov-modulated. We speculate that the benefit of having the virtual transshipment option will be even more prominent when production capacities and demand levels are stochastically monotone (positively autocorrelated), while demand levels in different regions in common periods are negatively correlated.
Also, when going beyond two inventories to n inventories, we speculate that the simultaneous preservation of SP i j for i j = 1 n and i = j and DD i for Table 3 . The values at different s andqs. So far, no work on the simultaneous management of more than two inventories seems to have appeared. Note that, what we mean by a multi-inventory system here is different from a multi-echelon inventory system: in the former, each installation faces its own exogenous input or output, while in the latter, only one installation has to face an exogenous input or output (usually output). 
Online Companion
For any x 1 x 2 and , we define D 1 f x 1 x 2 so that
We define D 2 f x 1 x 2 symmetrically.
Proof of Lemma 1. For any 0, we have
where the first inequality is due to f x 1 x 2 being DD 1 and the second inequality is due to f x 1 x 2 being SP 1 2 . So f x 1 x 2 is CV 1 at any x 2 . Symmetrically, f x 1 x 2 is CV 2 at any x 1 . By Definition 3, we need to show the joint convexity of f x 1 x 2 , which amounts to convexity on all straight lines in the x 1 x 2 -plane. For arbitrary x 1 , x 2 , 1 0, and 2 0, convexity of the function on straight lines with positive grades can be guaranteed if we have f x 1 + 2 1 x 2 + 2 2 − f x 1 + 1 x 2 + 2 f x 1 + 1 x 2 + 2 − f x 1 x 2 (EC3)
while that on straight lines with negative grades can be guaranteed if we have f x 1 + 2 1 x 2 − f x 1 + 1 x 2 + 2 f x 1 + 1 x 2 + 2 − f x 1 x 2 + 2 2 (EC4)
Utilizing the definition in (EC1), we see that (EC3) and (EC4) are in turn equivalent to
respectively. To prove (EC5), we have
where the first inequality is due to f x 1 x 2 being SP 1 2 and the second inequality is due to f x 1 x 2 being CV 1 ; and D 2 f x 1 + 2 1 x 2 + 2 2 D 2 f x 1 + 2 1 x 2 2 D 2 f x 1 + 1 x 2 2 (EC8)
where the first inequality is due to f x 1 x 2 being CV 2 and the second inequality is due to f x 1 x 2 being SP 1 2 . Combine (EC7) and (EC8), and we obtain (EC5). Now we are to prove (EC6 we have that (EC9), (EC10), and (EC11) lead exactly to (EC6). The case where 1 2 can be symmetrically tackled.
Proof of Lemma 2. For any 1 , 2 , and , we have
Apparently, (EC12) will settle the "if" part and (EC13) the "only if" part of the proof.
Proof of Lemma 3. Since f x 1 x 2 is SP 1 2 , DD 1 , and DD 2 , we know it is CV 1 2 from Lemma 1. So at any fixed x 1 , we may let x
