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Abstract—Complicated and deep neural network models can 
achieve high accuracy for image recognition. However, they require 
a huge amount of computations and model parameters, which are 
not suitable for mobile and embedded devices. Therefore, MobileNet 
was proposed, which can reduce the number of parameters and 
computational cost dramatically. The main idea of MobileNet is to 
use a depthwise separable convolution. Two hyper-parameters, a 
width multiplier and a resolution multiplier are used to the trade-off 
between the accuracy and the latency. In this paper, we propose a 
new architecture to improve the MobileNet. Instead of using the 
resolution multiplier, we use a depth multiplier and combine with 
either Fractional Max Pooling or the max pooling. Experimental 
results on CIFAR database show that the proposed architecture can 
reduce the amount of computational cost and increase the accuracy 
simultaneously1.  
Keywords—deep learning; MobileNet; neural networks; image 
classifier; image recognition 
I.  INTRODUCTION  
Since AlexNet [1] achieved ImageNet’s Champion [2], the 
general trend of deep learning is to make more complicated and 
deeper networks to get a higher accuracy [3-6]. However, 
complicated networks cost lots of resources and are not suitable 
for mobile and embedded devices. To solve the problems, models 
with less parameters are getting more and more attention [7-10]. 
MobileNet [11] is one of them, and it provides a solution for 
mobile and embedded devices. 
Instead of using the standard convolution, MobileNet uses a 
special convolution called depthwise separable convolution. With 
the depthwise separable convolution, it needs about one-eighth of 
computational cost and has only a little drop in accuracy. For the 
trade-offs of computational cost, size of model parameters, and 
accuracy, MobileNet also provides two hyper-parameters. Those 
are α, named width multiplier, and ρ, named resolution multiplier. 
Although adjusting α or ρ can reduce the computational cost or 
parameter size of models tremendously, it always causes accuracy 
to drop. 
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In this paper, we present a new model architecture to solve 
this problem. With the proposed architecture, we are able to 
increase the accuracy and reduce the computational cost 
simultaneously.  
The paper is organized as follows. Section II introduces the 
prior works about the model structure of MobileNet and various 
pooling patterns. Section III describes the main idea of the 
proposed architecture about using a new hyper-parameter, depth 
multiplier, and adding two different kinds of max pooling to 
MobileNet. Section IV shows experimental results on CIFAR-10 
and CIFAR-100 databases. Section V gives a concluding remark. 
II. PRIOR WORKS 
Depthwise separable convolution, which is a form of 
factorized convolution, is the core layer in MobileNet, and its 
characteristic is to split the standard convolution into a depthwise 
convolution and a 1 × 1 convolution named pointwise 
convolution. In the MobileNet, the depthwise convolution means 
that each of filters only uses a single input channel to do 
convolution. Then the pointwise convolution integrates the 
depthwise convolution output and performs a 1 × 1 convolution. 
Depthwise separable convolution uses between 8 to 9 times less 
computational cost than the standard convolution. Although the 
computation has already been reduced by using depthwise 
separable convolution, a different approach to reduce 
computation is shrinking or factorizing. In MobileNet, two hyper-
parameters are also presented for shrinking and factorizing, which 
are α named width multiplier and ρ named resolution multiplier. 
Both the values of α and ρ are in the range (0, 1]. Reducing the 
value of α corresponds to reducing the number of filters, while 
reducing the value of ρ corresponds to reducing the image 
resolution. By adjusting both the values of α and ρ, we can obtain 
a small network and reduce computation. However, it always goes 
with reduced accuracy.  
There are various kinds of pooling used in neural network 
models. Max Pooling Kernel size 2 × 2 Stride 2 is the common 
  
 
choice for building convolutional networks because it keeps most 
of the features and quickly reduces the size of the hidden layers. 
But according to [1], the effect of 3 × 3 pooling regions 
overlapping with stride 2 is greater than the common pooling. 
Different from the general pooling methods that downsample the 
images in integer multiples, Fractional Max Pooling [12] is able 
to downsample the images in decimals and able to increase the 
accuracy of networks. 
III. THE PROPOSED METHODS 
In this section, we present a new hyper-parameter δ named 
depth multiplier and describe how to use it to MobileNet.  
A. MobileNet architecture in different α and δ  
Our main idea comes from that one input channel can result 
in multiple features after the depthwise convolution. To do so, we 
introduce a new hyper-parameter δ named depth multiplier in the 
depthwise convolution to change the number of feature maps 
corresponding to each input channel. The parameter δ is an 
integer, typically values are 1, 2, and 4. δ = 2 means that two 
feature maps are obtained for each input channel after the 
depthwise convolution. For the images with 3 input channels, the 
number of feature maps becomes 3δ. The operating principles of 
δ are illustrated in Figure 1. Note that δ = 1 is the baseline in 
MobileNet. If δ > 1, both the computational cost and the size of 
model parameters will be increased. To reduce the overall 
computational cost and the size of parameters, we need the same 
width multiplier α as that in MobileNet. The role of the width 
multiplier α is to thin a network uniformly at each layer.  By 
adjusting the values of δ and α adequately, we can reduce the 
overall computational cost and the size of parameters in the 
MobileNet. Table 1 shows the proposed architecture. Note that 
we do not use the resolution parameter ρ herein. This is because 
we found that for the applications of object detection, reducing 
the image resolution may drastically lower the detection rate.   
Let DK × DK be the size of convolution kernel K, M be the 
number of input channels, and N be the number of output 
channels. We have the number of parameters of a depthwise 
convolution as: 
ܦ௄ ∙ ܦ௄ ∙ (αܯ ∙ ߜ) ..(1) 
and the number of parameters of a pointwise convolution as: 
(αܯ ∙ ߜ) ∙ αܰ ..(2) 
Let DF × DF be the size of feature map. A depthwise convolution 
has the computational cost: 
ܦ௄ ∙ ܦ௄ ∙ (αܯ ∙ ߜ) ∙ ܦி ∙ ܦி  ..(3) 
A pointwise convolution has the computational cost: 
(αܯ ∙ ߜ) ∙ αܰ ∙ ܦி ∙ ܦி  ..(4) 
We can calculate both the ratios of the number of parameters 
and computational cost between the modified depthwise 
separable convolution and the original depthwise separable 
convolution, i.e. α = 1 and δ = 1. 
The ratio of number of parameters is given by : 
							ܦ௄ ∙ ܦ௄ ∙ (ߙܯ ∙ ߜ) + (ߙܯ ∙ ߜ) ∙ ߙܰ	ܦ௄ ∙ ܦ௄ ∙ ܯ + ܯ ∙ ܰ  
 
Input channels : 3            output channels : 3 × 1  
(a) depth multiplier δ = 1 
 
                    Input channels : 3            output channels : 3 × 2  
(b) depth multiplier δ = 2 
  
 Input channels : 3            output channels : 3 × 3 
(c) depth multiplier δ = 3 
Figure 1. The operating principles of depth multiplier δ. 
Table 1. MobileNet in different α and δ architecture 
Type / Stride Filter Shape Input Size 
Conv / s2 3 × 3 × 3 × 32α   32 × 32 × 3 
Conv dw / s1 3 × 3 × (32α× δ)  16 × 16 × 32α 
Conv / s1 1 × 1 × (32α× δ) × 64α 16 × 16 × (32α× δ) 
Conv dw / s2 3 × 3 × (64α× δ)  16 × 16 × 64α 
Conv / s1 1 × 1 × (64α× δ) × 128α 8 × 8 × (64α× δ) 
Conv dw / s1 3 × 3 × (128α× δ)  8 × 8 × 128α 
Conv / s1 1 × 1 × (128α× δ) × 128α 8 × 8 × (128α× δ) 
Conv dw / s2 3 × 3 × (128α× δ)  8 × 8 × 128α 
Conv / s1 1 × 1 × (128α× δ) × 256α 4 × 4 × (128α× δ) 
Conv dw / s1 3 × 3 × (256α× δ)  4 × 4 × 256α 
Conv / s1 1 × 1 × (256α× δ) × 256α 4 × 4 × (256α× δ)   
Conv dw / s2 3 × 3 × (256α× δ)  4 × 4 × 256α 
Conv / s1 1 × 1 × (256α× δ) × 512α 2 × 2 × (256α× δ)  
5 ×  
Conv dw / s1 
Conv / s1 
 
3 × 3 × (512α× δ)  
1 × 1 × (512α× δ) × 512α 
 
2 × 2 × 512α 
2 × 2 × (512α× δ) 
Conv dw / s2 3 × 3 × (512α× δ)  2 × 2 × 512α 
Conv / s1 1 × 1 × (512α× δ) × 1024α 1 × 1 × (512α× δ)  
Conv dw / s1 3 × 3 × (1024α× δ)  1 × 1 × 1024α 
Conv / s1 1 × 1 × (1024α× δ) × 1024α 1 × 1 × (1024α× δ)  
Avg Pool / s1 Global average pooling  1 × 1 × 1024α 
FC / s1 1 × 1 × 1024α× classnum 1 × 1 × 1024α 
Softmax / s1 Classifier  1× 1 × classnum 
	= 	(αܦ௄
ଶ + ߙଶܰ) ∙ ߜ
	ܦ௄ଶ + ܰ
≅ ߙଶ ∙ ߜ 
The ratio of computational cost is:  
					ܦ௄ ∙ ܦ௄ ∙ (αܯ ∙ ߜ) ∙ ܦி ∙ ܦி + (αܯ ∙ ߜ) ∙ αܰ ∙ ܦி ∙ ܦிܦ௄ ∙ ܦ௄ ∙ ܯ ∙ ܦி ∙ ܦி + ܯ ∙ ܰ ∙ ܦி ∙ ܦி  
= 	(αܦ௄
ଶ + ߙଶܰ) ∙ ߜ
	ܦ௄ଶ + ܰ
≅ ߙଶ ∙ ߜ 
For example, assuming that N = 128, M = 64, ܦ௄	= 3, ܦி	= 
32, α = 0.5 and δ = 2, we can obtain that both the ratio of number 
of parameters and the ratio of computational cost are 0.53, 
meaning that near half of the number of parameters and half of 
the computational cost can be saved. 
B. MobileNet combined with Max Pooling Kernel size 3×3 Stride 
2 in different α and δ architecture  
MobileNet does not use any pooling. However, a pooling can 
keep more features than only using the stride in the convolution 
layer. Therefore, we try to add a pooling to the proposed 
architecture and expect that it may increase accuracy. We replace 
the original stride in depthwise separable convolution to Max 
Pooling Kernel size 3 × 3 Stride 2. The modified architecture is 
shown in Table 2.  
C. MobileNet combined with Fractional Max Pooling Stride 1.4 
in different α and δ architecture  
Since the Fractional Max Pooling can keep bigger feature 
maps than the general pooling, we also try to use it. We remove 
all strides in the depthwise separable convolution and add the 
Fractional Max Pooling Stride 1.4 to the proposed architecture. 
The new model architecture is shown in Table 3. 
IV. EXPERIMENTS 
In this section, we will show the image classification results 
on the architectures of Table 1, Table 2, and Table 3.  
All network models are trained in Keras [13] with a backend 
Tensorflow [14]. We use the optimizer named Adam [15] with 
10% dropout in a fully connection layer. The databases in the 
experiments are CIFAR-10 consisting of images drawn from 10 
classes and CIFAR-100 from 100 classes. The training and test 
Table 2. MobileNet combined with Max Pooling Kernel size 3 × 3 Stride 2 
in different α and δ architecture 
Type / Stride Filter Shape Input Size 
Conv / s1 3 × 3 × 3 × 32α 32 × 32 × 3 
Maxpool / s2 Max pooling kernel 3×3 stride2 32 × 32 × 32α 
Conv dw / s1 3 × 3 × (32α× δ) 16 × 16 × 32α 
Conv / s1 1 × 1 × (32α× δ) × 64α 16 × 16 × (32α× δ) 
Maxpool / s2 Max pooling kernel 3×3 stride2 16 × 16 × 64α 
Conv dw / s1 3 × 3 × (64α× δ) 8 × 8 × 64α 
Conv / s1 1 × 1 × (64α× δ) × 128α 8 × 8 × (64α× δ) 
Conv dw / s1 3 × 3 × (128α× δ) 8 × 8 × 128α 
Conv / s1 1 × 1 × (128α× δ) × 128α 8 × 8 × (128α× δ) 
Maxpool / s2 Max pooling kernel 3×3 stride2 8 × 8 × 128α 
Conv dw / s1 3 × 3 × (128α× δ) 4 × 4 × 128α 
Conv / s1 1 × 1 × (128α× δ) × 256α 4 × 4 × (128α× δ)  
Conv dw / s1 3 × 3 × (256α× δ) 4 × 4 × 256α 
Conv / s1 1 × 1 × (256α× δ) × 256α 4 × 4 × (256α× δ)  
Maxpool / s2 Max pooling kernel 3×3 stride2 4 × 4 × 256α 
Conv dw / s1 3 × 3 × (256α× δ)  2 × 2 × 256α 
Conv / s1 1 × 1 × (256α× δ) × 512α 2 × 2 × (256α× δ)  
5 ×  
Conv dw / s1 
Conv / s1 
 
3 × 3 × (512α× δ) 
1 × 1 × (512α× δ) × 512α 
 
2 × 2 × 512α 
2 × 2 × (512α× δ)  
Maxpool / s2 Max pooling kernel 3×3 stride2 2 × 2 × 512α 
Conv dw / s1 3 × 3 × (512α× δ) 1 × 1 × 512α 
Conv / s1 1 × 1 × (512α× δ) × 1024α 1 × 1 × (512α× δ)   
Conv dw / s1 3 × 3 × (1024α× δ) 1 × 1 × 1024α 
Conv / s1 1 × 1 × (1024α× δ) × 1024α 1 × 1 × (1024α× δ)  
Avg pool / s1 Global average pooling  1 × 1 × 1024α 
FC / s1 1 × 1 × 1024α× classnum 1 × 1 × 1024α 
Softmax / s1 Classifier  1 × 1 × classnum 
Table 3. MobileNet combined with Fractional Max Pooling Stride 1.4 in 
different α and δ architecture 
Type / Stride Filter Shape Input Size 
Conv / s1 3 × 3 × 3 × 32α 32 × 32 × 3 
FMP / s1.4 Fractional Max Pooling s1.4 32 × 32 × 32α 
Conv dw / s1 3 × 3 × (32α× δ) 22 × 22 × 32α 
Conv / s1 1 × 1 × (32α× δ) × 64α 22 × 22 × (32α× δ) 
Conv dw / s1 3 × 3 × (64α× δ) 22 × 22 × 64α 
Conv / s1 1 × 1 × (64α× δ) × 128α 22 × 22 × (64α× δ) 
FMP / s1.4 Fractional Max Pooling s1.4 22 × 22 × 128α 
Conv dw / s1 3 × 3 × (128α× δ) 15 × 15 × 128α 
Conv / s1 1 × 1 × (128α× δ) × 128α 15 × 15 × (128α× δ) 
Conv dw / s1 3 × 3 × (128α× δ) 15 × 15 × 128α 
Conv / s1 1 × 1 × (128α× δ) × 256α 15 × 15 × (128α× δ) 
FMP / s1.4 Fractional Max Pooling s1.4 15 × 15 × 256α 
Conv dw / s1 3 × 3 × (256α× δ) 10 × 10 × 256α 
Conv / s1 1 × 1 × (256α× δ) × 256α 10 × 10 × (128α× δ) 
Conv dw / s1 3 × 3 × (256α× δ) 10 × 10 × 256α 
Conv / s1 1 × 1 × (256α× δ) × 512α 10 × 10 × (256α× δ) 
FMP / s1.4 Fractional Max Pooling s1.4 10 × 10 × 512α 
2 × 
Conv dw / s1 
Conv / s1 
 
3 × 3 × (512α× δ) 
1 × 1 × (512α× δ) × 512α 
 
6 × 6 × 512α 
6 × 6 × (512α× δ)  
FMP / s1.4 Fractional Max Pooling s1.4 6 × 6 × 512α 
2 × 
Conv dw / s1 
Conv / s1 
 
3 × 3 × (512α× δ) 
1 × 1 × (512α× δ) × 512α 
 
4 × 4 × 512α 
4 × 4 × (512α× δ) 
FMP / s1.4 Fractional Max Pooling s1.4 4 × 4 × 512α 
Conv dw / s1 
Conv / s1 
3 × 3 × (512α× δ) 
1 × 1 × (512α× δ) × 512α 
2 × 2 × 512α 
2 × 2 × (512α× δ)  
Conv dw / s1 3 × 3 × (512α× δ)  2 × 2 × 512α 
Conv / s1 1 × 1 × (512α× δ) × 1024α 2 × 2 × (512α× δ)  
FMP / s1.4 Fractional Max Pooling s1.4 2 × 2 × 1024α 
Conv dw / s1 3 × 3 × (1024α× δ) 1 × 1 × 1024α 
Conv / s1 1 × 1 × (1024α× δ) × 1024α 1 × 1 × (1024α× δ) 
Avg Pool / s1 Global average pooling  1 × 1 × 1024α 
FC / s1 1 × 1 × 1024α× classnum 1 × 1 × 1024α 
Softmax / s1 Classifier  1 × 1 × classnum 
sets of CIFAR-10 and CIFAR-100 respectively contain 50,000 
and 10,000 images without any data augmentation. 
A. MobileNet in different α and δ 
In this experiment, we use different values of α and δ to the 
proposed architecture in Table 1. Table 4 tabulates the results of 
accuracy, computational cost and number of parameters.  As we 
can see in Table 4, accuracy increases 1.9% for CIFAR-10 and 
4.4% for CIFAR-100 when δ = 4 and α = 0.5. In the settings, the 
computational cost only increases 2.1%  for  CIFAR-10  and 1.4% 
for CIFAR-100, while the number of parameters decreases only 
1.5% for CIFAR-10 and 0% for CIFAR-100.   
B. MobileNet combined with Max Pooling Kernel size 3×3 Stride 
2 in different α and δ  
In this experiment, we use different values of α and δ to the 
proposed architecture in Table 2. Table 5 tabulates the results of 
accuracy, computational cost and number of parameters. In Table 
5 we find that using the proposed architecture with Max Pooling 
Kernel size 3 × 3 Stride 2 compared to the baseline (MobileNet) 
can increase accuracy and reduce both computational cost and 
parameters at the same time. For example, using the settings, δ = 
2 and α = 0.5, increases accuracy by 0.6% for CIFAR-10. 
Meanwhile, it reduces computational cost by 47% and parameters 
by 49%. As for CIFAR-100, using the same setting increases 
accuracy by 1.9% and reduces both computational cost by 48% 
and parameters by 49%.  
C. MobileNet combined with Fractional Max Pooling Stride 1.4 
in different α and δ 
In this experiment, we use different values of α and δ to the 
proposed architecture in Table 3. The results are shown in Table 
6. From this table, we see that using the proposed architecture 
with Fractional Max Pooling Stride 1.4 compared to the baseline 
can increase accuracy but largely reduce parameters. For 
example, setting δ = 2 and α = 0.25, we can increase accuracy by 
5.4% for CIFAR-10 and by 11.7% for CIFAR-100. Meanwhile, 
we can reduce computational cost by 18% and parameters by 87% 
for both CIFAR-10 and CIFAR-100.  
V. Conclusion 
We proposed a new model architecture to improve the 
MobileNet. We introduced a new depth multiplier to increase the 
number of feature maps corresponding to the input image 
channels. Meanwhile, we used the width multiplier to balance the 
accuracy and computational cost. We then demonstrated how to 
modify the architecture with either the Max Pooling Kernel size 
3 × 3 Stride 2 or the Fractional Max Pooling Stride 1.4. Compared 
with the original MobileNet, the modified architectures not only 
can increase accuracy but also can reduce both computational cost 
and parameters.  
Table 4. Results on MobileNet in different α and δ  
Model 
MobileNet 
CIFAR-10 
Accuracy 
Million 
Mult-Adds 
Million 
Parameters 
δ = 1,α= 1 Baseline 76.7% 11.58 3.23 
δ = 2,α= 1 81.1% 22.96 6.44 
δ = 2,α= 0.5 74.9% 5.97 1.65 
δ = 2,α= 0.25 70.2% 1.61 0.43 
δ = 4,α= 1 81.7% 45.69 12.85 
δ = 4,α= 0.5 78.6% 11.83 3.28 
δ = 4,α= 0.25 73.8% 3.16 0.85 
Model 
MobileNet 
CIFAR-100 
Accuracy 
Million 
Mult-Adds 
Million 
Parameters 
δ = 1,α= 1 Baseline 39.1% 11.68 3.33 
δ = 2,α= 1 41.8% 22.97 6.53 
δ = 2,α= 0.5 38.2% 5.98 1.70 
δ = 2,α= 0.25 37.1% 1.62 0.46 
δ = 4,α= 1 44.3% 45.70 12.94 
δ = 4,α= 0.5 43.5% 11.84 3.33 
δ = 4,α= 0.25 37.9% 3.17 0.88 
Table 5. Results on MobileNet combined with Max Pooling Kernel size 3 × 
3 Stride 2 in different α and δ  
Model 
MobileNet+MP3 
CIFAR-10 
Accuracy 
Million 
Mult-Adds 
Million 
Parameters 
δ = 2,α= 1 81.3% 23.18 6.44 
δ = 2,α= 0.5 77.3% 6.08 1.65 
δ = 2,α= 0.25 71.2% 1.67 0.43 
δ = 4,α= 1 82.3% 45.91 12.85 
δ = 4,α= 0.5 79.7% 11.94 3.28 
δ = 4,α= 0.25 74.8% 3.22 0.85 
Baseline MobileNet 76.7% 11.58 3.23 
Model 
MobileNet+MP3 
CIFAR-100 
Accuracy 
Million 
Mult-Adds 
Million 
Parameters 
δ = 2,α= 1 42.3% 23.28 6.53 
δ = 2,α= 0.5 41.0% 6.13 1.70 
δ = 2,α= 0.25 38.1% 1.64 0.46 
δ = 4,α= 1 46.2% 46.01 12.94 
δ = 4,α= 0.5 43.5% 12.0 3.33 
δ = 4,α= 0.25 37.9% 3.24 0.88 
Baseline MobileNet 39.1% 11.68 3.33 
Table 6. Results on MobileNet combined with Fractional Max Pooling 
Stride 1.4 in different α and δ 
Model 
MobileNet+FMP 
CIFAR-10 
Accuracy 
Million 
Mult-Adds 
Million 
Parameters 
δ = 2,α= 1 88.9% 139 6.44 
δ = 2,α= 0.5 86.1% 35.9 1.65 
δ = 2,α= 0.25 82.1% 9.5 0.43 
δ = 4,α= 1 89.6% 277 12.85 
δ = 4,α= 0.5 87.8% 71.2 3.28 
δ = 4,α= 0.25 84.5% 18.9 0.85 
Baseline MobileNet 76.7% 11.58 3.23 
Model 
MobileNet+FMP 
CIFAR-100 
Accuracy 
Million 
Mult-Adds 
Million 
Parameters 
δ = 2,α= 1 59.3% 139 6.53 
δ = 2,α= 0.5 56.9% 36 1.70 
δ = 2,α= 0.25 50.8% 9.6 0.46 
δ = 4,α= 1 60.9% 277 12.94 
δ = 4,α= 0.5 58.6% 71.3 3.33 
δ = 4,α= 0.25 54.1% 18.9 0.88 
Baseline MobileNet 39.1% 11.68 3.33 
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