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1 Controllo di ipotesi sui parametri
In questo contesto risulta necessario avvalersi dell’assunzione di normalita’ formulata
sui residui. Da essa discende infatti la normalita’ distributiva dello stimatore dei min-
imi quadrati e la distribuzione delle devianze di regressione e di dispersione secondo
variabili aleatorie χ2 con m e n−m− 1 gradi di liberta’ rispettivamente.
1. Ipotesi di indipendenza lineare di y dagli m regressori (ipotesi di significativita`
del modello):






DevDisp(y)/(n−m− 1) ∼ Fm,(n−m−1)
Fissato un livello di significativita α, se F > Fα allora il test e` significativo al
livello α, e H0 va rifiutata. Cio` significa che:
• la variabilita` di y spiegata dal modello e` significativamente piu` elevata della
variabilita` residua;
• ad almeno uno degli m regressori corrisponde in popolazione un coeffi-
ciente di regressione significativamente diverso da 0.
Se invece F ≤ Fα allora il test NON e` significativo al livello α, e H0 non viene
rifiutata; in tal caso il modello non e` adeguato, tra y e gli m regressori non vi e`








2. Ipotesi di indipendenza lineare di y da xj (dato l’effetto degli altri m− 1 regres-
sori)
H0 : βj = 0
Poiche´ b ∼ NMV(β, σ2(X′X)−1) si ha bj ∼ N (βj , σ2cjj) dove cjj e` il




∼ N (0, 1) (1)
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Fissato un livello di significativita α, se t > +tα/2 oppure t < −tα/2 allora il
test e’ significativo al livello α, e H0 va rifiutata; il contributo di xj nel modello
in cui vi sono gli altri regressori e’ significativo.
Come emerge dalla (1) il ricorso alla statistica z o, qualora σ2 sia stimata con
la varianza di dispersione, alla corrispondente statistica t, consente il controllo
dell’ipotesi nulla piu’ generale
H0 : βj = k
dove k e` un valore non necessariamente nullo. Un metodo formalmente diver-
so, ma del tutto equivalente a quello precedentemente illustrato per il controllo
dell’ipotesi nulla di indipendenza, si basa sull’analisi della varianza. Il test del-
l’ipotesi H0 : βj = 0 si puo’ infatti pensare come un confronto fra un modello a
m regressori in cui il regressore xj e’ incluso:
I) y = β0 + β1x1 + . . .+ βjxj + . . .+ βmxm + ε
e un modello a m− 1 regressori da cui il regressore xj e` escluso
II) y = β0 + β1x1 + . . .+ βj−1xj−1 + βj+1xj+1 + . . .+ βmxm + ε
Per la proprieta` diR2 e quindi delle devianze di regressioneDevReg(y)I ≥ DevReg(y)II .
DevReg(y)I − DevReg(y)II misura dunque la riduzione nella devianza di regres-
sione conseguente all’esclusione del regressore xj . E’ dunque ancora una devianza di
regressione a cui corrispondono m− (m− 1) = 1 gradi di liberta’. L’ipotesi nulla
H0 : βj = 0




(detta test F parziale) che si distribuisce come una F con 1 e (n −m − 1) gradi
di liberta`. (La ragione per cui a denominatore si pone la DevDisp(y) del modello
che contiene il maggior numero di regressori saranno chiarite nel seguito). E’ facile
verificare come questa statistica test F non sia altro che il quadrato della statistica
test t illustrata in precedenza. Il ricorso al test F parziale consente comunque il con-
trollo di ipotesi di indipendenza piu` complesse relative non solo ad un coefficiente di
regressione ma ad insiemi di coefficienti.
2 Intervallo di confidenza per βj
A partire dalla (1) e stimando σ2 con la varianza di dispersione e` possibile costruire un






3 Diagnostica: analisi dei residui
Con il termine “diagnostica”, nell’ambito della regressione, ci si riferisce a un insieme
di tecniche volte all’individuazione di eventuali problemi rispetto al modello o rispet-
to ai dati. A questo fine particolare rilievo assumono i residui. L’analisi dei residui
permette di:
• stabilire se le ipotesi formulate sul termine d’errore del modello di regressione
sono valide rispetto al fenomeno analizzato;
• identificare l’eventuale presenza di
– punti di leverage, osservazioni anomale rispetto alle x
– outlier, ossia osservazioni anomale rispetto alla variabile dipendente y
– osservazioni influenti, ossia osservazioni la cui esclusione modifica le stime
dei minimi quadrati.
3.1 Punti di leverage
Come si e` mostrato i residui possono essere espressi come e = (I−H)y =My.
Poiche´ i residui sono gli scarti tra i valori osservati e quelli stimati dal modello, costitu-
iscono la base per misurare la variabilita` di y non spiegata dal modello di regressione.
Inoltre, poiche` sono le determinazioni campionarie della componente d’errore ε del
modello, qualunque allontanamento dalle assunzioni formulate su ε si ripercuote sui
valori dei residui.
La loro somma (media aritmetica) e` nulla (per le proprieta` dei minimi quadrati), inoltre
V ar(e) = (I−H)σ2(I−H) = (I−H)σ2
cioe i residui stimati hanno varianze diverse e sono tra loro correlati.
In particolare la varianza dell’i-esimo residuo e`
V (ei) = σ
2(1− hii) (2)
dove hii e` l’i-esimo elemento della diagonale principale della matriceH = X(X′X)−1X′
ed e` chiamato valore di leverage:
hii = xi(X
′X)−1x′i







espressione che mostra come hii sia una misura della distanza dell’ascissa dell’unita`
i-esima dal baricentro della x.
Inoltre dalla (2) si deduce che unita` con hii elevato avranno valori piccoli per V (ei).
All’avvicinarsi di hii a 1 la varianza dei residui tendera` a 0. Per tali osservazioni,
indipendentemente dal valore che l’unita` assume rispetto alla y si e` certi di avere un
residuo nullo. Le osservazioni cui corrisponde un hii ≥ 2(m + 1)/n vengono ri-
conosciuti come punti di leverage. Poiche´ hii non coinvolge la y non e` detto che una
unita` a cui corrisponde un valore hii elevato sia un dato anomalo rispetto al modello di
regressione. D’altra parte, se l’obiettivo e` l’identificazione di dati anomali, l’esame dei
soli punti di leverage non e` sufficiente.
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3.2 Outliers
Per tenere conto congiuntamente dei residui e della loro variabilita` e` opportuno riscalare







i = 1, . . . , n
Gli ri sono detti residui studentizzati internamente perche σ e` stimato con se , ossia la
radice della varianza di dispersione calcolata su tutte le unita statistiche.
La media aritmetica dei residui studentizzati e` nulla e la loro varianza e` 1, ma sono
ancora moderatamente correlati. Una eventuale osservazione anomala influenzera` in-
evitabilmente la varianza di dispersione e quindi anche i residui studentizzati interna-
mente. Per ovviare a cio` alcuni autori suggeriscono di stimare la varianza del residuo
i-esimo omettendo l’i-esima unita` statistica dal calcolo della varianza di dispersione.






i = 1, . . . , n
dove se(i) indica che, nel calcolo della varianza di dispersione, l’i-esima osservazione
e` stata esclusa. Le osservazioni per cui |ti| ≥ 2 rappresentano potenziali outlier.
3.3 Osservazioni influenti
Se un valore di yi e` particolarmente inusuale rispetto a tutti gli altri allora la stima
del modello di regressione puo` essere notevolmente influenzata da tale osservazione.
Per valutare la presenza di un valore influente si elimina l’osservazione i, si stima
nuovamente il modello e si indica con βˆi la stima OLS di β ottenuta escludento tale
osservazione. Si calcola una misura di distanza βˆi e β denominata distanza di Cook.
Tale procedimento viene ripetuto per una osservazione alla volta e tutte le volte si stima
nuovamente il modello. Quelle osservazioni che producono variazioni rilevanti nella
stima dei parametri del modello sono dette influenti.





(1− hii) i = 1, . . . , n
Di e` quindi composta da una componente che misura l’adattamento (in quanto
funzione dei residui) e da una componente che misura la distanza delle x dal baricentro
(essendo una misura del livello di leverage dell’i-esima osservazione). Si distribuisce
come una F con m + 1 e n −m − 1 gradi di liberta`. Le unita` per cui Di > 1 sono
potenziali osservazioni influenti.
4 La multicollinearita`
Vi e` multicollinearita` nei dati quando si presentano relazioni lineari tra i regressori.
Esempi (m = 2):










































det(X˜ ′X˜) = 0.02
4.1 Effetti della multicollinearita` tra i regressori
poiche` V (b) = σ2(X′X)−1
⇒ le varianze degli stimatori crescono al crescere della multicollinearita;
⇒ cala la precisione delle stime puntuali;
⇒ gli intervalli di confidenza si allargano;
⇒ crescono le covarianze campionarie tra gli stimatori;
⇒ i test t tendono a segnalare coefficienti non significativi anche con valori elevati di
R2. Inoltre le stime b sono molto sensibili a variazioni anche molto piccole dei valori
osservati di y e/o dei regressori.
4.2 Cause della multicollinearita`
1. Errata specificazione del modello
2. Multicollinearita` inerenti alla popolazione
3. Multicollinearita` inerenti al campione
4.2.1 Diagnosi della multicollinearita`
Sulla base della correlazione esistente fra i regressori e` possibile definire diverse misure
di multicollinearita`.
1. L’indice di determinazione lineare R2k0 del modello di regressione in cui xk
dipende dagli altrim−1 regressori. R2k0 > 0.9 segnalano la presenza di possibili
relazioni di multicollinearita`.
2. I fattori di incremento della varianza V IFk = 11−R2k0
.
V IFk > 10 segnalano la presenza di possibili relazioni di multicollinearita`.
3. Tolleranza
Tk = 1/V IFk = 1−R2k0.




Si dispone di un data set relativo ad alcuni indicatori economici delle 103 province
italiane (Fonte ISTAT, 1999). Le variabili sono:
• Valore aggiunto totale (milioni di euro) (y)
• Saldo della bilancia: esportazioni - importazioni (milioni di euro) (x1)
• Occupati totali (migliaia di persone) (x2)
• Persone in cerca di occupazione (migliaia di persone) (x3)
• Spesa per consumi finali delle famiglie (milioni di euro) (x4)
Si vuole valutare l’influenza delle variabili x1, x2, x3 e x4 sul valore aggiunto totale y
attraverso un modello di regressione lineare multipla.







Le stime dei coefficienti, ottenute con R, del modello di regressione:
E(y|x) = β0 + β1x1 + . . .+ βmxm
sono riportate nella tabella di seguito
Coefficienti:
Stime St Error t P value
Intercetta −966.61 134.42 −7.19 1.29e− 10 ***
x1 −0.42 0.05 −8.33 4.93e− 13 ***
x2 38.85 4.053 9.58 9.68e− 16 ***
x3 −38.68 3.02 −12.81 < 2e− 16 ***
x4 0.64 0.12 5.23 9.64e− 07 ***
Adattamento: R2 = 0.996, R¯2 = 0.996, F = 6094, g.d.l = 4, 98, pvalue < 2.2e−16
Per prima cosa si deve valutare la bonta` di adattamento del modello ai dati. Si puo`
osservare che sia l’R2 che l’R¯2 sono molto alti ad indicare che l’adattamento del mod-
ello ai dati e` quasi perfetto o, in altre parole, che le variabili esplicative spiegano quasi
tutta la variabilita` della variabile dipendente valore aggiunto totale.
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Figura 1: Grafici dei residui
Inoltre, guardando il test F con relativo p-value (valore quasi nullo), si rifiuta l’ipotesi
di indipendenza lineare, ossia vi e` almeno un regressore che incide significativamente
sulla variabile dipendente.
A questo punto si puo` analizzare la tabella delle stime dei minimi quadrati dei coeffici-
enti per valutare quali sono le variabili che incidono significativamente sulla variabile
dipendente e in che misura esse influenzano la variabile dipendente.
Dall’esame della statistica test t e dei relativi p-value possiamo affermare che tutti i
coefficienti sono significativamente diversi da 0. Si puo` notare, inoltre, che le variabili
“saldo della bilancia” e “persone in cerca di occupazione” influenzano negativamente il
valore aggiunto mentre gli “Occupati totali” e la “Spesa per consumi finali” influenzano
positivamente il valore aggiunto. Per quel che riguarda l’interpretazione dei coefficien-
ti si puo` commentare, ad esempio, il legame tra la variabile x3 e y dicendo che, fermo
restando tutti gli altri regressori, all’aumentare di un migliaio di persone in cerca di
occupazione (quindi aumento della disoccupazione) il valore aggiunto totale del paese
diminuisce in media di 38.68 milioni di euro.
Per determinare la variabile che ha maggior peso nel modello di regressione possiamo
calcolare le stime dei coefficienti standardizzate:
Coefficienti:
Stime St Error t P value
x1 −8.906e− 02 1.069e− 02 −8.332 4.93e− 13 ∗ ∗∗
x2 6.368e− 01 6.644e− 02 9.584 9.68e− 16 ∗ ∗∗
x3 −1.108e− 01 8.647e− 03 −12.808 < 2e− 16 ∗ ∗∗
x4 3.741e− 01 7.154e− 02 5.229 9.64e− 07 ∗ ∗∗
La variabile che incide di piu` e` evidentemente il saldo della bilancia commerciale.
Si vuole ora effettuare un’analisi dei residui del modello stimato. Per prima cosa puo`
essere opportuno fare un grafico a dispersione dei valori previsti vs. i residui e un q-q
plot (Figura 1).
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Entrambi i grafici evidenziano una non normalita` dei residui. Infatti il grafico a disper-
sione evidenzia come i residui non si dispongano come una nube sparsa ma siano tutti
piuttosto concentrati nell’angolo in alto a sinistra del grafico. Inoltre vi sono alcuni
punti lontani dal gruppo. Per quel che riguarda il q-q plot, in entrambe le code c’e’ uno
scostamento del valori teorici dalla bisettrice. Questi grafici suggeriscono: i) la possi-
bile presenza di valori anomali il cui effetto deve essere indagato piu’ in dettaglio; ii)
possibili problemi nella specificazione del modello. A tale riguardo puo` essere oppor-
tuno calcolare i punti di leverage e i valori della distanza di Cook. Un’osservazione cui
corrisponde un valore hii > 2(m+1)/n = 0.12 e’ identificata come punto di leverage.
Su 103 province vi sono 8 punti di leverage poiche` presentano valori di hii superiori
a 0.12. Per quanto riguarda l’identificazione di osservazioni influenti si conviene di
classificare come influente sui parametri del modello un’osservazione per cui risulti
Di > 1. Nel nostro esempio vi sono province influenti. Puo` essere opportuno identi-
ficarle ed eliminarle dal data set. Potrebbero aver inficiato, infatti, i risultati dell’analisi.
Si vuole infine diagnosticare la presenza di multicollinearita` nei dati. A tale riguar-
do e` opportuno calcolare il VIF associato a ciascun regressore:
Dato che il VIF di x2 e x4 risulta elevato, puo` essere opportuno eliminare dall’analisi
x1 x2 x3 x4
VIF 2.80 107.53 1.83 125
uno dei due regressori.
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