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a b s t r a c t
A secure dominating set X of a graph G is a dominating set with the property that each
vertex u ∈ VG − X is adjacent to a vertex v ∈ X such that (X − {v}) ∪ {u} is dominating.
The minimum cardinality of such a set is called the secure domination number, denoted
by γs(G). We are interested in the effect of edge removal on γs(G), and characterize γs-
ER-critical graphs, i.e. graphs for which γs(G − e) > γs(G) for any edge e of G, bipartite
γs-ER-critical graphs and γs-ER-critical trees.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
The protection of a (simple) graph G = (V , E) involves placing a set (possibly empty) of guards at each vertex, and it is
assumed that a guard can deal with a problem (called an attack) at any vertex in its closed neighbourhood. Various strategies
(i.e., rules for guard placements) have been devised, under each of which the entire graph Gmay be considered protected.
The minimum number of guards required for protection under each strategy is clearly of interest.
We consider the protection strategy called secure domination. This means, informally, that we are concerned with
protection against a single attack using at most one guard per vertex and that the set of guarded vertices is required to be
dominating. In addition, if any guard moves along an edge to deal with an attack at an unguarded vertex, then the resulting
placement of guards is also dominating.
Thus for this protection strategy a single guard is placed at each vertex of a secure dominating set (SDS), i.e., a set X ⊆ V
such that
(i) each vertex in V − X is adjacent to a vertex in X, i.e., X is dominating,
(ii) for each u ∈ V − X there exists v ∈ X adjacent to u such that (X − {v}) ∪ {u} is dominating. (1)
Theminimum number of guards for this strategy (i.e., the minimum cardinality of an SDS) is called the secure domination
number and denoted by γs(G). If (1) holds, we say that X protects G, X protects u for any u ∈ V − X , and if u and v satisfy (ii),
that v protects(or X-protects, to emphasize X) u. The term ‘‘defends’’ is sometimes used in the literature instead of ‘‘protects’’.
Secure domination has been studied in [5,7,8,16], for example.
Roman domination [6,12,17] and weak Roman domination [7,14] are previously studied protection strategies which al-
lowup to two guards at each vertex to dealwith a single attack. Thework of [2–4,9] (respectively [1,13]) considers sequences
of attacks (as opposed to single attacks) with at most two guards (respectively multiple guards) permitted at a vertex.
We are interested in the effect on γs(G) when edges of the graph are removed. If e is any edge of G and X is an SDS of
G− e, then X protects every vertex in G− e, and if v protects u in G− e, then v protects u in G. Hence X protects G as well,
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so that γs(G) ≤ γs(G− e). In particular, we investigate γs-edge-removal-critical graphs, abbreviated to γs-ER-critical graphs,
which are graphs such that γs(G− e) > γs(G) for all edges e of G. In contrast to many classes of critical graphs, it turns out
that there is a complete characterization of this class of graphs.
In Section 3 we determine necessary and sufficient properties of its minimum secure dominating sets for a graph to be
γs-ER-critical. In Sections 3.1 and 3.2 we respectively describe a construction of a class of graphs and prove that this class
consists of all γs-ER-critical graphs. This result is used in [15] to prove that the secure total domination number (replace
‘‘dominating set’’ with ‘‘total dominating set’’ in the definition of an SDS) of a graph with minimum degree at least two lies
between γs and 2γs. We characterize bipartite γs-ER-critical graphs and γs-ER-critical trees in Sections 4.1–4.3. Some topics
for further research are mentioned in Section 5.
2. Definitions and a useful result
We follow the notation and terminology of [11]. We denote the open and closed neighbourhoods of X ⊆ V by N(X)
and N[X], respectively, and abbreviate N({x}) and N[{x}] to N(x) and N[x]. The private neighbourhood pn(x, X) (respectively
external private neighbourhood epn(x, X)) of x ∈ X relative to X is defined by pn(x, X) = N[x] − N[X − {x}] (respectively
epn(x, X) = pn(x, X)− {x}). The vertices in pn(x, X) (respectively epn(x, X)) are called the private neighbours (respectively
external private neighbours) of x relative to X . For A ⊆ V , if X dominates A (i.e., if A ⊆ N[X]), we write X  A; if A = {a} we
write X  a and if A = V we write X  G. An SDS of Gwith cardinality γs(G) is called a γs-set.
The subgraph ofG induced byX is denoted byG[X]. To avoid confusionwemaywriteVG, EG, epnG(v, X), etc. to emphasize
the graph under consideration.Whenwe consider the union of disjoint sets A and B, we sometimeswrite A unionmulti B to emphasize
this property.
If u ∈ V − X is protected by v ∈ X and by no other vertex in X , then v uniquely protects u; otherwise we also say that v
(and some other vertex or vertices) jointly protects u. If v X-protects u ∈ V − X , it is easy to see that pn(v, X) ⊆ N[u]. For
v ∈ X , v uniquely protects all its private neighbours. This leads to the following result of [8].
Proposition 1 ([8]). The vertex u ∈ V − X is X-protected by v if and only if
G[{u, v} ∪ pn(v, X)] is complete. (2)
The set X is an SDS of G if and only if for each u ∈ V − X there exists v ∈ N(u) ∩ X such that (2) holds.
We next define notation that is used throughout. For X = {x1, . . . , xn} ⊆ V , define
Zi = epn(xi, X) for each xi ∈ X (3)
P =
n⊎
i=1
Zi and (4)
Y = V − (X ∪ P). (5)
Also define the subsets X1, . . . , X4 of X as follows:
X1 = {x ∈ X : N(x) ∩ Y = φ}
X2 = {x ∈ X − X1 : x does not X-protect any vertex in Y }
X3 = {x ∈ X − X1 : x X-protects some but not all vertices in N(x) ∩ Y }
X4 = {x ∈ X − X1 : x X-protects all vertices in N(x) ∩ Y }.
Then X = unionmulti4i=1 Xi; possibly Xi = φ for some i. In the next section we obtain properties of the sets Xi when X is a γs-set of a
γs-ER-critical graph.
Also define
Ui = {y ∈ Y : xi uniquely protects y}, (6)
U =
n⋃
i=m+1
Ui, (7)
Yij = {y ∈ Y : xi and xj jointly protect y}, (8)
and note that Ui ∩ Uj = φ if i 6= j.
3. γs-ER-critical graphs
In this section we first determine necessary and sufficient conditions for a graph to be γs-ER-critical. Then we explain a
method to construct all γs-ER-critical graphs.
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Theorem 2. The graph G is γs-ER-critical if and only if for every γs-set X of G,
(i) X and Y are independent;
(ii) every y ∈ Y has precisely two neighbours in X;
(iii) if xi ∈ X protects a vertex in Y (i.e., x ∈ X3 ∪ X4), then |Ui| ≥ 2;
(iv) the only edges in P are in G[Zi], where xi ∈ X;
(v) the only edges between Y and P are between Zi and u ∈ Y protected by xi ∈ X;
(vi) if xi ∈ X jointly protects a vertex in Y , then Zi = φ.
Proof. Assume firstly that G is γs-ER-critical and consider any γs-set X of G. If X is also an SDS of G− e for some e ∈ EG, then
γs(G− e) ≤ |X | = γs(G), a contradiction. Hence
for any e ∈ EG, X is not an SDS of G− e. (9)
(i) Suppose e = xy, where x, y ∈ X or x, y ∈ Y . If u ∈ Y ∪ P is X-protected by v in G, then u is X-protected by v in G − e.
Hence X is an SDS in G− e, contradicting (9).
(ii) Since X  G, the definition of Y implies that each vertex in Y is adjacent to at least two vertices in X . Suppose u ∈ Y has
neighbours x1, x2, x3 ∈ X and that x1 protects u. Let e = ux3. Then u is protected by x1 in G− e and, if u′ ∈ (Y ∪ P)−{u}
is protected by x′ in G, then u′ is protected by x′ in G− e. Therefore X is an SDS in G− e, contradicting (9).
(iii) Suppose that xi protects u ∈ Y and that N(u) ∩ X = {xi, w}. Then for all xj ∈ X − {xi}, epnG−uw(xj, X) = Zj, and
epnG−uw(xi, X) = Zi∪{u}. Therefore all vertices in P ∪ (Y −Ui) remain protected in G−uw. Moreover, since xi protects
u in G, G[Zi ∪ {u}] is complete (Proposition 1) and so xi protects u in G− uw. But X is not an SDS of G− uw. Hence there
exists u′ ∈ Ui−{u}. Repeating this argument for u′ instead of uwe show that there exists u′′ ∈ Ui−{u′}. Hence |Ui| ≥ 2.
(iv) If e is incident with private neighbours of two distinct vertices in X , then X is a secure dominating set of G − e, a
contradiction.
(v) Similar to (iv).
(vi) Suppose xi, xj ∈ X protect y ∈ Yij, where Zi 6= φ. Then yz ∈ E for all z ∈ Zi ∪ Zj. Let z ∈ Zi and e = yz. For all
xk ∈ X, epnG−yz(xk, X) = Zk, xj protects y in G− yz, and all vertices in (Y ∪ P)−{y} are protected in G− yz by the same
vertices as in G. Therefore X is an SDS of G− yz, contradicting (9).
Conversely, suppose any γs-set X of G satisfies (i)–(vi). Suppose to the contrary that γs(G − e) = γs(G) for some e ∈ EG
and let X be a γs-set of G− e. Then X is an SDS, hence a γs-set, of G, and satisfies (i)–(vi).
Case 1. e = zz ′ where z, z ′ ∈ Zi. Then xi uniquely protects z and z ′ but zz ′ 6∈ EG−e, contradicting (2) of Proposition 1.
Case 2. e = xiv where v ∈ Zi ∪ Ui. Since xi uniquely protects v in G, X does not protect v in G− e, a contradiction.
Case 3. e = xiy where y ∈ Yij for some j 6= i. Then NG−e(y) = {xj}, Zi = Zj = φ by (vi) and |Uj| ≥ 2 by (iii). In G − e, xj
uniquely protects Uj ∪ {y}. However, for any y′ ∈ Uj, (X − {xj}) ∪ {y′} 6 y, a contradiction.
Case 4. e = xiu where u ∈ Uj, j 6= i. Let u′ ∈ Uj − {u}. Then NG−e(u) = {xj} ∪ Zj and xj uniquely protects u′. However,
(X − {xj}) ∪ {u′} 6 u, a contradiction.
Case 5. e = uz, where u ∈ Ui, z ∈ Zi. Then xi uniquely protects u and z but uz 6∈ EG−e, contradicting (2).
Since these cases cover all edges of G, it follows that G is γs-ER-critical. 
Let X be a γs-set of a γs-ER-critical graph G. We state some other properties of the sets Xi for future reference. See Fig. 1,
in which ‘‘=’’ on an edge xiy(y ∈ Y )means that xi does not protect y. If xi ∈ X1, then N(xi) ⊆ Zi. Since X is an SDS, xi uniquely
protects Zi and by (2), G[{xi} ∪ Zi] is complete. If xi ∈ X2, then xi is adjacent to y ∈ Y but does not protect y (or any other
vertex in Y ). By (2), G[{xi, y} ∪ Zi] is not complete and it follows that Zi 6= φ. Similarly, Zi 6= φ if xi ∈ X3. If y ∈ Yij, then by
(vi), Zi = Zj = φ, hence xi, xj ∈ X4; also, by (i), (ii) and (v), degG y = 2. Summarizing, we have
Remark 3. (i) If x ∈ X1, then G[N[x]] is a complete graph component of G.
(ii) If xi ∈ X2, then Zi 6= φ and G[{xi} ∪ Zi] is complete and an end-block of G.
(iii) If xi ∈ X3, then Zi 6= φ and every vertex in Ui is adjacent to every vertex in Zi.
(iv) If y ∈ Yij, then xi, xj ∈ X4 and degG y = 2.
3.1. The class G
We now construct the class G of all γs-ER-critical graphs.
Let F be a forest consisting of n ≥ 2 disjoint stars other than K2. Let X = {x1, . . . , xn} be the set of centres of these stars.
For each xi ∈ X , let Ui be the set of leaves of F adjacent to xi, and U =⋃ni=1 Ui.
Add vertices and edges to F according to the following four steps to form the graph G.
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Fig. 1. A γs-set X = X1 ∪ X2 ∪ X3 ∪ X4 in a γs-ER-critical graph.
Step 1. For each xi ∈ X , join each u ∈ Ui to exactly one vertex in X − {xi}. Let
X1 = {xi ∈ X : Ui = φ and xi is not adjacent to a vertex in U}
X2 = {xi ∈ X : Ui = φ and xi is adjacent to a vertex in U}
X3 = {xi ∈ X : Ui 6= φ and xi is adjacent to a vertex in U − Ui}
X4 = {xi ∈ X : Ui 6= φ and xi is not adjacent to a vertex in U − Ui}.
Step 2. For each xi ∈ X2 ∪ X3, add a non-empty set Zi of new vertices. Add precisely those edges such that G[{xi} ∪ Zi] is
complete and each vertex in Zi is adjacent to each vertex in Ui.
Step 3. For each pair of distinct vertices xi, xj ∈ X4, add a (possibly empty) set Yij of new vertices, joining each vertex in Yij
to xi and xj (and to no other vertices). Let
W = {xi ∈ X4 : Yij 6= φ for some xj ∈ X4 − {xi}}.
Step 4. For each xi ∈ X1 ∪ (X4 − W ), add a (possible empty) set Zi of new vertices and precisely those edges such that
G[{xi} ∪ Zi] is complete and each vertex in Zi is adjacent to each vertex in Ui.
This is the graph G. Let G be the class of all graphs G that can be thus constructed.
Note that the notation used in the construction of G is consistent with the notation defined in (3)–(8), and that Remark 3
holds. We also state the following obvious properties of G explicitly for reference.
Remark 4. Let G ∈ G.
(i) By construction and Proposition 1, X is an SDS of G.
(ii) If xi ∈ X2 ∪ X3, then xi is adjacent to u ∈ Uj, j 6= i, Zi 6= φ,N(u) ∩ Zi = φ and xi does not protect u.
3.2. Characterization of γs-ER-critical graphs
We shall prove:
Theorem 5. The graph G is γs-ER-critical if and only if G ∈ G.
We begin by proving that all γs-ER-critical graphs can be constructed as above.
Proposition 6. If G is γs-ER-critical, then G ∈ G.
Proof. Let X = {x1, . . . , xn} be any γs-set of G. Then X satisfies Theorem 2(i)–(vi) and Remark 3(i)–(iv). Let F be the forest
with
VF = X ∪
(
n⋃
i=1
Ui
)
and EF =
n⋃
i=1
(⋃
y∈Ui
xiy
)
.
Then F is the union of disjoint stars, none of which is K2, because either Ui = φ or |Ui| ≥ 2.
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The vertices in each Ui are adjacent to, but not protected by, some vertex in X − {xi}. By Theorem 2(v) this means that
for each i such that Ui 6= φ and each u ∈ Ui, there exists j ∈ {1, . . . , n} − {i} such that Zj = epn(xj, X) 6= φ and u is adjacent
to xj, but not to any vertex in epn(xj, X). Therefore the edges between Ui and X − {xi} can be added as described in Step 1.
By Proposition 1, for each z ∈ Zi ∪ Ui,G[{xi, z} ∪ pn(xi, X)] is complete. Moreover, if xi ∈ X2 ∪ X3, then by Remark 3(ii)
and (iii), Zi 6= φ, while if xi ∈ X4 jointly protects some vertex in Y , then by Theorem 2(vi), Zi = φ. Hence the sets Zi, the edges
in G[{xi} ∪ Zi] and the edges between Ui and Zi can be added as described in Step 2 (if xi ∈ X2 ∪ X3) or Step 4 (if xi ∈ X1 ∪ X4).
Finally, every y ∈ Y − U is adjacent to exactly two vertices xi, xj ∈ X , both of which protect y. By Theorem 2(vi),
Zi = Zj = φ, hence the vertices in Y − U and the edges joining these vertices to X may be added as in Step 3. Theorem 2
shows that we have considered all vertices and edges of G and so G ∈ G. 
It remains to show that all graphs in G are γs-ER-critical, hence consider G ∈ G. We next prove that X is a γs-set of G.
Define
Yi = Ui ∪
(⋃
j>i
Yij
)
,
Ai = {xi} ∪ Yi ∪ Zi for each i = 1, . . . , n.
Note that V = unionmultini=1 Ai.
Lemma 7. If G ∈ G, then X is a γs-set of G. Moreover, any γs-set S of G contains X2 ∪ X3 and exactly one vertex in {xi} ∪ Zi for
each xi ∈ X1 ∪ X4.
Proof. By Remark 4(i), γs(G) ≤ |X | = n. Consider any γs-set S of G and suppose S ∩ Ai = φ for some i; without loss of
generality say i = 1. By Remark 3(i), x1 6∈ X1. Since N[Zj] ⊆ Aj for each j, it follows that Z1 = φ. By Remark 4(ii), x1 6∈ X2∪X3,
so x1 ∈ X4 and therefore |U1| ≥ 2.
Let u, u′ ∈ U1. The only vertices in V − A1 adjacent to vertices in U1 are vertices in X . Thus u, u′ are S-protected by
xj, xk ∈ X , respectively. By (2) of Proposition 1, xj 6= xk because uu′ 6∈ EG. By Step 2 of the construction of G, Zj, Zk 6= φ, and
since (S − {xj}) ∪ {u}  G and u is not adjacent to any vertex in Zj, it follows that S ∩ Zj 6= φ. Similarly, S ∩ Zk 6= φ. Hence
|S ∩ Aj|, |S ∩ Ak| ≥ 2. But γs(G) = |S| ≤ n, hence by the pigeonhole principle there exists l 6= 1 such that S ∩ Al = φ; say
l = 2.
As in the case of x1 we show that x2 ∈ X4 and there exist j′, k′ such that |S ∩ Aj′ |, |S ∩ Ak′ | ≥ 2. Moreover, since Y
is independent, it follows from (2) that j, j′, k, k′ are all distinct. Repeating the above argument we construct an infinite
sequence {xi} such that S ∩ Ai = φ, a contradiction. Hence |S ∩ Ai| = 1 for each i = 1, . . . , n. Since X is an SDS, it follows
immediately that X is a γs-set of G.
To prove the second part of the lemma, say S∩Ai = {si} for each i. The result is obviously true for X1 andwe only consider
X − X1. For any u ∈ Ui and any sj, j 6= i, if sj is adjacent to u, then sj = xj by construction, and similar to Remark 4(ii), sj does
not S-protect u. Moreover, no vertex in Y protects any other vertex in Y . Therefore
if Ui 6= φ, then si ∈ Ai − Y and si uniquely S-protects Ui. (10)
Thus the lemma holds for X4. Suppose xi ∈ X2 ∪ X3 and xi 6= si. By definition of X2 and X3, xi is adjacent to u ∈ Uj for some
j 6= i, and by constructionN(u)−Aj = {xi}. Let u′ ∈ Uj−{u}. By (10), sj uniquely S-protects u′, and since xi 6∈ S, u ∈ epn(sj, S).
But uu′ 6∈ E, contradicting (2). 
Proposition 8. If G ∈ G, then G is γs-ER-critical.
Proof. Let G ∈ G. It is easy to see from the construction that X satisfies Theorem 2(i)–(vi). Moreover, if xi ∈ X1 ∪X4, then for
all u, v ∈ {xi} ∪ Zi,N[u] = N[v]. Hence by Lemma 7, any γs-set of G is essentially the same as X and the result follows. 
Theorem 5 now follows from Propositions 6 and 8.
4. Bipartite γs-ER-critical graphs
4.1. The classB
LetB be the class of all bipartite γs-ER-critical graphs and G ∈ B. Then G can be constructed as described in Steps 1–4 of
the construction of G. Let B1 be the graph obtained after Step 1 of the construction of G and consider the subsets X1, . . . , X4
of X in B1.
If xi ∈ X3 ∪ X4, then Ui 6= φ. If also Zi 6= φ, then the edges added in Step 2 or 4 form a triangle containing xi, which is not
allowed. But if xi ∈ X3, then Zi 6= φ by Step 2. It follows that X3 = φ and that Zi = φ for each xi ∈ X4. Triangles are similarly
formed if xi ∈ X1 ∪ X2 and |Zi| ≥ 2, thus |Zi| = 1 for each xi ∈ X2 (Step 2) and 0 ≤ |Zi| ≤ 1 for each xi ∈ X1 (Step 4). Hence
G can be constructed as follows.
Define F , X = {x1, . . . , xn},Ui(i = 1, . . . , n) and U as in Section 3.1. Notice that F has bipartition (X,U). Add vertices
and edges to F according to the following three steps to form the graph G ∈ B.
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Fig. 2. A bipartite γs-ER-critical graph.
Step B1. Join each u ∈ U to exactly one vertex xj such that Uj = φ. The resulting graph also has bipartition (X,U). Define
X1, . . . , X4 as in Step 1 but note that X3 = φ.
Step B2. Join a new leaf to each vertex in X2 as well as to some (or none, or all) vertices in X1. Let P be the set of leaves added
and note that the resulting graph has bipartition (X,U ∪ P).
Step B3. For each pair of distinct vertices xi, xj ∈ X4, add a (possibly empty) set Yij of new vertices, joining each vertex in Yij
to xi and xj (and to no other vertices).
This yields the graph G. Let U ′ = ⋃i,j Yij. Then G has bipartition (X,U ∪ U ′ ∪ P) = (X, Y ∪ P). It follows thatB consists
of the class of all graphs which can be constructed as above.
4.2. Alternate construction ofB
We also give a different construction of the classB which will be used in Section 4.3 to construct γs-ER-critical trees. Let
G1
G2
G3
G
C
A
 be

a bipartite multigraph with bipartition (B,D) and deg v ≥ 2 for all v ∈ D,
the graph obtained by subdividing each edge of G1 once,
a graph obtained from G2 by joining a leaf to every vertex in B except possibly
not to some isolated vertices in B,
a graph obtained by adding a (possibly empty) set E of new vertices to G3,
joining each of them to exactly two vertices in D,
the set of subdividing vertices added to G1,
the set of leaves added to G2.
(11)
Then G2 is bipartite with bipartition (B ∪ D, C),G3 is bipartite with bipartition (B ∪ D, A ∪ C) and G is bipartite with
bipartition (B ∪ D, A ∪ C ∪ E). See Fig. 2. Let X = B ∪ D. Then X1 consists of the isolated vertices of G1, X2 = B− X1, X3 = φ
and X4 = D. We prove thatB is the class of all graphs G thus constructed. Firstly, suppose G is constructed as in (11). As in
the proof of Lemma 7 it follows that X is a γs-set of G, and moreover, X is the unique γs-set of G except if K2 is a component
of G in which case either vertex of K2 may be used. It is also easy to show that X satisfies Theorem 2(i)–(vi), hence G is
γs-ER-critical. Since G is bipartite, G ∈ B.
Conversely, suppose G ∈ B. Then G can be constructed as described in Section 4.1. From this construction it is clear
that X and U are independent, each vertex in X4 is adjacent to at least two vertices in U , and each vertex in U is adjacent to
exactly one vertex in each of X2 and X4 (Step B1). Hence G2 = G[X ∪ U] is a bipartite graph with bipartition (X,U) in which
deg x ≥ 2 for each x ∈ X4 and deg u = 2 for each u ∈ U .
Let B = X1∪X2, C = U,D = X4 and G1 be the graph obtained from G2 by replacing each path b, c, d(b ∈ B, c ∈ C, d ∈ D)
by the edge bd. Since each cycle of G2 is of the form b0, c01, d1, c11, b1, . . . , dk, ckk, bk+1 = b0, (bi ∈ B, cij ∈ C, di ∈ D), which
has length 4(k+1), the corresponding cycle b0, d1, b1, . . . , dk, b0 of G1 has even length 2(k+1) (possibly equal to 2). Hence
G1 is a bipartite multigraph with bipartition (B,D) in which deg v ≥ 2 for each v ∈ D.
Therefore G1 and G2 can be constructed as in (11). Moreover, by Step B2, each vertex in X2 is adjacent to a leaf and some
vertices in X1 may also be adjacent to a leaf. Therefore G3 can be constructed as in (11). Finally, Step B3 ensures that Gmay
also be constructed as described in (11).
4.3. The class T of γs-ER-critical trees
Obviously, K1 and K2 are γs-ER-critical trees. We now construct the class T of all noncomplete γs-ER-critical trees.
Let G1 be an isolate-free forest with bipartition (B,D) such that deg v ≥ 2 for each v ∈ D. Construct the graphs G2 (with
subdividing vertices C) and G3 (with leaves A) as in (11) in the construction of B. Then G3 is a forest. Let H1, . . . ,Hr be the
components of G3 and Di = D ∩ VHi .
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Fig. 3. A γs-ER-critical tree.
Construct the tree T as follows. Let H be any r-vertex tree, say VH = {h1, . . . , hr}. Replace each vertex hi of H by the
component Hi of G3 and each edge hjhk by an edge joining some vertex in Dj to some vertex in Dk. Form T by subdividing
each new edge once (with subdividing vertices E). See Fig. 3, in which we used H = K1,3 with centre h2; note that (for
example) the edge xv may be replaced by x′v.
Let T be the class of all trees T thus constructed. We show that T is the class of all noncomplete γs-ER-critical trees.
For any T ∈ T , let X = B ∪ D and note that X2 = B, X4 = D, P = A and Y = C ∪ E. The construction of T from the
components H1, . . . ,Hr of G3 is a special case of the construction in (11) of G from G3, hence T ∈ B and T is γs-ER-critical.
Conversely, consider any noncomplete γs-ER-critical tree T ∈ B. Then T can be constructed as in (11). If the graph G1
in (11) has a cycle, then T has a cycle, a contradiction. If G1 has an isolated vertex v, then v corresponds to a complete
component of T , i.e., T is complete, which is not the case. Hence G1 is an isolate-free forest such that deg v ≥ 2 for each
v ∈ D, as required. Obviously G2 and G3 can be constructed as required. In constructing T from G3 in (11) the creation of
cycles must be avoided and all components of G3 must be joined to form a connected graph. This is achieved by joining the
components according to some tree structure – the tree H . It follows that T ∈ T .
5. Future research
There are numerous topics for further research on criticality concepts for secure domination and on changing the secure
domination number of a graph by the addition, deletion or alteration of edges or the deletion of vertices. Various types of
criticality for domination and related parameters were investigated in [10].
1. How many edges must be deleted to increase the secure domination number of a graph? For ordinary domination the
minimum number of such edges is called the bondage number [11, p. 142].
2. How many edges must be added to decrease the secure domination number? Do there exist graphs (apart from the
vacuous case of the complete graphs) that are secure domination criticalwith respect to edge addition, i.e., graphs G such
that γs(G+ e) > γs(G) for all e ∈ EG? If so, can this class be characterized as elegantly as γs-ER-critical graphs?
3. How many edges must be subdivided (each edge may only be subdivided once) to increase the secure domination
number? The minimum number of such edges, in the case of domination, is called the domination subdivision number
[18], and has also been studied for other domination parameters.
4. What happens to the secure domination number when a vertex is deleted? It may decrease (for example, when a leaf or
the central vertex of P5 is removed), stay constant (remove a support vertex of P5) or increase (remove the central vertex
of P7), but do there exist graphs where the secure domination number always increases, or always decreases, regardless
of which vertex is removed?
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