Abstract. We eliminate by KAM methods the time dependence in a class of linear di erential equations in`2 subject to an unbounded, quasi-periodic forcing. This entails the pure-point nature of the Floquet spectrum of the operator H0 + P (!t) for small.
Introduction and statement of the results
Consider the non-autonomous, linear di erential equation in a separable Hilbert space H i _ (t) = (A + P(! 1 t; ! 2 t; :::; ! n t)) (t); (t) 2 H; 2 R (1.1) under the following conditions:
A1 The operator A is positive self-adjoint. Spec(A) is discrete, and all eigenvalues 0 < 1 < 2 < 3 ; ::: are simple. There is d > 1 such that i i d ; i ! 1:
(1.2) A2 P( 1 ; :::; n ) P( ) is a function from the n-dimensional torus T n R n =2 Z n into the symmetric operators in H, ! := (! 1 ; : : : ; ! n ) 2 0; 1] n is a frequency vector. Then the map T n 3 ! P( ) 2 B is analytic for some < d ? 1. Our purpose is to prove the following Theorem 1.1. There exist > 0, a subset := 0; 1] n and, if j j < and ! 2 , a unitary operator U (!t) U (! 1 t; ! 2 t; :::; ! n t) in H with the following properties:
T1 U (!t) is analytic in t and quasiperiodic with frequencies !; T2 U (!t) transforms equation (1.1) into a system of the form i _ (t) = A 1 (!t) (t) (1. k1 ? U (!t)k 0 C ; j 1 i ? i j Ci ; j i (!t)j Ci ; j ? j !0 ! 0 :
Straightforward integration of (1.4) reduces (1.1) to an autonomous system which makes the almost-periodic nature of all its solutions evident. where f 0 i (!t)g 1 i=1 are the components of U (!t) 0 along the eigenvector basis of A.
The above result can be equivalently formulated in terms of Floquet spectrum ( 21] ,
and 12] for the quasi-periodic case). Consider indeed on K := H L 2 (T n ) the Floquet Hamiltonian operator
(1.8)
The maximal operator in K generated by the di erential expression (1.8), still denoted K F , is self-adjoint by A3, which makes A + P(!t) self-adjoint on D(A) for all t. 3. In the periodic case (n = 1) we see that, as in classical mechanics (see e.g. 7], Chapt.5.13) not even an unbounded perturbation delocalizes the system if its strength is too small and its frequency is not too close to a resonant one. There is no di usion (for small enough) in the classical counterpart of (1.9) even for resonant values of !, but there are chaotic regions in phase space localized around the resonant actions. In this case it is still unkown whether or not the quantum Floquet spectrum is pure point even for bounded perturbations. On the other hand for 0 < 2, when condition (1.2) is not satis ed, the nature of the Floquet spectrum is still unknown apart the globally resonant case 8], 9]. 4. In the quasiperiodic case (n 2) the quantized system behaves as in the periodic one even though in the classical counterpart of (1.9) there are no topological obstructions to the growth of energy. where i and P(!t) P(! 1 t; ! 2 t; :::; ! n t) ful ll conditions A1-A3.
The key point of any KAM method is the construction of a coordinate transformation mapping the original problem into a new one of the same form with a much smaller size of the perturbation, typically the square of the original one. Here we construct and estimate, by an algorithm very close to that of 11], a unitary operator which maps (2.1) into an equation of the same form but with a perturbation of order 2 .
In this Section we describe the procedure; in Sect. 3 we work out the estimates, and in Sect.4 we set up the iterative scheme and prove its convergence. The new perturbationP 1 is (the explicit dependence of B on t is omitted): The second line in (2.4) is of order 2 only if the operator B is bounded. However P is not bounded; as a consequence the operator diag(B ii ) is in general unbounded, and the above de nition cannot yield the desired result. The idea is therefore to de ne B by the rst of (2.7) with B ii = 0; one can guess that, since the denominators ! k + i ? j tend to in nity as i or j diverge, it should be possible to generate a bounded B even if P is unbounded. In the next section we will prove that this is actually the case.
With the above de nition of B the curly bracket in (2.4) turns out to be the operator diag(P ii ), and hence in terms of the variables y the equation takes the form. i _ y = (A 1 + 2 P 1 (!t))y ; with A 1 = A + diag(P ii (!t)). This system is de ned only for ! in the subset of where the denominators in (2.7) do not vanish. In the next section we will assume a diophantine type condition also for such denominators, to be valid on a Cantor subset of . Then it will turn out that P 1 depends in a Lipschitz way on ! in such a subset.
Iterating the construction, we see that the operator A is replaced by the operator A 1 which depends also on the angles . As we shall see, this is precisely the point where Kuksin's result 16] enters in a critical way.
Squaring the order of the perturbation
Keeping in mind the discussion of the preceding section we rst set some notation, and then construct and estimate the transformation squaring the order of the perturbation. Let T n s be the complexi ed torus with jIm i j s. If The procedure explained in the previous section has to be modi ed since now the eigenvalues of A ? depend also on the angles . The construction is based on a lemma by Kuksin 16 ] that we now summarize.
On the n{dimensional torus consider the equation
(3.14)
Here denotes the unknown, while b, h denote given analytic functions on T n s . h has zero average; E 1 ; E 2 are positive constants and khk s 1. Concerning the frequency vector ! = (! 1 ; :::; ! n ) the assumptions are: j! kj 2 jkj ; 8k 2 Z n ? f0g ; j! k + E 1 j 1 1 + jkj ; 8k 2 Z n :
The nal hypothesis is an order assumption on the magnitude of the di erent parameters, namely: given 0 < < (3.31) and this proves the assertion.
Iteration
In this section we set up the iteration needed to prove the stated results. 1. U l (!t) is as follows: U l ( ) = e B 1 ( ) e B 2 ( ) :::e B l ( ) , and the anti-selfadjoint operators B j 2 G, j=1,...,l depend analytically on 2 T n s? l , are Lipschitz continuous in ! 2 l and ful ll (3.20) with P l?1 , l in place of P ? ; , respectively. 2. A l has the form of (3.2) with the upper index \minus" replaced by l, i.e.
A l = diag( l 1 (!) + l 1 (!t; !); l 2 (!) + l 2 (!t; !); l 3 (!) + l 3 (!t; !); :::) ; Proof. We proceed by induction applying Lemma 3.3. First we want to apply it to the original system (2.1) to the e ect of obtaining a system of the form (4.4) with l = 1.
To this end remark that (2.1) satis es all the assumptions of Lemma To go from step l to step l + 1 one has to verify that the assumptions of Lemma 3.3 are satis ed for any l. More speci cally, de ning := =2 and xing C and C ! we must verify that (3.19) holds. It is easy to check that this is true provided is smaller than a constant which in particular vanishes as ! 0. Then it is immediately realized that the conclusions of Lemma 3.3 imply the thesis if is small enough (independently of l).
Proof of Theorem 1.1 Proposition 4.1 ensures the existence of > 0 such that, for j j < ( ), lim l!1 l = 1 ; 1 > =2, and lim l!1 s l = s=2. This entails the uniform convergence of the operator valued sequence of functions U l on T n s=4 . Hence the limit, denoted U 1 (!t), will be analytic and quasi-periodic. 
