Abstract Transient climate sensitivity tends to increase on multiple timescales in climate models subject to an abrupt CO 2 increase. The interdependence of radiative and ocean heat uptake processes governing this increase are reviewed. Heat uptake tends to be spatially localized to the subpolar oceans, and this pattern emerges rapidly from an initially uniform distribution. Global climatic impact of heat uptake is studied through the lens of the efficacy concept and a linear systems perspective in which responses to individual climate forcing agents are additive. Heat uptake can be treated as a slowly varying forcing on the atmosphere and surface, whose efficacy is strongly determined by its geographical pattern. An illustrative linear model driven by simple prescribed uptake patterns demonstrates the emergence of increasing climate sensitivity as a consequence of the slow decay of high-efficacy subpolar heat uptake. Evidence is reviewed for the key role of shortwave cloud feedbacks in setting the high efficacy of ocean heat uptake and thus in increasing climate sensitivity. A causal physical mechanism is proposed, linking subpolar heat uptake to a global-scale increase in lower-tropospheric stability. It is shown that the rate of increase in estimated inversion strength systematically slows as heat uptake decays. Variations in heat uptake should therefore manifest themselves as differences in low cloud feedbacks.
Introduction
Climate change is driven first and foremost by sustained differences between incoming and outgoing radiation at the top of the atmosphere. Accordingly, scientific study of climate change is anchored in the planetary energy budget. All climate models, from the simplest toy model to the most sophisticated coupled Earth System Model, solve a thermodynamic problem of the form
where E represents the energy content of the system (atmosphere, ocean, land, and ice), R is the net downward radiative flux at the top of the atmosphere, and the overbars denote a global average. Addition of CO 2 or other radiatively active substance to the atmosphere pushes the energy budget out of balance by a certain amount F , causing energy to accumulate in the Earth system and leading to changes in (among other things) surface temperature T s . Given enough time, the radiative imbalance R will decay back toward zero as a warmer planet emits more energy to space. The equilibrium climate change T s can then be characterized by
where λ is a constant of proportionality between radiative forcing and equilibrium temperature response. 1 This is the forcing-feedback framework that has long been used to quantify equilibrium climate sensitivity. The Charney Report [13] gave a likely range of λ = 1.7±0.8 W m −2 K −1 , and that range has remained remarkably similar over time [8, 21] . Is Eq. 2 anything more than a diagnostic statement about the equilibrium change in response to a specific set of forcing agents? Does λ quantify the complex feedback processes operating in a climate model or in nature in a physically meaningful way that can then be applied to nonequilibrium, time-evolving and spatially complex climate variations? Such questions have been studied at length as the focus of the scientific community has shifted from equilibrium sensitivity [11-13, 30, 32] to transient response [2-4, 25, 26, 28, 31, 33, 35, 44, 50, 57, 63, 65] .
Climate feedback analysis is based on the notion that the TOA radiative response scales first and foremost with the global mean T s . Then, the RHS of Eq. 2 is effectively a linear Taylor-series expansion of this response [38, 51] . It is then natural to separate the radiative response into additive components associated with individual physical processes affecting either the longwave (LW) or shortwave (SW) flux (e.g., changes in water vapor, lapse rate, cloudiness, and surface albedo). If each of these processes scale with T s and are physically independent to leading order, then individual additive contributions to λ can be computed. Such calculations give insight into the processes determining climate sensitivity and its uncertainties [21, 59] .
Equilibrium climate sensitivity is an important but strictly theoretical benchmark. Because of the great thermal inertia and dynamic nature of the oceans, we live now and forevermore in a transient world with a non-equilibrium energy budget. Under transient climate change, the planet gains energy at a rate dE/dt = N(t). Strictly speaking, N(t) is the TOA imbalance, but this is usually assumed to be equivalent to the rate of ocean heat uptake (OHU)-an excellent assumption on timescales longer than 1 year [26, 45] .
Assuming that an analogous linearization of the TOA radiative response is valid in the transient regime, the planetary energy budget is
N(t) = F (t) − λ(t) T (t)
We include an explicit time-dependence for λ because it is well-established that AOGCMs exhibit such timedependence. More specifically, as we review below, most models exhibit increasing climate sensitivity (or decreasing feedback parameter λ) during transient adjustment to steady radiative forcing. The main thesis of this paper is that there are systematic, physical, and causal links between OHU and TOA radiative response that give rise to time-dependent climate sensitivity. Simply put, N and λ in Eq. 3 are not physically independent. We focus on steady radiative forcing and the abrupt CO 2 quadrupling experiments in CMIP5 [61] (rather than specific future scenarios or the so-called Transient Climate Response under gradually increasing CO 2 [21] ) in order to understand processes and timescales internal to the climate system.
Our paper is laid out as follows. In "Ocean Heat Uptake and Time-Dependent Climate Sensitivity", we review the spatial patterns of OHU and time-dependent climate sensitivity in the CMIP5 models. In "Linearity, Efficacy, and Feedback", we review the concept of efficacy of a climate forcing agent, its connection to a linear systems view of climate change, and the extension of these ideas to the concept of a slowly varying OHU as a high-efficacy forcing on transient warming. In "An Illustrative Linear Model of Time-Dependent Climate Sensitivity", we implement this concept in a strictly linear illustrative model driven by combinations of CO 2 radiative forcing and simple prescribed patterns of OHU. This model demonstrates how timedependent climate sensitivity emerges as a consequence of the slow decay of a high-efficacy subpolar mode of OHU. In "What Determines the Efficacy of Ocean Heat Uptake?", we review classic and recent results showing the key role of SW cloud feedbacks in the increasing climate sensitivity. We propose a causal physical mechanism for this connection: subpolar OHU drives a global-scale increase in lower-tropospheric stability, and gradual waning of this effect leads to increasing rates of low cloud loss during transient warming. Some new evidence for this mechanism from CMIP5 models is presented. In "Conclusion" we offer a summary and future research priorities.
Ocean Heat Uptake and Time-Dependent Climate Sensitivity Spatial Patterns of Ocean Heat Uptake
Ocean heat uptake occurs through sustained delivery of disequilibrium water from depth to the upper ocean, which is in turn strongly thermally coupled to the atmosphere through sea surface heat fluxes [25] . These mixing processes are spatially complex [4, 6, 16, 25, 53, 65] and largely determined by ocean dynamics [16, 25, 40] . Preferred locations for the "delayed warming" associated with OHU include the Southern Ocean and the northern North Atlantic. AOGCMs are rarely integrated out to equilibrium due to the long timescales and computational cost. One study with ECHAM5/MPIOM found equilibration timescales of about 1200 years for the surface and 5000 years for the deep ocean [39] .
On short timescales, there can be substantial variation in the spatial structure of OHU. Figure 1 (reproducing Fig. A1 from Rose et al. [53] ) shows zonally averaged OHU from CMIP5 models [61] for two time slices following abrupt quadrupling of CO 2 . OHU is relatively uniform across the globe for the first few years, as the entire upper ocean is out of equilibrium. By year 100, there is reasonable agreement across the models that OHU is largely localized to the subpolar oceans. The spatial structure of oceanic heat storage is not the same due to ocean circulation and heat transport [40] , with substantial inter-model variability [22] . However, from a radiative perspective, the key quantity is the pattern of anomalous surface heat fluxes as plotted in Fig. 1 . We take these fluxes as synonymous with OHU even though the fluxes are positive (out of the ocean) in some locations. The influence of this spatial structure on radiative processes will be discussed below. [53] ) Net surface heat flux anomalies (positive up) in CMIP5 models immediately following abrupt quadrupling of CO 2 (a) and after 100 years (b). Black curve shows ensemble mean of 16 different AOGCMs. Also shown: the idealized heat uptake scenarios q H (blue) and q T (red) used in aquaplanet simulations [53, 55] , discussed further below. The CMIP5 models used here are ACCESS1-0, BCC-CSM1-1, CanESM2, CCSM4, CSIROMk3-6-0, GFDL-CM3, GFDL-ESM2G, GFDL-ESM2M, INM-CM4, IPSL-CM5A-LR, IPSL-CM5B-LR, MIROC5, MIROC-ESM, MPI-ESM-LR, MRI-CGCM3, and NorESM1-M Gregory et al. [27] first suggested using the transient response of an AOGCM to an abrupt, steady radiative forcing to estimate equilibrium climate sensitivity. The method is illustrated here in Fig. 2 for the CMIP5 abrupt CO 2 quadrupling scenarios and two different models (CCSM4 and GFDL-CM3, see Table 1 ). Global, annual average TOA radiation R is plotted against the surface temperature anomaly T s in a scatterplot spanning the 150-year simulation. Linear regression is used to calculate "effective radiative forcing" ERF (the intercept at T s = 0), "effective climate sensitivity" T eff (extrapolation to equilibrium at R = 0), and the feedback parameter λ (the slope in W m −2 K −1 ). This was the basis of the equilibrium climate sensitivity values reported in the IPCC AR5 [21] . 2 Similar plots for other CMIP5 models appear in [3] . Such figures are colloquially known as "Gregory plots" in honor of their progenitor [27] . Figure 2 illustrates several long-running themes in the literature. The two models disagree quantitatively on forcing, feedback, and climate sensitivity; however, both exhibit increasing sensitivity with time. As indicated by the concave curvature of the scatterplots, the slope λ decreases as the models warm up. The radiative imbalance decays most rapidly per degree warming over the first few years, and more slowly thereafter. Both models in fact show that the slope continues to decrease throughout the 150-year simulation.
Time-Dependence of the Transient Energy Budget
The roughly 1 W m −2 difference between the intercepts of the 10-year regression lines (dashed) and the 150-year regression lines (solid) can be interpreted as part of the "rapid adjustment" of the radiative forcing advocated by Williams et al. [63] . However, the physics of this adjustment is not entirely clear. Previous studies have revealed radiatively-important rapid tropospheric adjustments to CO 2 forcing that occur independently of surface warming [1, 14, 29, 33, 58] . On scales of years to decades, the adjustment must include an active role for the oceans, which may not be cleanly separable from stratospheric and tropospheric adjustments [56] . We submit that the adjustment in Fig. 2 is intimately linked to the changing pattern of OHU pictured in Fig. 1 , consistent with [56] . On the other hand, Fig. 2 also shows that λ continues to decrease over the second half of the simulations, during which time the dominance of subpolar OHU is well-established. We will return to these points below.
The curvature in Fig. 2 suggests that T eff (based on 150 years of integration following the methodology of the IPCC AR5 [21] ) is an underestimate of the true equilibrium climate sensitivity. This curvature seems to be a robust feature of CMIP5 models [2, 26, 38] . We would like to better understand the physical mechanisms governing this increase in T eff for 4×CO 2 , as defined in the IPCC AR5 [21] climate sensitivity in the AOGCMs, along with any potential implications for detectability of climate sensitivity from inherently transient observations.
Linearity, Efficacy, and Feedback
How linear is the climate system under transient warming? Some have posited that the curvature in Fig. 2 is indicative of a genuinely non-linear set of interactions governing the transient radiative feedback in AOGCMs [2, 38, 42, 48] . This calls into the question the value of linear models such as Eq. 3. On the other hand, other ways of expressing the leading-order linearity of the climate system may be more useful for understanding transient climate change [26] . It is certainly worth a careful look; linearity is too powerful an analytical tool to be abandoned lightly.
Efficacy of a Climate Forcing and Additive Responses
Radiative forcing agents are not all equal in their ability to drive climate change; that is, the proportionality λ between F and T s varies for different agents [17, 32, 41] . The "efficacy" factor is the amount of warming produced per [33] . For example, both ozone and volcanic forcing are found to cause substantially less warming per W m −2 than CO 2 and thus have efficacies smaller than 1 -with implications for observationally based estimates of equilibrium climate sensitivity [41] .
The efficacy concept is rooted in a different linearity assumption than underlies Eq. 2. Efficacy can only be measured in single-forcing model simulations. The key assumption is that the climate response to multiple forcing agents is additive. Specifically, if each agent exerts a radiative forcing F i , elicits a response T i , and these are related by F i = λ i T i , then the response to the combined forcing
where in the last equality ε i = λ CO2 /λ i are the efficacies of each agent. Expanding out Eq. 2 for this combined forcing case and solving for λ gives
The combined feedback λ is a weighted average of feedbacks on individual forcings, where the weighting is the fraction of the total temperature response caused by that particular forcing. It is important to recognize that, in the presence of forcing agents with non-unit efficacy, the feedbacks are not additive in the same proportion as the forcing and response, even if the climate system is linear and Eq. 4 holds. The additive assumption Eq. 4 has been tested in many types of climate models, and is generally a good approximation [7, 17, 41, 53] . There are of course some limitations to this perspective. Large climate changes involving significant changes in sea ice extent can involve demonstrably non-linear threshold and hysteresis behavior [20, 52, 54] . However, there is little evidence of such threshold behavior in future global warming scenarios [5] . The assumption in Eq. 4-which has been called "system linearity" as opposed to "linearity in time" [26] -may be the most useful starting point for theories of climate sensitivity [24, 26, 35, 65] .
Efficacy of Ocean Heat Uptake
Winton et al. [65] proposed thinking about OHU as a forcing on the atmosphere and sea surface, rather than strictly a response of the coupled system. This takes advantage of the clear timescale separation between the tightly coupled atmosphere-upper ocean system and the deep ocean heat uptake processes [24, 35, 38] . One supposes that ocean dynamics impose a quasi-fixed heat sink upon the upper ocean, and the fast components of the climate system remain close to equilibrium with this heat sink and the radiative forcing. Invoking the additive assumption Eq. 4, the transient warming is interpreted as
where T CO2 is the equilibrium warming, and T OH U (t) < 0 is a cooling driven by slowly varying OHU. Several authors have invoked this concept in a linear two-box model, representing OHU as a diffusive mixing between the upper and deep ocean [24] [25] [26] 35] . The conceptual advantage of this perspective is that it permits investigation of the impact of OHU on the atmospheric radiative-dynamical processes that determine λ(t). Since N is now just another type of forcing, we can quantify its efficacy relative to CO 2 as above. The efficacy is simply the ratio ε = λ CO2 /λ OH U of feedback parameters that would operate on CO 2 or OHU in isolation [53] .
The curvature of the Gregory plots in Fig. 2 indicates that ε in the abrupt CO 2 -quadrupling scenario is larger than 1. That is to say, it takes less than 1 W m −2 of OHU to fully mitigate the global warming from 1 W m −2 of CO 2 -induced radiative forcing. This is a relatively robust feature of the CMIP5 models. Geoffroy et al. [23] compute ε for the CMIP5 models by fitting to the two-box model with an efficacy factor for deep ocean heat uptake. Their formulation is identical to that presented above on timescales for which the upper ocean is in quasi-equilibrium. They report a multi-model mean ε = 1.28 with a standard deviation of 0.25.
From Eqs. 5 and 6, the transient feedback is
For example, at the time the coupled system has achieved half its equilibrium warming, T CO2 / T = 2 and T OH U / T = −1. For a system with ε > 1, Eq. 7 then implies that λ(t) > λ CO2 . As the system approaches equilibrium, T OH U → 0 and λ(t) → λ CO2 . Decreasing λ, or equivalently, increasing climate sensitivity, is a direct consequence of the large efficacy of OHU.
While ε is robustly greater than 1 in the CMIP5 models, it is not necessarily steady in time. Paynter and Frölicher [46] showed that ε(t) increases from about 1.4 to values greater than 2 during the first 180 years following abrupt CO 2 -quadrupling in the GFDL-CM3. It is important to understand the physical origins of this non-unit efficacy of OHU, as well as how it may vary in time and across models.
Rose et al. [53] used idealized slab ocean GCM simulations to quantify T OH U and ε for two simple prescribed OHU patterns. These patterns (denoted as q H and q T for "high latitudes" and "tropics", respectively) are sketched in Fig. 1 . q H is an idealization of the subpolar OHU pattern typically found in transient AOGCMs, while q T might be considered analogous to a La-Niña-like enhancement of tropical heat uptake [55] . While in both cases the OHU is spatially localized, the response is global [53, 55] . It is also strongly dependent on the spatial structure of OHU. In a small ensemble of idealized GCMs, the efficacy of q H ranges from 1.6 to 2.2, while the efficacy of q T ranges from 0.5 to 0.6 [53] . Removing 1 W m −2 from the subpolar sea surface is a far more effective way to cool the planet than removing the same 1 W m −2 from the tropical sea surface, by a factor of 3 to 4.
While highly idealized, these results suggests that the efficacy of OHU is strongly determined by its spatial pattern. More specifically, ε > 1 in the CMIP5 models first and foremost because of the subpolar maximum in OHU (Fig. 1) . This is consistent with the efficacy of radiative forcing agents and "ghost forcings" [32, 33, 36] . Surfacebased, high-latitude forcings are typically the most effective at changing global surface temperatures. It is also possible (though not yet demonstrated) that inter-model spread in ε [23, 65] , as well as unforced temporal variations in ε(t) [46] , may be primarily due to variations in the spatial pattern of OHU (e.g., the spread in Fig. 1 ).
The Local Feedback Perspective
Some radiative feedback processes are highly localized. The classic example is the surface albedo feedback, which has global consequences but is driven by surface temperature change at locations near the snow and ice edge. In the context of transient climate change with time-dependent warming patterns [2] , the accuracy of Eq. 3 might be improved by using a local linearization of the energy budget
N(r, t) = F (r, t) − λ loc (r, t) T (r, t) − ∇ · F(r, t)
where r is a geographical location, F is the anomalous atmospheric heat transport, and λ loc is a locally defined feedback parameter [4, 15, 18, 19, 53] -the proportionality between local surface temperature and local TOA radiative response. The local perspective Eq. 8 introduces substantial complexity, particularly involving F and its interactions with radiative processes [4, 43, 53] . Its worth as a conceptual tool depends on whether it provides new simple insights into climate sensitivity.
One possibility is that λ loc (r) is more universal than global λ: local radiation may correlate strongly with local temperatures regardless of the global structure of the climate forcing and response. In this perspective, efficacies (whether of radiative forcings or OHU) are determined by spatial patterns of warming T (r) activating local feedbacks. For example, sea ice retreat in the Southern Ocean is associated with strongly positive local feedbacks, but these are suppressed while OHU delays the local warming. Boer and Yu [7] first showed that T (r) is strongly shaped by spatial patterns of λ loc (r) in a GCM, and in fact argued that the additive principle Eq. 4 is a consequence of fixed λ loc (r).
Armour et al. [4] invoked the assumption of fixed λ loc (r) to explain time-dependence of λ(t) in transient climate change. The CCSM4 energy budget in Fig. 2 is wellapproximated by convolving the simulated time-dependent T (r, t) with a fixed local feedback λ loc (r) [4] , itself diagnosed from an equilibrium 2×CO 2 scenario in a slab ocean version of the same model [6] .
The problem with the local perspective is twofold. First, it does not necessarily get us closer to understanding the rate and pattern of surface warming T (r, t), which requires knowledge of (or closure assumptions for) N(r, t) and ∇ · F(r, t) (the OHU and dynamic heating rate, respectively). Secondly, the assumption that λ loc (r) is independent of N(r) has been directly tested and found to be false: CO 2 , q H and q T each excite a unique feedback pattern λ loc (r) in idealized GCMs [53] , dominated by differences in lapse rate and SW cloud feedbacks. There is no universal rule coupling local warming to local radiation. Instead, the response to each different forcing and OHU pattern must be understood as a global-scale, non-local dynamic adjustment of the atmosphere with unique vertical structures [55] . Rather than the additive principle following from local feedbacks [7] , we posit that the response of the climate system to complex and time-evolving forcing is best understood as an additive but non-local response to individual simple forcings.
An Illustrative Linear Model of Time-Dependent Climate Sensitivity
We are advocating for a linear systems approach to understanding transient warming, driven by a time-evolving OHU. Here, we provide an illustrative model of this perspective. We suppose that Eq. 6 is exact, and that T CO2 can be measured from equilibrium single-forcing simulations in shallow slab ocean GCMs. Furthermore, a spatially complex pattern of OHU can be decomposed into sums of simpler, spatially localized patterns, and the responses will be additive.
Model Description
For the sake of a concrete but idealized illustration, we adopt the aquaplanet CAM4 results of Rose et al. [53, 55] which define three responses T CO2 , T T , and T H associated respectively with CO 2 , q T , and q H . We subject this hypothetical system to an abrupt quadrupling of CO 2 and allow it to adjust toward equilibrium. The OHU is a linear combination of q T and q H :
N(r, t) = a T (t)q T (r) + a H (t)q H (r)
where a T , a H are coefficients for the tropical and highlatitude OHU patterns. We suppose that each coefficient decays in time, with the e-folding time for q T is much shorter than for q H . These are loosely associated with adjustment times of the upper and deep ocean [24, 35] . The q T mode might also be considered part of the rapid oceanic adjustment described by Rugenstein et al. [56] . We add random noise to each coefficient to represent interannual variability in surface heat fluxes and ocean dynamics:
where r T and r H are zero-mean Gaussian random processes (we choose a standard deviation of 0.2). We choose decay timescales τ T = 20 years and τ H = 300 years. Amplitudes a T 0 , a H 0 are set by two conditions at t = 0: the TOA imbalance is identical to the radiative forcing for 4×CO 2 , and T = 0. From Eq. 6, the response (surface temperature and TOA radiation) at any time is simply the appropriate linear combination of globally averaged responses from the GCM. We do not perform new GCM simulations here, but rather use the equilibrated, time-averaged output of the simulations described by Rose et al. [53, 55] to define the single-forcing responses for our illustrative model.
Climate Sensitivity in the Illustrative Model
The first 300 years of transient warming is plotted in Fig. 3 . The timeseries of T s (t) is shown in the grey line on the right panel. The left panel shows the Gregory plot for the illustrative model. It has the same concave curvature found in the CMIP5 models ([3], Fig. 2 ). In this case, the equilibrium warming T CO2 is known to be 3.4 K, and the effective extrapolated sensitivity (solid red line) underestimates this by about 0.6 K. We emphasize that this model is strictly linear by construction. The curvature in Fig. 3 is entirely due to temporal changes in the spatial pattern of OHU, along with the differing efficacies of the two OHU modes. Timedependent climate sensitivity in the illustrative model is consistent with the gradual emergence of high-latitude heat uptake with ε > 1 in the CMIP5 models.
Despite being generated by a strictly linear model, the curvature in the left panel of Fig. 3 means that none of the regression lines capture all the important behaviors of the system (in analogy with the CMIP5 models in Fig. 2) . The regression over years 0-20 (before the dominant high-latitude OHU pattern has emerged) gives an accurate assessment of the radiative forcing (7.6 W m −2 ) but severely underestimates equilibrium sensitivity. Regression over years 50-300 (in which OHU is dominated by q H ) provides a reasonable estimate of T CO2 , but underestimates F . In this context, the "fast adjustment" to the forcing [63] is actually the emergence of the long-term OHU pattern, dominated by q H with its large efficacy. Regression over the entire 300 years underestimates both F and T CO2 . The slope λ = 2.1 W m −2 K −1 is very close to λ CO 2 in this model (λ = 2.2 W m −2 K −1 , [53] ). However, this fit is not particularly meaningful since regressing over several hundred more years would yield a smaller λ (though also a better estimate of T CO2 ).
Feedback in the Illustrative Model
Radiative kernel analysis [60] can be used to decompose λ(t) in our illustrative model into physical components. Here, we use aquaplanet-specific kernels [19] . The radiative kernel method requires a convolution of the kernels with 3D temperature and moisture anomaly fields. For our illustrative model, these anomalies are simply linear combinations of the single-forcing GCM responses from Rose et al. [53, 55] , with the time evolution given by Eqs. 9 and 10. We compute the feedback components at 1-year intervals and plot the resulting timeseries (smoothed by 10-year running averages) in the right panel of Fig. 3 . We express the clearsky longwave feedback components with respect to fixed relative humidity, eliminating a large cancelation between the traditional water vapor and lapse rate feedbacks [34] .
Consistent with the concave shape of the Gregory plot, −λ (thick black line) becomes less negative with time (climate sensitivity increases). However, the most obvious curvature in the Gregory plot occurs during the early part of the transient and is clearly associated with the rapid decay of q T . The timeseries reveals a much slower increase in climate sensitivity associated with decay of q H (approach to equilibrium). The kernel calculation shows that this is due primarily to two factors: less negative lapse rate and cloud feedbacks. Consistently, in single-forcing scenarios both clouds and clear-sky LW feedbacks contribute to the large efficacy of q H [53] . Note that the shorter-term fluctuations in λ(t) are due to time-dependence of ε(t) imposed through the stochastic terms in Eq. 10 -a crude representation of the variability in surface heat flux patterns that would occur in nature or in a coupled AOGCM.
Why does λ decrease as the influence of the heat uptake wanes, when λ in response to q H alone is actually smaller? We emphasize, again, that this time-dependence in λ is a Fig. 3 Transient warming in the illustrative linear model (first 300 years after quadrupling CO 2 ). The model is a linear combination of equilibrium responses to CO 2 and two idealized modes of ocean heat uptake ( [53] , Fig. 1 ) with different decay timescales plus stochastic variability. Left: Scatterplot of the evolving planetary energy budget [27] and regression lines, as in Fig. 2 . The green star at 3.4 K indicates the true equilibrium warming for 4×CO 2 . Right: Timeseries of global mean surface temperature (thick grey line) and components of the TOA feedback calculated from radiative kernels [19, 60] . These are plotted as signed feedbacks; the thick black line is −λ(t). Clear-sky longwave feedbacks are expressed with respect to fixed relative humidity [34] . Feedback are computed annually and smoothed by a 10-year running average consequence of the time-dependence of the OHU-both its spatial pattern and its magnitude. The feedbacks are not additive in the same proportion as the climate response. After the rapid decay of the tropical uptake term, the feedback evolves according to Eq. 7 with ε ≈ 1.6 (the calculated value for q H in CAM4 [53] , though ε(t) also varies slightly due to the stochastic variation in the OHU pattern). λ must therefore slowly decrease in magnitude, as discussed in "Efficacy of Ocean Heat Uptake".
In physical terms, for a given radiative forcing F , the rate of OHU required to mitigate half the equilibrium warming is not F /2. If the efficacy of OHU is greater than 1, less energy needs to be taken up by the oceans. The global TOA imbalance at this "halfway point" would thus be smaller than F /2. The second half of the warming, in which the oceans approach thermal equilibrium, would occur with smaller changes in the planetary energy budget.
Geoffroy et al. [23] make a similar argument with the linear two-box OHU model. They invoke a single efficacy factor, meant to relate the long-term spatial structure of OHU. The "fast" mode in their model is associated with upper ocean heat uptake and is assumed to have an efficacy of one. Our illustrative model instead supposes that the heat uptake during the early part of the transient is a linear combination of q T and q H , each of which has a unique efficacy. But the physical idea is very similar: during the early transient, heat uptake is closer to globally uniform (Fig. 1) .
What Determines the Efficacy of Ocean Heat Uptake?
We have advocated thinking about the time-dependence of transient warming as a linear, non-local response to a complex and time-evolving pattern of OHU. For a deeper physical understanding of these issues, we now look at what determines the efficacy of OHU, including its relation to spatial structure.
The Interdependence of OHU, Feedback, and Clouds
There are suggestions running through the literature about the non-independence of N and λ. Perhaps beginning with Murphy [44] , a number of studies have pointed specifically to SW cloud feedbacks associated with oceanic low cloud cover as a key source of the time-dependence of λ. Senior and Mitchell [57] found that increasing climate sensitivity in a long AOGCM integration was almost all associated with increasingly positive cloud feedbacks. Williams et al. [63] noted that transient warming in AOGCMs features increased low cloud relative to equilibrium warming in slab-ocean GCMs. All these studies advanced arguments linking time-dependence in the cloud feedback to changes in lower-tropospheric stability [44, 57, 63] , a theme we return to below.
In the CMIP5 ensemble, the single largest contributor to curvature in the Gregory plots is the SW cloud component, principally over ocean [2, 3] . Consistent with this, fitting the CMIP5 models to the two-box energy balance model reveals that the enhanced efficacy of OHU is mostly due to SW rather than LW effects [23] . Andrews et al. [2] look at spatial contributions to global λ(t), and find that 60 % of the change comes from the tropics, particularly the tropical Pacific. They test the hypothesis that the change in λ arises from the evolving spatial pattern of warming in the AOGCMs. A fixed final warming pattern T (r) is scaled down and imposed on a transient AGCM while preserving the global mean timeseries T (t) from the AOGCM. The resulting simulations show much less time-dependence in λ (the Gregory plots are essentially straight lines). To summarize these studies, the CMIP5 models are in good agreement that (i) effective climate sensitivity increases (λ decreases) with time in transient warming, (ii) the increase is dependent on time-variations of OHU (with ε > 1) and associated time-dependence of spatial patterns of warming, and (iii) SW cloud effects are the key radiative player in this adjustment, and they are intrinsically linked to the spatial patterns of OHU and warming.
Idealized model studies also point in the same direction. As has been mentioned earlier, Rose et al. [53] found large and robust differences in SW cloud feedbacks in their single forcing scenarios, the feedback on q H being more positive and that on q T more negative than the feedback on CO 2 . The clouds thus contribute strongly to setting the efficacies of the OHU patterns.
Trossman et al. [62] compared transient responses to 2×CO 2 in several versions of a coupled GCM in which either or both of the ocean circulation and the cloud radiative feedback are held fixed. Consistent with previous studies [64, 67] , they find that changes in ocean circulation (with emphasis on the slowdown of the inter hemispheric MOC) provide a cooling effect. This study offers a careful quantification of the coupled ocean circulation-cloud effect. The major conclusion is that the cooling effect of ocean circulation is largely carried out by clouds, and is much reduced when clouds are held fixed. In other words, the cloud feedback and the ocean circulation are not separable in their AOGCM. The mechanism is not studied in detail, but the authors suggest a coupling between meridional heat transport in the ocean, sea surface heat fluxes, and lower tropospheric stability.
Ocean Heat Uptake and Lower Tropospheric Stability
We now offer some speculative suggestions about connections between OHU and radiative feedback mediated through lower-tropospheric stability (LTS) and low cloud cover. The relationship between LTS and low clouds is well-known from observations [37, 66] . Low marine stratus and stratocumulus clouds are frequently found at the top of inversion-capped moist boundary layers. All else being equal, an increase in the strength of the inversion reduces the entrainment of dry tropospheric air and leads to increased cloud cover. Subtropical marine clouds play a key cooling role due to their high albedo, low altitude, and location over the vast, dark subtropical sea surface.
A useful metric for LTS is the so-called "estimated inversion strength" or EIS [66] , which normalizes the LTS with respect to the temperature-dependent slope of the moist adiabat. A change in EIS is one of four basic cloud-controlling mechanisms recently reviewed by Bretherton [9] on the basis of observations, GCMs, and high-resolution cloud modeling. Greenhouse warming is almost universally associated with increased EIS in AOGCMs [47] . If this were the dominant cloud-controlling factor, it would suggest a strongly negative SW cloud feedback. The emerging consensus is that this is not the case, and that global net cloud feedback is positive [9, 21] . The dominant factor seems to be a "thermodynamic" decrease in low cloudiness due to increased specific humidity gradients across the inversion as the whole column warms [9] . On the other hand, EIS anomalies have been shown to be sensitive to spatial patterns of SST changes [48] . It is thus plausible that the stability mechanism is the dominant factor in the timedependence of cloud feedback.
We propose here that the stability-induced effect on low clouds is the key determinant of the efficacy of OHU. Specifically, we submit that subpolar OHU stabilizes the lower troposphere and thereby enhances low cloud cover. We propose that this effect is non-local-the stabilizing effect and cloud response are felt in the subtropics due to the three-dimensional dynamic response of the atmosphere to localized OHU. Rose and Rencurrel [55] show that the mid-troposphere warms more rapidly relative to the surface in an idealized 2×CO 2 + q H scenario compared to an equilibrium 2×CO 2 warming. From the additive principle, a transient warming scenario might therefore show a gradual reduction in the rate of EIS increase as the OHU decays. This in turn would favor increasingly positive SW cloud feedback with time, consistent with the CMIP5 results.
We propose that the appropriate metric for these stability effects on cloud feedbacks in transient simulations is the normalized change EI S/ T s -i.e., the change in inversion strength per degree global warming. This adopts the same normalization used to express the cloud feedbacks themselves, and is a meaningful measure of contributions to the SW cloud feedback if cloud changes are proportional to EI S. Figure 4 shows the evolution of EI S/ T s for the CCSM4 and GFDL-CM3 abrupt 4×CO 2 experiments. EIS is calculated from air temperature data at 700 and 1000 hPa and standard thermodynamic formulas [66] , and the difference is taken from the pre-industrial control for each model. The stability metric is plotted for several different time slices. It is positive everywhere but the high latitudes, indicating increased inversion strength with warming. The two models disagree on the magnitude of the change. However, as posited above, both models show that EI S/ T s decreases monotonically throughout the simulation as OHU diminishes. This is consistent with an increasingly positive SW cloud feedback.
It is desirable to see if this reduction in the rate of increase in inversion strength per degree global warming continues during the long approach to equilibrium. A slab ocean (SOM) version of CCSM4 has previously been used to assess equilibrium sensitivity in that model [6] . We calculated the equilibrium EI S/ T s as the difference between 2×CO 2 and 1×CO 2 simulations in the SOM (black curve in Fig. 4) . It is also positive from mid-latitudes equatorward but weaker by half than the transient CCSM4 results. If the comparison is valid, it suggests that the approach to equilibrium involves substantial changes to the vertical structure of the warming.
Conclusion
Through a mixture of review, demonstration, and speculation, we have advocated the following: (i) increasing Of the points enumerated above, (i)-(iii) are wellestablished across a number of studies and models. Point (iv) is our own interpretation of the minimal physics. Point (v) is based largely on idealized model studies, and while there is good evidence for its robustness, careful investigation across the model hierarchy is still needed. We have demonstrated the plausibility of points (vi)-(vii) with our idealized linear illustrative model, but these should be considered as hypotheses to guide future investigations. Point (viii) is a robust result across multiple studies and lines of evidence. Point (ix) is a new hypothesis, extrapolating from published results. Point (x) is a new result that we have demonstrated here in two different comprehensive models, and serves as partial confirmation of hypothesis (ix).
In this work, we have largely treated "ocean heat uptake" as synonymous with patterns of sea surface heat fluxes, even though the anomalous fluxes may be out of the ocean at many locations or times (Fig. 1) . In the additive perspective, we need not distinguish between localized heat uptake and release. A complex and time-evolving pattern of heat fluxes may be meaningfully decomposed into sums of simple, spatially localized heat sources or sinks. The key point is that there are global impacts to these localized forcings, and their efficacy depends strongly on their location.
An important implication is that temporal variations in both magnitude and spatial pattern of OHU (and thus also in its global efficacy) may be expressed radiatively through SW cloud responses. The same may be said about intermodel differences in OHU. This is a tantalizing proposition, as cloud feedbacks continue to be the largest source of spread in estimates of climate sensitivity [10, 21, 59] . If part of that spread is driven in systematic ways by patterns of sea surface heat fluxes, it may be more reducible and falsifiable than typically acknowledged.
In light of this, we suggest as a priority for future research understanding the physics linking OHU to tropospheric stratification, and connecting this to ongoing studies of the environmental constraints on cloud feedbacks [9, [47] [48] [49] 68] . Another priority should be understanding the spatial structure of OHU, how it evolves on different timescales, and how realistically these processes are modeled in current AOGCMs. Finally, longer integrations of AOGCMs would enable a better understanding of the equilibration process, including the role of changing ocean circulation [39, 62, 64] .
