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BaaS Backend as a Service zaledje kot storitev
CaaS Containers as a Service vsebniki kot storitev
CLI Command Line Interface vmesnik z ukazno vrstico
CNCF Cloud Native Computing Fo-
undation
fundacija za računalnǐstvo v
oblaku
CRD Custom Resource Definitions definicije virov po meri




EIP Enterprise Integration Pat-
terns
vzorci integracije v podjetjih
ETL Extract, Transform, Load zajemi, pretvori in naloži
FaaS Function as a Service funkcija kot storitev
HPA Horizontal Pod Autoscaler horizontalni razmnoževalec
strokov
HTTP HyperText Transfer Protocol protokol za prenos hiperbese-
dila
IaaS Infrastructure as a Service infrastruktura kot storitev
IoT Internet of Things internet stvari




SaaS Software as a Service programska oprema kot stori-
tev
STDIO Standard Input/Output standardni vhod/izhod
URL Uniform Resource Locator enolični krajevnik vira
YAML YAML Ain’t Markup Langu-
age
YAML ni označevalni jezik
Povzetek
Naslov: Analiza in primerjava odprtokodnih aplikacijskih ogrodij brez stre-
žnikov
Avtor: Anže Gorjan Novak
Arhitektura brez strežnikov je naslednji korak v oblačnih arhitekturah, pri
kateri je v ospredju abstrakcija strežnikov, s čimer je zmanǰsana skrb za
infrastrukturo, ki je v celoti prepuščena skrbniku oblaka. Glavni razlogi za
prehod na arhitekturo brez strežnikov so skraǰsanje časa do vstopa na trg,
manj dela z infrastrukturo in ugoden stroškovni model. Ponudniki oblačnih
storitev ponujajo rešitve za aplikacije v arhitekturi brez strežnikov, ki so
enostavne za uporabo in že dokaj robustne. Pojavljajo se tudi potrebe po
poganjanju takih aplikacij na zasebni infrastrukturi, saj ta način omogoča
večjo kontrolo nad implementacijo arhitekture. Diplomska naloga zajema
predstavitev in ovrednotenje arhitekture brez strežnikov ter primerjavo z
ostalimi arhitekturami. Predstavljena in med seboj primerjana so tudi tri
najpopularneǰsa odprtokodna ogrodja za izvajanje aplikacij v arhitekturi brez
strežnikov na zasebni infrastrukturi (OpenFaaS, Kubeless in Fission).
Ključne besede: oblačna arhitektura, brez strežnikov, OpenFaas, Kubeless,
Fission, funkcija kot storitev, FaaS.

Abstract
Title: Analysis and comparison of open source serverless application frame-
works
Author: Anže Gorjan Novak
Serverless architecture is the next step in cloud architectures, where the
main goal is server abstraction, which reduces the need for infrastructure
maintenance, as it is left completely up to the cloud provider. The main
reasons for switching to serverless architecture are a shorter time to market,
less work with infrastructure and a favourable cost model. Cloud service
providers offer solutions for serverless applications, which are easy to use
and are already quite robust. There is also an emerging need to run such
applications on private infrastructure, as this allows more control over the
implementation of the architecture. This thesis includes a presentation and
an evaluation of serverless architecture as well as a comparison with other
architectures. The three most popular open-source serverless frameworks
for running applications on private infrastructure (OpenFaaS, Kubeless and
Fission) are also presented and compared to one another.
Keywords: cloud architecture, serverless, OpenFaaS, Kubeless, Fission,





Računalnǐstvo brez strežnikov (angl. serverless) je precej novo področje, ki
se hitro razvija. Glavni razlogi za prehod na arhitekturo brez strežnikov so:
skraǰsanje časa do vstopa na trg, manj upravljanja z infrastrukturo in ugoden
stroškovni model.
Čeprav ponudniki oblačnih storitev že ponujajo rešitve za aplikacije v ar-
hitekturi brez strežnikov, ki so enostavne za uporabo in že dokaj robustne,
se pojavljajo potrebe po poganjanju takih aplikacij tudi na zasebni (angl.
on-premise) infrastrukturi, saj ta način omogoča večjo kontrolo nad imple-
mentacijo arhitekture, s čimer se izognemo določenim omejitvam, ki jih imajo
rešitve ponudnikov oblačnih storitev.
Razvitih je že mnogo odprtokodnih rešitev, ki omogočajo razvoj in poga-
njanje aplikacij v arhitekturi brez strežnikov na zasebni infrastrukturi. Po-
membno je, da načrtovalci arhitekture pred izbiro spoznajo funkcionalnosti
in zmogljivosti teh rešitev in razlike med njimi ter tako izberejo najprimer-
neǰso glede na njihove potrebe. Da bi načrtovalcem olaǰsali to izbiro, bomo
v tej diplomski nalogi predstavili in primerjali najpopularneǰse rešitve.
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1.2 Cilji
Glavni cilji diplomske naloge so predstaviti in ovrednotiti arhitekturo brez
strežnikov, jo primerjati z ostalimi arhitekturami, predstaviti področja upo-
rabe, ter natančneje primerjati tri najbolj popularne rešitve za izvajanje na
zasebni infrastrukturi.
1.3 Struktura vsebine
V 2. poglavju si bomo podrobneje ogledali področje aplikacij brez strežnikov.
Najprej bomo na hitro predstavili zgodovino, potem bomo nadaljevali z opre-
delitvijo temeljnih pojmov in podrobneǰsim pregledom arhitekture. Poudarili
bomo njene prednosti in slabosti ter jo primerjali s podobnimi arhitekturami.
Opisali bomo področja uporabe, kjer je uporaba arhitekture brez strežnikov
najbolj smiselna. Na koncu poglavja bomo tudi našteli rešitve ponudnikov
oblačnih storitev in odprtokodna ogrodja, ki omogočajo implementacijo ar-
hitekture brez strežnikov.
V 3. poglavju se bomo osredotočili na odprtokodna ogrodja. Primer-
jali jih bomo z rešitvami v javnih oblakih in identificirali bomo tri najbolj
popularna ogrodja, ki jih bomo v 4. poglavju podrobneje primerjali.
V 4. poglavju bomo primerjali ogrodja OpenFaaS, Kubeless in Fission.
Vsako od ogrodij bomo namestili v testno okolje in ga s pomočjo testne
funkcije preizkusili. Podrobno bomo raziskali implementacije teh treh ogrodij
ter jih med seboj primerjali. Opisali bomo tudi potek razvoja enostavne
funkcije. Na koncu poglavja bomo našteli unikatne funkcionalnosti vsakega
od ogrodij.
V 5. poglavju bomo povzeli stanje na področju računalnǐstva brez stre-
žnika, strnili ugotovitve primerjave ogrodij in predstavili možnosti za nadalj-
nje delo.
Poglavje 2
Pregled področja aplikacij brez
strežnikov
Napredek v virtualizacijski tehnologiji omogoča učinkoviteǰso izrabo račun-
skih virov in enostavneǰse upravljanje z infrastrukturo. To je pripeljalo do
porasta računalnǐskih storitev v oblaku ter pojava novih tehnologij in arhitek-
tur. Tehnologija vsebnǐske virtualizacije je omogočila prehod iz monolitnih
arhitektur v arhitekture mikrostoritev, kjer monolitne aplikacije razbijemo
na več manǰsih šibko povezanih porazdeljenih storitev. S časom se je iz ar-
hitekture mikrostoritev začela razvijati tudi arhitektura brez strežnikov, ki
ima veliko skupnega z mikrostoritvami, vendar pa jih ne poskuša zamenjati.
Arhitektura brez strežnikov predstavlja naslednji korak razvoja oblačnih
arhitektur. Je paradigma, kjer je v ospredju abstrakcija strežnikov, s čimer
je zmanǰsana skrb za infrastrukturo, ki je v celoti prepuščena ponudnikom
javnih oblačnih storitev ali pa drugi ekipi znotraj organizacije (v primeru
zasebnega oblaka).
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2.1 Zgodovina
Računalnǐstvo brez strežnikov se omenja že leta 2012, ko je podjetje Iron
lansiralo platformo IronWorker1 za distribuirano obdelavo na zahtevo, ki je
temeljila na vsebnikih.
V tem obdobju so se začele pojavljati tudi platforme, ki so ponujale
zaledje kot storitev (BaaS), kot sta Parse2 leta 2011 in Firebase3 leta 2012.
Prva platforma, ki je ponujala funkcije kot storitev (FaaS) je bila AWS
Lambda4 podjetja Amazon, ki je bila predstavljena leta 2014. Tej smeri
razvoja so leta 2016 sledili še ostali ponudniki oblačnih storitev: Google s
storitvijo Cloud Functions5, Microsoft s storitvijo Azure Functions6 in IBM z
gostovanjem odprtokodnega ogrodja Apache OpenWhisk na svoji platformi
Bluemix, kar so pozneje poimenovali IBM Cloud Functions7. Leto kasneje je
temu sledil tudi Huawei s produktom Function Stage8.
Prav tako je v letu 2016 začela nastajati večina odprtokodnih ogrodij,
ki omogočajo izvajanje arhitekture brez strežnikov na zasebni infrastrukturi.
V tem obdobju so nastala ogrodja OpenFaaS9, Kubeless10, Fission11 in že
omenjen Apache OpenWhisk12, ki so še danes popularna. Google je leta
2018 objavil tudi svoje odprtokodno ogrodje Knative13, ki ga ponuja tudi v
okviru produkta Cloud Run14.


















































Slika 2.1: Graf popularnosti besede serverless (Google Trends).
2016, ko se je pojavilo največ rešitev tako ponudnikov oblačnih storitev kot
tudi odprtokodnih projektov. To potrjuje tudi slika 2.1, ki prikazuje popu-
larnost iskalnega pojma serverless pri iskalniku Google.
2.2 Opredelitev temeljnih pojmov
Tako kot mnogi novi koncepti v svetu računalnǐstva tudi tukaj še ni splošno
sprejete definicije pojma računalnǐstva brez strežnikov. Fundacija CNCF15 je
v dokumentu CNCF Serverless Whitepaper v1.0 [2] opredelila
”
računalnǐstvo
brez strežnikov“ kot koncept gradnje in izvajanja aplikacij, ki ne potrebuje
upravljanja s strežniki. Pod tem konceptom razumemo model namestitve, pri
katerem se aplikacije, zapakirane v eno ali več funkcij, naložijo na platformo
in se nato izvajajo, skalirajo in zaračunavajo glede na trenutne potrebe.
15https://www.cncf.io/
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Platforma za računalnǐstvo brez strežnikov nudi eno ali obe kategoriji
spodnjih oblačnih storitev:
• Funkcije kot storitev (FaaS), ki običajno zagotavlja dogodkovno
usmerjeno računalnǐstvo. Razvijalci zaženejo in upravljajo program-
sko kodo aplikacije s t. i. funkcijami, ki jih sprožijo dogodki ali zahteve
HTTP. Funkcije so majhne enote kode, ki se izvajajo po potrebi, kot
diskretna dejanja, ter so kratkotrajne in brez stanja. Za skaliranje ni
potrebno upravljanje s strežniki ali s katero koli drugo infrastrukturo,
saj je za to zadolžena platforma.
• Zaledje kot storitev (BaaS) so API storitve ponudnikov, ki na-
domeščajo jedrne funkcionalnosti v aplikaciji, kot so podatkovne baze,
proces avtentikacije ipd. Ker so ti API-ji na voljo kot storitev, ki
samodejno skalira in deluje transparentno, se razvijalcem zdi, da ni
strežnikov.
Večji ponudniki oblačnih storitev, kot so Amazon, Google in Microsoft, po-
nujajo oba tipa storitev, ki sta pogosto uporabljena skupaj.
Kljub temu da ime koncepta vsebuje besedno zvezo
”
brez strežnikov“, to
ne pomeni, da strežnikov ne uporabljamo več za gostovanje in zagon kode.
Bolj se nanaša na idejo, da uporabnikom teh platform ni treba več zapra-
vljati časa in virov za zagotavljanje, vzdrževanje, posodabljanje, skaliranje in
načrtovanje strežnikov. Vse to sedaj zagotavljajo platforme za računalnǐstvo
brez strežnikov, zato se razvijalci lahko osredotočijo le na razvoj poslovne
logike svojih aplikacij, operativni inženirji pa na druga poslovno kritična
opravila, kot so spremljanje, nameščanje, povezovanje in varnost funkcij.
Trenutno so te naloge lahko celo bolj zahtevne, ker je računalnǐstvo brez
strežnikov dokaj novo in je na voljo manj orodij.
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odjemalec
tradicionalna internetna aplikacija ima odjemalca, ki komunicira z dolgoživim
strežniškim procesom, ki obravnava večino vidikov logike aplikacije
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ostalo poslovno logiko izvajajo
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Slika 2.2: Prehod na arhitekturo brez strežnikov [24].
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2.3 Arhitektura
Arhitektura brez strežnikov temelji na internetnih sistemih, kjer aplikacija ne
uporablja običajnega strežnǐskega procesa. Namesto tega se zanašajo samo
na kombinacijo storitev tretjih oseb (sporočilne vrste, podatkovne baze,
upravljanje z identitetami in vlogami ipd.), logike na strani odjemalca
(ki prevzame nadzor toka komunikacije) in klicev funkcij (komponente pro-
gramske kode po meri), ki so gostovane na platformah FaaS [24]. Slika 2.2
prikazuje komponente arhitekture brez strežnikov in primerjavo z monolitno
arhitekturo.
FaaS
Zelo pomemben del arhitekture je koncept FaaS. Zato se v literaturi ve-
likokrat enači arhitektura brez strežnikov s pojmom FaaS. Tudi v tej di-
plomski nalogi se bomo osredotočili bolj na FaaS del arhitekture, saj je to
področje, ki se najhitreje razvija in daje arhitekturi brez strežnikov svoje
glavne značilnosti.
Bistvo FaaS-a je poganjanje zaledne programske kode brez upravljanja
lastnih strežnikov ali lastnih dolgoživih strežnǐskih aplikacij [35]. Ponudnik
FaaS platforme poskrbi za zagotavljanje virov, avtomatsko skaliranje, urav-
navanje obremenitev, upravljanje z navideznimi stroji, operacijskimi sistemi,
omrežjem ipd. Avtomatsko skaliranje je ključno pri platformah FaaS, saj le
tako lahko dokončno skrijejo strežnike pred razvijalci.
Glavni koncept FaaS-a so funkcije. Funkcija je osnovna enota programske
kode, ki teče na platformi FaaS. Aplikacije so ponavadi sestavljene iz več
funkcij. S pogleda arhitekture mikrostoritev bi lahko rekli, da je funkcija
”
nanostoritev“, saj ima podobne lastnosti kot mikrostoritev, le da običajno
vsebuje manj poslovne logike in s tem posledično manj programske kode.
Lastnosti funkcij:
• Imajo kratek življenjski cikel. Cikel je lahko tako kratek, da vsak
klic funkcije hkrati predstavlja celoten življenjski cikel funkcije.
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• So brez stanja. Ker imajo kratek življenjski cikel, ne morejo shra-
njevati stanja v svoj pomnilnik. Če želimo hraniti stanje, moramo to
storiti izven funkcije (npr. v podatkovni bazi).
• Imajo omejen čas izvajanja. Platforme FaaS ponavadi omejijo iz-
vajanje klica funkcije na nekaj minut.
• Zakasnjen začetek izvajanja. Klici funkcije se lahko zakasnijo, če
pride do t. i. hladnega zagona (angl. cold-start). Običajno je vsaka
instanca funkcije v svojem vsebniku, in ko je potrebno inicializirati novo
instanco, pride do hladnega zagona. Čas hladnega zagona je odvisen
od več faktorjev: od programskega jezika in velikosti programske kode
s knjižnicami, do konfiguracije FaaS okolja in številu povezav z ostalimi
storitvami. Klic funkcije je tako lahko zakasnjen tudi za več sekund.
• So neodvisne od prožilcev. Funkcije so neodvisne od tipov dogod-
kov, ki jo sprožajo. Zato lahko dodajamo nove prožilce brez sprememb
same funkcije.
Pomembno je, da se razvijalci funkcij zavedajo teh lastnosti in da v skladu z
njimi načrtujejo funkcije.
Na sliki 2.3 je prikazana arhitektura posplošene platforme FaaS, ki vsebuje
naslednje komponente [2]:
• Instance funkcij. Ponavadi je instanca funkcije implementirana v
obliki vsebnika. Ta vsebuje izvajalno okolje, ki ga priskrbi ponudnik,
in izvršljivo programsko kodo, ki jo običajno zgradi ponudnik iz izvorne
kode, ki jo priskrbi razvijalec.
• Krmilnik FaaS. Ta komponenta namešča, nadzoruje in spremlja in-
stance funkcij in njihove vire. Upravlja s prožilci – to so asociacije virov
dogodkov s funkcijami, ki določajo, katera funkcija se bo sprožila ob
določenem dogodku. En vir dogodkov lahko sproži več funkcij in eno
funkcijo lahko sproži več virov dogodkov.












Slika 2.3: Arhitektura posplošene platforme FaaS [2].
• Viri dogodkov. Ponudniki podpirajo prožilce za različne vire dogod-
kov. Najbolj pogosti tipi podprtih dogodkov so:
– sporočilne vrste (npr. Kafka, MQTT, AWS SNS),
– storitve shrambe (npr. AWS S3, Google Cloud Storage, Azure
Blob storage),
– storitve končnih točk (angl. endpoint) (npr. prehod HTTP, IoT,
mobilne naprave),
– načrtovani dogodki (npr. proženje funkcij v rednih intervalih).
Če želimo prožiti funkcije z zahtevami HTTP, je potrebna tudi kompo-
nenta prehod API (angl. API Gateway), ki jo ponudniki oblačnih storitev
običajno ponujajo kot eno izmed storitev BaaS. V nekaterih primerih je pre-
hod API že vključen v krmilnik FaaS. Prehod API je strežnik HTTP, ki
omogoča asociacijo poti URL z določeno funkcijo, ki se potem sproži ob pre-
jemu zahtevka HTTP na ta URL. Prehodi API ponavadi lahko izvajajo tudi
druge storitve, kot so avtentikacija, preverjanje vhodnih podatkov ipd.
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2.3.1 Prednosti
Zmanǰsana skrb za strežnike
Glavna prednost arhitekture brez strežnikov je abstrakcija strežnikov. Ce-
lotno upravljanje strežnikov se preloži na zunanjega izvajalca – ponudnika
oblačnih storitev. Ponudnik upravlja z vsemi vidiki strežnikov, kot so zago-
tavljanje virov, administracija operacijskih sistemov, izvajalnih okolij, upra-
vljanje z življenjskimi cikli vsebnikov, posodabljanje, upravljanje z omrežjem,
izvajanje funkcij, zagotavljanje odpornosti na napake in avtomatsko skalira-
nje. S tem se močno zmanǰsa obseg dela razvijalcev, kar omogoča kraǰsi
čas do vstopa na trg (angl. time to market). Ekipa razvijalcev je lahko
manǰsa, saj ne potrebujemo ljudi, ki skrbijo za infrastrukturo. oziroma se
lahko enako velika ekipa bolj osredotoči na programsko kodo in implementira
več funkcionalnosti v istem času.
Avtomatsko skaliranje
Ena izmed prednosti je tudi navidezno neskončna elastičnost. Lastnosti funk-
cij omogočajo hitro horizontalno skaliranje, ki je popolnoma avtomatsko, zato
razvijalcem ni potrebno nastavljati pravil. Razvijalcem prav tako ni treba
razmǐsljati o maksimalnem številu zahtev, ki so jih funkcije zmožne proce-
sirati, saj je skaliranje praktično neomejeno, edina omejitev so kapacitete
ponudnika.
Nižji stroški
V veliko primerih se pri prehodu na arhitekturo brez strežnikov znižajo
stroški. Glavni razlog je fleksibilen stroškovni model ponudnikov. Običajno
je cena izvajanja odvisna od števila klicev funkcije in časa izvajanja. Tako
plačamo le za dejansko izvajanje funkcije in ne tudi za čas, ko je funkcija
nedejavna (je na voljo, vendar se ne izvaja), kot je to značilno za stroškovne
modele pri drugih arhitekturah. Podobno stroškovni model je tudi pri BaaS
ponudbah. Pri podatkovnih bazah se tako ne zaračunava za čas, ko podat-
12 Anže Gorjan Novak
kovna baza čaka na poizvedbe. Tudi cene za čas izvajanja so dokaj nizke, ker
uporabljamo vnaprej določeno storitev, ki jo uporabljajo tudi številni drugi,
zato je tudi tukaj viden učinek ekonomije obsega. Ker ni treba upravljati s
strežniki, ni več stroškov vzdrževanja infrastrukture in je potrebno manǰse
število ljudi, ki so zadolženi za infrastrukturo in administracijo. Pri prehodu
iz lastne infrastrukture na FaaS platformo ponudnika oblačnih storitev je pri-
hranek še večji, saj je običajno ta infrastruktura le delno izkorǐsčena zaradi
kapacitet, zagotovljenih za primer večjega prometa (angl. overprovisioning).
Prihranimo lahko tudi z uporabo storitev BaaS, tako da uporabimo funk-
cionalnost, ki je ponujena kot storitev, saj nam je potem ni treba razviti,
kar zmanǰsa stroške razvoja in vzdrževanja. Primer take funkcionalnosti je
avtentikacija. Pomemben vidik pri stroških izvajanja funkcij na platformah
FaaS je tudi optimizacija programske kode in arhitekture aplikacije, saj z
optimizacijo ne le pohitrimo samo aplikacije, ampak tudi zmanǰsamo stroške
obratovanja.
Kraǰsi čas do vstopa na trg
Vse zgoraj naštete prednosti pripomorejo k skraǰsanju časa do vstopa na trg,
kar je v današnjih časih še posebej pomembno, saj je konkurenca pri razvoju
nove programske opreme vse večja. Stroškovni model storitev brez strežnikov
ponuja izjemno nizke stroške na začetku novih projektov, ko je število upo-
rabnikov oz. promet manǰsi, hkrati pa omogoča hitro skaliranje, v primeru,
da je projekt uspešen in se število uporabnikov hitro povečuje, kar pomeni
tudi dobro uporabnǐsko izkušnjo, ki je zelo pomembna pri novih projektih.
Zato je arhitektura brez strežnikov še posebej primerna za zagonska podjetja.
Učinkovitost
Platforme FaaS ponudnikov oblačnih storitev omogočajo visoko izkorǐsčenost
računskih virov. Zasebni podatkovni centri so zelo slabo izkorǐsčeni, po ne-
katerih ocenah je kar tretjina strežnikov neaktivnih (porabljajo električno
energijo, vendar ne izvajajo uporabnih storitev), ostali pa so veliko večino
Diplomska naloga 13
časa izkorǐsčeni manj kot polovico [27]. Prehod na arhitekturo brez strežnikov
bi močno pripomogel k cilju trajnostnega računalnǐstva, saj bi bila poraba
električne energije veliko manǰsa.
2.3.2 Slabosti
Kot pri vsaki arhitekturi so bili tudi pri arhitekturi brez strežnikov nare-
jeni določeni kompromisi, ki poleg prednosti prinesejo tudi nekatere slabosti.
Večina slabosti je rezultat prenosa odgovornosti za infrastrukturo na ponu-
dnika oblačnih storitev, ki postavlja omejitve.
Slabosti smo razdelili v dve skupini: pomanjkljivosti arhitekture, ki se z
napredkom najverjetneje ne bodo razrešile in jih bo potrebno vedno upošteva-
ti pri načrtovanju, ter pomanjkljivosti trenutnih implementacij, za katere
lahko pričakujemo, da se bodo v prihodnosti odpravile ali pa vsaj zmanǰsale.
POMANJKLJIVOSTI ARHITEKTURE
Omejitve ponudnika
V primeru uporabe storitev ponudnika oblačnih storitev smo omejeni z ome-
jitvami, ki jih določi ponudnik. Ena izmed pomanjkljivosti, ki je rezultat
teh omejitev, je odvisnost od ponudnika (angl. vendor lock-in). To pomeni,
da so rešitve, razvite za platformo enega ponudnika, neprenosljive na plat-
forme drugih ponudnikov, saj se implementacije le-teh zelo razlikujejo. Pri
zamenjavi ponudnikov je tako potrebno spremeniti programsko kodo funkcij,
zamenjati orodja (za nameščanje funkcij, spremljanje izvajanja, nadzorovanje
ipd.) in spremeniti celotno arhitekturo aplikacije, če se uporabljene storitve
ponudnikov preveč razlikujejo. Ponudniki lahko tudi kadarkoli spremenijo
pogoje, kar lahko privede do zvǐsanja stroškov obratovanja, sprememb v im-
plementaciji storitev, ki jih uporabljamo, kar lahko pomeni izgubo funkcio-
nalnosti, spremembe vmesnika API teh storitev ipd. Ker ponudniki oblačnih
storitev običajno hkrati gostujejo veliko število strank, lahko to privede do
težav z varnostjo, robustnostjo (napake pri eni stranki lahko povzročijo na-
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pake pri drugi) in pomanjkanjem zmogljivosti. Tem pomanjkljivostim se
lahko izognemo z uporabo odprtokodnih ogrodij na zasebni infrastrukturi,
vendar tako izgubimo vse prednosti, ki jih prinaša prenos odgovornosti za
infrastrukturo na ponudnika oblačnih storitev.
Funkcije so brez stanja
Funkcije nimajo lastnega stanja, saj imajo kratek življenjski cikel, na katerega
nimamo vpliva. Če v funkciji potrebujemo stanje, se moramo za hranjenje
zanašati na zunanje storitve (npr. podatkovne baze). To običajno privede
do dodatne latence, saj komunikacija poteka po omrežju [36]. Funkcije zato
težko optimiziramo z metodami, kot so predpomnjenje podatkov in omrežnih
povezav do podatkovnih baz.
Varnostni pomisleki
Ker so aplikacije v arhitekturi brez strežnikov ponavadi sestavljene iz velikega
števila komponent (funkcij in storitev BaaS), se poveča napadna površina (at-
tack surface), saj vse te komponente zahtevajo pravilno konfiguracijo, da se
onemogočijo neavtorizirani dostopi. Ob povečanem številu potrebnih kon-
figuracij se poveča tudi verjetnost za napake. Prav tako moramo zaupati
ponudniku, da ima implementirane vse varnostne ukrepe, saj mi nimamo
vpogleda v implementacijo zalednih sistemov.
POMANJKLJIVOSTI TRENUTNIH IMPLEMENTACIJ
Pomanjkanje zrelosti
Trenutne implementacije so še vedno v zgodnjih fazah, še posebej pri plat-
formah FaaS, zato je potrebno odpraviti še kar nekaj pomanjkljivosti, da bo
arhitektura brez strežnikov primerna za širše področje uporabe [21]. Trenu-
tno še ni na voljo standardov in dobrih praks, zato prihaja do problemov, še
posebej pri razvoju funkcij. Fundacija CNCF želi to izbolǰsati, zato so leta
2018 izdali dokument Serverless Whitepaper v1.0 [2], ki opisuje arhitekturo
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brez strežnikov in leta 2019 tudi specifikacijo CloudEvents [1], ki specificira
podatkovno strukturo dogodkov. Ker se dobre prakse še niso razvile, je lahko
razvijanje funkcij zahtevneǰse od drugih pristopov (npr. mikrostoritve), saj
še ni soglasja o velikosti funkcij in lahko hitro pride do velikega števila funk-
cij, ki jih zaradi pomanjkanja orodij težko nadzorujemo. Področje platform
FaaS se hitro razvija in s tem tudi spreminja, kar pomeni, da se ne moremo
zanašati na stabilne vmesnike API in funkcionalnosti.
Hladen zagon
Funkcije imajo običajno kratek življenjski cikel, zato lahko pogosto prihaja do
hladnih zagonov, ki občutno zakasnijo začetek izvajanja. Zato moramo na ta
vidik funkcij paziti že v načrtovalni fazi. Do hladnega zagona pride, ko ni na
voljo nobene instance funkcije, in je zato potrebno inicializirati novo. Hladni
zagon običajno obsega zagon novega vsebnika z izvajalnim okoljem, prenos
izvajalne kode funkcije v vsebnik in inicializacijske programske kode funkcije,
ki jo napǐse razvijalec – ponavadi je to vzpostavljanje povezave s podatkovno
bazo in ostalimi storitvami, inicializacija podatkovnih struktur in nalaganje
knjižnic in ogrodij. Platforme FaaS omogočajo skaliranje funkcij na 0 instanc,
v primeru, da je funkcija nedejavna – da že več minut ni bila klicana. Za
funkcije, ki so redko klicane (npr. samo nekajkrat na uro), to pomeni, da bo
pri vsakem klicu prǐslo do hladnega zagona in se bo izvajanje zakasnilo za
več sekund. Ta lastnost funkcij sicer omogoča fleksibilen stroškovni model,
opisan v preǰsnjem poglavju, kjer plačamo samo za čas dejanskega izvajanja
funkcije, vendar to tudi pomeni, da ni vedno vsaj ene instance funkcije, ki
bi čakala na klic, saj bi zasedala računske vire. Večina ponudnikov FaaS
storitev zdaj ponujajo tudi možnost nastavitve minimalnega števila instanc
funkcije, ki so vedno aktivne. S tem se lahko popolnoma izognemo hladnim
zagonom, vendar pa se nam občutno povečajo stroški.
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Omejen čas izvajanja
Ponudniki FaaS storitev običajno omejijo čas izvajanja enega klica funkcije
na nekaj minut. To naredi arhitekturo brez strežnikov povsem neprimerno
za področja uporabe, kjer lahko izvajanje traja dalj časa.
Pomanjkanje orodij
Zaradi načina izvajanja funkcij je zelo oteženo testiranje, razhroščevanje in
spremljanje, zato so potrebna nova orodja, ki pa jih trenutno ni veliko. Stanje
se z leti izbolǰsuje in ponudniki ponujajo vse več orodij za delo s funkcijami,
vendar so ta orodja vezana na določenega ponudnika in se ne morejo upora-
bljati pri drugih. Zato je pri izbiranju ponudnika za storitve FaaS pomembno
upoštevati tudi orodja, ki so na voljo. Pri testiranju lahko za testiranje enot
uporabljamo že obstoječe metode, vendar se težave pojavijo pri integracij-
skih testih, kjer je potrebna uporaba zunanjih storitev, kar lahko privede do
dodatnih stroškov. Pri razhroščevanju je že viden napredek, saj ponudniki
ponujajo orodja za lokalno izvajanje funkcij in s tem tudi lokalno odpravlja-
nje napak. Spremljanje izvajanja funkcij je zaradi lastnosti funkcij, kot sta
kratek življenjski cikel in veliko število funkcij, oteženo, saj ne moremo upo-
rabiti obstoječih orodij. Tudi tukaj smo odvisni od rešitev, ki jih ponujajo
ponudniki FaaS storitev.
Ozko grlo vhodno-izhodnih operacij
Funkcije morajo se za kakršnokoli obdelavo podatkov povezati z drugimi sto-
ritvami. Kot smo že omenili, morajo funkcije stanje shranjevati s pomočjo
drugih storitev, enako je s shranjevanjem katerihkoli drugih podatkov. Ko-
munikacija s temi storitvami poteka po omrežnih povezavah, ki so veliko (tudi
do več redov velikosti) počasneǰse od lokalnih diskov [36]. Zato arhitektura
brez strežnikov ne bo primerna za aplikacije z intenzivnimi vhodno-izhodnimi
operacijami, dokler ne bodo hitrosti povezav med omenjenimi storitvami pri-
merljive s hitrostmi, ki jih dosegajo lokalni diski (npr. pri navideznih strojih).
Diplomska naloga 17
Podpora za specializirano strojno opremo
Aplikacije, ki za izvajanje potrebujejo specializirano strojno opremo, kot so
grafične kartice, se še ne morejo izvajati v arhitekturi brez strežnikov, saj no-
beden od ponudnikov še ne podpira izvajanja funkcij na specializirani strojni
opremi. Temu problemu se lahko izognemo le, če lahko del aplikacije, ki
potrebuje specializirano strojno opremo, nadomestimo z drugo storitvijo, ki
jo ponuja ponudnik. Primer tega je strojno učenje, za katero ponudniki že
ponujajo različne storitve.
Stroški
Arhitektura brez strežnikov ni vedno najceneǰsa možnost. Za aplikacije, ki
imajo dokaj konstanten promet ali zahtevajo veliko vhodno-izhodnih ope-
racij, so ponavadi ceneǰse rešitve, ki temeljijo na vsebnikih ali navideznih
strojih.
2.4 Primerjava s CaaS in PaaS
Arhitektura brez strežnikov ni primerna za vse vrste aplikacij. V tem po-
glavju jo bomo primerjali z alternativnima pristopoma vsebniki kot storitev
(CaaS) in platforma kot storitev (PaaS).
CaaS
Pristop vsebniki kot storitev (CaaS) prepušča razvijalcem veliko večji nad-
zor nad infrastrukturo. Primeri sistemov, ki omogočajo CaaS: Kubernetes,
Docker Swarm, Apache Mesos. V primerjavi z arhitekturo brez strežnikov
omogočajo večjo prilagodljivost in nadzor nad izvajalnim okoljem, zato imajo
storitve CaaS veliko manj omejitev kot storitve FaaS. Pri storitvah CaaS
čas izvajanja ni omejen, vsebniki imajo lahko lastno stanje zaradi dalǰsih
življenjskih ciklov in tudi do hladnih zagonov ne pride, saj se vedno izvaja
vsaj ena instanca vsebnika. Omogočajo tudi večjo prenosljivost med ponu-
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dniki, saj se aplikacije, razvite za to platformo, lahko izvajajo kjerkoli brez
sprememb v programski kodi in v kolikor gre za isti osnovni sistem (npr. Ku-
bernetes), tudi brez sprememb v konfiguraciji. Večji nadzor nad infrastruk-
turo ima tudi nekaj pomanjkljivosti, ki jih arhitektura brez strežnikov nima.
Več dela je z upravljanjem okolja: potrebno je skrbeti za slike vsebnikov,
varnost okolja, optimizacijo distribucije, uravnavanje obremenitev, skalira-
nje, upravljanje z viri, nadzorovanje izvajanja, beleženje dnevnǐskih zapisov
ipd. Običajno so tudi zagonski časi novih instanc (vsebnikov) dalǰsi in skali-
ranje je počasneǰse. Tudi stroški so lahko vǐsji zaradi zaračunavanja celotnega
časa, ko je infrastruktura na voljo, namesto le časa, ko aplikacija obdeluje
zahtevo, kot je to pri storitvah brez strežnikov.
PaaS
Pristop platforma kot storitev (PaaS) je v kontekstu abstrakcije strežnikov
zelo podoben arhitekturi brez strežnikov – nadzor infrastrukture je prepuščen
platformi. Primeri platform: Heroku, Google App Engine, Cloud Foundry,
Deis. Razvoj za platformi PaaS in FaaS je zelo podoben. Pri obeh razvijalec
napǐse programsko kodo, ki jo naloži na platformo, nato pa je platforma
zadolžena za transformacijo v izvršljivo kodo in izvajanje. Pri obeh to pomeni
tudi odvisnost od ponudnikov, kar pomeni manǰso prenosljivost med njimi
in omejitve, ki jih določajo. Največja razlika pa je v izvajanju programske
kode, še posebej pri skaliranju. Platforme PaaS ne ponujajo avtomatskega
skaliranja in izvajanja aplikacij v odzivu na dogodke, tako kot to ponujajo
platforme FaaS. To pomeni, da se na platformah PaaS aplikacija vedno izvaja,
tudi ko je nedejavna oz. ni prometa. Zato se ob nedejavnosti aplikacije
storitev še vedno zaračunava, kar pa ne drži za platforme FaaS. Za aplikacije
z nepredvidljivo količino prometa in velikimi nihanji potreb po računskih
virih so platforme FaaS veliko bolj primerne, saj avtomatsko skalirajo število
instanc funkcij glede na promet.
Slika 2.4 primerja arhitekturo brez strežnikov (FaaS in BaaS) s CaaS in




















































komponente, ki jih upravlja razvijaleckomponente, ki jih upravlja ponudnik
Slika 2.4: Primerjava IaaS, CaaS, PaaS, FaaS + BaaS in SaaS.
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2.5 Primeri uporabe
Arhitektura brez strežnikov je najbolj primerna za delovne obremenitve, ki
imajo vsaj eno od spodnjih lastnosti [2]:
• Delo se da razdeliti na asinhrone, sočasne, samostojne enote dela, ki so
lahko vzporedno izvajane.
• Enote dela so kratkotrajne in brez stanja in ne potrebujejo izjemno
kratkih časov hladnih zagonov.
• Količina prometa je nepredvidljiva in ima velika nihanja, kar pomeni
veliko potrebo po skalabilnosti in elastičnosti.
• Zelo dinamične spremembe poslovnih zahtev, ki zahtevajo pospešeno
hitrost razvijalcev.
Področja uporabe, ki so primerna za arhitekturo brez strežnikov:
• Znanost. Na področju znanosti se velikokrat izvaja računske naloge,
ki se jih lahko izjemno paralelizira [25, 31]. Tudi kratki hladni zagoni
niso ključnega pomena.
• Zaledje za mobilne aplikacije. Razvoj vmesnikov API za mo-
bilne aplikacije v arhitekturi brez strežnikov prinaša prednosti, kot so
zmanǰsana skrb za infrastrukturo, skalabilnost in elastičnost [10]. Ker
pri mobilnih aplikacijah pogosto prihaja do sprememb poslovnih zah-
tev, zmanǰsana skrb za infrastrukturo pomeni tudi hitreǰso implemen-
tacijo teh sprememb, saj se razvijalci lahko osredotočijo na programsko
kodo.
• Obdelava v multimediji. Obdelava zvoka, slike in videa se ponavadi
izvaja asinhrono in paralelno. Pogosta primera uporabe sta izdelava
predoglednih sličic (angl. thumbnails) in kodiranje (angl. encoding)
(običajno videa) [22, 18].
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• Računalnǐstvo na robu. Internet stvari (IoT) skupaj z računalnǐs-
tvom na robu (angl. edge computing) predstavlja področje številnih
raziskav, ki preučujejo uporabo arhitekture brez strežnikov [32, 20, 19].
Tukaj gre predvsem za analizo podatkov, ki jih proizvedejo IoT na-
prave.
• Primerna področja uporabe so še: izvajanje logike v odzivo na spre-
membe v podatkovni bazi, vmesniki API, obdelava tokov (angl. stream
processing), izvajanje nalog ETL, implementacija klepetalnih botov,
izvajanje načrtovanih ali intervalnih nalog, paketna obdelava, strojno
učenje in neprekinjena integracija [2].
2.6 Ponudniki in ogrodja
Računalnǐstvo brez strežnikov se največkrat izvaja v obliki storitev ponudni-
kov oblačnih storitev, saj vsi večji ponudniki že ponujajo storitve FaaS in
BaaS. Alternativa so odprtokodna ogrodja, ki jih namestimo na zasebno in-
frastrukturo. Vendar s tem izgubimo prednosti, ki jih prinese zmanǰsana skrb
za infrastrukturo. Fundacija CNCF je v okviru projekta Domorodna oblačna
interaktivna pokrajina [12] pripravila tudi seznama ponudnikov storitev brez
strežnikov (gostujoče platforme) in odprtokodnih ogrodij za izvajanje funkcij
(namestljive platforme), ki sta prikazana tabeli 2.1. Gostujoče platforme so
za zdaj veliko bolj priljubljene, saj omogočajo popolno abstrakcijo strežnikov.
V letu 2019 so bile najbolj popularne platforme AWS Lambda, Google Cloud
Functions in Azure Functions [13].
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Gostujoče platforme Namestljive platforme
Algorithmia Apache Camel K




Google Cloud Functions Knative
Huawei FunctionStage Kubeless





PubNub Functions Virtual Kubelet
Spotinst Functions
Standard Library
Tencent Cloud Serverless Cloud Function
Twilio Functions
Vercel
Tabela 2.1: Seznam platform za arhitekturo brez strežnikov na spletni strani
projekta CNCF Cloud Native Interactive Landscape [12] (dostopano dne 1.
8. 2020).
Poglavje 3
Odprtokodna ogrodja za razvoj
aplikacij v arhitekturi brez
strežnikov
3.1 Pregled področja
V tej diplomski nalogi s terminom odprtokodna ogrodja za razvoj aplikacij v
arhitekturi brez strežnikov označujemo namestljive platforme, ki omogočajo
izvajanje programske kode v obliki modela FaaS. V nekaterih virih termin
ogrodja v kontekstu računalnǐstva brez strežnikov označuje programsko opre-
mo, ki je orodje za pomoč pri razvoju aplikacij brez strežnikov. Primer takega
orodja je zelo popularno ogrodje Serverless1, ki je odprtokodna alternativa
orodjem CLI ponudnikov storitev FaaS in ponuja določeno mero abstrakcije
med ponudniki.
Večina odprtokodnih ogrodij FaaS za izvajanje uporablja sistem za orke-
stracijo vsebnikov Kubernetes. Zato omogočajo namestitev v že obstoječe
Kubernetes gruče in uporabo obstoječih Kubernetes komponent in orodij.
Zaradi razširjenosti Kubernetesa je razvijalcem običajno lažje ta ogrodja tudi
prilagoditi, saj že poznajo osnovni sistem.
1Serverless Framework https://www.serverless.com/
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Ogrodja se lahko namestijo na zasebno infrastrukturo ali pa v navide-
zne stroje ponudnikov oblačnih storitev. V primeru ogrodij, ki za izvajanje
potrebujejo Kubernetes, jih lahko namestimo tudi na
”
Kubernetes kot stori-
tev“ rešitve ponudnikov. To pomeni, da se lahko ta ogrodja namestijo skoraj
kamorkoli, zato nismo več odvisni od ponudnikov in lahko infrastrukturo
zamenjamo dokaj enostavno, sam razvoj aplikacij pa bo ostal enak.
Razvoj aplikacij se med ogrodji razlikuje, tudi funkcionalnosti so precej
različne. Zato je prehod med različnimi ogrodji otežen, podobno kot prehod
med različnimi rešitvami FaaS ponudnikov oblačnih storitev.
3.2 Primerjava z rešitvami v javnih oblakih
Glavna značilnost arhitekture brez strežnikov je abstrakcija in s tem zmanj-
šana skrb za strežnike. To je mogoče s prelaganjem dela in odgovornosti
na zunanje izvajalce – običajno ponudnike oblačnih storitev. Pri uporabi
odprtokodnih ogrodij ta skrb za strežnike ostane v organizaciji, zato se izgubi
večina prednosti, povezanih z abstrakcijo strežnikov, vendar pa se pojavijo
nove, saj imamo v tem primeru veliko več kontrole nad izvajanjem.
Prednosti ogrodij primerjavi z rešitvami v javnih oblakih:
• Ni odvisnosti od ponudnikov. Aplikacije, napisane za uporabo v
odprtokodnih ogrodjih, so prenosljive med infrastrukturami, zato nismo
omejeni na le enega ponudnika, kot je to pri rešitvah FaaS v javnih
oblakih.
• Večja prilagodljivost. Ogrodja ponujajo več izbire, saj jih je več in
lahko izbiramo med njimi neodvisno od osnovne infrastrukture. Ker so
odprtokodna, jih lahko prilagajamo lastnim potrebam, pri rešitvah v
javnih oblakih pa ne moremo vplivati na implementacijo rešitev FaaS
in smo odvisni od omejitev, ki jih določa ponudnik.
• Večji nadzor nad infrastrukturo. Zaradi regulacijskih omejitev
ali varnostnih standardov smo lahko omejeni na izvajanje aplikacij
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na lastni infrastrukturi in so zato edina rešitev za računalnǐstvo brez
strežnikov odprtokodna ogrodja.
Po podatkih anket fundacije CNCF v letih 2018 in 2019, večina upo-
rabnikov računalnǐstva brez strežnikov uporablja gostujoče rešitve v javnih
oblakih, vendar pa se delež uporabe odprtokodnih ogrodij zvǐsuje [13]. V
letu 2018 je bilo razmerje med uporabniki gostujočih in namestljivih plat-
form 84:16, v letu 2019 pa 80:20.
3.3 Identifikacija najpopularneǰsih ogrodij
Delovna skupina za računalnǐstvo brez strežnikov fundacije CNCF spremlja
tudi področje ogrodij in posodablja seznam, ki je prikazan v tabeli 2.1. Zato
smo kot izhodǐsče iz te tabele vzeli seznam namestljivih platform in izločili
rešitve, ki niso ogrodja, ki ponujajo platformo za FaaS.
Tako smo iz seznama namestljivih platform v tabeli 2.1 izločili štiri rešitve:
• VirtualKubelet in Keda, ker sta le Kubernetes komponenti, ki se
uporabljata v arhitekturi brez strežnikov in nista celovita rešitev FaaS.
• AppScale, ker je IaaS platforma.
• Apache Camel K, ker je to Javanska knjižnica, ki implementira
vzorce EIP s podporo arhitekture brez strežnikov.
Preostala ogrodja smo razvrstili pri priljubljenosti in izbrali prva tri za
nadaljnjo primerjavo. Za merilo za popularnost smo izbrali število zvezdic
na portalu GitHub. Slika 3.1 prikazuje števila zvezdic posameznih ogrodij
v odvisnosti od časa. Prva tri ogrodja po priljubljenosti so OpenFaaS z
18070, Kubeless s 5898 in Fission s 5238 zvezdicami (stanje 1. 8. 2020).



















































































































































































OpenFaaS projekt je začel nastajati 18. decembra 2016, ko je Alex Ellis
ustvaril repozitorij
”
faas“ na Githubu z namenom razvoja novega odprtoko-
dnega ogrodja pod licenco MIT v programskem jeziku Go [6]. Alex je v tem
času raziskoval arhitekture aplikacij brez strežnikov in ugotovil, da ogrodje,
ki je tako robustno kot AWS Lambda in ki bi ga lahko pognal na svojem
računalniku, ne obstaja [16]. Zato se je odločil, da ga poskusi narediti sam.
Čez leta je popularnost njegovega ogrodja tako zrasla, da se je odločil usta-
noviti podjetje OpenFaaS Ltd, kjer je od leta 2019 zaposlen za polni delovni
čas [14].
OpenFaaS Ltd je se financira pretežno s sponzorji. Dne 8. 1. 2020 so
to bili: Digital Ocean, Rancher, Garden, Form3, Ratehub.ca, opvizordz in
Cloudox.
3.3.2 Kubeless
V podjetju Bitnami so leta 2016 začeli delati na projektu Kubeless z name-
nom razvoja ogrodja, ki je po funkcionalnosti zelo podobno AWS Lambdi in
omogoča lokalno izvajanje [11]. Nastalo je odprtokodno ogrodje pod licenco
Apache 2.0, napisano v jeziku Go [29]. Kot je že iz imena razvidno, je Ku-
beless močno integriran s sistemom Kubernetes. Ogrodje je v primerjavi z
drugima zelo enostavno, saj se močno upira na Kubernetesove koncepte in
vmesnike API, kot so CRD, Ingress, Config maps, HPA ipd. Kubeless je
eden pionirjev uporabe Kubernetesovega CRD mehanizma [23].
3.3.3 Fission
Ogrodje Fission je začelo nastajati leta 2016 pod okriljem podjetja Platform9
z enakim namenom kot OpenFaaS in Fission – narediti odprtokodno alterna-
tivo AWS Lambdi. Tudi Fission je napisan v programskem jeziku Go in ima
licenco Apache 2.0 [17]. To ogrodje je osredotočeno na hitre (angl. cold-start)
čase in povezovanje funkcij v tokove (angl. workflows).





Vsako od ogrodij je bilo nameščeno v svojo gručo Kubernetes, implementi-
rano z orodjem Minikube verzije 1.12.0 (konfigurirano z gonilnikom Docker),
ki je bilo nameščeno na operacijski sistem Ubuntu Server 20.04 LTS. Verzije
nameščenih ogrodij so: OpenFaaS 0.18.18, Kubeless 1.0.7 in Fission 1.10.0.
V vsakem ogrodju smo namestili in pognali testno funkcijo, napisano v jeziku
Python, ki je zasnovana tako, da je procesorsko zahtevna (časovna zahtev-
nost O(n!)). Programska koda je na voljo na portalu GitHub Gist [33]. S
takim testnim okoljem smo preizkušali in primerjali funkcionalnosti, ki so
opisane v naslednjih poglavjih.
4.2 Glavni koncepti
V tem poglavju so predstavljeni glavni koncepti in njihove funkcionalno-
sti vseh treh ogrodij. Primerjana ogrodja imajo enake tri glavne koncepte:
funkcija, prožilec in izvajalno okolje, ki pa se razlikujejo v implementaciji.
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4.2.1 Funkcija
Funkcija (angl. function) je predstavitev kode, ki jo želimo izvajati. Poleg
kode vsebuje metapodatke o odvisnostih, navodila za graditev itd. Funkcija
ima neodvisen življenjski cikel.
OpenFaaS1 in Kubeless2 ponujata repozitorij funkcij, kamor skupnost
nalaga preizkušene, pogosto uporabljene funkcije, ki jih lahko namestimo
z enim ukazom.
Funkcije v ogrodju OpenFaaS so lahko tudi mikrostoritve, kjer je edini
pogoj, da morajo imeti pravilno implementirano funkcionalnost healthcheck,
kar je zelo enostavno doseči z dodajanjem Watchdog komponente (ki je po-
drobneje opisana v poglavju 4.2.3).
Funkcijski vmesnik
Ogrodja implementirajo funkcijske vmesnike (angl. function interface) zelo
različno.
OpenFaaS omogoča dva načina komunikacije s funkcijo: preko standar-
dnega vhoda in izhoda (STDIO) ali pa preko protokola HTTP. Slednji način
je noveǰsi in bo v prihodnosti privzeti, saj omogoča hitreǰse izvajanje funkcije
(več o tem v poglavju 4.2.3).
Kubelessov način komunikacije s funkcijo temelji na parametrih in vrnjeni
vrednosti funkcije. Vsaka funkcija prejme dva parametra: prvi je objekt,
ki hrani podatke o dogodku, ki je funkcijo sprožil, drugi pa je objekt, ki
predstavlja kontekst s splošnimi podatki o funkciji (npr. ime in maksimalni
čas izvajanja). Funkcija nato vrne niz, ki ga Kubeless posreduje v odgovoru
na klic funkcije, v telesu odgovora HTTP.
Fission nima standardnega funkcijskega vmesnika, ampak je način ko-
munikacije s funkcijo odvisen od izvajalnega okolja funkcije oz. od pro-
gramskega jezika, saj vsako okolje drugače implementira strežnik HTTP.
1OpenFaaSov repozitorij funkcij se imenuje OpenFaaS Function Store in je dostopen
preko orodja OpenFaaS CLI, kot tudi na https://github.com/openfaas/store.
2Kubelessov repozitorij je dostopen na https://github.com/kubeless/functions
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Vsem implementacijam je skupno to, da ima funkcija dostop do celotnega
HTTP zahtevka in odgovora. Primer: okolje za Python je implementirano
s pomočjo knjižnice Flask, ki omogoča funkciji dostop do zahtevka HTTP
preko flask.request in dostop do odgovora HTTP preko flask.Response.
4.2.2 Prožilec
Prožilec (angl. trigger) je asociacija vira dogodka in funkcije. Ko se neki
dogodek zgodi, ogrodje poskrbi, da se aktivira funkcija, ki je določena v
prožilcu za ta dogodek. Ogrodja podpirajo različne prožilce, v tabeli 4.1 so
navedeni vsi podprti prožilci.
Vsa ogrodja imajo vgrajene prožilce HTTP, vendar se le-te razlikujejo po
funkcionalnosti.
OpenFaaS edini omogoča asinhrone klice HTTP, in sicer preko posebnega
URL-ja. Ob zahtevi na naslov URL oblike /function/<ime-funkcije> se
funkcija izvede sinhrono, na naslov /async-function/<ime-funkcije> pa
asinhrono. OpenFaaS vsaki funkciji avtomatsko nastavi prožilec HTTP (sin-
hroni in asinhroni).
Kubeless implementira prožilce HTTP s pomočjo Kubernetesove kom-
ponente Ingress controller, ki ni vključena v ogrodje in jo je treba ročno
namestiti.
Pri ogrodju Fission je pri prožilcu HTTP potrebno poleg naslova URL
določiti tudi metodo HTTP, kar omogoča asociacijo enega naslova URL z več
različnimi funkcijami.
4.2.3 Izvajalno okolje
Izvajalno okolje (angl. runtime/environment) predstavlja okolje, implementi-
rano v obliki vsebnika Docker, v katerem se funkcija izvaja. Ogrodja ponujajo
vsaj eno izvajalno okolje za vsak programski jezik, ki ga podpirajo. Izvajalno
okolje skrbi za izgradnjo funkcije (prevajanje izvorne kode, prenašanje od-
visnosti ipd.), njeno izvajanje, komunikacijo in posredovanjem metrik funk-

















Tabela 4.1: Seznam podprtih prožilcev.
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cije ostalim komponentam ogrodja. Ogrodja podpirajo različne programske
jezike, v tabeli 4.2 so navedeni vsi podprti programski jeziki. OpenFaaS
podpira tudi izvajalno okolje imenovano Dockerfile, ki omogoča konfiguracijo
izvajalnega okolja z urejanjem datoteke Dockerfile. Izvajalna okolja za pro-
gramske jezike NodeJS, Go in Python pri ogrodju OpenFaaS podpirajo tudi
arhitekturo ARM. Fission podpira tudi izvajalno okolje imenovano Binary,
ki omogoča izvajanje poljubnih izvršljivih datotek in bash skript.
Vsem izvajalnim okoljem je skupno to, da vsebujejo strežnik HTTP, ki
omogoča komunikacijo med funkcijo in ostalimi komponentami ogrodja. Pri
ogrodjih Kubeless in Fission je strežnik HTTP drugačen pri vsakem izvajal-
nem okolju, saj je implementiran s pomočjo knjižnic ciljnega programskega
jezika. Pri OpenFaaS je strežnik HTTP implementiran v komponenti Wat-
chdog, ki je sestavni del vsakega od izvajalnih okolij.
Watchdog je strežnik HTTP, napisan v jeziku Go, ki sprejema zahteve
HTTP, jih posreduje funkcijam in nato vrne vrednost funkcije v odgovoru
HTTP. Podpira sočasne zahteve HTTP, kontrole zdravja (angl. healthchecks)
in kontrolo časa izvajanja (angl. timeouts). Watchdog je hkrati tudi init pro-
ces vsebnika Docker, v katerem se izvaja funkcija. Obstajata dve implemen-
taciji komponente Watchdog: (klasična) watchdog in (noveǰsa) of-watchdog.
Klasična implementacija watchdog deluje tako, da za vsako zahtevo HTTP
razcepi (angl. fork) nov proces, v katerem se izvede funkcija. Funkciji posre-
duje podatke zahteve HTTP preko standardnega vhoda in okoljskih spremen-
ljivk, nato pa izhodno vrednost funkcije pošlje nazaj v telesu odgovora HTTP.
Implementacija of-watchdog ima več načinov delovanja: HTTP, serializing,
streaming in static. V načinu HTTP Watchdog komunicira s funkcijo preko
protokola HTTP, tako da je potrebno v funkciji implementirati tudi strežnik
HTTP. Ta način omogoča hitreǰse izvajanje funkcij, saj med različnimi klici
funkcij Watchdog ne razcepi novih procesov, ampak ohrani isti proces za vse
klice. Način delovanja serializing je enak klasični watchdog implementa-
ciji. Način streaming je zelo podoben načinu serializing, s to razliko, da
podpira zahtevke HTTP, ki so večji od dodeljenega delovnega pomnilnika,











Tabela 4.2: Seznam podprtih programskih jezikov.
saj uporablja tokove in ne shranjuje celotne vsebine zahtevkov HTTP v de-
lovni pomnilnik. Način delovanja static zažene datotečni strežnik HTTP,
ki servira statične vsebine, ki so dostopne v nastavljenem direktoriju. Za
of-watchdog implementacijo trenutno obstajajo izvajalna okolja le za način
HTTP, le za programske jezike NodeJS, Python, Go, Ruby in Java.
4.3 Integracija s Kubernetesom
Ogrodja se različno integrirajo s sistemom za orkestracijo Kubernetes. Vsem
pa je skupno to, da uporabljajo koncept Kubernetes CRD (pri OpenFaaS je
za to potrebna dodatna konfiguracija). CRD je okraǰsava za Custom Reso-
urce Definitions, torej definicije virov po meri. Vir je končna točka (angl.
endpoint) v Kubernetesovem API-ju, ki hrani zbirko objektov API določene
vrste (npr. vgrajeni vir stroki (pods) vsebuje zbirko objektov strok (Pod)) [9].
Viri po meri so razširitve Kubernetesovega API-ja, ki omogočajo dodajanje
lastnih virov, s katerimi potem upravljamo prek Kubernetesovega API-ja,
tako kot z že vgrajenimi viri. Pri arhitekturi brez strežnikov lahko vire po
meri uporabimo, da definiramo nove vire, kot so prej opisani koncepti: funk-
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cije, prožilci in izvajalna okolja.
Kubernetes CRD je sestavljen iz dveh delov: definicije CRD in krmilnika
CRD. Z definicijo CRD nastavimo ime in shemo objektov novega vira. Kr-
milnik CRD pa omogoča, da z novim virom upravljamo deklarativno (tako
kot z že vgrajenimi viri). To pomeni, da določimo želeno stanje vira, krmilnik
pa poskrbi, da je trenutno stanje enako želenemu.
4.4 Arhitektura
Ogrodja imajo podobne arhitekture, ki pa jih implementirajo z različnimi
komponentami. V nadaljevanju so predstavljene glavne komponente vsakega
od ogrodij, na koncu pa sledi še primerjava le-teh.
OpenFaaS
Glavne komponente ogrodja OpenFaaS so: OpenFaaS Gateway, Prometheus,
NATS Streaming, ponudnik orkestracije in faas-idler.
OpenFaaS Gateway je komponenta, ki zagotavlja vmesnik REST API
za CRUD operacije nad funkcijami, za metrike, ki jih zbira Prometheus,
za skaliranje funkcij in za spletni uporabnǐski vmesnik, ki omogoča pregled
vseh funkcij, nameščanje, proženje in spremljanje števila replik ter klicev
funkcije [4].
Prometheus zbira metrike in omogoča avtomatsko skaliranje s pomočjo
komponente AlertManager [5].
NATS Streaming ponuja sporočilne vrste, ki omogočajo asinhrono izva-
janje za prožilce HTTP.
Ponudnik orkestracije (faas-provider) je komponenta, ki implementira na-
slednje funkcionalnosti: operacije CRUD za funkcije, proženje in skaliranje
funkcij. Opcijsko lahko implementira tudi operacije CRUD za skrivnosti in
pretakanje dnevnǐskih zapisov [8]. Podprta sta ponudnika za Docker Swarm
in Kubernetes. V razvoju so še ponudniki za Nomad, AWS Fargate, AWS
Lambda, containerd, delovni pomnilnik (angl. in-memory) in ponudnik za
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federacijo med različnimi ponudniki. V našem testnem okolju smo namestili
vsa ogrodja v Kubernetes gruče, zato smo uporabili ponudnika orkestra-
cije faas-netes. Ta ponudnik ima dva načina delovanja: klasični (privzeti)
način in noveǰsi način operator (angl. The OpenFaaS Operator), ki upora-
blja Kubernetesove definicije CRD za funkcije in tako omogoča upravljanje s
funkcijami tudi preko Kubernetesovega vmesnika API. Pri klasičnem načinu
pa je potrebno s funkcijami upravljati preko vmesnika OpenFaaS CLI ali
pa neposredno preko vmesnika OpenFaaS REST API, ki je implementiran v
komponenti OpenFaaS Gateway.
Komponenta faas-idler omogoča skaliranje do 0. Ko je faas-idler aktivi-
ran, pregleduje metrike funkcij, ki so hranjene v Prometheusu, in na podlagi
njih skalira neaktivne funkcije na 0 replik.
Kubeless
Kubeless za svoje delovanje uporablja veliko število Kubernetes konceptov:
CRD (za funkcije in prožilce), Deployment (za izvajalno okolje), Configmap
(za hrambo funkcijske kode), Init-container (za nalaganje odvisnosti), Ser-
vice (za dostop do funkcije) in Ingress (za zunanji dostop).
Glavne komponente pa so krmilniki CRD. Kubeless definira eno definicijo
CRD za funkcije in po eno definicijo CRD za vsak tip prožilca. Privzeta
namestitev vključuje tri definicije CRD in njihove krmilnike:
• definicija Function in krmilnik function-controller,
• definicija HTTPTrigger in krmilnik http-trigger-controller,
• definicija CronJobTrigger in krmilnik cronjob-trigger-controller.
Fission
Glavne komponente ogrodja Fission so: krmilnik, izvrševalec (angl. execu-
tor), usmerjevalnik, upravljalec grajenja (angl. builder manager) in Storage-
Svc.
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Krmilnik je komponenta, ki zagotavlja vmesnik REST API za CRUD






• za vsak tip prožilca svoj CRD.
Krmilnik je hkrati tudi posrednǐski strežnik za REST API-je internih storitev
(npr. za dnevnǐske zapise, skrivnosti, shrambo ipd.).
Izvrševalec zaganja Kubernetesove stroke za funkcije. Obstajata dva tipa
izvrševalcev, ki se razlikujeta v strategijah zaganjanja, specializacije in upra-
vljanja s stroki: PoolManager in NewDeploy. Način PoolManager za vsako
od nastavljenih izvajalnih okolij zagotavlja bazen
”
toplih“ generičnih stro-
kov. Ko izvrševalec prejme zahtevo za zagon nove replike funkcije, speciali-
zira enega od generičnih strokov – v strok naloži programsko kodo in požene
funkcijo. Če v določenem času funkcija ne prejme nič zahtev – je neak-
tivna, jo izvrševalec počisti (izbrǐse strok). Ta način omogoča kratke čase
hladnega zagona (angl. cold start), vendar ne omogoča skaliranja nad 1 –
funkcija ima lahko le 0 ali 1 repliko. Omejitve virov se nastavijo na nivoju
izvajalnih okolij, torej so enake za vse funkcije, ki se izvajajo v istem okolju.
Način NewDeploy za vsako funkcijo ustvari Kubernetes objekte Deployment,
Service in HPA. To omogoča avtomatsko skaliranje in izenačevanje obreme-
nitev funkcij. Omejitve virov se lahko nastavijo na nivoju izvajalnih okolij
ali funkcij.
Usmerjevalnik je komponenta, ki funkcijam posreduje zahteve HTTP od-
jemalcev. Če ciljna funkcija trenutno nima replik, usmerjevalnik zadrži zah-
tevo HTTP, pošlje izvrševalcu zahtevo po ustvarjanju replike funkcije in ko
je replika pripravljena, ji usmerjevalnik posreduje zadržano zahtevo.
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Upravljalec grajenja je komponenta, ki zgradi izvajalno funkcijsko kodo
iz izvorne kode. To ponavadi zajema prevajanje izvorne kode in nameščanje
odvisnosti. Ko ustvarimo ali posodobimo funkcijo, se njena izvorna koda
shrani v komponenti StorageSvc, kar upravljalec grajenja zazna in potem
prenese to izvorno kodo v gradbeni strok (angl. builder pod), ki je specifičen
za izvajalno okolje, ter požene postopek grajenja. Izvajalno kodo in dnevnǐske
zapise grajenja nato shrani v StorageSvc.
StorageSvc je komponenta, ki hrani arhive izvorne in izvajalne kode.
Primerjava
Ogrodji Kubeless in Fission sta močno integrirani s sistemom Kubernetes,
na drugi strani pa so OpenFaaSove komponente neodvisne od Kubernetesa,
kar omogoča izvajanje tudi na drugih platformah. OpenFaaS sicer opcijsko
ponuja tudi večjo integracijo s Kubernetesom, in sicer z načinom operator
komponente ponudnik orkestracije. Ta omogoča uporabo vmesnikov Kuber-
netes CRD, podobno kot pri Kubeless in Fission. Prav tako je možno na-
staviti OpenFaaS za delovanje z nekaterimi Kubernetesovimi komponentami,
kot sta HPA in Ingress.
Kubeless ima najenostavneǰso arhitekturo, saj implementira le nujno po-
trebne komponente, vse ostalo pa prepusti Kubernetesu. Tako je za polno
funkcionalnost ogrodja treba ročno namestiti nekatere Kubernetesove kom-
ponente, kot sta krmilnik Ingress (potreben za delovanje prožilcev HTTP)
in Prometheus (potreben za zbiranje metrik). Zaradi takšne arhitekture so
funkcionalnosti ogrodja močno odvisne od Kubernetesovih komponent. Na
drugi strani pa je arhitektura ogrodja OpenFaaS najbolj kompleksna, kar pa
omogoča več funkcionalnosti in večjo prilagodljivost.
Postopek grajenje funkcij poteka različno. OpenFaaS za vsako funkcijo
zgradi vsebnik Docker. V tem procesu se prevede izvorna koda in doda po-
trebne odvisnosti. Nastali vsebnik shrani v repozitoriju Docker (privzeto
v Docker Hub, za ostale repozitorije je potrebna ročna konfiguracija) in ga
namesti v okolje OpenFaaS. Zato je za razvoj funkcij v ogrodju OpenFaaS po-
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trebna tudi uporaba orodja Docker. Kubeless s pomočjo zbirke že narejenih
vsebnikov, ki so specifični za okolje, zgradi funkcijo iz izvorne kode in seznama
odvisnosti. Podpira tudi način grajenja funkcij, zelo podobnega OpenFaaS,
ki pa je privzeto izklopljen, saj je funkcionalnost še v razvoju [28]. Fission za
grajenje funkcij uporablja za ta namen namenjeno komponento upravljalec
grajenja.
4.5 Namestitev
Vsa tri ogrodja se namestijo v Kubernetesovo gručo. OpenFaaS edini pod-
pira tudi druge platforme, in sicer Docker Swarm in samostojno namestitev
(faasd). Za lažjo primerjavo se bomo v naslednjih poglavjih osredotočili na
izvajanje ogrodja OpenFaaS v okolju Kubernetes, ki je tudi priporočljivo
okolje za produkcijo [3].
Ogrodja podpirajo različne načine namestitve. OpenFaaS omogoča na-
mestitev s pomočjo orodja CLI arkade3, orodja CLI Helm4 ali z uporabo
statično generirane datoteke YAML. Kubeless omogoča namestitev le z upo-
rabo statično generirane datoteke YAML. Fission pa ponuja dve opciji na-
mestitve: fission-core in fission-all. Fission-all vsebuje celoten nabor
storitev, vključno s sporočilno vrsto NATS, podatkovno bazo influxDB za
dnevnike itd. Fission-core pa vsebuje le jedrne komponente za ustvarjanje
in strežbo funkcij. V tej primerjavi smo se osredotočili na fission-all opcijo,
saj ponuja vse funkcionalnosti ogrodja. Obe opciji se namestita bodisi s
pomočjo orodja Helm bodisi z uporabo statično generirane datoteke YAML.
Orodji arkade in Helm podpirata prilagoditev namestitve z nastavljanjem
dodatnih parametrov, medtem ko je prilagoditev namestitve z uporabo da-
toteke YAML težje, saj vključuje ročno urejanje te datoteke.
3https://github.com/alexellis/arkade
4https://helm.sh/
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4.6 Metrike
Vsa tri ogrodja vključujejo komponente, ki ponujajo dostope do metrik, ki so
združljivi s Prometheusom5. OpenFaaS in Fission ga v privzeti namestitvi že
vključujeta z vso potrebno konfiguracijo, pri Kubeless pa ga je treba ročno
namestiti in nastaviti. Vsa ogrodja ponujajo zelo podobne metrike, in sicer:
število klicev posamezne funkcije, čas izvajanja in število uspešnih klicev.
V tabeli 4.3 so naštete vse metrike. Vsa ogrodja imajo v dokumentaciji
objavljene tudi primere konfiguracije pregledne plošče za Grafano6, vendar pa
Grafana ni vključena v nobenem od ogrodij in je potrebna ročna namestitev.
4.7 Avtomatsko skaliranje
Ogrodja imajo različne pristope do avtomatskega skaliranja. Skupno jim
je to, da vsa ogrodja v določenih konfiguracijah za skaliranje uporabljajo
Kubernetesovo komponento HPA.
OpenFaaS ima privzeto nastavljen precej unikaten način avtomatskega
skaliranja s pomočjo Prometheusa in njegove komponente AlertManager.
Prometheus zbira metrike, AlertManager pa spremlja vrednosti teh metrik
in jih primerja z mejo v nastavljenih pravilih. Ko vrednosti presežejo mejo,
AlertManager pošlje informacijo o sproženem alarmu komponenti OpenFaaS
API Gateway, ta pa povečuje število replik funkcije. Dokler je alarm aktiven,
se replike povečujejo linearno do maksimuma, ko pa se alarm izklopi, število
replik takoj pade na minimum. Nastaviti se da maksimalno in minimalno
število replik (ki je lahko 0), število replik, ki se dodajo ob skaliranju nav-
zgor in pravila, ki aktivirajo alarm, ne pa tudi način skaliranja (npr. da bi
bilo število replik sorazmerno glede na obremenitev ali pa da bi bilo skalira-
nje navzdol bolj postopno). Ta pristop omogoča skaliranje iz 0 replik (angl.
5Prometheus (https://prometheus.io/) je komponenta, ki omogoča beleženje in po-
izvedovanje po metrikah.
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scale-from-zero) in tudi skaliranje do 0 replik (angl. scale-to-zero), vendar je
za slednjo funkcionalnost potrebno aktivirati komponento faas-idler. Open-
FaaS omogoča tudi avtomatsko skaliranje z uporabo Kubernetesove kompo-
nente HPAv2, vendar je potrebna namestitev Kubernetes Metrics strežnika7
in dodatna ročna konfiguracija komponent. Ta pristop ne podpira skaliranja
na 0 replik funkcije in porabi več virov kot pristop z uporabo Prometheusa.
Kubeless uporablja HPA za avtomatsko skaliranje. Privzeta metrika
je CPU, ob dodatni konfiguraciji in namestitvi dodatnih komponent pa je
mogoče dodati tudi metriko število zahtev na sekundo (QPS). Kubeless ne
podpira skaliranja na 0 replik funkcije.
Fission v načinu zaganjanja PoolManager omogoča izjemno kratke čase
hladnega zagona (najkraǰse izmed primerjanih ogrodij), vendar ta način av-
tomatsko skalira le med 0 in 1 repliko. Način NewDeploy za skaliranje upora-
blja HPA z metriko CPU in maksimalno število replik ni omejeno. Ta način
omogoča tudi skaliranje na 0 replik, zato je Fission edino izmed primerja-
nih ogrodij, ki omogoča hkrati uporabo HPA in avtomatsko skaliranje na 0
replik.
4.8 Dnevnǐski zapisi
Vsa ogrodja imajo implementirano agregacijo dnevnǐskih zapisov funkcij, ki
so dostopni prek vmesnika CLI posameznega ogrodja. OpenFaaS in Kubeless
za upravljanje z dnevnǐskimi zapisi uporabljata funkcionalnost dnevnǐskih
zapisov, ki je že privzeto vgrajena v Kubernetes8, medtem ko ima Fission
za ta namen implementirano svojo komponento9, ki s pomočjo FluentBita10
shranjuje dnevnǐske zapise v podatkovno bazo InfluxDB11. Fission edini že







Dodatno je potrebno namestiti le še sistem za porazdeljeno sledenje, kot je
npr. Jaeger12.
4.9 Dokumentacija
Ogrodja se po kakovosti dokumentacije močno razlikujejo. OpenFaaS ima
najbolj kakovostno dokumentacijo izmed treh, saj dovolj podrobno opisuje
delovanje ogrodja in vsebuje tudi zelo dobre uradne vodiče, ki nove razvijalce
vodijo korak za korakom [7]. Na drugi strani ima Kubeless najslabšo doku-
mentacijo, saj je zelo kratka in ponekod celo zastarela [30]. Za razumevanje
delovanja ogrodja je zato pogosto potrebno pogledati v izvorno kodo. Tudi
uradnih vodičev je zelo malo, tako da se morajo novi razvijalci zanašati na
vodiče, ki jih je pripravila skupnost. Fission ima tudi zelo kakovostno do-
kumentacijo, vendar ima v primerjavi z OpenFaaS manj vodičev, kar pa ne
predstavlja problema, saj je v dokumentaciji dovolj dobro razloženo delovanje
ogrodja [34].
4.10 Skupnost
Velikosti skupnosti smo ocenili s pomočjo podatkov s platforme GitHub,
števila vprašanj na portalu Stack Overflow in števila uporabnikov v kana-
lih Slack ogrodij. Podatki so prikazani v tabeli 4.4. OpenFaaS ima daleč
največjo skupnost, kar je bilo pričakovati že iz števila zvezdic na portalu Git-
Hub (opisano v poglavju 3.3). Skupnosti Kubeless in Fission pa sta, glede na
podatke, zelo podobnih velikosti in ne moremo oceniti, katera je večja. Open-
FaaS je tudi edino izmed ogrodij, ki ima javno objavljen seznam podjetij13,
ki ogrodje uporabljajo. Na dan 1. 9. 2020 je teh bilo 41.
12https://www.jaegertracing.io/
13https://github.com/openfaas/faas/blob/master/ADOPTERS.md
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OpenFaaS Kubeless Fission
GitHub razvijalci (angl. contributors) 150 92 107
GitHub opazovalci (angl. watchers) 501 174 159
GitHub vejitve (angl. forks) 1516 617 504
GitHub izdaje (angl. releases) 132 44 56
GitHub vprašanja (angl. issues) 1567 1165 1697
Stack Overflow vprašanja 33 10 9
Slack uporabniki 2848 624 1261
Tabela 4.4: Podatki o skupnostih ogrodij (dostopano dne 1. 9. 2020).
4.11 Potek razvoja
V tem poglavju je predstavljen potek razvoja enostavne funkcije v vseh treh
ogrodjih. Testno okolje je opisano v poglavju 4.1.
4.11.1 Namestitev orodja CLI
Upravljanje z ogrodji in funkcijami je najlažje z uradnimi orodji CLI ogrodij.
Namestitev le-teh je pri vseh treh ogrodjih zelo enostavna – potreben je zgolj
en ukaz:
• OpenFaaS CLI:




unzip kubeless_linux-amd64.zip && \





curl -Lo fission https://github.com/fission/fission/
releases/download/1.10.0/fission-cli-linux \
&& chmod +x fission && sudo mv fission /usr/local/bin/
4.11.2 Namestitev ogrodja
Kot smo opisali v poglavju 4.5, ogrodja podpirajo različne načine namestitve.
V tem poglavju so predstavljeni načini, ki so priporočeni v uradnih dokumen-
tacijah ogrodij. Pri OpenFaaS to pomeni namestitev z orodjem arkade, pri
Kubeless z uporabo datoteke YAML in pri Fission z uporabo orodja Helm.
OpenFaaS
Najprej je treba namestiti orodje CLI, imenovano arkade. To najlažje storimo
s skripto, dostopno na naslovu https://dl.get-arkade.dev/, ki jo najlažje
poženemo z naslednjim ukazom:
curl -SLsf https://dl.get-arkade.dev/ | sudo sh
Z nameščenim orodjem lahko namestimo ogrodje OpenFaaS z ukazom
arkade install openfaas
Ta ukaz namesti ogrodje s privzetimi nastavitvami. Če želimo namestitev
prilagoditi14, lahko to storimo s parametrom --set – npr. za vklop kompo-
nente faas-idler je parameter sledeč: --set=faasIdler.dryRun=false.
14Seznam prilagodljivih nastavitev je dostopen na https://github.com/openfaas/
faas-netes/blob/master/chart/openfaas/README.md#configuration.
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Ko je ogrodje nameščeno, je potrebno nastaviti še povezavo orodja Open-
FaaS CLI z nameščenim ogrodjem OpenFaaS. To naredimo z naslednjim
ukazom, ki konfiguracijo shrani v datoteko ∼/.openfaas/config.yml.
kubectl get secret \
-n openfaas basic-auth \
-o jsonpath="{.data.basic-auth-password}" \
| base64 --decode \
| faas-cli login --username admin --password-stdin
Kubeless
Za namestitev je najprej treba ustvariti Kubernetes gručo z imenom
”
kube-
less“. To dosežemo z ukazom:
kubectl create namespace kubeless
Nato lahko namestimo ogrodje z uporabo datoteke YAML:
kubectl create -f https://github.com/kubeless/kubeless/
releases/download/v1.0.7/kubeless-v1.0.7.yaml
Za uporabo prožilcev HTTP je potrebno namestiti še krmilnik Ingress. V
okolju Minikube je to zelo enostavno narediti z ukazom:
minikube addons enable ingress
Fission
Najprej je treba namestiti orodje CLI, imenovano Helm. To najlažje storimo s
skripto, dostopno na naslovu https://raw.githubusercontent.com/helm/





Nato je potrebno ustvariti Kubernetes gručo s poljubnim imenom (v spo-
dnjem ukazu je to
”
fission“). To dosežemo z ukazom:
kubectl create namespace fission
Ko je orodje nameščeno in gruča ustvarjena, lahko uporabimo načrt Helm
(angl. Helm chart), ki namesti ogrodje:





• Parameter --name-template fission določi ime namestitve. Ime je
lahko poljubno, v tem primeru je
”
fission“.
• S parametrom --namespace fission določimo ime gruče, v katero naj
se ogrodje namesti. Ime mora biti enako imenu gruče, ki smo jo ustvarili
v preǰsnjem koraku.
• --set serviceType=NodePort,routerServiceType=NodePort je pa-
rameter, ki je potreben v Kubernetes okoljih, ki nimajo implementirane
komponente LoadBalancer (npr. Minikube).
4.11.3 Namestitev funkcije
OpenFaaS
Ker orodje OpenFaaS CLI komunicira s komponento OpenFaaS Gateway, je
potrebno najprej vzpostaviti povezavo med njima. To najlažje naredimo z
ukazom
kubectl port-forward svc/gateway -n openfaas 8080:8080 &
15Seznam vseh parametrov je dostopen na: https://github.com/fission/fission/
blob/master/charts/README.md#configuration
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ki v ozadju vzpostavi povezavo do OpenFaaS Gateway preko lokalnih vrat
8080.
OpenFaaS za vsako funkcijo zgradi Docker sliko. Hkrati tudi zgradi funk-
cijo (prevede izvorno kodo, doda odvisnosti ipd.), zato nima posebnih kompo-
nent ali ukazov za grajenje funkcij. Vsako izvajalno okolje ima svojo predlogo,
ki jo običajno sestavljajo: datoteka z izvorno kodo, datoteka s seznamom od-
visnosti in datotek YAML, v kateri so shranjene nastavitve funkcije.
Nato je treba izbrati predlogo izvajalnega okolja. Seznam vseh predlog je
dostopen na https://github.com/openfaas/templates. Testna funkcija
je napisana v jeziku Python, zato smo izbrali predlogo python3. Ukaz
faas-cli new --lang python3 testna-funkcija \
--prefix="docker-hub-username"
generira datoteke izbrane predloge, kjer je testna-funkcija poljubno ime
funkcije. Če se uporabljajo privzete nastavitve za Docker repozitorij, potem
je potrebno imeti Docker Hub16 račun in biti prijavljen v docker orodju CLI
(npr. z ukazom docker login). V tem primeru je treba nastaviti tudi pred-
pono Docker slike funkcije, ki bo naložena na Docker Hub račun. Zato je v
zgornjem ukazu dodan parameter --prefix="docker-hub-username", kjer
je docker-hub-username uporabnǐsko ime prijavljenega računa. Python3






Testna funkcija nima odvisnosti, zato je potrebno le skopirati izvorno kodo
v datoteko handler.py. V okolju python3 se ob vsakem klicu funkcije po-
kliče funkcija handle(req), kjer je parameter vsebina telesa zahtevka HTTP.
Vrnjena vrednost te funkcije se pošlje v telesu odgovora HTTP.
16https://hub.docker.com/
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Zadnji korak je ukaz
faas-cli up -f testna-funkcija.yml
ki zgradi Docker sliko funkcije, jo naloži v Docker repozitorij in namesti v
okolje OpenFaaS. Ukaz je enakovreden zaporedju naslednjih ukazov:
faas-cli build -f testna-funkcija.yml
faas-cli push -f testna-funkcija.yml
faas-cli deploy -f testna-funkcija.yml
Funkcija je pripravljena na izvajanje.
Kubeless
Namestitev funkcije je zelo enostavna. Potrebujemo le datoteko z izvorno
kodo funkcije ki implementira funkcijski vmesnik, opisan v poglavju 4.2.1 in
naslednji ukaz:




kjer je testna-funkcija poljubno ime funkcije. Razlaga parametrov:
• Parameter --runtime python3.7 definira izvajalno okolje. V tem pri-
meru je to python3.7. Seznam vseh podprtih izvajalnih okolij je na
voljo na https://github.com/kubeless/runtimes.
• Parameter --from-file testna-funkcija.py definira ime datoteke,
ki vsebuje izvorno kodo funkcije. Datoteka je lahko tudi arhiv zip. V
vsakem primeru pa ne sme presegati velikosti 1 MB.
• Parameter --handler testna-funkcija.kubeless definira ime funk-
cije v izvorni kodi, ki se bo izvedla ob klicu Kubeless funkcije. V tem
primeru je to funkcija kubeless v datoteki testna-funkcija.
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• Če ima funkcija odvisnosti, jih je potrebno zapisati v datoteko in jo
definirati s parametrom --dependencies ime-datoteke.
Fission
Pri ogrodju Fission je namestitev funkcije najprej potrebno ustvariti izvajalno
okolje. To dosežemo z ukazom:
fission environment create \
--name python \
--image fission/python-env
kjer je python poljubno ime za ustvarjeno okolje in fission/python-env
slika izvajalnega okolja. Seznam vseh slik je dostopen na https://docs.
fission.io/docs/languages/. Če se bodo v izvajalnem okolju izvajale
funkcije, za katere je potreben postopek grajenja (angl. build), moramo zgor-
njemu ukazu dodati parameter --builder fission/python-builder, kjer
je fission/python-builder ime slike za grajenje.
Nato lahko namestimo funkcijo z ukazom:





kjer je testna-funkcija poljubno ime funkcije, python ime izvajalnega oko-
lja, ki smo ga ustvarili v preǰsnjem koraku, testna-funkcija.py ime dato-
teko z izvajalno kodo funkcije in "testna-funkcija.fission" ime funkcije
v izvajalni kodi, ki se bo izvedla ob klicu Fission funkcije.
Če je za funkcijo potreben postopek grajenja, moramo pripraviti arhiv, ki
vsebuje izvorno kodo, seznam odvisnosti in izvršljivo skripto, ki vsebuje vse
ukaze, potrebne za izgradnjo funkcije. Skripta mora na koncu skopirati vso
izvršljivo kodo v imenik, katerega ime je shranjeno v okoljski spremenljivki
DEPLOY PKG. Tako funkcijo namestimo z drugačnim ukazom, in sicer
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Ukaz se razlikuje v parametih --src testna-funkcija.zip in --buildcmd
"./build.sh", kjer je testna-funkcija.zip ime prej opisanega arhiva in
"./build.sh" ukaz, ki se požene za grajenje funkcije. V tem primeru je
build.sh ime zgoraj opisane skripte.
Primerjava
OpenFaaS izstopa po netransparentni uporabi orodja Docker za grajenje slik
funkcij, saj je potrebno upravljati z Docker repozitorijem in lokalno graditi
Docker slike. Prav tako je posebnost to, da je vsaka funkcija Docker slika
in ne le izvajalno okolje, kot je to pri Kubeless in Fission. Kubeless ob
dodatni konfiguraciji tudi omogoča grajenje Docker slik za vsako funkcijo17.




Pri OpenFaaS vsaka funkcija avtomatsko dobi dva prožilca HTTP:
• sinhronega na naslovu
https://<Gateway-URL>:<vrata>/function/<ime-funkcije>,
• asinhronega na naslovu
https://<Gateway-URL>:<vrata>/async-function/<ime-funkcije>.
17https://kubeless.io/docs/building-functions/
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Vse ostale tipe prožilcev18 je potrebno najprej namestiti.
Kubeless
Kubeless ima že vgrajene prožilce HTTP, CronJob in Apache Kafka, prožilca
NATS in AWS Kinesis pa je treba dodatno namestiti.
Kot je že bilo omenjeno, Kubeless za delovanje prožilcev HTTP potre-
buje nameščeno Kubernetesovo komponento Ingress. Prožilec HTTP nato
definiramo z ukazom




kjer je testni-prozilec-http poljubno ime prožilca in testna-funkcija
ime funkcije, ki jo bo prožilec prožil. Parametra --path testna-pot in
--hostname testna.domena.com določata domensko ime (ki more kazati na
Ingress) in pot, ki skupaj tvorita prožilca URL, v tem primeru testna.
domena.com/testna-pot. Ta dva parametra nista obvezna in lahko spu-
stimo enega ali oba. Če spustimo parameter --hostname, bo Kubeless za do-
mensko ime določil <ime-proilca>.<lokalen-IP-Ingressa>.nip.io (npr.
testni-prozilec-http.192.168.99.100.nip.io). Če pa izpustimo para-
meter --path, bo URL prožilca sestavljen samo iz domenskega imena.
Prožilec CronJob omogoča intervalno izvajanje funkcij. Definiramo ga z
ukazom
kubeless trigger cronjob create testni-prozilec-cron \
--function testna-funkcija \
--schedule "*/1 * * * *"
18Seznam podprtih prožilcev je dostopen na https://docs.openfaas.com/reference/
triggers/.
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kjer je testni-prozilec-cron poljubno ime prožilca, testna-funkcija ime
funkcije, ki jo bo prožilec prožil in "*/1 * * * *" izraz CRON19, ki določa
interval.
Prožilec Kafka omogoča proženje funkcij ob dogodkih Kafka. Lahko na-
mestimo novo gručo Kafka z uporabo Kubeless nastavitev20 ali pa uporabimo
obstoječo, kjer je potrebna dodatna konfiguracija21 le-te. Ko je gruča Kafka
pravilno konfigurirana, lahko ustvarimo prožilec z ukazom
kubeless trigger kafka create testni-prozilec-kafka \
--function-selector function=testna-funkcija \
--trigger-topic testna-tema
kjer je testni-prozilec-kafka poljubno ime prožilca, testna-funkcija
ime funkcije, ki jo bo prožilec prožil in testna-tema Kafka tema, na katero
se bo prožilec naročil in ob dogodkih prožil funkcijo.
Fission
Fission v namestitvi fission-all vsebuje vse prožilce, ki jih podpira. Vr-
ste prožilcev so HTTP, časovnik, sporočilne vrste in opazovalec Kubernetes
okolja. Vse prožilce ustvarimo s podobnim ukazom, razlikujejo se le v tipu
in dodatnih parametrih:
fission vrsta-prozilca create \
--name testni-prozilec \
--function testna-funkcija \
kjer je vrsta-prozilca ime vrste prožilca, ki ga ogrodje podpira, testni-
prozilec poljubno ime novega prožilca in testna-funkcija ime funkcije,
ki jo novi prožilec proži.
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Parameter --url definira pot prožilca, ki lahko vsebuje tudi URL parametre
z opcijskim filtrom z uporabo regularnih izrazov v obliki {ime-parametra:
regex-filter} (primer: --url "/testna-pot/{id:[0-9]+}"). Parameter
--method definira metodo HTTP prožilca, kar omogoča da ima več prožilcev
isto pot.
Časovni prožilec omogoča intervalno izvajanje funkcij. Definiramo ga z
ukazom
fission timer create \
--name testni-prozilec-timer \
--function testna-funkcija \
--cron "*/1 * * * *"
kjer je "*/1 * * * *" izraz CRON, ki določa interval.
Prožilec za sporočilne vrste podpira NATS, Kafko in Azure Storage spo-
ročilno vrsto. NATS je že prednameščen in nastavljen, ostala sistema pa je
potrebno ročno povezati. Prožilec ustvarimo z ukazom:









kjer je testna-tema ime teme sporočilne vrste, kamor se pošlje odgovor funk-
cije. Parametri --name, --function in --topic so obvezni. Razlaga ostalih
(opcijskih) parametrov:
• Parameter --mqtype definira tip sistema sporočilne vrste. Privzeto
je to NATS, možnosti sta še Kafka (kafka) in sporočilna vrsta Azure
Storage (azure-storage-queue).
• Parameter --resptopic definira ime teme, kamor se pošlje odgovor
funkcije le, če ima odgovor HTTP statusno kodo 200.
• Parameter --errortopic definira ime teme, kamor se pošlje odgovor
funkcije le, če odgovor HTTP nima statusne kode 200.
• Parameter --maxretries število ponovnih poskusov izvajanja funkcije,
če odgovor HTTP nima statusne kode 200.
Prožilec KubeWatcher opazuje Kubernetes okolje in ob nastavljeni spre-
membi sproži nastavljeno funkcijo. Klic funkcije v telesu vsebuje objekt, ki






Parameter --type definira tip Kubernetes objekta, ki ga prožilec opazuje
(npr. pods, services, deployments ...). Parameter --namespace definira
Kubernetes imenski prostor, v katerem prožilec opazuje spremembe.
Primerjava
Vsa tri ogrodja lahko sprožijo funkcije tudi s svojimi orodji CLI. Pri Open-
FaaS je to ukaz faas-cli invoke testna-funkcija, pri Kubeless kubeless
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function invoke testna-funkcija in pri Fission ukaz fission function
test --name testna-funkcija.
OpenFaaS privzeto ne podpira konfiguracijo URL poti, vendar pa edini
omogoča asinhrono izvajanje pri prožilcu HTTP. Fission prožilci HTTP se
razlikujejo tudi po metodah HTTP, kar pomeni, da ima več prožilcev (in s
tem tudi različne funkcije) enak URL naslov (z različnimi metodami HTTP).
Fission ima unikaten prožilec KubeWatcher, ki pa ni tako uporaben, saj
ne podpira filtriranja na podlagi oznak.
4.11.5 Posodabljanje funkcije
Pri ogrodju OpenFaaS se funkcije posodablja z istim ukazom kot pri prvem
nameščanju:
faas-cli up -f testna-funkcija.yml
Kubeless CLI in Fission CLI imata za ta namen namenjena svoja ukaza:
• Kubeless:
kubeless function update testna-funkcija \
--from-file testna-funkcija.py
• Fission:
fission function update \
--name testna-funkcija \
--code testna-funkcija.py
(možni so tudi drugi parametri, ki so na voljo pri ukazu fission
function create, ki je opisan v poglavju 4.11.3)
kjer je testna-funkcija ime obstoječe funkcije in testna-funkcija.py da-
toteka z novo izvorno kodo.
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4.11.6 Alternativni načini razvoja
Vsa tri ogrodja podpirajo tudi specificiranje funkcij z uporabo statičnih dato-
tek YAML, namesto uporabe parametrov orodij CLI. Ta način je bolj prime-
ren za razvoj, saj je avtomatizacija z uporabo datotek YAML enostavneǰsa
od skriptiranja orodij CLI, ki so primarno mǐsljena kot uporabnǐski (in ne
programski) vmesnik. Prav tako je omogočeno spremljanje verzij konfigura-
cij – datoteke YAML se lahko enostavno vključijo v sistem za upravljanje z
izvorno kodo (npr. Git), poleg izvorne kode.
OpenFaaS že privzeto uporablja način razvoja z datotekami YAML, saj
vsako novo funkcijo ustvarimo z ukazom faas-cli new, ki ustvari tudi da-
toteko YAML, ki jo z ukazom faas-cli up tudi uporabimo za nameščanje
funkcije v okolje. V datoteki YAML so definirane vse nastavitve funkcije in
njenih prožilcev22. Če je komponenta ponudnik orkestracije nastavljena na
način delovanja operator, potem lahko uporabljamo tudi datoteke Kuberne-
tes CRD YAML23, ki jih lahko zgeneriramo z ukazom faas-cli generate.
Take datoteke uveljavimo z orodjem kubectl neposredno v Kubernetesovo
gručo, tako da za tak način razvoja orodje OpenFaaS CLI sploh ni potrebno.
Ker Kubeless že privzeto uporablja Kubernetes CRD, lahko razvoj poteka
tudi samo z datotekami Kubernetes CRD YAML24 in orodjem kubectl, brez
orodja Kubeless CLI. Tudi tukaj jih lahko generiramo ročno ali z uporabo
že opisanih ukazov orodja Kubeless CLI, potrebno je le dodati parameter
--output yaml.
Tudi Fission omogoča razvoj z uporabo datotek YAML, vendar je for-
mat25 drugačen od Kubernetes CRD definicij, zato je potrebna uporaba
orodja Fission CLI. Najprej je z ukazom fission spec init treba inicializi-
22Format datoteke YAML je na voljo na https://docs.openfaas.com/reference/
yaml/
23Format datotek YAML je na voljo na https://github.com/openfaas/faas-netes/
blob/master/README-OPERATOR.md
24Format datoteke YAML je na voljo na https://kubeless.io/docs/advanced-
function-deployment/
25Format datoteke YAML je na voljo na https://docs.fission.io/docs/spec/
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rati mapo, kjer bodo shranjene datoteke YAML. Nato z uporabo že opisanih
ukazov ustvarimo funkcije, okolja in prožilce, potrebno je le dodati parameter
--spec. Na koncu uveljavimo vse datoteke YAML z ukazom fission spec
apply.
4.12 Unikatne funkcionalnosti
V tem poglavju bodo naštete večje unikatne funkcionalnosti ogrodij, ki jih
nismo omenili v preǰsnjih poglavjih.
OpenFaaS
OpenFaaS je edino ogrodje, za katero je na voljo uradna komercialna pod-
pora s strani podjetja OpenFaaS Ltd26. Posebnost je tudi produkt OpenFaaS
Cloud, ki je večuporabnǐska platforma, ki ponuja OpenFaaS ogrodje z doda-
tnimi funkcionalnostmi, kot so HTTPS, CI/CD, integracija s sistemom Git
ipd27. Platforma je odprtokodna in si jo lahko namestimo na svojo gručo
Kubernetes. Na voljo je tudi gostovana različica28, ki je trenutno namenjena
le preizkušanju in je brezplačna.
Kubeless
Kubelessova edina unikatna funkcionalnost je podpora za razvijanje z ogrod-
jem Serverless29, ki omogoča enostaven razvoj aplikacij v arhitekturi brez
strežnikov. Sestavljen je iz odprtokodnega orodja CLI in gostovane nadzorne








Fission je edino izmed ogrodij, ki ima vgrajeno podporo za kanarske name-
stitve (angl. canary deployments) funkcij30. Potrebno je le nastaviti helm
opcijo canaryDeployment.enabled na true pri nameščanju ogrodja, nato
pa lahko z ukazom fission canary-config upravljamo s kanarskimi name-
stitvami. Fission ima vgrajeno tudi podporo za mrežo storitev (angl. service
mesh) Istio3132. Unikatna je tudi funkcionalnost imenovana Fission Wor-
kflows33, (ki jo je treba dodatno namestiti), ki omogoča definiranje usmerje-
nega acikličnega grafa funkcijskih klicev (v datoteki YAML) in nato te klice
samodejno izvaja. V ozadju se uporablja sporočilna vrsta, kar daje pred-
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Poglavje 5
Sklepne ugotovitve
Arhitektura brez strežnikov kljub delno zavajajočemu imenu v ozadju upo-
rablja strežnike, s katerimi pa razvijalcem ni potrebno upravljati. Taka arhi-
tektura je logičen korak naprej pri oblačnih arhitekturah, saj trend stremi k
vedno vǐsji abstrakciji infrastrukture. Čeprav računalnǐstvo brez strežnikov
še ni dovolj zrelo za množično uporabo, saj se aktivno razvija le zadnjih nekaj
let in imajo trenutne implementacije še kar nekaj pomanjkljivosti, se to ute-
gne kmalu spremeniti. Storitve, ki ponujajo računalnǐstvo brez strežnikov, so
zaradi svojih prednosti še posebej primerne za zagonska podjetja in manǰse
projekte, saj omogočajo hitreǰsi vstop na trg in nizke stroške.
Trenutno gostujoče platforme ponujajo več funkcionalnosti in prednosti
kot namestljive platforme oz. odprtokodna ogrodja za izvajanje funkcij, ven-
dar sledečim popularnost in uporaba vseeno naraščata. Odprtokodna ogrodja
se običajno izvajajo v okolju Kubernetes, zato lahko sobivajo z drugimi ar-
hitekturami na obstoječi infrastrukturi. To omogoča enostavneǰso vpeljavo
nove arhitekture v obstoječe sisteme.
V diplomski nalogi smo identificirali in primerjali tri najbolj popularna
odprtokodna ogrodja za razvoj aplikacij brez strežnikov: OpenFaaS, Kube-
less in Fission. Ugotovili smo, da je OpenFaaS najbolj zrelo ogrodje izmed
treh, saj ponuja največ funkcionalnosti, ima daleč največjo skupnost in naj-
bolj urejeno dokumentacijo. Predstavili smo tudi potek razvoja enostavne
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aplikacije in ugotovili, da se postopki razlikujejo in še niso standardizirani.
Pri nadaljnjem delu bi si lahko natančneje pogledali še gostujoče platforme
ter jih primerjali med seboj in z namestljivimi platformami.
Na področju FaaS se ni uveljavil še noben standard, vendar utegne Kna-
tive1 to spremeniti. Knative poskuša biti standard za upravljanje s funk-
cijami, tako kot je Kubernetes za orkestracijo vsebnikov [26]. Knative ni
celovita rešitev FaaS, kot npr. OpenFaaS, ampak je le nabor odprtokodnih
komponent, ki razširjajo Kubernetes API in s tem omogočajo postavitev oko-
lje za izvajanje funkcij. Zato Knative verjetno ne bo nadomestil odprtokodnih
ogrodij za razvoj aplikacij brez strežnikov, ampak bodo njegove komponente
služile kot osnova, na kateri bodo ogrodja gradila celovite rešitve FaaS [15].
Pričakujemo, da se bo področje računalnǐstva brez strežnikov vsaj še pri-
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