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Abstract 
In public bus transport, timetables usually consist of many trips that are serviced each day. However, there are also some trips 
that do not repeat daily. This small amount of irregular trips has a large impact when the corresponding resource scheduling 
problems are solved day by day at minimum costs by optimization tools: vehicle and driver schedules produced for one day may 
completely differ from schedules for another day. As most companies prefer both cost efficient and similar schedules, scheduling 
approaches should also consider similarity as an objective. 
We propose and compare approaches that increase the similarity of resource schedules in two different ways: The first type of 
approaches solves the scheduling problems of various days separated from each other while similarity is ensured with the help of 
a common reference schedule. The second type of approaches tackles the scheduling problems of various days simultaneously 
while the similarity is increased with the help of regular patterns. In addition to heuristic procedures we propose a MIP 
formulation that includes patterns as variables. The models are solved with a column generation approach. Computational results 
show that the proposed approaches can highly increase the similarity, while only a few additional costs compared to a cost 
optimal solution are necessary. 
Keywords: vehicle scheduling; crew scheduling; public transport; similarity; time-space-network 
1. Introduction 
This article examines resource scheduling of public bus transport companies for timetables of various days. 
Usually timetables of various days mainly contain the same amount of trips as most trips are serviced every day (in 
general more than 90%). Only a small amount of trips are irregular, i.e. are not serviced daily (e.g. extra trips to 
schools). 
In general, public bus transport companies focus on two main objectives when creating vehicle and crew 
schedules for a given timetable: The most important objective is to schedule vehicles and crews at minimum asset 
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and operational costs. In addition to cost efficiency, all schedules should satisfy several quality criteria, e.g. a certain 
average working time for all drivers of a day should be ensured, or a specific number of duties of a certain type 
should be created. When considering several planning days, for most companies one highly relevant quality criterion 
is to create schedules that are similar/regular. Schedules of two days are called similar when the vehicle blocks and 
duties of one day can be used on the other day without making significant modifications. These types of similar 
schedules are important, as they improve the operational reliability and the succeeding crew rostering stage in which 
monthly crew rosters are created for each driver. Steinzen et al. (2009) describe further reasons for the importance of 
regular resource schedules. 
However, traditional vehicle and crew scheduling approaches produce very irregular schedules. The reason is that 
these approaches only consider one planning day. In this paper we propose approaches that increase the similarity of 
resource schedules by considering timetables of several days in two different ways: The first type uses a common 
reference schedule. The scheduling problems of various days are solved separately while the similarity is ensured by 
creating schedules with a small distance to the reference. The second type of approaches considers the scheduling 
problems of various days simultaneously while similarity is ensured with regular patterns. Further, to obtain similar 
schedules without losing cost optimality for the vehicle scheduling stage, we propose a global flow decomposition 
approach for the cost optimal network flows of various days. To the best of our knowledge, solution approaches that 
aim to generate cost efficient schedules in public bus transport while increasing the similarity of resource schedules 
and considering several planning days have not been previously described in literature. 
This paper is organized as follows: Section 2 provides a detailed problem description for vehicle and crew 
scheduling while considering similarity. In section 3 we briefly discuss other approaches from literature that 
improve the similarity of resource schedules. Section 4 contains our approach for increasing similarity by using a 
common reference schedule. In section 5 we describe and propose heuristics and a MIP formulation that tackle 
scheduling problems of various days simultaneously, while patterns are used to increase similarity. In section 6 the 
global network flow decomposition approach is proposed. Finally, we present computational results on real-world 
and benchmark instances in section 7 and conclude with a short summary in section 8. 
2. Problem definition 
The vehicle and crew scheduling process of public transport companies is based on the given timetable, i.e. on a 
defined set of trips that are used to carry passengers. In general, it is assumed –for all timetabled trips– that 
departure and arrival times, and locations (stations) are fixed. With the given set of timetabled trips as input the 
vehicle scheduling problem (VSP) of a certain day can be stated as follows: Assign vehicles to the timetabled trips 
carried out on that specific day in such a way that each trip is covered exactly once by a vehicle, each vehicle 
performs a sequence of compatible trips (i.e. the trips can be served subsequently from the same vehicle), each 
sequence starts and ends at the same depot, and vehicle costs (asset and operational costs) are minimized. 
A sequence of compatible trips between two layovers at a depot is called a vehicle block. A daily schedule for a 
vehicle (also called vehicle duty) can consist of several vehicle blocks. When a vehicle has served one timetabled 
trip –also called service trip– it can wait at its arrival station and can serve another trip that starts at a later time from 
the same location. Or it can change its location by a movement without carrying passengers –also called deadhead– 
in order to serve a service trip starting at another station. Deadheads from and to a depot are called pull-out and pull-
in trips, respectively. 
Each vehicle activity (a service trip, a deadhead, or waiting outside the depot) corresponds to at least one task in 
the crew scheduling stage. With a given set of tasks as input the crew scheduling problem (CSP) of a certain day can 
be stated as follows: Assign tasks to (day) duties such that each task is covered by a duty, each duty satisfies a wide 
variety of work regulations, and duty costs (labor costs) are minimized. 
A task represents an elementary portion of work that can be assigned to a driver. Generally, each activity between 
two relief points is called a task. A relief point defines a location and time where driver may change their vehicle. 
Notice that as trips may contain no relief points, or just one relief point in the middle of a trip, we also use the task 
definition for parts of a trip. Thus we distinguish between tasks with no relief points, with one relief point at the 
beginning, with one at the end, and with two relief points at both task start and task end. A sequence of tasks for 
which a driver stays in the same vehicle is called piece of work. Pieces of work separated by breaks form a duty. 
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Typically there are several duty types in practical applications, each with a different rule set. Examples of working 
rules are a minimum/maximum working and driving time, minimum break length, or maximum duration of a duty. 
Solving these traditional vehicle and crew scheduling problems for one day creates schedules that are undesired 
as they are not very similar - indeed they may be completely different. They are not similar as only one planning day 
is considered within these problems. Thus, to attain both cost efficient and similar schedules we extend the 
traditional definition of the scheduling problems to a vehicle scheduling problem with irregular tasks (VSP-IT) and a 
crew scheduling problem with irregular tasks (CSP-IT), respectively. Given sets of timetabled trips of different days 
it can be stated as follows: Find sets of vehicle and / or crew schedules that are feasible, and as similar as possible. 
Key issues are a consideration of similarity and a (simultaneous) planning for more than one planning day. Notice 
that in the following we do not distinguish between VSP-IT and CSP-IT, and instead use the general term RSP-IT 
(resource scheduling problem with irregular tasks).  
Of course, many possibilities exist with which to measure the similarity of resource schedules. One basic idea is 
to examine the trip sequences. Steinzen et al. (2009) e.g. describe two distance measures that count all regular trips 
that are not part of given regular pairs (i.e. which are not part of two regular trips served in a sequence in a reference 
schedule) or a regular chain (a sequence of regular trips). Only regular trips are considered so that irregular trips, 
which are operated between two regular trips of a sequence, do not influence the distance measure. In this paper we 
use a distance measure that basically counts different succeeding and preceding regular trips in the compared 
schedules. We distinguish between both succeeding and preceding trips as we also include pull-out and pull-in trips 
in our similarity measure. 
When L={1,2,..,n} is the set of all considered days and Tl={1,2,..,ml} the set of all trips of the timetable operated 
at day l, then Q = T1  …  Tn denotes the set of all regular trips. Distance d between two resource schedules R1 
and R2 is then defined as 
 
with s(R1,R2,q) (p(R1,R2,q)) being 1 if regular trip q of schedule R1 has the same succeeding (preceding) regular 
trip or pull-in (pull-out) trip in schedule R2, and 0 otherwise. We determine the distance of a set of resource 
schedules by computing an average value of the distances of all pair-wise schedule comparisons. 
3. Literature review 
For a more detailed description about state-of-the-art approaches for increasing similarity while solving 
transportation problems in public bus, railway, and airline settings, we refer to Steinzen et al. (2009). In general, all 
existing approaches can be classified into two categories: Approaches where a reference schedule is given and the 
objective is to attain another schedule as similar as possible to the reference (rescheduling approaches). Further, 
approaches for more than one planning period where no reference is given and similarity should be achieved by 
using regular patterns (regularity approaches). To the best of our knowledge despite the work of Steinzen et al. 
(2009) no approach for public bus transport is described in literature, which is used to create similar schedules. 
Indeed, there exists no approach that can be used for the scheduling of several days. However, in the following 
section, we will briefly describe the basic ideas of how to create similar schedules of chosen approaches. 
Dallaire et al. (2004) generally describe (without providing any details) that with their approach, it is possible to 
generate similar schedules in public transit when a reference is given. They add linear constraints to their model to 
prevent the creation of duties that are similar to more than one duty from the reference schedule. Further, similarity 
is measured with the help of a distance function considering several factors. 
Steinzen et al. (2009) address a special case of crew scheduling in public bus transport: an ex-urban scheduling 
scenario with one depot where vehicle changes are only allowed at this depot. Usually this scenario is highly 
degenerated.  In order to attain a similar schedule to a given reference they propose a branching scheme that 
combines local branching and follow-on branching. With this branching scheme, and the given reference schedule 
they search for an optimal solution among all optimal solutions which is as similar as possible to the reference. 
Similarity is measured with a distance function counting the deviation in trip pairs and sequences. Benchmark and 
Boris Amberg et al. / Procedia Social and Behavioral Sciences 20 (2011) 836–845 839
real-world instances with 320-800 trips and about 95% regular trips are solved. The solutions contain about 80% of 
trip pairs of the given reference schedule. 
Tajima and Misono (1997) describe one of the two approaches in public transportation literature that aim to 
generate similar schedules with the help of repeating patterns. For an airline crew scheduling problem, they 
construct pairings consisting only of regular flights, and then attempt to heuristically insert irregular flights into 
these pairings. They provide computational results for two real-world instances with up to 291x30 regular flights 
and 774 irregular ones (8%). In the computed schedule more than 90% of the daily pairings are identical. But they 
do not provide any information about the costs of their solution. 
Klabjan et al. (2001) describe the second approach in an airline setting that uses patterns to increase the 
similarity. Basically, the set of flights is partitioned into regularity-groups that indicate on how many consecutive 
days a flight can be repeated. Pairings are constructed for each group. Sorting into a group with a low regularity (i.e. 
into an irregular group) is penalized in the objective of the model; flights are considered irregular when they cannot 
be repeated on at least 4 days. As the complete model is very difficult to solve, they use an approximate modeling 
and solution approach. Real-world instances with up to 492(x7) flights are solved in about 47 hours. They use two 
pc-clusters with a total of 160 processors. The solutions improve the existing solution of an airline in terms of 
regularity and costs. 
4. Day by day similarity – an approach using a reference schedule 
In traditional rescheduling approaches, a reference schedule is given and the objective is to generate another 
schedule that is as similar as possible to the given reference. Usually a completely new schedule is not constructed; 
rather elements of an existing schedule are modified because of e.g. disruptions within the operation of the original 
schedule. However, it is obvious that using the same reference schedule for more than one planning day could 
improve the similarity of the schedules of the considered days. Then, the scheduling problems could be solved 
separately for each day, while a common reference indirectly ensures the similarity of the computed schedules. 
Notice that in this case we do not use a reference schedule to modify existing schedules, but use it to create complete 
schedules. 
In practice companies often cannot determine a day that can be considered as the reference for all days. Thus, the 
schedule of any day can be taken as reference. However, computational results show that even more similar 
schedules can be generated when a virtual reference schedule is created by solving a scheduling problem that only 
contains all regular trips. However, our approach works with any desired reference schedule.  
When we set up a mathematical formulation for scheduling using a reference schedule, we ensure that the trade-
off between cost efficiency and similarity can be influenced: the distance to a reference is minimized while –as 
introduced by Ehrgott and Ryan (2002)– an elastic cost constraint limits the cost of the computed resource schedule. 
In our basic model trip covering is ensured by a set partitioning formulation. The set of trips of the timetable of the 
considered day is denoted as T. Binary decision variables xk with k  K and corresponding “cost” dk (the distance to 
the reference) indicate whether vehicle/crew duty k is selected or not. K denotes the set of all feasible vehicle/crew 
duties. Let K(t)  K be the set of all vehicle / crew duties that contain trip t. Further, with each variable xk cost fk are 
associated. Let HF be the cost limit, which is set to the product of cost optimal solution value with an allowed cost-
increase factor (e.g. 1.01). Further, non-negative slack variable sl and surplus variable su are necessary to ensure that 
the cost constraint is always fulfilled. With variable su a factor pu is associated that penalizes any exceeding of the 
cost limit. For a description about how to set the penalty in such a way that it represents the trade-off between cost 
and the used objective (in our case the distance) we refer to Weide (2009). 
Then the resource scheduling problem with irregular tasks using a reference schedule (RSP-IT-RS) can be stated 
as follows: 
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The objective (4.1) minimizes the distance to the given reference schedule while the elastic cost constraint (4.2) 
limits the cost of the solution. Cover constraints (4.3) ensure that each trip is operated exactly once. 
When we apply column generation to solve the RSP-IT-RS, surplus variable su is set to 0 while solving the LP as 
also described in Weide (2009). Columns, i.e. vehicle/crew duties are priced out by solving resource constrained 
shortest path problems with a label setting algorithm. Based on the label categorizing idea described in Dück (2010) 
we use a generic label categorizing to generate many different columns in order to improve the overall convergence. 
Notice that in the case of pure vehicle scheduling, we also modify the described basic formulation in order to avoid 
the drawback of solving vehicle scheduling problems with column generation (The drawback is that the longer the 
paths are, the more inadequate the duals will be, and secondly, the more similar columns are generated): The master 
problem is then formulated as a network flow problem where arcs correspond to vehicle blocks. Instead of pricing 
out complete vehicle duties consisting of several vehicle blocks as in the set partitioning formulation, we are then 
able to price out single vehicle blocks. 
5. Simultaneous similarity – approaches using patterns 
One disadvantage of scheduling with a common reference schedule is that all days are scheduled separately from 
each other and thus, the similarity of the computed schedules strongly depends on the quality of the reference 
schedule. To avoid this we also consider approaches that simultaneously tackle the scheduling problems of various 
days. This might lead to better schedules in terms of similarity. In section 5.1 we describe heuristic procedures to 
generate similar schedules with the help of repeating patterns and one mathematical formulation in section 5.2. 
5.1. Heuristic procedures for increasing similarity with the help of patterns 
As mentioned in Steinzen et al. (2009), in practice companies often try to build similar schedules with the help of 
simple two-phase heuristics. These heuristics have the disadvantage that you either get similar schedules in the first 
step, and then in the next step the schedule is very sparse so that many deadruns are required. Or you get the 
opposite, schedules with low costs but also with a low similarity. 
One heuristic idea described in Steinzen et al. (2009) is to schedule regular and irregular trips separately (the so-
called Regular first – irregular second heuristic): First a scheduling problem including all regular trips is solved. 
Thus, a regular schedule is found which is valid for all days. In addition, for each day, a scheduling problem 
including the irregular trips of the corresponding day is solved. 
Another idea is to set up a scheduling problem with both regular trips and the irregular trips of all days (the so- 
called All first – irregular second heuristic). After solving this scheduling problem those vehicle blocks and duties 
are fixed that only contain regular trips, and thus can be operated at all days. Then, for each day a scheduling 
problem with the remaining (unfixed) trips is solved.  
Due to the aforementioned disadvantages (either high similarity and high cost, or low similarity and low cost) we 
use a more suitable heuristic –the All first – fix-and-optimize heuristic: As in the All first - irregular second heuristic 
we first solve a scheduling problem with both regular and all irregular trips. Then, instead of fixing complete regular 
vehicle blocks and duties we fix only those regular trips that can be operated in a sequence to new trips. Finally, for 
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each day the new trips, which contain the regular sequences, are scheduled together with all unfixed trips. Figure 1 
summarizes this heuristic. 
Figure 1 Scheme of the All-first – fix-and-optimize heuristic 
5.2. A mathematical formulation for a simultaneous resource scheduling problem using regular patterns 
However, within all described heuristics the similarity objective is not explicitly modeled and therefore cannot be 
influenced. Thus, we propose a MIP formulation where similarity is represented by occurrences of regular patterns. 
In this model a regular pattern is represented by two constraints and a set of variables. Each variable represents a 
definite number of occurrences of the regular pattern within the solution (the amount reaches from 1 to the number 
of considered days). The more often a pattern appears in the solution, the better the similarity objective will be. The 
patterns consist of regular trips operated in a sequence. Notice that in addition, irregular trips may also be operated 
between two regular trips of a pattern. 
One way to obtain possible patterns is to extract them directly from the timetable: for each regular trip we 
determine possible succeeding regular trips and set up corresponding patterns. Or we solve a scheduling problem 
and take regular trip sequences from the solution (similar to how to generate a reference schedule we can solve a 
scheduling problem only for the regular trips, for all trips, or for the trips of a certain day as described in section 4). 
In order to keep the amount of patterns as small as possible we do not enumerate all possible regular trip sequences. 
We specifically consider a certain number of succeeding regular trips starting after the first regular trip of the 
sequence ends. Alternatively, we consider all regular trips that start within a certain time interval after the first 
regular trip. 
The mathematical formulation for the simultaneous resource scheduling problem with irregular tasks and 
regular patterns (S-RSP-IT-RP) combines rewards for used patterns with a set partitioning formulation for each 
scheduled day. Let L={1,2,..,n} be the set of all considered days and let Tl={1,2,..,ml} be the set of all trips of the 
timetable operated at day l. All considered patterns are represented with set P. Let G={1,2,…,|L|} be the set of 
pattern groups. 
Two types of decision variables are defined: vehicle/crew duty variables and pattern group variables. Binary 
decision variables xlk with k  Kl and corresponding cost flk indicate whether vehicle/crew duty k is selected at day l 
or not. Kl denotes the set of all feasible scheduled resources that can be operated at day l. Let Kl(t)  Kl be the set of 
all vehicle/crew duties that contain trip t. Binary variables ygp indicate whether group g  G is selected for pattern p  P or not. Each pattern group g  G is assigned a reward (bonus) rg and corresponds to the number of occurrences 
of a pattern. The higher the number, the bigger the reward should be. Reward r1 is set to 0 as only occurrences larger 
than 1 improve the regularity and should be rewarded. When patterns with different numbers of contained regular 
trips are used, the size of the pattern should also be considered when the reward for the use of a certain pattern is 
defined. In addition to the number of occurrences, the length of a pattern should also be considered when setting the 
reward value: the longer a sequence pattern is, the higher the reward should be. 
The simultaneous resource scheduling problem with irregular tasks and regular patterns (S-RSP-IT-RP) can be 
stated as follows: 
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The objective (5.1) minimizes total vehicle or crew cost while maximizing the reward for the similarity. Cover 
constraints (5.2) ensure that at each day each trip is operated exactly once. A link between all days is ensured by 
linking constraints (5.3) and group constraints (5.4). Constraints (5.4) guarantee that each pattern is maximally 
assigned once to a pattern group. Constraints (5.3) ensure that the number of appearances of a pattern in the solution 
corresponds to the chosen pattern group. 
We solve the S-RSP-IT-RP by applying column generation. Vehicle/crew duties are priced out by solving 
resource constrained shortest paths problems with a label setting algorithm. When solving the IP we prioritize 
branching on the pattern group variables ygp. In the case of pure vehicle scheduling we modify the formulation as 
described in section 4. 
6. Similarity without losing any cost optimality – a global network flow decomposition approach 
All approaches described in the preceding sections have in common that it is likely that for an increase in 
similarity, a small cost increase also is necessary. However, for the pure vehicle scheduling part we can improve 
similarity without losing cost optimality with a global network flow decomposition approach. 
To model the vehicle scheduling problems we use the aggregated time-space network (TSN) structure of Kliewer 
et al. (2006). The problem is modeled as a multi-commodity minimum-cost-flow problem in a TSN with one 
network layer for each depot-vehicle type combination. Each layer contains possible vehicle activities modeled as 
arcs between time-space nodes. The time-space nodes correspond to possible arrivals and departures at one 
station/depot. Instead of considering all possible pairs of compatible trips -i.e. trips that can be carried out afterwards 
by one vehicle- by inserting corresponding connection arcs in the network model, possible connections between 
groups of compatible trips are aggregated. Thus, the network size decreases drastically (stable by 97 to 99% in real-
world instances) compared to connection-based approaches without losing any feasible solution. Within this 
structure a cost optimal flow solution represents many cost optimal vehicle schedules. In order to generate similar 
schedules for various days we can select those vehicle schedules that are similar to each other. Therefore, we 
decompose the network flows of various networks in such a way that similar paths are generated. Other flow 
decomposition methods (local strategies for each node, e.g. FIFO) are described in Kliewer et al. (2008). 
Figure 2 illustrates a limited example for a global decomposition of the cost optimal flow of two days (note that 
we keep the example simple and do not show any flow at the depot timeline and the circulation arc between the last 
and first node at the depot timeline). On both days the regular service trips 1, 2, and 3 have to be served. On the 
second day an additional trip 4 has to be carried out. For the first day one possibility exists to decompose the cost 
optimal flow into paths/vehicle blocks: a block containing service trip 1 and another block containing trips 2 and 3. 
However, for the second day there are two possibilities for flow decomposition: Either in one block, trips 1 and 3 are 
operated, and in the second block, trips 2 and 4 are operated. Or the first block contains trips 1 and 4, while in the 
second block trips 2 and 3 are serviced. Obviously in this example the second flow decomposition is more similar to 
the blocks of the first day. 
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Figure 2 Example for a global network flow decomposition of two days 
 
In order to attain the similar blocks/paths we set up a mathematical model for the global decomposition approach, 
either based on the model described in section 4 or the model in section 5. The models (4.1)-(4.5) and (5.1)-(5.6) 
then only contain the similarity objective. As the number of possible paths is extremely large, we solve the problems 
with a column generation approach. 
7. Computational results 
We tested our approaches on real-world instances from public transport companies. Table 1 summarizes the 
properties of the instance set. We report the number of days (#days), the number of trips per day (# trips per day), 
the average ratio of different trips in percent (avg. diff), and the ratio of trips serviced on a certain number of days 
(same trips serviced on x days). There the entry of the largest day number corresponds to the ratio of regular trips. 
Each instance name contains further information about the problem data: The total number of different timetabled 
trips, the number of depots, and the number of different vehicle types. All tests were performed on a Dell OptiPlex 
755 personal computer running Windows XP with Intel Core 2 Duo 3.0 GHz and 4 GB of main memory. Our 
approaches are implemented in C# and have been compiled using the .NET framework version 2.0.50727. ILOG 
CPLEX 10.0 is used for computing integer solutions. 
Figure 3 shows exemplary computational results (the results are restricted to pure vehicle scheduling) when 
applying different approaches to increase the similarity. We show the achieved cost compared to the optimal 
solution (cost), and as similarity objective the average distance between all resource schedules (distance). Further, in 
Table 2 the total solution time is given in seconds for each approach. 
  
Table 1 Properties of problem instances 
 
instance #days # trips per day avg. 
diff. 
same trips serviced on x days (in %)  
 d1 d2 d3 d4 d5 5 4 3 2 1 
278_1_1 3 207 205 211 - - 12.4% - - 81.4 0.0 18.6 
494_1_1 5 423 421 427 436 433 7.2% 82.3 0.0 0.4 1.2 15.6 
867_1_1 5 785 785 796 799 787 4.7% 88.7 0.0 0.4 1.0 10.3 
 
As can be seen from the results in Figure 3 it is possible to create schedules with different trade-offs concerning 
cost and similarity. The tests show that the proposed heuristic and modeling approaches can highly improve the 
similarity while only a few additional costs are necessary. Notice that in practice a cost increase of approximately 
less than 3% of the cost optimal solution is accepted to improve the similarity of the schedules. Table 2 shows that 
the more exact solution methods require a much higher runtime than the heuristic approaches. However, in practice 
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high runtimes are accepted when companies investigate new possibilities to improve the regularity of their 
schedules. 
Table 2 Comparison of solution approaches (runtimes) 
approach runtime (in seconds) for instance 
278_1_1 494_1_1 867_1_1 
Local flow decomposition (FIFO) 2 4 10 
Global flow decomposition (with RSP-IT-RS) 2 36 1,089 
Global flow decomposition (with S-RSP-IT-RP) 4 328 1,860 
Regular first – irregular second heuristic 2 5 5 
All first – irregular second heuristic 2 4 8 
All first – fix-and-optimize heuristic 1 4 6 
RSP-RS (reference schedule)  346  732  3,264 
S-RSP-RP (pattern) 412 925 6,052 
Figure 3 Comparison of solution approaches (cost and similarity) 
8. Summary 
In this paper, we discussed resource scheduling approaches in public transport for timetables of various days. As 
traditional vehicle and crew scheduling approaches produce schedules with low similarity, which is undesired in 
practice, we proposed approaches that can increase the similarity while costs are minimized. We presented 
mathematical formulations for two different types of approaches: A formulation for using a common reference 
schedule, and a formulation using regular patterns to ensure the similarity. Both models are solved with a column 
generation approach. Exemplary computational results show that these approaches are suitable to generate schedules 
with a high similarity and low costs. Based on the two mathematical formulations and the underlying time-space-
network structure of our vehicle scheduling model, we further developed a global network flow decomposition 
approach. With this approach it is possible to generate similar vehicle schedules without losing any cost optimality. 
Similar schedules in shorter computational time can be computed by using the presented fix-and-optimize heuristic. 
Further research is needed to reduce the computational times when solving the scheduling problems of various days 
simultaneously. 
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