Abstract-With the increased availability of GPUs and multicore CPUs, volumetric map representations are an increasingly viable option for robotic applications. A particularly important representation is the truncated signed distance field (TSDF) that is at the core of recent advances in dense 3-D mapping. However, there is relatively little literature exploring the characteristics of 3-D feature detection in volumetric representations. In this letter, we evaluate the performance of features extracted directly from a 3-D TSDF representation. We compare the repeatability of Integral invariant features, specifically designed for volumetric images, to the 3-D extensions of Harris and Shi & Tomasi corners. We also study the impact of different methods for obtaining gradients for their computation. We motivate our study with an example application for building sparse stable scene graphs, and present an efficient GPU-parallel algorithm to obtain the graphs, made possible by the combination of TSDF and 3-D feature points. Our findings show that while the 3-D extensions of 2-D corner-detection perform as expected, integral invariants have shortcomings when applied to discrete TSDFs. We conclude with a discussion of the cause for these points of failure that sheds light on possible mitigation strategies.
We also study the impact of different methods for obtaining gradients for their computation. We motivate our study with an example application for building sparse stable scene graphs, and present an efficient GPU-parallel algorithm to obtain the graphs, made possible by the combination of TSDF and 3-D feature points. Our findings show that while the 3-D extensions of 2-D corner-detection perform as expected, integral invariants have shortcomings when applied to discrete TSDFs. We conclude with a discussion of the cause for these points of failure that sheds light on possible mitigation strategies.
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I. INTRODUCTION

S
INCE 2011, the advancement of GPU technology coupled with the commercial availability of affordable depthsensing video cameras has sparked an interest in dense 3D mapping in real time. One of the main scientific and technological achievements at the start of this trend is undoubtedly Kinect Fusion, by Newcombe et al. [1] , shortly followed by several extensions [2] , [3] and alternative formulations of the original problem and solution [4] , [5] . At the core of these algorithms is an elegant method for volumetric integration of depth information into a truncated signed distance field (TSDF).
The zero-level isosurface of a TSDF, reconstructed from measurements along the rays of a perspective camera, was shown to represent the maximum likelihood estimate for the surface corresponding to a set of depth images [6] . TSDFs thus offer a map representation that implicitly represents the mean estimate of the surface location and its variance. Given a TSDF, novel viewpoints can be easily synthesized by casting rays into the volume using e.g. sphere-tracing [7] . The depth maps obtained in this way tend to be of higher quality, and produce better results when used for 2.5D feature detection and feature Manuscript received August 31, 2015; accepted January 13, 2016 . Date of publication January 29, 2016; date of current version March 22, 2016 . This paper was recommended for publication by Associate Editor R. Eustice and Editor C. Stachniss upon evaluation of the reviewers comments.
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Digital Object Identifier 10.1109/LRA.2016.2523555 descriptor matching [8] . In this work we are interested in investigating the stability of feature detection directly in the TSDF, instead of on the depth-maps sampled from it or on polygonal meshes extracted from it. Finding salient regions such as edges and corners in 2D is a problem that has been studied thoroughly, but the research on volumetric counterparts has not been given the same attention. In a relatively recent work by Yu et al. [9] six volumetric adaptations of 2D feature detectors are evaluated on 3D volumes derived from point-sets by Gaussian kernel density estimation. Although TSDFs are different from density images, our choice of corner detectors is partly motivated by their evaluations on MRI scans. In this study, we apply the volumetric adaptations of Harris [10] and Shi-Tomasi [11] corner detectors and compare the effects of different choices of gradient estimators on their stability. We evaluate these corner detectors against two types of integral invariants [12] specifically designed for volumetric image domains and signed distance fields, but whose performance on TSDFs (let alone TSDFs generated from actual sensor data) is currently unknown. We test all of the above for stability with respect to rigid-body transformations. While the properties of the volumetric extensions of standard 2D features such as Harris corners are well understood at present, they serve to set the results of the integral invariants into perspective, and allow us to understand the trade-off between their relative computational complexity and performance in a more meaningful way. In this article we do not concentrate on evaluating saliency detectors for polygonal meshes (e.g. [13] - [15] , as such evaluations have already been reported in literature (see [16] ). Instead, our main focus here lies in evaluating native saliency detectors that operate directly on SDF models and are directly applicable to online usage scenarios.
Lastly, to showcase the applications that the combination of TSDFs and feature detection in 3D space enable, we present an algorithm to efficiently extract a novel graph structure called Sparse Stable Scene Graphs (SSSG) that summarizes the main characteristics of a scene as a graph of geometrically linked salient features, as illustrated in Fig. 1 . We demonstrate the utility of the SSSG by means of a proof-of-concept RANSAC based place matching application. To summarize, the main contributions of this work are:
• a stability analysis of the volumetric extensions of Harris and Shi & Tomasi corners with respect to the choice of derivative estimation strategy, • a thorough analysis of the applicability of Integral invariant features in TSDFs, • a parallelized algorithm for building sparse stable scene graphs (SSSG) from TSDFs. 
II. FEATURE DETECTION
Feature detection and description are typical steps in many object recognition tasks and localization steps of SLAM algorithms. Focusing on salient features avoids computation on indistinct regions that are likely to provide little useful information in subsequent descriptor matching steps. Of critical importance for the success of matching descriptors is that the process that selected where they should be computed is repeatable, thus our focus will be primarily on the stability of feature detectors with regards to perturbations of the voxel grid. In II-A we will define TSDFs in more detail. In II-B and II-C we describe the Harris and Shi & Tomasi corner detectors and their applications to 3D images. Because the aforementioned features are gradient-based, we dedicate some space in II-D to discuss the rationale behind different choices of gradient estimators and explain their derivation. In II-E we review the concepts of integral invariant features.
A. Truncated Signed Distance Field (TSDF)
A distance field is an implicit surface representation that encodes the location of an arbitrary surface Φ by providing, for a given query point x ∈ R 3 , the signed distance to the closest surface point on Φ. The sign indicates if x is inside (negative) the volume bounded by Φ or outside (positive). The surface itself is thereby encoded as the zero-crossing of the signed distance field.
Since the environment is not fully observable from any given viewpoint it is not possible to construct and maintain a full SDF (see Fig. 2(a) ) reliably from depth maps. However, a TSDF, which limits distances to be bounded by a range of [d min d max ], can be constructed in real-time [17] using incremental, local updates with approximate signed distances, measured along the lines of sight of the sensor. Given a sufficient number of observations and an appropriate weighting scheme for combining them, the projective distances tend to approximate the closest distance metric with good accuracy, as illustrated in Fig. 2 .
B. Harris Corners
Most feature detection methods apply a response function over the entire image domain and retain the locations for which the function both exceeds a threshold and is also locally maximal. One such response function is the minimum sum of squared differences (SSD) [18] within a region around a candidate location. This can be interpreted as giving a high score to points where the image derivative is not small in any given direction. Harris [10] approximates the Hessian of the SSD as
where w represents a square (or round, if desired) window around the candidate point, |w| is the number of elements in w, for normalization and I x , I y are the estimated gradients of the image in horizontal and vertical directions, respectively. The extension to 3D is straightforward.
The response R for a given voxel is computed as:
with k being an empirical constant for which a typical value (in the volumetric case) is 0.001 [19] . The above formulation is algebraically equivalent to the following, using eigenvalues.
C. Good Features to Track
Shi and Tomasi [11] argued that when images undergo general affine transformations a better choice for R is simply
However, in our three dimensional image setting the affine warps typically associated with projective geometry are not likely to occur, thus we expect the assumption of pure rigidbody motion to be sufficient in most cases. Nonetheless, we test the use of Eq. (6), too.
D. Derivatives
A point to be made against response functions based on gradients is that gradients are susceptible to noise and that this in turn reduces the stability of the resulting features. Image derivatives may be obtained by a simple central differencing scheme but are often calculated by convolution with a filter kernel that represents the weighted average of several central difference computations. By including pixel samples from a neighbourhood around the point of interest, some robustness to noise is obtained at the expense of locality. The same applies to voxels. A common choice of filtering kernel in 2D is the 3 × 3 Sobel-Feldman operator [20] which can be interpreted as the application of a low pass filter (an integer approximation to the Gaussian kernel) and differentiation. See Eq. (7) for the example of the derivative filter in the horizontal direction where * denotes a 2D convolution or equivalently, (8) using ordinary matrix multiplication.
By convolving the differencing operator and blurring operator with themselves, i.e.,
one obtains filter coefficients that can be combined, in the same manner as in Eq. (8) to produce a 5 × 5 derivative kernel. Since the Sobel-Feldman operator is an approximation to the derivative of the Gaussian function, the latter is worth some consideration as an option, too. For our analysis, we compute the analytic derivatives and directly form the 3D filter kernels [21] of size 3 × 3 × 3 and 5 × 5 × 5 with variances σ 3 = 0.95 and σ 5 = 1.25, respectively. Keeping in mind that our use for gradients is a means for obtaining repeatable feature points, we are led to also investigate another set of derivative kernels, optimized for rotation invariance, as proposed by Scharr [22] . Generating the volumetric filter kernels from the 1D coefficient vectors is analogous to the 2D case and is detailed in Algorithm 1. The variables g, b, direction, n are column vectors containing the derivative and blurring filter coefficients, derivative direction and kernel size (3 or 5), respectively. The derivative and filter coefficients appear in Table I , for reference.
E. Integral Invariant Features
Integral invariants were first introduced by Manay et al. [23] and are local shape descriptors defined as integrals over a rotationally symmetric neighbourhood. The local area invariant Algorithm 1. Computing the volumetric filter kernels from their 1-D coefficient vectors
: for all z in 1 to n do 6:
is the z-th slice of K and s z is the z-th column of S} 7: case "y", "z":
return K and distance invariant, were both shown to provide a local and efficient estimate for mean curvature of a shape in 2D with robustness to noise. Pottmann et al. [12] presented integral invariants defined via three-dimensional signed distance fields and proposed an extension of the local area invariant to the volumetric case. Here we further extend the study of signed distance and volume invariants to their application on TSDFs. The domains of both of these features are defined as the volume bounded by a sphere, centred around a surface point p. The assumption that computation is carried out centred on surface points implies that voxel-based methods are a poor fit, since the probability of a voxel being centred exactly on the surface (i.e. the zero-level of the TSDF), is very small. However, Pottmann et al. [12] mathematically show that these features are stable to perturbations of the query point location, if the integration radius is sufficiently large. This reported stability encourages our attempt to apply integral invariants even in the discrete case. The volume invariant V r (p) is the integral of the indicator function 1 D (x) which returns 1 if x is in occupied space, and 0 otherwise. This information can be obtained from the TSDF by simply testing the sign of the field (negative if occupied, positive otherwise). The signed distance invariant, D r (p), is defined as the integral of the signed distance field within the bounding sphere of radius r. Formally, where B is the unit ball. The features are illustrated in Fig. 3 . The mean curvature of the surface is estimated by computing the difference between the result of the integration (or summation, in the discrete case) and the result which would have been produced if the computation had been carried out on a perfectly planar surface. The following expressions approximately relate the mean curvature of the surface to the respective descriptor value.H
From the above equations we note that the estimated mean curvature for volume integrals is zero if (and only if) the amount of occupied space is equal to half of the sphere, i.e. it is an affine function with a specific reference point. The equation based on the signed distance integral is simply linear. As such, the signed distance integral relates mean surface curvature to the amount of imbalance in the total positive and negative fields on either side. A downside of not using first-order (gradient) information about the field becomes apparent here, as there is no way to distinguish saddle points from flat surfaces, since the mean curvature is zero in both cases.
III. DETECTOR STABILITY EVALUATION
We are interested in evaluating how repeatable the feature descriptors are in the context of robot mapping. Ideally, a robot could return to a previously visited location, or observe a known object and extract geometric descriptors at the exact same places as before, producing a high number of matching descriptors with high confidence. The ideal setting is generally not the case, however. Among the factors that prevent the acquisition of identical maps are differences in measurements from the sensor, variations in pose estimation when integrating the data, and changes in the alignment of the voxel grid. To simplify our analysis, we will only consider the robustness of the feature detectors with respect to changes in the alignment between the initial pose of the voxel grid relative to the sensor. We shall see that this alone has a substantial impact on repeatability, as it includes both sample aliasing in the grid and anisotropy of the feature detectors.
To ensure that the sensor data and estimated trajectory are not a source of variation, we use a pre-recorded data-set with a globally optimized trajectory [24] and reconstruct the environment using the same volumetric integration strategy as Kinect Fusion [1] . At the start of each reconstruction, we transform the initial pose of the camera relative to the voxel volume by increasing amounts of translation and rotation. At the end of each session, the different types of features are extracted and we count the number of features that remained stable in proportion to the total amount. Defining Q s to be the set of features locations in the unmodified or source configuration and Q t to be the set of features locations extracted from the target volume, for which the camera pose was initialized with a transformation T 0 . Let q s ∈ Q s and q t ∈ Q t denote homogeneous vectors in R 3 , T 0 ∈ R 4×4 a transformation matrix including rotation and translation and | · | the cardinality operator. We then define stability as the average between source to target and target to source matches, where a match is determined to have occurred if two features are within τ match = 2 voxels of each-other.
Our definition of the matching score thus avoids being overly generous or strict in case the amount of features differ between the two sets by checking for corresponding features in both directions. We compute the matching scores for varying baselines in translation and rotation:
• translation offsets of degrees are also applied combinatorially, around each principal axis. The reason for the chosen interval is that all the algorithms involved are symmetric along the principal axes. Any larger rotations than π 4 could therefore be achieved by a smaller one and a transposition of the appropriate dimensions (which would not affect the results). The repeatability score is computed for each reconstruction and descriptor and binned together by the offset relative to the default pose. For translations, we quantify the offset by the L 1 norm. For rotations, we compute the equivalent angle-axis parametrization and bin the results by the magnitude of the angle.
IV. SPARSE STABLE SCENE GRAPHS
As an example application, we present the Sparse Stable Scene Graph. It is a graph structure that uses the features extracted from the TSDF as nodes, and connects a pair of nodes only if the edge doing so is embedded in a surface throughout its length.
The proposed graph structure can be seen as related to a broader class of representations used for model-based robot vision known as relational graphs [25] , [26] . While relational graphs typically incorporate more semantic meaning in the nodes, we remain on a lower level of abstraction from the data, focusing on geometrically linked points of interest.
In this section we outline an efficient GPU-amenable way of building the Sparse Stable Scene Graph from a set of feature points, extracted from a TSDF. This method assumes no specific feature point detection method, but requires features to be computed at or very close to the surface. For a given set of feature points, their fully connected graph can be expressed as a matrix that relates an edge index (the entries in the matrix) to its two endpoint nodes (represented as the row and column index of that entry). For example, in the following matrix, edge number 7 connects feature points indexed by the numbers 5 (the row) and 2 (the column).
In practice, one can determine the zero-based row and column indices directly from the triangular root of the edge index i e as, After connecting these into a graph and applying our in-surface edge pruning method, enabled by the TSDF, we obtain the final graph (b).
without actually having to build the matrix. We know in advance that for n f features there will be exactly n e = n f (n f −1) 2 edges in the fully connected graph. To prune the graph so that it only contains the edges embedded in the surface, we launch n e separate threads on a GPU. Each thread is designated an index corresponding to the edge index i e and it is then straightforward to retrieve the feature points referenced by the row and column index using equations (17) and (19) . By linearly interpolating between the endpoints of the feature locations we can query the TSDF at a number of points along an edge and reject it if the minimum absolute-valued distance measured along it is above a chosen threshold. The number of test points along the edge can be made dependent on the length of the edge or kept constant. The pass or fail decision is stored in a binary device vector of the same size as the number of edges and a standard stream compaction 1 operation is then applied to extract the pruned graph. The process is illustrated in Fig. 4 .
The graph generation is roughly equivalent to a simple ray casting operation, though typically with fewer and shorter rays than needed to render a VGA video frame from the TSDF. An edge can also be rejected a priori, if its endpoints are deemed to be too far apart. This rejection criterion promotes the formation of more disjoint graphs that tend to have a closer relationship to objects than to overall scene structure. Without further optimization, the typical runtimes for SSSG generation are on the order of 2ms, 8ms, and 26ms for 260, 700, and 1200 features, respectively.
There are a number of possible applications in which the proposed SSSGs can be useful: ranging from place recognition for loop closing in SLAM, through global registration methods, to 3D geometry-based object detection. While in most of these it would be beneficial to also compute a local space feature descriptor in each graph vertex, some sense of the utility of SSSGs can be obtained even without resorting to feature descriptors. We leave further feature-aware SSSG extensions as a future work and instead present a simple descriptorless proof of concept SSSG matching algorithm. The basic idea of the proposed approach is illustrated in Algorithm 2. Given two graphs
Algorithm 2. RANSAC-based SSSG matching algorithm
Require: , and finally evaluate the model fitness by checking for inliers among all vertices of degree one or higher. The resulting matching algorithm is evaluated in Section V-B.
V. EXPERIMENTAL RESULTS
The following analysis is based on SDF volumetric integrations of the copyroom, lounge and stone wall data-sets 2 . For all experiments we used SDF volumes of 512 3 voxels and a truncation distance of ±v size * 4. The relatively large truncation distance is chosen to maximise the information available to the integral invariant feature detectors. For all experiments, the non-maxima suppression window was set to 7 × 7 × 7 voxels, with an additional culling of features with low function responses. The saliency detectors and SSSG extraction procedures were implemented using CUDA and deployed on an NVIDIA GeForce GTX Titan GK110 GPU with 6Gb of memory. A single-core CPU-space program was used for interfacing and deployed on a computer with an Intel Core i7 CPU at 3.50GHz. The graph matching algorithms were implemented in MATLAB and ran as a post-processing step on the CPU. Our GPU implementation of derivatives by convolution with a filter kernel takes between 680ms and 150ms for kernels of 5 × 5 × 5 and 3 × 3 × 3 respectively. Computing Harris features adds another 100ms, with approximately 8ms more for non-maxima suppression, resulting in overall timings of gradient-based detection on the order of 250 to 700ms. Integral invariants are much more efficient to compute, taking on average about 20ms, followed by a non-maxima suppression adding to a total of roughly 28ms.
A. Detector Stability
The first set of experiments were performed by integrating the first 2500 frames of the copyroom data set in an SDF of resolution 0.015m. We evaluate the detector reliability under 2 available from http://qianyi.info/scenedata.html translational (Fig. 5(a)-5(b) ) and rotational (Fig. 5(c) ) perturbations. We plot results of the top 50% and top 10% strongest response keypoints.
Gradient-based detectors. In our experiments, Harris features were generally more stable than Shi & Tomasi features, more pronouncedly so in case we retain a larger percentile of keypoints. On average, the stability scores of the Shi & Tomasi detectors were equal to 91% of those of the corresponding Harris detectors, and thus for presentation reasons we omit their curves from the following plots. In addition, the smaller 3 × 3 × 3 gradient estimation kernels all produced slightly worse results than their 5 × 5 × 5 counterparts, and thus we also omit them for clarity of presentation.
Examining the plots, we note that the derivative of Gaussian estimator outperforms Sobel-Feldman which in turn outperforms Scharr kernels. For all three, increasing the rejection threshold results in a larger proportion of stable features (but naturally a smaller absolute number of stable features). Central differences are cheaper to compute, but offer poor repeatability, and when the feature rejection threshold is increased a larger proportion of high quality features are culled, noted by the drop in repeatability.
The sensitivity with respect to rotation is shown in Fig. 5(c) . Note that since the volume is not pivoted around the feature locations but around the camera origin, some translation is induced as well, explaining why the curves do not begin at 1. Although the Scharr kernel produces the least amount of variation with respect to rotation, the repeatability of Harris features is higher when gradients are computed based on both SobelFeldman and derivative of Gaussian kernels. Central differences provide the least robust gradient estimate, under rotation, as expected.
Integral-based detectors. The integral based methods, namely the volume integral and signed distance integral features, do not perform as well as the gradient-based methods. We see in Fig. 5(a) -5(c) that their repeatability is generally lower than that of the Harris features. Increasing the rejection threshold does not produce much improvement for the signed distance integral, and causes a slight deterioration in the case of volume integrals. The rotation invariance, shown in Fig. 5(c) is good, in spite of the spherical integration region being a discrete approximation with a radius of 3.5 voxels. The diameter of the integration region matches the truncation distance of ±4 voxels, though the actual width of the non-truncated region of the TSDF may both be larger, depending on sensor noise, and smaller, due to surfaces being at grazing angles relative to the sensor view. The dependency between integration radius and truncation distance is more critical for volume invariants, where the signed distance field should ideally not be truncated within the radius of the integration region. This is because the volume integral is compared to a specific reference value for curvature estimation, and this reference would need to be readjusted to account for truncation.
Sensitivity to model resolution. To evaluate the modeling resolution sensitivity of the evaluated feature detectors, we perform additional tests at resolutions of 0.005, 0.01 and 0.02m.
As sensitivity under rotations was demonstrated to be constant, we only show translational variation curves in Fig. 5(d) . The derivative-based detectors perform slightly better with larger voxel sizes, chiefly due to the larger support size for estimating gradients. The signed distance volume integral is the most stable over different resolutions, with particularly good results for the smallest cell sizes for which it matches the best performing derivative-based detector.
Dataset sensitivity. The final test we performed aims at evaluating how stable keypoint detector performance is across different data sets. For this set of tests we use the thresholds that retain 10% of keypoints on the copyroom data set without modification, and deploy them directly to reconstructions (at a resolution of 0.015m) of the lounge and stone wall data sets. The stability under translational perturbations is shown in Fig. 5(e) . The results obtained are consistent with the previously reported single data set results.
Failure modes of integral invariants. Several issues affecting integral invariant detectors on TSDF models were identified during testing. First, we note that in order to function correctly signed distance invariants require that the minimum object thickness should be at least twice the radius of the integration region. This effect is easy to motivate: objects thinner than twice the truncation distance result in an imbalance between positive and negative field values within the integration volume and thus appear identical to curved objects. A second problem of integral invariants applied to truncated distance fields is illustrated in Fig. 6 . The shaded green region in the figure signifies the amount of information difference w.r.t. a similar flat surface. Evidently, increasing the radius of the integration region beyond the truncation distance adds no useful information to the curvature estimation. In fact, it only serves to reduce the relative difference between curved and planar surfaces, compared to the nominal case in Fig. 3 .
The overall results indicate that signed distance integrals perform slightly better than volume integrals, which is expected as the former use both the positive and negative regions of the field and therefore have a slightly larger information base. However, neither is large enough to robustly filter out noise at the tested radius. Since extending the radius is contraindicative, the only option for improvement is to extend the TSDF truncation distance to accommodate a larger integration region, which however would lead to a decrease in the quality of the scene reconstruction. Finally, Fig. 7 illustrates the implications of the integral response function not being computed exactly on the surface. As discussed in Section II-E, the integral invariants erroneously increase their response as the integral is evaluated further away from the surface and should ideally only be computed exactly on it.
B. Matching Sparse Stable Scene Graphs
Finally, we evaluate the possible uses of the proposed SSSG structure for the purpose of place recognition. We build on the methodology from the previous section and randomly choose 200 pairs of translated scene reconstructions from the copyroom data set. We generate the SSSGs of each volume and for each of the evaluated interest point detectors. Finally, we match the so obtained graphs and compare the RANSAC transformation estimate to the known ground truth transformation. The success ratio of matching (within 0.3rad and 0.05m of the ground truth) for SSSG constructed based on different detectors is shown in Fig. 5(f) . Overall, the matching algorithm performs well and as expected, with graphs generated on more stable keypoint detections resulting in higher matching success rates.
VI. SUMMARY AND CONCLUSIONS
In this work we evaluated a number of salient point detectors operating directly on Truncated Signed Distance Fields. Our evaluation suggests that gradient-based Harris and Shi & Tomasi corner detectors result in more repeatable keypoint detections than the gradient-free integral invariant features. In particular, we concluded that the zero-order information contained in local regions of a discretely sampled TSDF is not enough to separate truly salient regions from noise and that gradient-based methods perform better. Whether more sophisticated learning methods (e.g., extensions of methods like FAST-ER [27] ) may be capable of overcoming these limitations remains as an open question for future evaluation. Even if gradient information is ultimately necessary for stable feature point detection, we are confident that this would not prevent future real-time implementations, as several promising avenues of algorithm improvement are still open: e.g., utilizing linearly separable filters or updating gradient information concurrently with depth image fusion.
We have shown that feature detection in 3D, coupled with the TSDF representation can support novel applications, such as the SSSG. The simple graph matching algorithm evaluated here already demonstrates some of the utility of the SSSG. In order to realize the full potential of the data structure, the SSSG would benefit from local space feature descriptors computed at each vertex. Thus, as a future work, we would like to define meaningful local SDF feature descriptors and evaluate their matching performance on top of the keypoint detectors evaluated here. In that context, the evaluation presented in this work will serve to set boundaries on the maximum achievable feature matching performance of any future feature descriptor.
