Abstract-The growing interest in pulse-mode processing by cortex and as a means to understand cortical circuitry and neural networks is encouraging the development of hardware cortical computation (for a review see [2]). The pattern of implementations of massively parallel, distributed networks of connectivity described in these feed-back models is reflected Integrate-and-Fire (I&F) neurons. We have developed a reconfigurable multi-chip neuronal system for modeling feature selectivity in the local recurrent connections of our VLSI network of and applied it to oriented visual stimuli. Our system comprises spiking neurons: similar orientation cooperate through lateral a temporally differentiating imager and a VLSI competitive excitation and different orientations compete through global network of neurons which use an asynchronous Address Event inhibition.
OFF type depending on the sign of the change since the PCI bus of a host computer. It supports a real-time routing, last event. Pixel output consists of the stream of ON and programmable connectivity, and monitoring and stimulation OFF events. The imager, more thoroughly described in [10] , of address events. Each PCI-AER board can host up to four [11] , consists of an array of 32x32 pixels, a y-arbiter, an xsender and four receiver chips, and multiple PCI-AER boards arbiter and a common address bus with two encoders [12] . can be shared on the PCI bus. The supporting hardware An event occurring in a pixel is communicated to the outside comprises a custom Digital to Analog Converter (DAC) board Of the chip as an 11l-bit address that encodes the pixel X-Y [9] for setting the analog biases of the neuromorphic chips, an location and the polarity (ON or OFF) of the event. Events LCD screen for presenting visual stimuli, and a workstation are processed asynchronously in order of their arrival time. In for hosting and controlling the PCI-AER board, programming case of colliding events the latter are queued. The imager is a the DAC board and controlling the LCD screen.
real-time device, which means that an event is communicated Even though the system described here comprises only two within 100ns of its occurrence. The AER communication chips, it is can be easily extended to include multiple instances system is particularly well suited for this application because of the same IFWTA chip, or of analogous AER chips, using it dedicates the full communication bandwidth to the active more ports of the PCI-AER board, or more PCI-AER boards. pixels of the imager and preserves timing information. The TMPDIFF chip implements the sensing stage of our a two-dimensional array containing a row of 32 Integrate-andsystem. The chip produces asynchronous address-events in Fire (I&F) neurons, each connected to a column of afferent response to temporal changes in brightness. The stream of synaptic circuits. Each column contains 14 AER excitatory events encodes contrast changes rather than absolute illumina-synapses, 2 AER inhibitory synapses and 6 locally connected tion intensities. The retinal computation is optimized to deliver (hard-wired) synapses. When an address-event is received, the relevant information and to discard redundancy using high synapse with the corresponding row and column address is temporal and low spatial resolution, similar to the biological stimulated. If the address-events routed to the neuron integrate magnocellular pathway. As the TMPDIFF chip responds only to the neuron's voltage threshold for spiking, then that neuron to temporal changes in log intensity, static scenes produce no generates an address-event which is transmitted off-chip. The output. Image motion produces spike events that represent rel-AER input synapses can be used to implement arbitrary ative changes in image intensity. This operation in continuous network architectures, by (re)mapping address-events via the form is represented mathematically by the following temporal PCI-AER board. relation on the pixel illumination I:
Synapses with local hard-wired connectivity are used to realize a competitive soft winner-take-all (WTA) network
(1) with nearest neighbor and second nearest neighbor recurrent dt lgl i interactions (see Fig. 2 and Fig. 3 ): 31 neurons of the array This temporal derivative is self-normalized. By this normal-send their spikes to 31 local excitatory synapses on the global ization, the derivative encodes relative contrasts rather than inhibitory neuron; the inhibitory neuron, in turn, stimulates the absolute illumination differences. Contrasts are determined by local inhibitory synapses of the 31 excitatory neurons; each differences in reflectance of objects independent of overall excitatory neuron stimulates its first and second neighbors scene illumination. The events generated by TMPDIFF are on both sides using two sets of locally connected synapses. changes in Eq. 1 that exceed a threshold and are ON or The first and second neighbor connections of the neurons at the stimuli and tuning curves were obtained by plotting these ping feed-forward connections from the TMPDIFF pixels to data for each neuron as a function of orientation (see Fig. 5 ). the IFWTA chip neurons (via the PCI-AER board), and by
The TMPDIFF central pixels are mapped to all neurons, activating the local recurrent connections on the IFWTA chip. therefore each IFWTA neuron is also receiving input events
The feed-forward mapping is set so that each IFWTA neuron when its non-preferred orientation is presented to the retina. is excited by all the pixels of the TMPDIFF chip belonging to The effect of this "base line" input is clearly visible in the a central bar with a specific orientation. We implemented 31 feed-forward model, where the activity of the IFWTA neurons sets of mapping tables that map 31 differently oriented bars simply reflect the input from the retina. In this case, the onto the 31 excitatory neurons of the IFWTA chip. frequencies in the tuning curves are greater than zero for
In our experiments we displayed to the TMPDIFF chip all orientation and a maximum is observed at the preferred flashing oriented white bars on a dark background using orientation. In the feed-back model the "base line" activity an LCD display. The activity of the TMPDIFF chip was is suppressed and the activity in response to the preferred monitored by the PCI-AER board and transmitted (via the orientation is amplified. PCI-AER board mapping tables) to the IFWTA chip. We We fitted the tuning curves to quantitatively estimate the time-stamped and logged both the TMPDIFF and IFWTA effect of recurrent connectivity on the response of the orientaaddress-events for data analysis. To characterize the system we tion selective neurons. We used a von Mises function as fitting collected the system's activity in response to oriented flashing function [15] , defined as bars with 30 different orientations. Each flashing bar was displayed for approximately 40 seconds, flashing at a rate of
(2) about 3Hz. The monitoring of the address-event data lasted for 25 seconds, starting 5 seconds after stimulus onset. Figure 4 where A is the value of the function at the preferred orientation shows the integrated response of the TMPDIFF chip to the 30 hf, and k is a width parameter, from which the half-width at orientations as grayscale images.
half-height 00.5 may be calculated (in radians) as:
We repeated the same experiment for two different condi-
tions, in terms of the local connectivity of the IFWTA chip. In the first condition the biases of the IFWTA chip were set The von Mises function approximates a Gaussian in shape to implement a purely feed-forward model: local recurrent over a biologically likely range of values of k. A leastsynapses were inactive and the neurons' input was completely squares fitting of the data to the von Mises function was determined by the activity of the retinal pixels. Subsequently, used to estimate the parameters of the tuning curve of each tuning based on recurrent connectivity patterns. 
