In this paper, we propose a novel layout of cameras atop a moving robot to obtain its ego-motion. In particular, we use three cameras in perpendicular setting. This layout offers a better opportunity e.g. compared to collinear settings for studying the trade-off between the accuracy of features to track and a larger field of view. We show by real experiments and synthetic data alike that using the three cameras as a triple is more advantageous when the fields of view of the cameras are slowly changing. In this case, the triple not only provide more accurate features to track but lead also to a more accurate estimation for their 3D construction. On the contrary, for pure rotations, the fields of view are rapidly changing which offers the advantage to dealing with the three cameras as two stereo pairs with a larger field of view. The extended Kalman filter (EKF) is our real-time estimator of the robot pose.
Introduction
One of the most crucial interests of autonomous objects is to find where they are, and to where they are heading. This is true whether the autonomous object is a robot [1] , an intelligent vehicle [2] , or a quadcopter [3] . To answer these two questions, we need to solve the classic pose estimation problem. Solving for the location and orientation of e.g. a robot sounds easier than the matter is truly is. On one hand, the robot should be equipped with sensors which generally suffer from sensor noise. On the other hand, some solution approaches such as odometry encounter a systematic buildup of errors due to e.g. wheel slipping [2] . Therefore, there is a trend in literature [4] , [5] , and [6] to use sensor fusion of several data sources such as optical encoders, inertial measurement units, and laser range finders. However, this increases the cost and complexity e.g. necessitates synchronizing data from different sources [7] . Cameras are not only getting more accurate and less expensive, but also they may be initially present atop a moving robot for the sake of obstacle avoidance and object recognition. Use of stereo cameras in pose estimation is justified more by resolving the scale factor ambiguity related to single cameras. Additionally, with their help, outliers in feature correspondences can be removed easily [8] . However, only adding more cameras may not be that beneficial since some camera layouts may lead to less accurately estimated pose parameters [9] . As a moving robot needs to estimate its pose in real-time, our approach has to work recursively from a frame to another. An optimal recursive linear estimator with a low computation demand is the Kalman filter (KF). To deal with the perspective distortion of cameras, we need to adapt the extended Kalman filter (EKF) with derivatives as a sort of linearization [10] , and [11] . Here, we go one step further beyond stereo pairs. In particular, we suggest a three camera setting composed of two perpendicular stereo pairs with a central camera as shown in Fig. 1 . Using the three cameras as a triple guarantees using accurate features since each 3D feature used has to verify the epipolar geometry of all the three cameras. On the other hand, using the three cameras as two stereo pairs will guarantee a larger field of view. In this case, we can include the features seen only by one of the two pairs which offers more features to track, albeit obeying the epipolar geometry of two cameras not three. Practically, the epipolar geometry is obeyed when corresponding 2D features lie within a certain threshold from the epipolar lines. Therefore, the features used by the two pairs are not as accurate as that used by the triple. Our motivation here is to find out which will bring about a more accurate estimation of pose parameters: the accuracy of features to track or their number? In fact, the camera layout used here is chosen to increase this tradeoff. For example, if the three cameras are collinear, the number of features seen in the two cases will not differ much.
The main contributions of this paper are: suggesting a perpendicular layout of three cameras, studying the tradeoff between the number of features to track and their accuracy, and using an accurate rotation description within our multiple camera model. The rest of this paper is organized as follows: section 2 shows how the EKF is incorporated within our multiple camera model, section 3 presents the simulations and real experiments alike, and the paper is concluded in section 4. 
Method
To use the EKF to estimate the pose of a moving robot, we compose a state space vector of the pose parameters and their derivatives:
(1) where , , and are the translations in the directions of coordinate axes whose origin coincides with the center of cam 1 before the robot moves, as shown in frame 0, Fig. 1 . The rotation of the robot is described by the rotation angles: , , and around the aforementioned coordinate axes. The dot above a pose parameter denotes its derivative with respect to time, and the superscript T transposes the row into a column vector. At frame 0, all rotation angles are zeroes, and since all cameras are aligned parallel to each other, the rotation matrices describing their rotations are 3×3 identity matrices. While the center of cam 2 is displaced by the vector from the origin, and the center of cam 3 is displaced by the vector . We take frame j shown in Fig. 1 as a general frame during the robot motion. At this frame, cam 1 will be translated by a vector from the origin and rotated by a rotation matrix from the reference alignment to the coordinate axes. Estimating , and at every frame is equivalent to estimating the six pose parameters aforementioned. The estimation can take place only when there is a new frame captured by the designated camera. In other words, capturing a new frame is equivalent to performing a measurement process. Accordingly, at frame j, the camera coordinates of cam 1 is given by:
where is the 3D location of the i th feature seen by the camera and referred to the global coordinate system of Fig.1 . Camera layout on the robot, expected range of features seen by the triple, then by the two stereo pairs frame 0, and ( ) is a function of cam 1 rotation [12] . Having cam 2 on the robot axis of rotation, the camera coordinates of it is given by:
( )( ) (3) On the other hand, since cam 3 is off the robot axis of rotation, its center is displaced due to both of the robot translation and rotation as described by the following equation:
( )( ) (4) Moreover, the EKF has a plant equation which relates the current state space vector of equation (1) to the plant noise and to the previous state space vector adopting a normal distribution of noise and a uniform speed model for the pose parameters:
(5) where and are the state space vectors at frames and respectively, is a 12×12 matrix relating them according to a uniform speed model, and is the plant noise at the current frame. Additionally, the EKF measurement equation relates the 2D locations of tracked features in the image frames captured by the cameras to their corresponding camera coordinates equations (2), (3), and (4), and to the measurement noise assumed to have a normal distribution as well:
(6) where is the measurement vector containing the 2D pixel locations of the features across the multiple cameras, is a function of the camera coordinates and intrinsic parameters, refers respectively to the feature number, frame number, and camera number (the subscript is omitted for cam 1) , and is the measurement noise. More on the EKF implementation can be found in [10] , [13] , and [14] .
Experiments

Simulations
A robot carrying three cameras as shown in Fig. 1 moved with random translations (t x , t y , and t z ) and random rotation angles (α, β, and γ) in the directions of and around the x, y, and z axes respectively. Before starting motion, the center of the first camera was at the origin of the reference coordinate system with the z axis perpendicular to the image plane. The translations were taken randomly from ±0.005 to ±0.015 meter, and the rotation angles were taken randomly from ±0.005 to ±0.02 radian. All cameras had a 6 mms focal length, and 640×480 resolution. The baseline between cam 1 and cam 2 was 0.1 meter similar to the baseline between cam 1 and cam 3. A random noise was added to each feature point with a normal distribution of zero mean and a 0.5 pixel standard deviation. The motion took place inside a spherical shell with one meter outer radius and 0.667 meter inner radius. The center of the spherical shell was coinciding with the origin of the coordinate axes. The feature points were distributed randomly in that shell. The total number of feature points, was 10,000. A sequence of 100 frames was taken simultaneously by each camera. Due to the motion randomness, the sequences were divided into a number of sections which contained ten frames each. Throughout each section new features were tracked. We compared using the three cameras as a triple to using them as two stereo pairs. We carried out the comparison in three cases according to the motion pattern of the robot: pure translation, pure rotation, and mixed rotation and translation. For each case, we performed the simulations 500 runs. Table1 shows the average of absolute error in each case for the six pose parameters. All absolute errors are given in (meter/radian). 
Real Experiments
Three calibrated Canon PowerShot G9 cameras with resolution 1600×1200 were put parallel atop the robot used. The baseline between cam 1 and cam 2 was equal to 14 cm similar to the baseline between cam 1 and cam 3.
Three sequences of about 200 frames were taken simultaneously by each camera in an ordinary lab scene. The motion of the robot followed three patterns of motion respectively: pure translation, pure rotation, and mixed rotation and translation. The robot and camera setup used in the experiments are shown in Fig. 2 . The graphical results are shown in Fig. 3, Fig. 4 , and 
Conclusion
The simulation results, shown in Table 1 , demonstrate that dealing with the three cameras as a triple is more accurate than dealing with them as two stereo pairs in the pure translation case. The situation is reversed in the case of pure rotation. Both methods are close to each other in the mixed case. The reasons for such results are explained below. For the pure translation, the tracked features remain for long in the field of view of the cameras. In this case, the decisive factor is the accuracy of features and their 3D construction offered by the triple method. On the other hand, for the pure rotation case, the features tend to get out of the field of view more rapidly. Therefore, the larger field of view offered by the two stereo pairs is the decisive factor in this case. Accordingly, the two methods are close to each other in the mixed case.
The real experiments come in accordance with the simulations. The triple is closer to the ground truth in the pure translation case especially for t z . The two pairs method is more accurate in the pure rotation case. Additionally, the two methods are close to each other in the mixed case. A point that deserves mention is that there is some drift from the ground truth noted for β in pure translation and mixed cases. The most probable reason for this is wheel-slipping especially that the obtained curves smoothly resemble the general shape of the ground truth assumed by the computer steering the robot.
To sum up, dealing with the three cameras as two pairs is more appropriate when it is common for the robot to rotate a lot. Otherwise, the triple method will provide features which are more accurate to follow. 
