Let X 1 , X 2 , . . . be i.i.d. random variables with mean 0 and common distribution function F , and set S n = X 1 +X 2 +...+X n , n ≥ 1. In recent years precise asymptotics as ε 0 have been proved for sums like ∞ n=1 n r/p−2 P (|S n | ≥ εn 1/p ). Our main results are analogs for renewal counting processes and first passage time processes of random walks. In the latter setup we consider the case E X > 0 as well as the case E X = 0.
Introduction
Let X, X 1 , X 2 , . . . be i.i.d. random variables with common distribution function F , and set S n = X 1 + X 2 + ... + X n , n ≥ 1. Hsu and Robbins [21] introduced the concept of complete convergence and proved that the sequence of arithmetic means converges completely provided the mean and the variance exist. More precisely, they showed that ∞ n=1 P (|S n | ≥ εn) < ∞, ε > 0, if EX = 0 and EX 2 < ∞. The converse was proved by Erdős [8, 9] . Using very much the same technique it was shown in Baum and Katz [1] that, for p < 2 and r ≥ p, ∞ n=1 n r/p−2 P (|S n | ≥ εn 1/p ) < ∞, ε > 0, (1.1) if and only if E|X| r < ∞, and, when r ≥ 1, EX = 0; we refer to their paper for the history of this result.
There have been extensions in various directions. One point of departure is the observation that the sum tends to infinity as ε 0. It is therefore of interest to find the exact rate in terms of ε. The first step in this direction was Heyde [20] , who proved that
whenever EX = 0 and EX 2 < ∞. Later Chen [3] treated the case p < 2, r ≥ 2. Spȃtaru [26] (r = p = 1) and Gut and Spȃtaru [16] (1 ≤ p < r < α) do not assume finite variance, but that the distribution of the summands belongs to the (normal) domain of attraction to a stable distribution with index α ∈ (1, 2]. Analogs of (1.1) for counting processes of renewal processes have been proved in Maejima [25] , and for first passage times of random walks with positive mean across horizontal boundaries in Gut [14] ; cf. also Gut [15] , Theorem III.12.1. The main purpose of the present paper is to investigate analogs of (1.2) for these setups.
At this point we stress the distinction between the concepts of random walk and renewal process. Namely, the former is a sequence of partial sums of i.i.d. random variables, whereas the latter denotes a random walk with nonnegative steps; see also Gut [15] .
It turns out that we need some extensions of the results of Gut and Spȃtaru [16] , which are easily obtained. These are presented in Section 2. Section 3 is devoted to renewal counting processes. After this we turn our attention from renewal processes to random walks and first passage times across horizontal barriers. Now, it is well-known from the fluctuation theory of random walks that it is necessary and sufficient that the random walk is oscillating or drifting to +∞ in order for the first passage times to be a.s. finite. In particular this is the case when E X = µ ≥ 0. However, the asymptotics are very different for the cases µ > 0 and µ = 0, respectively. For example, if µ > 0, the first passage times are asymptotically normal as the level increases, whereas they belong to the domain of attraction of the stable subordinator with exponent 1/2 when µ = 0. In addition, if the random walk is asymptotically stable, then so are the partial maxima when µ > 0, whereas they converge (suitably normalized) to the supremum of a stable process when µ = 0. Moreover, the latter case does not seem to provide explicit asymptotics in the sense of this paper. We shall therefore confine ourselves to random walks drifting to +∞, except for a final section which is briefly devoted to the case µ = 0. Section 4 deals with convergence rates for random walks and their first passage times and Section 5 contains precise asymptotics for partial maxima. Precise asymptotics for first passage times are the topic of Sections 6 (µ > 0) and 7 (µ = 0), respectively.
Precise asymptotics for partial sums
Throughout the paper the following notation will be used. We let G α denote a nondegenerate stable distribution (function) with characteristic exponent α, 0 < α ≤ 2, and Z α a random variable with distribution function G α . We also assume (w.l.o.g.) that E Z α = 0 when 1 < α ≤ 2, and, hence, that, if F belongs to the domain of attraction of
where {b n } is regularly varying at infinity with exponent 1/α, that is,
where L is slowly varying at infinity; see e.g. Feller [10] . If F , in particular, belongs to the normal domain of attraction of G α , abbreviated as "F ∈ N D(G α )", then b n = Cn 1/α , where C is some positive constant. For the case α = 2 we have G 2 = Φ, the standard normal distribution function, and put Z 2 = N correspondingly. We further let Ψ(x) = 1 − G α (x) + G α (−x). When S n drifts to +∞, the only possibilites for F to belong to the domain of attraction of a stable law is that either 0 < α < 1 and the stable law is spectrally positive, or that 1 < α ≤ 2 and F has positive mean; see Heyde [18] . In the first case we shall use the notation G α,1 for the stable law, and then Ψ(x) = 1 − G α,1 (x).
Finally, we set x + = max{x, 0}, x − = − min{x, 0}, and log + x = max{log x, 1}, and we let [x] denote the integer part of x.
Several proofs amount to checking upper and lower bounds, which asymptotically coincide. We shall do so to begin with. However, since the procedures are similar we shall later use the symbol instead of treating ≤ and ≥ separately. In this context we also refer to Remark 2.2 below.
As is well known, the counting process of a renewal process and the renewal process itself are inverses of each other. A similar statement is valid for the first passage time process and the partial maxima of a random walk. This will, vaguely speaking, be exploited in the sense that the proofs of our main results, via inversion, will be transferred to results for renewal processes and the partial maxima of random walks, respectively. As a consequence we need
• extensions to the case 0 < α < 1 and
• one-sided versions of Theorems 1 and 2 in Gut and Spȃtaru [16] and the Theorem of Chen [3] .
Before presenting the results we state an elaboration of two inequalities of Fuk and Nagaev [11] . Lemma 2.1 (i) Suppose that E(X + ) β < ∞ for some β ∈ (0, 2], and let x, y > 0. Then
(ii) Suppose that E|X| β < ∞ for some β ∈ (0, 2], and let x, y > 0. Then
Proof. (i) The case β ∈ (0, 1] is a minor modification of [11] , Theorem 1. For the case β ∈ [1, 2] we refer to (the proof of) Spȃtaru [26] , Lemma 2, which elaborates on [11] , Theorem 2. Part (ii) follows by considering each tail separately. 2
and that E X = 0. Then
and
Proof. The first step in the proofs in Spȃtaru [26] and Gut and Spȃtaru [16] is to prove the conclusion(s) for the stable case. Checking the proofs there one finds that they actually work also for the case 0 < α < 1. The remaining steps, in which it is shown that the approximation error vanishes asymptotically, remain valid also when α < 1 in view of Lemma 2.1. This shows that the two-sided claims are true. In order to verify the one-sided ones we replace the two-sided tail of the stable distribution by the positive tail in the first step of the proof. Secondly, the approximation error in the one-sided case is certainly dominated by the two-sided one, which has already been taken care of. The extension of the Theorem in Chen [3] is obtained similarly and runs as follows.
Theorem 2.4 Let 0 < p < 2. Suppose that E|X| r < ∞ for some r ≥ 2, that EX = 0, and set σ 2 = Var X. Then
Remark 2.2 Througout we will use, without further mentioning, the easily proven fact that sums like 
Precise asymptotics for renewal counting processes
In this section we suppose that X,
, that is, we suppose that the sequence of partial sums forms a renewal process. The renewal counting process is {N (t), t ≥ 0}, where
3.1 The case 0 < p < 1
We start with the case when the mean does not necessarily exist (may be infinite).
The following result, which relates the convergence of (one-sided) sums like (1.1) and analogs for renewal counting processes, is due to Maejima [25] ; see his Theorem 4. Proposition 3.1 Let 0 < p < 1 and r ≥ p, and suppose that E X r < ∞. Then, for all ε > 0,
Conversely, if one of the conclusions holds for some ε > 0, then E X r < ∞. In particular, the conclusions then hold for all ε > 0.
The basis of the proof is that the renewal process and the counting process are inverses of each other, viz.
We are now ready for precise asymptotics as ε 0, that is, analogs of the corresponding results for sums.
Proof. We first prove that
The change of variable t = εu 1/p yields
Approximating u to the suitable closest integer provides the upper bound
and the lower bound 1 p
which, together with an appeal to Theorem 2.1 (and Remark 2.2) establishes (3.1).
Next we show that
To see this we first note that, since probabilities are bounded by 1, the limsup, trivially, is at most equal to 1. As for the lower bound, the change of variable u = t/ε and the monotonicty of {N (t)} yield
Now, since P (N (1) ≤ u p ) → 1 as u → ∞, the same is true for a weighted average, which shows that the liminf is at least equal to 1 as desired. The first conclusion finally follows by subtracting (3.2) from (3.1), from which the second one then follows via simple estimates.
2
Proof. The proof resembles the previous one, but is somewhat simpler. Namely, since
we are done once we have shown that
Toward this end, the change of variable t = εu 1/p yields
Approximating u to the nearest integer as before and an appeal to Theorem 2.3 finish the proof. 2
Remark 3.1 The assumption that r < α stems from the fact that G α only possesses moments of order strictly less than α. However, the normal distribution is an exception. Therefore, an inspection of the proof shows that if, r = α = 2 and, in addition, Var X = σ 2 < ∞, then
Now the mean is positive and finite. We start with an analog of Proposition 3.1; see Maejima [25] , Theorem 3.
Proposition 3.2 Let 1 ≤ p < 2 and r ≥ p. Suppose that E X r < ∞ and let µ = E X > 0. Then, for all ε > 0,
Following are our results on precise asymptotics.
Proof. Since, in the end, we let ε 0 we assume w.l.o.g. that already ε < 1/µ.
First, suppose that 1 < p < 2. Then
a change of variable t = sµ shows that the last expression is asymptotically equal to
which, via Theorem 2.2, proves the first conclusion, and, hence, also the second one. Now, suppose that p = 1. The same arguments yield
and, since µε → 0 as ε 0, the conclusion follows, once again, from Theorem 2.2. 2
Proof. Proceeding as in the previous proof we arrive at
which, together with an application of Theorem 2.3, concludes the proof. 2 The results so far were under assumptions of attraction to stable distributions. In the final result of this section the variance is assumed to be finite. 
Proof. Similar to the proof of Theorem 3.4. 2 One case of particular interest is when X 1 , X 2 , . . . are exponentially distributed, because the associated counting process is a Poisson process then, hence, itself a sum of i.i.d. random variables. This, in turn, makes it possible to rediscover known results for sums (in the Poisson case). More precisely, suppose that X 1 , X 2 , . . . are exponential with mean 1/λ. Then N (t) d ∼ Po(λt), so that µ = 1/λ, σ 2 = 1/λ 2 , and σ 2 /µ 3 = λ. Theorem 3.2, together with Remark 3.1 with r = α = 2, then yields
Moreover, from Theorem 3.3 with α = 2 we obtain
which is [16] , Corollary 2. Another special case is when X 1 , X 2 , . . . are Be(p)-distributed, in which case µ = p, σ 2 = pq and σ 2 /µ 3 = q/p 2 . Theorem 3.5, once again with parameters α = r = 2 and p = 1, yields
which also coincides with Heyde's result, since the counting process is a negative binomial process, the i.i.d. summands of which are geometric random variables with mean 1/p and variance q/p 2 . We close this section by observing that by reading the proofs backwards it follows that results on the finiteness or precise estimates concerning (sums and) integrals related to the counting process imply the corresponding analogs for the renewal process.
Convergence rates for first passage times
Let M n = max 1≤k≤n S k , n ≥ 1, be the sequence of partial maxima. The first passage time process {ν(t), t ≥ 0} is defined by ν(t) = inf{t : S n > t}.
In this setting the random walk and the first passage time process are no longer inverses of each other. However, the inverse relationship holds between the partial maxima and the first passage time process, that is,
As was mentioned in the introduction, we know from fluctuation theory that the random walk must be either oscillating or drifting to +∞ in order for ν(t) < ∞ a.s. In this section we focus on the case when the random walk drifts to +∞.
We begin with a random walk analog of Maejima [25] , Theorem 4. For renewal processes, S n = M n and N (t) + 1 = ν(t), that is, we rediscover Maejima's theorem. Proposition 4.1 Let 0 < p < 1 and r ≥ p. Suppose that
Then, for all ε > 0,
Conversely, if one of the conclusions holds for some ε > 0 and, in addition, E|X| p < ∞, then so do the others and E(X + ) r < ∞. In particular, (4.2) -(4.5) hold for all ε > 0.
Proof. Suppose that E(X + ) r < ∞. The conclusion (4.3) is due to Chow and Lai [5] , Theorem 2, and (4.2) is immediate since S n ≤ M n . Finally, the equivalence (4.3) ⇔ (4.4) follows via inversion as in the proof of Theorem 3.1, with S n replaced by M n and N (t) by ν(t) (cf. also Maejima [25] , p. 136), and (4.4) ⇔ (4.5) via routine computations as in [25] . Conversely, suppose that (4.2) holds. In order to verify (4.3) we assume, in addition, that E|X| p < ∞. Then S n /n 1/p a.s.
→ 0 as n → ∞ in view of the Marcinkiewicz-Zygmund strong law of large numbers (see e.g. Loève [24] , p. 243), and, thus, |med S n | = o(n 1/p ) as n → ∞ via standard symmetrization techniques (Loève [24] , p. 245). This, together with the Lévy inequality shows that
which establishes (4.3) for this case.
To remove the additional assumption that E|X| p < ∞ we use a standard truncation technique. For k ≥ 1, let X k = X k whenever X k ≥ A, where A is some large negative number, and X k = A otherwise, and set S n = n k=1 X k , n ≥ 1. Since E|X 1 | p < ∞ we conclude that (4.2) holds for the modified random walk, but since X k ≥ X k for all k it follows that S n ≥ S n and, with obvious notation, M n ≥ M n for all n, in particular,
which establishes (4.3) for the original random walk. The opposite implication is trivial. Next, if one of (4.4) and (4.5) holds, then so does the other, (4.3) holds via inversion, from which (4.2) is immediate. If (4.3) holds, a permutation of the arguments shows that so do the others.
Finally, for the implication that (4.2), together with E|X| p < ∞, yields E(X + ) r < ∞ we refer to [5] , p. 58.
2 One cannot, in general, conclude that E(X + ) r < ∞ if the sums are finite, without additional moment assumptions. For a counterexample, see [5] , p. 57. A sufficient condition is that E|X| r < ∞ ( [5] , p. 58). This implies, in particular, that the following is true. Remark 4.1 We mention without proof that, for r > p, one can add
to the list; cf. [5] . 2
Next we establish a random walk analog of Maejima [25] , Theorem 3.
then, for all ε > 0, we have
Conversely, if one of the conclusions holds for some ε > 0, then (4.7) holds, in particular, (4.8) -(4.12) hold for all ε > 0.
Proof. For the sufficiency we refer to Baum and Katz [1] , Chow [4] , Gut [15] , Theorem IV.4.6, and Gut [14] (the last two assertions).
As for converses, see [1] and [4] , respectively, for the first two sums. Now suppose that (4.10) holds for some ε > 0, and let random variables with superscript denote symmetrized quantities. Since,
it follows from the implication (4.9) ⇒ (4.7), cf. [1] , that E|X s | r < ∞, from which we conclude that E|X| r < ∞. The equivalence of (4.11) and (4.12) is by now routine, which implies that we are done after having observed that (4.12) ⇒ (4.10) by reversing the roles of the partial maxima and the first passage times in the calculations of Gut [14] , p. 228 (recall also the comment at the end of Section 3). 2
Precise asymptotics for partial maxima
As a preparation for the precise asymptotics for the first passage times of random walks we need results for partial maxima analogous to those of Section 2 for partial sums.
For the readers convenience we summarize some facts concerning the asymptotic behaviour of the maxima. We first stress in somewhat more detail the difference between the cases µ > 0 and µ = 0 and some consequences. Namely, in the former case the limit distribution of the (standardized) maximum is the same as that of the corresponding partial sum, whereas in the latter case we have convergence to the random variable
where {Z α (t), t ≥ 0} is a separable stable process with independent, stationary increments (in particular, Z α d = Z α (1)). For more on this, see Darling [6] , Heyde [18, 19] , and Bingham [2] . The problem is that the distribution of Y α is only known in an implicit form (except for the cases α = 1 2 and 2, the case α = 1 as always being special), which makes it hard (impossible?) to obtain precise estimates of the kind we are aiming at.
Suppose that the random walk drifts to +∞. As mentioned in the introduction the relevant cases then are 0 < α < 1 with Z α = Z α,1 ≥ 0, and 1 < α ≤ 2 with µ > 0.
Let {b n , n ≥ 1} be a normalizing sequence. We have, as n → ∞,
Mn n a.s.
• If F ∈ D(G α ), 1 < α ≤ 2, and µ = E X > 0, then
Most of these facts and further references can be found in [15] , Chapters II and IV.
Proof. We follow the method of [26] and [16] . Thus, the first step is to show that the asymptotics hold for the limit law. Since the limit law for the maxima is the same as that of the sums there is nothing to verify there. The second step amounts to showing that the normalized approximation error
is negligible. We split the difference into a sum from 1 to a suitably chosen level a(ε) and from there on to infinity. Since the indiviual terms converge to 0 the first normalized sum does so too, since it is a weighted average of the individual terms. The remaining part is estimated by the normalized sum of the tails. The first tail is that of the limit distribution, so there is nothing to prove. The second one is
which is taken care of with the aid of Lemma 2.1 precisely as in [26] and [16] .
and that E X = µ > 0. Then
Proof. The first two parts of the proof follow the usual procedure. The tail of the limit distibution, once again, is the same as before. It thus remains to show that
suitably normalized, vanish asymptotically. Now,
that is, for ε sufficiently small,
via the Lévy inequality and the fact that |med S n | = o(n 1/p ) as n → ∞; recall (4.6). This reduces the problem to the tails of a centered sum, so that, once again, we can apply the results from [26] and [16] . 2
Proof. This case is a little different. Namely, in order to investigate the tail difference, the first step in the cited papers is based on the fact that
2) for any η < α, a fact that is found in Ibragimov and Linnik [22] , page 142. In the present context we thus have to show that
However, by integrating the inclusion in (5.1) we obtain
Here the second inequality follows from Gut [12] , Lemma 2.2, and the third one from the fact that the normalizing sequence is nondecreasing. The finiteness follows from (5.2). Once this has been verified the remainder of the proof of the theorem is exactly the same as in [26] and [16] . This takes care of the two-sided tail, and, hence, also of the one-sided tail.
Theorem 5.4 Let 0 < p < 2. Suppose that E|X| r < ∞ for some r ≥ 2, that E X = µ > 0, and set σ 2 = Var X. Then
Proof. We modify the proof in [20] (which to a large extent is the basis for the other cited papers) as in the proof of Theorem 5.1 above. 2
Remark 5.1 Theorem 5.4 also holds when µ = 0, however, with the slight modification that the one-sided limit coincides with the two-sided one here. To see this it suffices to observe that
Precise asymptotics for first passage times
In this section we present some results for random walks drifting to +∞, analogous to those of Section 3. The proofs follow the same pattern as those for the counting processes with S n replaced by M n and the precise asymptotics for sums replaced by those for partial maxima from Section 5. We omit all details.
Convergence rates
Proposition 7.1 Suppose that E X = 0 and that Var X = σ 2 < ∞. For all ε > 0 we have
Proof. The first relation follows from Davis [7] , Theorem 1, from which the second one then follows as in the proof of Proposition 4.1 via symmetrization, desymmetrization, the fact that |med S n | = o( √ n) as n → ∞ and Lévy's inequality.
Finally, a change of variable u = t 2 /(ε 2 log t), that is, t ∼ ε 1 2 u log u as t → ∞, and computations of the usual kind, yield
2
We also mention, without proof, that by exploiting Theorem 6.2 of Gut [13] the following log log-variant can be obtained via the same procedure.
Proposition 7.2
Suppose that E X = 0 and that Var X = σ 2 < ∞. For all ε > σ √ 2 we have ∞ n=3 1 n P (S n > ε n log log n) < ∞, ∞ n=3 1 n P (M n > ε n log log n) < ∞, ∞ n=3 1 n P (ν(n) ≤ n 2 ε 2 log log n ) < ∞, ∞ 3 1 t P (ν(t) ≤ t 2 ε 2 log log t ) dt < ∞.
Precise estimates
Theorem 7.1 Suppose that E X = 0 and that Var X = σ 2 < ∞. Then
1 n P (S n ≥ ε n log n) = 1 2 σ 2 , (7.1)
2)
3)
Proof. Assertion (7.1) is a one-sided version of [16] , Theorem 3, with δ = 0, and (7.2) follows via estimates like in Theorem 5.2; cf. also Remark 5.1. In order to prove (7.3), we note that 0 ≤ = log 3 ε 2 log 3 = −2 log ε + C, as ε 0, (7.5) which, together with (7.2), and the computations from the proof of Proposition 7.1, proves (7.3) and, hence, via the usual kind of estimates, also (7.4). 2 Theorem 7.2 Suppose that E X = 0, that Var X = σ 2 < ∞, and that E X 2 (log + log + |X|) 1+δ < ∞ for some δ > 0. 1 n P (S n ≥ ε n log log n) = σ √ 2 ,
Proof. The first result is a one-sided special case of [17] , Theorem 1. The remaining part of the proof is similar to the corresponding parts of the previous one. 2
Remark 7.1 In a recent preprint Spȃtaru [27] , Remark 8, mentions that it can be shown that Theorem 1 of [17] , in fact, holds under condition (7.6) with δ = 0. Oleg Klesov [23] has, independently, made the same observation. So, assumption (7.6) can be weakened to E X 2 log + log + |X| < ∞ in Theorem 7.2 as well. 2
By the same approach it is possible to prove the following result, the first conclusion of which is a one-sided version of [17] , Theorem 2. An analogous convergence rate result could, of course, also have been included. 1 n log n P (S n ≥ ε n log log n) = 1 2 σ 2 ,
1 n log n P (M n ≥ ε n log log n) = σ 2 , lim ε 0 ε 2 ∞ 3 1 t log t P (ν(t) ≤ t 2 ε 2 log log t ) dt = σ 2 ,
1 n log n P (ν(n) ≤ n 2 ε 2 log log n ) = σ 2 .
