The distribution function of particles over clusters consisting of them is proposed for a system of identical intersecting spheres, the centers of which are uniformly distributed in space. Distribution is universal in the sense that the form of the distribution function is determined by only one parameter, equal to the ratio of the sphere radius (interaction radius) to the average distance between the centers of the spheres. This parameter plays also a role of the order parameter. It is revealed under what conditions the universal distribution is reduced to known distributions, such as the log-normal distribution. Applications of the proposed distribution to some realistic physical situations, which are close to the conditions of the condensation, are considered.
I. INTRODUCTION
Consider a system of identical point particles randomly distributed within a certain volume with a density ρ = N 0 /V , where N 0 is the total number of particles in the system with volume V . The most probable average distance between particles in such a system is l 0 = 0.55396ρ −1/3 (see Hertz distribution, Eq. (676) in [1] ). We assume that two particles belong to the same cluster, if the distance between them does not exceed a certain "radius of interaction" R. The system, therefore, is a collection of identical spheres, some of which intersect with each other, forming clusters. We are interested in the question, what is the probability that a cluster contains exactly N particles.
In this model, we assume that particles can move closer to any distance without affecting each other. Intersecting spheres form the "bound states". Then, as it will be seen below, the distribution of particles over clusters will be determined by only one parameter a = R/l 0 .
We shall call the quantity a "the interaction parameter". This parameter defines the system configuration and plays for it the role of the order parameter. The cluster size distribution is of primary importance in physics of aerosols, powder, or granular materials [2] , [3] . The size distributions are rather complex as they can not be fitted into a single function [4] . Most of the distribution functions used in practice are phenomenological, with the exception of some of them having a mathematical basis. Kolmogorov suggested that the probability of fragmentation does not depend on the size during the crushing process, and showed that the spectrum of grain sizes tends to the log-normal distribution [5] .
It has recently been shown that distribution of the contact forces in granular materials during confined comminution follow a clear log-normal distribution as well * Kabardino-Balkarian State University, Nalchik, Russian Federation.; Electronic address: khokon6@mail.ru † Kabardino-Balkarian State University, Nalchik, Russian Federation.; Electronic address: azkh@mail.ru [6] . Significant progress has been made in the consideration of the properties of non-spherical clusters [7] . This case is covered by the present approach, since the form of clusters in a system of randomly located spheres can be arbitrary. We emphasize that we consider static systems. However, we will discuss also the extent to which the results obtained can be applied to dynamic systems as well.
In what follows we shall consider a simple model which is more related to the conditions of condensation, whereas in the opposite limit it reduces to the log-normal distribution. In contrast with conventional description based on the distribution of clusters over their sizes we study the distribution of particles among the clusters that consist of them.
II. DISCRETE DISTRIBUTION FUNCTIONS
Let us renumber the clusters in decreasing order of the number of particles of which they are composed. That is, by definition, k = 1 is the sequence number of the largest cluster containing the maximum number of particles N 1 ≡ N max . In this case, the numbers k are not just the sequence numbers of clusters, but the numbers of clusters arranged in a certain order, therefore the numbers k will also be called the ranked number of the cluster.
Let N k be the number of particles in the cluster with a ranked number k. Obviously, by the definition of these numbers, always N k ≥ N k+1 and
If the maximum value of k for which N k = 0 is k 0 , then the summation in this formula can be extended to k 0 . At the same time, the number k 0 determines the number of clusters in the system, including clusters containing only one particle. Fig. 1 shows a system of N 0 = 21 particles that are randomly distributed in a two-dimensional space. For this system, we have N 1 = 6, N 2 = 5, N 3 = 4, N 4 = N 5 = 2, N 6 = N 7 = 1. Fig. 2 illustrates the distribution of particles over clusters in this system N k as a function of the ranked number k. The quantity traditionally used in practice is the distribution function of clusters by size. In this connection we also introduce a discrete distribution function W (N ), which determines the probability that cluster contains exactly N particles, that is the distribution of clusters over the number of particles. We shall mainly be interested however in the distribution of particles over clusters N k . It will be seen from the following that the distribution N k is convenient in practice, especially under conditions close to the condensation. Condensation does mean such configuration of a system when most particles are contained in several large clusters. The distribution N k determines how the particles are distributed over clusters, while W (N ) determines the distribution of clusters over the number of particles. We take the distribution N k as a basis. The advantages of the function N k are related to the fact that if, for example, the system is close to the conditions of condensation, then it may happen that the main fraction of the atoms of a substance is concentrated in a relatively small number of large clusters. Then the values of W (N ) for such particles may be very small, and the shape of this function will be determined by a large number of clusters with a very small number of particles, but which do not determine the characteristic properties of the system. On the contrary, the distribution N k distinguishes the largest clusters, which makes this distribution the most preferred in practice.
The analogue of the distribution function W (N ), which is generalized to continuous values of the argument, is traditionally used in physics of aerosols, powder, or granular materials. At this stage we will focus on clarifying properties of discrete distributions normalized to the number of particles (or clusters) in the system. Distribution functions N k and W (N ) are uniquely related. Consider a discrete function k(N ), which is the inverse function of N k ≡ N (k). Then the quantities
will determine the distribution W (N ), that is, the number of clusters containing exactly N particles, where 1 ≤ N ≤ N max = N 1 , here N max is the number of particles in the largest cluster. Eq. (3) can be understood from the following reasoning. The value of k (1) is equal to the number of clusters containing at least one particle, while k(2) gives the number of clusters containing at least two particles. Then the difference between them will give the number of clusters containing exactly one particle, i.e. W (N = 1). It should be set k(N max + 1) = 0 in Eq. (3). It is obvious that following relations take place
Thus, if the distribution N k is normalized to the number of particles in the system, then the distribution function W (N ) is normalized to the number of clusters. In the example with N 0 = 21, shown in Figs. 1 and 2 , the function k(N ) takes 6 nonzero values:
Then the values of the distribution function W (N ) are as follows:
In this example, N max = 6 and k 0 = 7. It is easy to verify that relations (4) and (5) are satisfied. The numbers N k were determined by means of the Monte-Carlo simulation for a spatially uniform distribution of particles in the system, for fixed total number of particles N 0 and for a given value of the interaction parameter a. The set of occupation numbers of clusters with particles N k is a random variable, and each such set has its own probability. For example, one can ask the question what is the probability that a cluster with ranked number k contains exactly n particles. We calculated the average values of the occupation numbers, as a result of averaging over 50 runs. These average values will also be denoted as N k .
The distribution of particles with a = 2 over clusters N k as a function of the ranked cluster number k for different values of the number of particles (atoms) in the system N 0 is shown in Fig.3 . For example, it follows from Fig. 3 that in a system with 10,000 atoms there is one biggest cluster with an average number of particles in it N 1 ≈ 350; one cluster with N 2 ≈ 275; clusters with numbers k =45-55 contain approximately 50 particles each. For a given number of particles in the system N 0 , the distribution N k is completely determined by the value of the interaction parameter a. It is clear that the greater the N 0 , the higher position of the curves in Fig.  3 .
Figs. 4 and 5 illustrate the difference in the distribution functions N k and W (N ) (in Figs. 4 and 5 these are discrete functions) for the same system with N 0 = 8000 with a = 0.8. This is the case when cluster formation has just begun and the largest cluster contains only 7 particles. W (0) in Fig. 5 indicates the probability that a cluster does not contain particles. This number (in this example, W (0) = 0.164) means that the proportion of particles that are included in at least one cluster (including clusters consisting of one particle) is equal to 1−0.164 = 0.836. Figs. 4 and 5 show that the description of the system in terms of the distribution over the number of particles N k is much more informative than the description using the distribution over the clusters W (N ), since very small values of W (N ) ∼ 10 −4 correspond to large clusters. As it was mentioned above, the values of N k are the average values of the numbers of particles in a cluster with the ranked number k. In fact, for a given k, there is a certain distribution of clusters over the number of particles in it. That is, for example, the number of particles in the largest cluster N 1 is a random variable, and the values of N 1 shown in Fig. 3 for different N 0 are average values of N 1 .
Let w (k) (n) be the probability that the cluster with the ranked number k contains exactly n particles, then for all k and the numbers N k are defined as
Distribution functions w (k) (n) for k = 1, 2, 6 and N 0 = 5000 (shown by circles in Fig. 3 ) are shown in Fig. 6 . The mean values of N 1 = 296, N 2 = 233 and N 6 = 137, shown in the figure and given by expression (7), exactly coincide with the corresponding values in Fig. 3 (curves for N 0 = 5000).
The curves in Fig. 6 were obtained by analyzing data from 50 Monte-Carlo runs. The distribution w (k) (n) is wider, the larger the cluster size (i.e., the smaller the k). As can be seen from this figure, large clusters have a rather wide variation in the number of particles contained in them.
III. LOG-NORMAL DISTRIBUTION
Let us compare the distribution function of clusters over the number of particles contained in them W (N ) (3) and obtained by computer modeling described above, with one parameter log-normal distribution
where σ is a dispersion of ln N . Distribution function (8) is normalized
The mean values of the number of particles in a cluster N and of its square N 2 are
Knowing the mean number of particles in the cluster N from the simulation, one can calculate the parameter σ from Eq. (10) and compare the distribution (8) with results of simulation.
For small values of the argument in Eq.
Figs. 7 and 8 illustrate the comparison of the lognormal distribution (8) with the results of the computer simulation for different values of the interaction parameter a and fixed number of particles in the system N 0 = 10 4 . It follows from these figures that log-normal distribution describes satisfactory the behaviour of the cluster distribution function W (N ) especially for clusters with relatively small number of particles. One can also learn from these figures that the cluster distribution function is very sensitive to the value of the interaction parameter (1).
The Monte-Carlo simulation gives a large scatter in the distribution of clusters over the number of particles W (N ) for big clusters (i.e., for clusters with a large number of particles). For each individual history, the behavior of W (N ) is regular but the number of particles in the largest clusters (with small k in N k ) will be different for different histories in accordance with the distributions of w k (n) shown in Fig. 6 . This circumstance leads to a statistical straggling in the distribution W (N ) for large N , as can be seen in Figs. 7 and 8. It follows from these figures that the system contains a gas from a large number of individual atoms or small clusters described by a log-normal distribution, and a relatively small number of big clusters containing many particles.
IV. UNIVERSAL DISTRIBUTION
Instead of a discrete variable k, representing the ranked number, we introduce the continuous variable x = k/N 0 . In this case, discrete distribution N k transforms into continuous distribution N (x) = N k/N0 , 0 < x < 1. The distribution of particles over clusters N (x), corresponding to the distributions shown in Fig. 3 for a = 2, are shown in Fig. 9 . For the new variable x, all curves N (x) for different numbers of particles in the system N 0 almost coincide. The "boundary conditions" associated with the number of particles in the system N 0 play a significant role for a relatively small number of particles N 0 < 10 3 . Therefore, it can be argued that for large N 0 > 10 3 the function N (x) represents some universal distribution of particles over clusters, depending only on one parameter which is the interaction parameter a in Eq. (1). The variable x can be called a relative ranked cluster number, or simply a cluster rating. This name is justified by the fact that smaller values of x correspond to clusters with a larger number of particles, that is, the rating of clusters with small x is greater than that of clusters with larger x. 
In many cases, the upper limit of integration in Eq. (13) can be extended to infinity. Schematic drawing of the behavior of the distribution N (x) as a function of the interaction parameter a is shown in Fig. 10 . The dashed line corresponds to absence of clusters in the system (a = 0), i.e. the system consists of individual atoms only. As a increases, the distribution function N (x) shifts to the left, so that N (x) → δ(x) if a → ∞; δ(x) is the Dirac's δ-function. The behavior of the distribution function similar to that shown in Fig. 10 , with the same initial and boundary conditions, takes place in the theory of cascade equations, where the role of the time variable is played by the interaction parameter a (see Fig.1 in [8] and related text). The universal distribution functions N (x) for different values of the interaction parameter a are shown in Figs. 11 and 12. The calculations have been made for N 0 = 10 4 . Each point is the result of averaging over 50 runs. The area under these curves defines the fraction of particles ∆N that are contained in clusters with a rating in the interval (x, x + ∆x).
The generalization of the discrete distribution of clusters over the number of particles (3) on the continuous distribution W (N )dN , which gives the probability that the cluster contains the number (or fraction) of particles in the interval (N, N +dN ) , can be done as follows. after which the desired distribution has the form
where 0 < x < 1, 0 < N < ∞ and
As an example, consider the normalized model distribution where 0 < α < 1; N = 1 − α means the uniform distribution x = 1, so N ≥ 1 − α. Then for the distribution function of clusters over the number of particles in them we find
In some cases, it may be useful to do the inverse procedure and reconstruct the distribution of particles among the clusters N (x) from the known distribution function W (N ). It follows from Figs. 11 and 12 that the process of cluster formation strongly depends on the parameter a and rapidly intensifies for a > 1.5. Thus, at a = 1.5, 3 particles. This is illustrated in Fig. 13 , which shows the dependence of the fraction of particles contained in the cluster of the largest size on the interaction parameter a. When a > 3, almost all particles of the system are contained in one cluster, that is, complete condensation occurs. Note that this model does not take into account the fact that particles cannot approach each other less than a certain distance due to the strong repulsion of atoms at small distances. In fact, complete condensation occurs already at a > 2.5 (see below).
For large values of x, the stepwise character of the curves N (x) is manifested in Figs. 11, 12 . The steps correspond to individual atoms, or clusters containing 2 or 3 particles. For N 0 → ∞, the stepwise behavior of the function N (x) will disappear.
V. COMPARISON WITH MOLECULAR DYNAMICS
It should be emphasized that in this article we do not set as our goal a detailed interpretation of experimental data or real physical situations. Nevertheless, it is interesting to compare the obtained one-parameter universal distributions with the distributions in more realistic systems. Further, the distributions of N k , which depend on the number of particles in the system, will also be called universal, like N (x). Comparison of the distribution of atoms over clusters N k with that calculated by the molecular dynamics method (MD) for a system of 8000 krypton atoms at a temperature of 95 K is shown in Fig. 14 . These conditions correspond to the value of the interaction parameter a ≈ 0.8. The MD method used in this calculation is described in [9] , and is based on LAMMPS computer package [10] .
It is seen in Fig. 14 that the universal distribution with a = 0.8 gives a weaker degree of cluster formation for large clusters k <200 than that predicted by MD. This is due to the fact that the attraction of atoms takes place in real system, which contributes to the formation of clusters. In addition, we consider the static model, whereas in real systems atoms move and not all of them can form bound states in collisions. A reverse processes of destruction of bound states during collisions also occur. For a universal distribution, this corresponds to a larger value of the interaction parameter a. So, in this example, at a = 1.2, the model distribution quite adequately reproduces the results of molecular dynamics. Fig. 15 illustrates the comparison of the MD calculation for argon at temperature T = 1.293T 0 with the universal distribution N k . T 0 corresponds to the minimum of the interaction potential of argon atoms with each other. The number of atoms in the system is N 0 = 2353. Under these conditions a ≈ 1.355. In this case, there is a good agreement between the universal distribution and MD calculation.
VI. CONCLUSIONS
A universal particle distribution function over clusters, depending only on one parameter, can be introduced. This parameter plays the role of the order parameter for the system under consideration and is equal to the ratio of the interaction radius to the mean distance between particles. Strictly speaking, the universal distribution refers to a system of spheres, which, at the intersection, form clusters and the centers of which are uniformly distributed in space. Nevertheless, this distribution can adequately describe realistic systems as well. The universal distribution reduces to a log-normal distribution for clusters of relatively small sizes, but differs significantly from it for large clusters, the proportion of which may be small, but which contain a large number of particles, and, therefore, define the basic features of the system.
There are three main factors that lead to a difference in the distributions of particles over clusters in real systems from the universal distributions considered in this paper. The main factor is that atoms in real systems cannot approach unboundedly close to each other. This leads to the fact that already for a > 2, clusters in real systems already contain more particles than the universal distribution predicts. The second factor is that the universal distributions suggest that if two atoms are located close to each other, then they inevitably form a bound state. In fact, it is not. This factor can be taken into account if to consider only those moving particles that can form bound states energetically. I.e. N 0 in this case should be the number of those particles for which the kinetic energy in their center of mass is less than the absolute value of the interaction potential barrier depth. Finally, the third factor is the presence of an attractive force between atoms, which leads to more intense cluster formation, especially under conditions close to the conditions of condensation. 
APPENDIX
In what follows we shall consider the algorithm for calculating the cluster structure and illustrate it for the system shown in Fig. 1 .
Let the matrix R ij define the distances between the particles (i < j ). We construct a square matrix Q with zero diagonal elements and zeros for all elements below the main diagonal. The remaining elements (above the diagonal) consist of zeros and ones, so that
where R is the "interaction radius"; (i, j) = 1, ..., N 0 ; N 0 is the number of particles in the system. The number of ones in such a matrix is equal to the number of binary bonds in the system. The matrix Q corresponding to the system in Fig.1 is shown in Fig.16 . Instead of ones, the elements of the matrix are shown by bold points. The matrix in this case contains 15 points, corresponding to 15 bonds between particles. A system without bonds (i.e., without clusters) corresponds to a zero matrix. Further, the indices of the rows and columns i, j of the matrix for some k-th bond will be denoted as (a k , b k ), where a k and b k are integers, numbering the rows and columns of the matrix Q.
The set of m links (bonds)
will belong to one cluster, if one of the numbers a i or b i (or both) of any pair occurs at least once in the remaining pairs in (B). For example, a cluster of six particles in Fig.1 corresponds to a set of five bonds (2, 4), (2, 5), (4, 11), (4, 13), (11, 15).
We see that at least one of the numbers in any pair is contained at least once in one of the other pairs. From the construction (C) we conclude that this cluster consists of 6 particles with numbers: 2, 4, 5, 11, 13 and 15. The rows and columns of the matrix Q, which correspond to the configuration (C), form a grid that defines the particles that belong to the same cluster. Collections of pairs of type (B), and hence the distribution of particles in clusters, can be found by analyzing the rows of the matrix Q, starting with the first row. All non-zero elements of a row or column of the matrix Q belong to the same cluster. The bonds with the same row or column numbers belong to the same cluster as well (for example, when we consider another row with the same number as the column number in the original matrix element, see below). If all elements of the k-th row and k-th column are equal to zero, then the k-th particle does not form bonds and is a cluster of one particle.
Analysis of the cluster structure of the matrix Q begins with the 1st row, which defines all the bonds of the first particle with the other particles (for a given system configuration, the particles are numbered in an arbitrary order). All these particles are included in the first cluster. Further, we do not mean the ranked cluster number. Clusters will be numbered in the order of their formation. The ranked number will be determined after identifying all the clusters in the system and only then line up in order of decreasing the number of particles in them.
If a bond (i.e., a unit matrix element) appears in the 1st row and k-th column, then the particles with numbers 1 and k belong to the same cluster. Similarly, the remaining bonds in the first line (1, j), j > k, are revealed. After that, we go to the line (matrix row) with the number k and reveal all the bonds in this line. The particles forming these bonds are also included into the cluster 1. Then, it is analyzed whether there are links in the remaining rows with numbers j that have already been encountered as column numbers in the 1st row. In subsequent calculations, all rows and columns belonging to the same cluster are no longer considered.
After all the particles belonging to cluster 1 formed by the first particle (i.e., the 1st matrix row) are identified, then we go to the second matrix row. If the number 2 has already entered the sequence of links (B) included in the first cluster, then we go to the 3rd matrix row, otherwise we analyze the matrix row 2, as described above. And so on, we iterate through the rows of the matrix Q.
As an example, consider how the sequence of bonds (C) is formed. This sequence is formed by the second row of the matrix Q in Fig.16 . There are the unit elements (2, 4) and (2, 5) on this line. Therefore, we go first to the 4th row. It forms bonds (4, 11) and (4, 13). Lines 5 and 13 do not form bonds, but line 11 contains the link (11, 15). This gives the sequence (C). Further, the rows and columns with numbers included in the sequence (C), fall out of the analysis, and we go to the matrix line 3, etc.
As a result, with the help of the matrix Q in Fig.16 , we arrive at the following sequence of calculation of the cluster structure of the system shown in Fig.1 .
Cluster 1: (1,6), 2 particles with numbers 1 and 6; Cluster 2: is defined by the sequence (C); Cluster 3: one particle with number 3; Cluster 4: (7,10), 2 particles with numbers 7 and 10; Cluster 5: (8,12), (8, 17) , (8, 19) All matrix lines after the 14th fall out of the analysis, since all particles are already distributed in clusters.
