While traditional verification methods are commonly used to assess numerical model quantitative precipitation forecasts (QPFs) using a grid-to-grid approach, they generally offer little diagnostic information or reasoning behind the computed statistic. On the other hand, advanced spatial verification techniques, such as neighborhood and object-based methods, can provide more meaningful insight into differences between forecast and observed features in terms of skill with spatial scale, coverage area, displacement, orientation, and intensity. To demonstrate the utility of applying advanced verification techniques to mid-and coarseresolution models, the Developmental Testbed Center (DTC) applied several traditional metrics and spatial verification techniques to QPFs provided by the Global Forecast System (GFS) and operational North American Mesoscale Model (NAM). Along with frequency bias and Gilbert skill score (GSS) adjusted for bias, both the fractions skill score (FSS) and Method for Object-Based Diagnostic Evaluation (MODE) were utilized for this study with careful consideration given to how these methods were applied and how the results were interpreted. By illustrating the types of forecast attributes appropriate to assess with the spatial verification techniques, this paper provides examples of how to obtain advanced diagnostic information to help identify what aspects of the forecast are or are not performing well.
Introduction
A well-established approach in the numerical weather prediction (NWP) community for assessing quantitative precipitation forecasts (QPFs) is based on the use of traditional verification methods (Jolliffe and Stephenson 2011; Wilks 2011) , which require near-perfect spatial and temporal placement for a forecast to be considered good. These approaches tend to favor the smoother forecast fields of coarser-resolution models and offer little or no meaningful insight regarding the reasons a forecast is assessed to be good or bad. It is also widely acknowledged that using traditional verification metrics for evaluation may unfairly penalize and fail to show the benefits of higher-resolution forecasts (Mass et al. 2002; Done et al. 2004; Davis et al. 2006; Clark et al. 2007; Ebert 2009 ). In contrast, more advanced spatial verification techniques (Ebert 2008 (Ebert , 2009 Ahijevych et al. 2009; Gilleland et al. 2009 Gilleland et al. , 2010 , such as neighborhood methods, can provide information on the spatial scale at which a forecast becomes skillful, and object-based methods can provide information on differences between forecast and observed features in terms of coverage areas, displacement, orientation, and intensity.
Numerous studies (e.g., Mittermaier and Roberts 2010; Duda and Gallus 2013; Johnson et al. 2013; Mittermaier et al. 2013; Clark et al. 2014) have demonstrated the utility of applying advanced spatial verification techniques to high-resolution models (,5-km horizontal grid spacing), whereas the application of these methods for models with a middle (.5-20 km) and coarse (.20 km) resolution is not well documented in the literaturethough there is no fundamental reason suggesting they would be inappropriate. The Developmental Testbed Center (DTC) utilized output from the Global Forecast System (GFS; EMC 2003) and the operational North American Mesoscale Model (NAM; Janji c 2003 Janji c , 2004 to compare and contrast QPF performance when assessed using traditional, spatial, and object-based verification methods. Traditional verification metrics computed for this test included frequency bias and Gilbert skill score (GSS) with an adjustment accounting for the bias in the forecast.
To further investigate errors in the simulated mesoscale QPF features (with scales from a few to several hundred kilometers), two spatial techniques were also examined: the fractions skill score (FSS; Roberts and Lean 2008) and the Method for Object-Based Diagnostic Evaluation (MODE; Davis et al. 2006 Davis et al. , 2009 . These state-of-the-art verification techniques offer more diagnostic information when assessing forecast performance than do the widely applied traditional methods. The comprehensive evaluation conducted for the GFS and NAM QPFs offers an opportunity to illustrate advantages of applying these more advanced spatial techniques and suggests some ''best practices'' when using these methods for mid-and coarse-resolution models.
Data a. Precipitation analyses
For this evaluation, forecast precipitation amounts in accumulation periods of 3 h were assessed utilizing the hourly 4-km National Centers for Environmental Prediction (NCEP) stage II analyses summed into 3-h accumulations. As summarized in Lin and Mitchell (2005) , NCEP stage II refers to a real-time, high-resolution, multisensor precipitation analysis from hourly radar precipitation estimates and hourly rain gauge data. While some initial quality control steps are included in the stage II analysis (e.g., removal of anomalous propagation), no manual quality control (QC) is performed and, thus, some inherent biases may exist in the dataset. Spurious areas of precipitation can be a result of radar artifacts (e.g., beam blockage) not corrected for in the QC algorithms; this could potentially lead to spatially varying biases in the analysis field (Hunter 1996; Fulton et al. 1998 ). While it is acknowledged that NCEP's stage IV analyses are produced with more advanced algorithms and some manual QC procedures, major benefits of the stage II analysis include its timeliness and consistency in producing hourly analyses and its near-full coverage over the contiguous United States (CONUS) (Lin and Mitchell 2005) . For the latter reason, stage II analyses were chosen for use in this study. While issues with radar coverage are well documented in the mountainous regions of the western United States (Westrick et al. 1999; Maddox et al. 2002) , the region is included in this study because it is important to demonstrate the application of objective verification techniques over this area to help forecasters and model developers to better understand model QPF performance in this region.
b. Model output
Operational QPF output from GFS and NAM was retrieved from the National Oceanic and Atmospheric Administration (NOAA)/NCEP for 18 December 2008 -15 December 2009 . For this study, focus was placed on the 0000 UTC daily forecast initializations and the associated precipitation accumulations at 3-h intervals out to 84 h. The native datasets for the NAM output are on an Arakawa E grid staggered domain with approximately 12-km grid spacing, whereas the GFS output is on a global Gaussian grid with 0.58 3 0.58 (approximately 55 km) resolution. For this evaluation, the copygb program, developed by NCEP, was used to regrid the GFS and NAM native output onto the same grid as the precipitation analyses: a 4-km CONUS grid with a polar stereographic map projection. This step was necessary because the forecast and analysis fields must be collocated on the same grid in order to perform gridto-grid comparisons. Thus, a choice had to be made regarding which grid to interpolate everything to for consistency. Choosing which common grid to interpolate to strongly depends on the research question that is being addressed. For this analysis, the decision to interpolate the GFS and NAM output to the 4-km observation domain was made for several reasons. In this case, we are interested in determining how well the models replicate the precipitation represented in the 4-km precipitation analysis and what is potentially gained from the higher-resolution model. While interpolating a coarse-resolution (e.g., GFS) QPF field to a higher-resolution grid will not artificially produce finescale structure, it is desired to preserve any additional smaller-scale structure provided by the midresolution (e.g., NAM) model. This approach also allows the precipitation analyses to remain on their native grid and not be subjected to any interpolation. Finally, since FSS is one of the spatial verification approaches being applied in this study-which allows comparisons across many different spatial scales-it is valuable to be able to start examining results at the finest resolution possible.
The budget interpolation option in the copygb program, also known as the remapping or simple nearestneighbor averaging method [described in Baldwin (2012) and Accadia et al. (2003) ], was utilized. This approach conserves the total area-average precipitation amounts of the native grid. While Accadia et al. (2003) demonstrated that interpolation can have a statistically significant impact on the resulting verification scores, they concluded that utilizing the budget interpolation option provides skill scores that ''are generally closer to those computed on the native grid.''
Verification a. Measures
To demonstrate the utility of applying advanced verification techniques to mid-and coarse-resolution models, several traditional metrics and spatial verification techniques were applied to QPFs provided by GFS and NAM. The Model Evaluation Tools (MET; Fowler et al. 2010 ) software package, which offers a wide variety of verification methods, was utilized in conjunction with software in the R statistical language (R Development Core Team 2013). The basic concept behind each approach is provided in the following section, while specific details on how each method was implemented for this study are provided in section 4, along with a discussion of the results.
1) TRADITIONAL METRICS
As is commonly used in the NWP community, grid-togrid comparisons of the forecast and observation fields were performed and standard 2 3 2 contingency tables (Table 1) were created for a range of accumulation thresholds and forecast lead times, from which a variety of verification measures and skill scores can be computed (Jolliffe and Stephenson 2011; Wilks 2011) . For this study, the traditional metrics computed were frequency bias and GSS. Frequency bias [Eq. (1); terms defined in Table 1 ] measures the ratio of the frequency of forecast events to the frequency of observed events and indicates whether the forecast system has a tendency to underforecast (,1) or overforecast (.1) events (where subscript y indicates yes and n indicates no):
The Gilbert skill score [Eq. (2) ] measures the fraction of observed events that were correctly predicted and is adjusted for the expected number of hits associated with random chance; it is a widely used metric for evaluating accuracy in precipitation forecasts. However, a downside to using GSS is that values can be inflated by model overprediction [i.e., frequency bias values over 1; Baldwin and Kain (2006) ]. To account for this inherent problem, an adjustment similar to that discussed by Hamill (1999) was made to the GFS and NAM QPFs, separately, in order to debias the model forecasts prior to computing the GSS. The procedure includes, first, identifying the coverage area for each observed precipitation accumulation threshold of interest. Then, the forecast precipitation accumulation threshold that results in a similar coverage area, thereby providing a frequency bias as close to, without exceeding, 1 as possible, is identified. From there, the standard GSS is calculated using the observed and forecast precipitation accumulation thresholds with corresponding coverage areas. While the debiasing method removed nearly all of the bias in the GFS QPFs (i.e., frequency bias ' 1), the NAM QPFs were occasionally more difficult to debias, which resulted in a somewhat low bias after the adjustment. Values of GSS range from 2 1 /3 to 1; a no-skill forecast would have a value of 0 and a perfect forecast would have GSS 5 1. An event is defined when the specific threshold criteria are met and, otherwise, is considered a nonevent:
f yy 2 f yy rand
where f yy rand 5 ( f yy 1 f yn )(f yy 1 f ny ) f yy 1 f yn 1 f ny 1 f nn .
2) SPATIAL TECHNIQUES
To illustrate the additional diagnostic information provided by spatial verification methods, this study considered two categories of techniques: neighborhood (FSS) and feature based (MODE). First, FSS was applied to obtain an objective measure of how the forecast skill of each model varied with spatial scale. FSS includes the following steps, fully described in Roberts and Lean (2008) : (i) convert all forecast F and observed O fields into binary fields for each threshold of interest, (ii) generate fractions within a square of length n that have exceeded the threshold at each grid point across the full verification domain (N x , N y ), and (iii) compute the mean-squared error (MSE) relative to a low-skill reference forecast MSE ref , which equates to the largest possible MSE that would be found if no overlap between forecast and observed events occurred. FSS for a neighborhood of length n is given by 
where
The forecast skill associated with a uniform forecast is also defined by Roberts and Lean (2008) as the FSS that would be obtained at the grid scale (i.e., n 5 1) for a forecast with a probability equal to the base rate at every point (FSS uniform 5 0.5 1 base rate/2). Here, the base rate is the fraction of the domain covered by the observed precipitation exceeding the threshold. The FSS uniform value falls approximately halfway between the random forecast skill (defined as the base rate, or fractional coverage of the domain) and perfect skill and is considered to be a reasonably skillful forecast at the lower bound of the useful spatial scales. Some advantages of FSS are that it is easy to implement, is less sensitive to localized errors than traditional metrics, and has a simple physical interpretation regarding the spatial scale at which forecasts are skillful. However, it provides only a limited level of diagnostic information, and no information on the spatial structure of the forecast being evaluated.
The second spatial verification approach applied is a feature-based method referred to as MODE. The process of identifying and verifying features (objects) with MODE is defined in Davis et al. (2006) . Briefly, this approach consists of the following steps: (i) resolve forecast and observation objects-after convolving the raw fields and thresholding the smoothed data to create the resolved object, the raw precipitation values are reinserted within the objects for use in the remainder of the analysis; (ii) compute attributes (e.g., area and centroid) for each forecast and observation object identified; (iii) determine which objects in each field should be grouped together (merged); (iv) run a fuzzy logic algorithm on all possible pairs of forecast and observation objects to determine which should be matched between the two fields; and (v) write out attributes for single objects and pairs of matched forecast and observation objects to assess forecast quality. Because MODE was designed to automate the process of subjectively assessing a forecast field, it is generally intuitive to interpret and provides physically meaningful results. The method also provides extensive diagnostic information regarding the identified features within the forecast field. MODE, however, is highly configurable; the tuning of parameters will impact the process of identifying, merging, and matching features and, ultimately, the results (e.g., Clark et al. 2014) . Thus, it is important to first determine the features of interest, and then select a set of MODE parameters that best capture the intended areas, prior to evaluation. Selecting the appropriate parameters is often an iterative process in order to determine the optimal configuration that best suits the research question; MODE parameter settings specific to this work are discussed in section 4.
b. Methodology
Verification results were computed over the CONUS region ( Fig. 1 ) for several temporal aggregations (Table 2) on the 4-km domain. The 3-h QPF verification scores for traditional metrics were evaluated every 3 h out to 84 h with a focus on a variety of accumulation thresholds (0.254, 0.508, 1.27, 2.54, 3.81, 6.35, 8.89, 12.7, and 25.4 mm) to include ordinary precipitation systems, as well as higher-impact events. Spatial techniques were also evaluated every 3 h out to 84 h, but for a subset of the accumulation thresholds used for the traditional metrics (described in greater detail below). Aggregate values were computed for the traditional and FSS methods, while median values of the distributions were used for the MODE attributes. Confidence intervals (CIs) at the 99% level were then applied to the computed statistic in order to estimate the uncertainty associated with sampling variability. With the large number of tests performed in this study, the more stringent confidence level of 99% is preferred due to the likelihood of obtaining significance by random chance. Observational uncertainty was not considered in this study. The CIs were computed using the appropriate statistical method (Gilleland 2010) ; in particular, either a bootstrapping technique was applied (for frequency bias, GSS, and FSS) or the standard error about the median was computed (for all MODE attributes except frequency bias). For the standard error algorithm, a normal distribution is assumed and the variance of the sample is considered, while bootstrapping provides an estimate of the uncertainty by applying a numerical resampling method. For this study, the resampling with replacement was conducted 1500 times.
Forecasts from both operational NWP models were available for the same cases, which makes it possible to apply a pairwise difference methodology to the verification measures. This technique calculates differences between the NAM and GFS verification statistics and applies CIs to the difference statistic. The CIs for the pairwise differences between statistics for the two models provide an efficient, objective measure of whether the differences are statistically significant (SS); in particular, if the CIs for the pairwise differences include zero, the difference in performance is not SS. The pairwise difference was computed for GSS and FSS. For these verification measures, a positive (negative) difference indicates the NAM (GFS) has greater skill. Due to the nonlinear nature of frequency bias, it is not amenable to a pairwise difference calculation. Therefore, the more powerful pairwise difference method for establishing SS cannot be used and a more conservative estimate was employed based solely on whether the CIs of the aggregate statistic overlapped between the two models. If no overlap was noted, the frequency biases of the two models were considered statistically distinguishable at the 99% level.
A key consideration related to obtaining meaningful verification results from aggregated datasets is ensuring that the underlying sample is consistent in physical characteristics. For traditional statistics, attributes such as threshold and valid time are most important for identifying meaningful subsets; in addition, for spatial verification approaches, the horizontal extent and intensity of the meteorological systems are also very important. The annual aggregation, along with the summer and winter seasons, are examined here when applying the traditional metrics and FSS. However, for the MODE analyses, the annual aggregations are not considered, and attention is focused on the individual summer and winter aggregated results. This approach is taken to ensure consistency among the identified meteorological systems included in the samples. Different accumulation thresholds were chosen for winter (0.254 mm) and summer (2.54 mm) to capture the meteorological systems generally of interest for each season; broader, synopticscale systems in the winter tend to produce larger areas of lighter precipitation, while smaller, convective-scale systems in the summer can produce more localized, higher precipitation totals.
Results

a. Traditional verification results
Traditional verification metrics have been widely used to assess the performance of forecast models for decades. Thus, it is useful to first establish baseline results using these standard metrics before demonstrating the additional information new spatial techniques can provide. Note that very few 3-h accumulations at and above 12.7 mm were found in the sample (the median frequency of observed events for this threshold was less than 1% for each of the temporal aggregations). This small sample size leads to higher uncertainty in the verification statistics for this and larger thresholds; for this reason, objective verification scores are only presented for thresholds below 12.7 mm. This is an example of steps taken to understand the observational dataset being used and when to acknowledge a sample size is too small to yield meaningful results.
1) FREQUENCY BIAS
Time series plots of annually aggregated frequency bias show that the values for both models depend strongly on threshold and valid time, but have little variation as forecast lead time increases (Figs. 2a-d) . The base rate, which is the ratio of total observed gridbox events to the total number of grid boxes summed over all cases, exhibits a peak between valid times 2100 and 0000 UTC and decreases with increasing threshold, where very few observations are associated with the largest accumulation values. Both models exhibit a strong diurnal signal with the largest frequency bias values at valid times near 1800 UTC (i.e., forecast hours 18, 42, and 66), while the smallest values are seen during the overnight hours (valid between 0300 and 1200 UTC). For the lowest three thresholds (Figs. 2a-c) , the GFS has an SS high bias (i.e., where the lower bounds of the CIs are larger than 1) at most lead times, which transitions to an SS low bias at all but the 1800 UTC valid time for the highest threshold shown (Fig. 2d) . While the NAM also has an SS high bias during the daytime hours, overnight the CIs more often encompass one, and the QPF is considered unbiased (Figs. 2a-c) . Similar to the GFS, the NAM also transitions to an SS low bias for most lead times at the largest threshold shown (Fig. 2d) . When compared to the GFS, the NAM has a statistically smaller bias at the 0.254-and 1.27-mm thresholds (Figs. 2a,b) throughout the forecast. For most lead times beyond 24 h, except at the 1800 UTC valid time for the 2.54-mm threshold and all forecast lead times for the 6.35-mm threshold, there are no SS differences between the GFS and NAM (Figs. 2c,d ).
When focusing on seasonal aggregations for a variety of thresholds at the 48-h lead time only, a uniform SS high bias for the winter season is found for GFS at all thresholds, whereas for NAM the bias is SS high for thresholds below 6.35 mm only, and the CIs encompass the value of one for larger thresholds (Fig. 3) . For summer, both the GFS and NAM have SS lowfrequency biases at and above the 1.27-mm threshold. While the GFS forecasts are unbiased for thresholds below 1.27 mm, the NAM has an SS high-frequency bias. The base rates for the summer and winter aggregations, which had the largest and smallest values, respectively, of any season, are also included in Fig. 3 . The seasonal base rate influences the size of the CIs; the largest CIs bound the frequency bias values for the winter season, indicating a higher level of uncertainty in the aggregate value due to the smaller observed sample size.
2) GSS
A decrease in the debiased and annually aggregated GSS values for 3-h QPF with increasing threshold and forecast lead time is depicted in Figs. 4a-d. The lowest GSS values occur around the valid time of 0300 UTC, and the highest values are noted around 1200 UTC, except for the 6.35-mm precipitation accumulation threshold for which the highest values occur closer to 0900 UTC. This signal is associated with the times of generally higher and lower values of base rate, respectively. Pairwise differences for the annual aggregation reveal that the NAM forecast has an SS lower skill than the GFS (negative pairwise difference values) for all lead times at the 0.254-mm threshold (Fig. 4a) . A similar result is noted at a majority of lead times for the 1.27-and 2.54-mm thresholds; the non-SS differences for these thresholds frequently correspond to the 1800 UTC valid time (Figs. 4b,c) . Fewer SS pairwise differences are noted for the 6.35-mm threshold (Fig. 4d) .
When looking at pairwise differences for the seasonal breakdown, the GFS GSS values are significantly larger than the NAM values for all thresholds for the winter aggregation and the thresholds below 2.54 mm for the summer aggregation (Fig. 5) . The decrease in seasonal base rate during the winter season is one possible contributor to the higher overall GSS values because of the larger proportion of correct negatives, which are generally easier to forecast. Another possible explanation is that the mesoscale systems during the winter season are more often strongly forced, which, again, makes them easier to forecast.
b. Spatial verification results
Spatial verification approaches provide additional diagnostic information when comparing the forecast performance of models with different horizontal scales, especially as the grid spacing decreases. While spatial verification approaches become critical when investigating forecast deficiencies at fine resolutions (,5 km), similar benefits are available at coarser resolutions. Advantages of two state-of-the-art spatial verification techniques are illustrated while keeping in mind the best practices and limitations of these types of approaches for mid-and coarse resolutions.
1) FSS
Forecast performance at a variety of spatial scales was investigated by changing the width of the verification neighborhood in grid squares n where the entire neighborhood size is defined as n 3 n grid squares. Figure 6 provides a visual example of neighborhood widths and sizes. For grid-to-grid comparisons (as is used for traditional verification metrics such as frequency bias or GSS), the neighborhood width is n 5 1, denoted by the solid outline in Fig. 6 ; the dotted and the dashed outlines illustrate larger neighborhood sizes of n 5 3 and 5, respectively. Neighborhood widths of n 5 3, 7, 11, . . . , 75 were applied to each model forecast for this evaluation.
Verification quilt plots (Ebert 2009; Gilleland et al. 2009 ), as in Fig. 7 , provide a clear summary of FSS as a function of spatial scale and threshold at a particular forecast lead time. For these plots, the neighborhood size increases toward the top of the plot, effectively representing coarsening of the grid, while the precipitation threshold increases toward the right. The FSS value associated with each combination of spatial scale and threshold is indicated by both the number and the color shading in each box; the warmer colors are associated with larger FSS values. Typically, the greatest skill will be associated with the coarsest resolution and lowest threshold (top-left corner), while the lowest skill will be associated with the finest resolution and largest threshold [bottom-right corner; Ebert (2009) ]. Essentially, the least skill will frequently be associated with the most difficult forecast event to accurately predictoften, very localized, intense precipitation accumulation events. A similar result is found in this study as well; regardless of lead time, the largest FSS values are associated with the larger spatial scales and the lowest threshold (0.254 mm) while the smallest FSS values are associated with the smaller spatial scales and highest threshold (8.89 mm).
As described in section 3, the uniform forecast skill is an important indicator of the scale at which the forecast becomes useful. Values less than this uniform forecast skill score are denoted with parentheses around them in the individual boxes of the quilt plot. In the FSS quilt plots generated for this comparison, the two highest precipitation thresholds of 6.35 and 8.89 mm are always associated with FSS values less than the calculated uniform forecast skill for both models regardless of spatial scale or forecast lead time. An overall decrease in skill was observed as lead time increases from 12 to 84 h, resulting in an increase in the number of FSS values that fall below the uniform forecast skill value with lead time. To focus on a generally more active time of day, in terms of precipitation, only the 24-h lead time (valid at 0000 UTC) is included in this discussion. For the annual aggregation, the NAM FSS values are consistently larger than the GFS FSS values for all scores larger than the uniform forecast skill score (Fig. 7) . Fairly consistent behavior is evident for the summer and winter aggregations (not shown).
To further explore FSS by lead time and seasonal aggregation, two spatial scales (60 and 300 km) for the 0.254-mm threshold for the winter aggregation (Fig. 8) and the 2.54-mm threshold for the summer aggregation FIG. 6. Illustration of neighborhood size and the relationship of forecast skill with varying spatial scale for a particular precipitation threshold. In the forecast and observed fields, the shaded squares represent a value of 1 if the forecast or observed precipitation in that square exceeds the designated threshold; the nonshaded squares represent a value of 0. The solid outline represents a single grid square. Evaluating each individual grid square using traditional verification metrics would reveal the forecast has no skill, as none of the forecast events overlaps with the observed events. However, as the neighborhood size increases from 9 (3 3 3 dotted outline) to 25 (5 3 5 dashed outline), both the forecast and observed fields have events in 6 of 25 grid squares. [Adapted from Roberts and Lean (2008) 
FSS values than the values associated with a larger spatial scale considered for the same model (300 km). Pairwise differences were computed between the NAM and GFS FSS values for each neighborhood size at each lead time. For the winter aggregation, NAM exhibited larger FSS values at both the 60-and 300-km neighborhood sizes, with SS pairwise differences highlighting improved QPF performance in the NAM for nearly all lead times; the only exceptions are at the longer lead times (i.e., greater than 60 h for the 60-km scores and greater than 78 h for the 300-km scores), where the CIs on the difference line encompass zero (Fig. 8) . For the summer aggregation, a majority of the CIs on the pairwise differences encompass zero. A few consistent results at valid times of 0000, 0300, 1500, and 1800 UTC indicate the NAM has significantly larger FSS values, with more SS pairwise differences noted for the 300-km neighborhood size (Fig. 9) . The only differences showing better performance by the GFS are for the 60-km neighborhood size at the 21-and 45-h forecast times. The root cause of the intermittency of SS pairwise differences and the occasional larger FSS values for GFS for the summer aggregation is related to the large change in GFS FSS values between 1800 and 0000 UTC (lead times of 18-24, 42-48, and 66-72 h), which was not found for NAM. FIG. 8 . Time series plot of FSS using a threshold of 0.254 mm aggregated across the winter season. The GFS (red), NAM (blue), and the pairwise differences (green) are shown for n 5 15 (60-km spatial scale; triangle, dot-dash) and 75 (300-km spatial scale; circle, solid). The vertical bars on the pairwise differences represent the 99% CIs.
FIG. 9. Time series plot of FSS using a threshold of 2.54 mm aggregated across the summer season. The GFS (red), NAM (blue), and the pairwise differences (green) are shown for n 5 15 (60-km spatial scale; triangle, dot-dash) and 75 (300-km spatial scale; circle, solid). The vertical bars on the pairwise differences represent the 99% CIs.
2) MODE
As discussed in section 3, MODE is a highly configurable verification tool, and it is important to define the features of interest prior to beginning an evaluation. For this study, mesoscale precipitation systems were selected as the features of interest, and MODE was tuned (select settings defined in parentheses) to best suit this focus. A raw threshold (raw_thresh) of 0.254 mm was first applied to both the forecast and observation fields and all values that did not meet the threshold of interest were set to zero. A circular smoother (conv_radius) with a radius of 10 grid points was then used. Two thresholds (conv_thresh), 0.254 and 2.54 mm, were applied to the convolved 3-h precipitation accumulation fields to define discrete precipitation objects and the raw data values were reinserted. For each forecast-observation precipitation object pair, MODE computed a total interest value between 0 and 1 to quantify the similarity of the objects. The total interest is a weighted average of the following object pair attributes, each followed by its relative weight in parentheses: the distance between the objects' centroids (2), the minimum (boundary) distance between the objects (4), the difference in the objects' orientation angles (1), the ratio of the objects' areas (1), and the ratio of the objects' intersection area to their union area (2). Identified precipitation objects were matched between the forecast field and observed field if the total interest value for a forecast-observation object pair was greater than or equal to 0.7. While no merging was performed in the individual forecast and observation fields (merge_flag 5 none), merging of simple objects into a cluster object (group of related simple objects) was allowed in each field if two or more objects in one field (either forecast or observed) matched the same object in the other field (match_flag 5 merge_both). Examples of the objects created from the forecast and observation fields for 24-h forecasts from the NAM and GFS valid at 0000 UTC 14 May 2009 are shown in Fig. 10 . Note that while the identified ''simple'' precipitation objects in the observation field are exactly the same in Fig. 10 (top) and Fig. 10 (bottom) , the comparisons between the observed and forecast fields may identify different ways to match clusters of observed and forecasted objects, depending on the forecast field. This behavior is thought to mimic the typical subjective assessment process applied by some forecasters and other weather analysts when comparing observations to different forecast models.
MODE computes a variety of measures that the user can examine depending on their specific application. When the aggregation of all objects in the forecast field is compared to the aggregation of all objects in the observed field, MODE attributes assess the bias of the forecast. Accuracy is evaluated when objects are matched between the forecast and observed field, and the differences between the forecast and observed MODE count, area, and location attributes are computed. The measures that are relevant for the dataset and approach in this study (i.e., attributes that are appropriate for examining regional mesoscale features) are discussed further in this section, starting with the total number of precipitation objects and the spatial coverage of each forecast object (i.e., the areas).
Identifying precipitation objects in both the forecast and observation fields provides a unique way of comparing the model and observed precipitation fields through a variety of attributes. Figure 11 shows the total counts of precipitation objects from the two models and the observation field as a function of forecast lead time. As was done for FSS, the results for the 0.254-mm threshold for the winter aggregation and 2.54-mm threshold for the summer aggregation will be discussed in detail. The counts represented here are the total number of simple (i.e., not matched or clustered) objects in each field summed by forecast lead time for each temporal aggregation, regardless of whether a matching precipitation object could be identified in the other field. For the winter aggregation [ Fig. 11 (top) ], a peak number of observed precipitation objects was found at 2100 UTC, and a minimum number was found at 1200 UTC. The GFS distribution exhibits a nearly opposite signal from the observed count time series, with a peak number of precipitation objects at 0300 UTC and a minimum near 2100 UTC. Regardless of lead time, the total number of precipitation objects identified in the GFS forecasts is substantially smaller than the number in the observed field. The forecast count series for NAM, on the other hand, is characterized by a double-peak structure in the total number of precipitation objects at 1200 and 0000 UTC. Hence, NAM generally underforecasted the total number of precipitation objects during the daytime, with a 3-h lag in the peak from the observed count, and overforecasted the total number of precipitation objects during the overnight hours.
The total object count for the summer aggregation [ Fig. 11 (bottom) ] exhibits a clear diurnal signal consistent with the convective nature of the precipitation objects identified. The peak count in identified precipitation objects in the observation field is shifted 3 h later than that found for the winter aggregation (i.e., to 0000 UTC), likely due to the timing of convective initiation occurring later in connection with the maximum diurnal heating during the summer. A minimum in total precipitation objects is observed from the early morning to early afternoon between 0600 and 1800 UTC. The FIG. 10 . Example illustrating the MODE objects created from the (top) NAM and (bottom) GFS (left) 3-h QPF fields and (right) associated stage II analysis field from a 24-h forecast valid at 0000 UTC 14 May 2009. Both the forecast and observations fields are on the 4-km domain. Similar colors between the fields indicate matched objects; royal blue objects in the forecast field are false alarms and in the observation field they are misses. The black lines surrounding objects are the convex hulls, which are the smallest set of curves bounding an object or group of objects together.
number of observed precipitation objects identified in the summer aggregation is about 1.5 times larger than the winter aggregation, likely due to the mesoscale versus synoptic scales of summer versus winter precipitation. For the NAM forecasts, the diurnal distribution of precipitation object counts is very similar to the diurnal distribution of the observed precipitation object counts; however, smaller total numbers of identified precipitation objects are associated with all lead times. The distribution of counts for the GFS forecasts is even further displaced toward fewer total precipitation objects, and the peak number of forecast precipitation objects, which occurs at 2100 UTC, is offset by 3 h from the observed peak. The plots in Fig. 11 suggest that while both the NAM and the GFS produced too few precipitation objects at many lead times, the NAM more closely reproduced the total number of precipitation objects found in the observation field for both seasonal aggregations and captured the timing of the convective peaks better during the summer. It is likely that the models are not able to resolve the appropriate number of precipitation objects because of the coarseness of their native resolutions. To further investigate the simple precipitation objects identified in each field, box plots of the distributions of FIG. 11 . Time series plots of total object counts by lead time for the GFS (red), NAM (blue), and stage II analysis (black) fields aggregated across the (top) winter season for the 0.254-mm threshold and (bottom) summer season for the 2.54-mm threshold.
object area by lead time are shown in Fig. 12 . In each box plot, the median value of the distribution is denoted by the ''waist'' of the box and the ''notches'' about the median approximate the 99% CIs for the median. The 25th and 75th percentiles are denoted by the lower and upper ends of the box, respectively, and the largest nonoutlier values, defined as 1.5 times the interquartile range, are contained within the whiskers of the box plot. For the winter aggregation [ Fig. 12 (top) ], the area of the identified precipitation objects in the observed field is consistent across valid times, with a median value of approximately 7000 km 2 (for reference, the area is slightly larger than the state of Delaware). The overall area of the GFS precipitation objects was significantly FIG. 12 . Box plots by lead time showing the size distributions for precipitation objects identified within the GFS (red), NAM (blue), and stage II analysis fields (gray) aggregated across the (top) winter season for the 0.254-mm threshold and (bottom) summer season for the 2.54-mm threshold. The bottom and top of each box plot correspond to the 25th and 75th percentiles, respectively; the black line at the ''waist'' is the median value and the ''notches'' about the median approximate the 99% CIs.
larger than those identified in the observed field, regardless of the seasonal aggregation examined. At the 0.254-mm threshold, for the winter aggregation, regardless of the valid time, the median precipitation object area for the GFS is nearly double the median for the observed precipitation objects. In addition, the upper ends of the whiskers for the GFS box plots are substantially larger (approaching sizes closer to the state of Wisconsin) than the upper whiskers for the observed and NAM precipitation area distributions. This difference is likely due to the coarse native resolution of the GFS, which leads to large areas of forecast precipitation. The NAM median precipitation object areas are generally significantly smaller than the median observed precipitation object areas for the winter aggregation. While the NAM is able to produce larger synoptic-scale features, with the 75th percentile of the distribution similar to that seen for the observations, it also has a large number of relatively small precipitation objects. Related, peaks in total forecast precipitation object counts are seen in Fig. 11 (top) for the NAM at the 0000 and 1200 UTC valid times. This leads to the NAM distribution having lower values for the 25th percentile and smaller median values as compared to the distribution of the observed precipitation object areas. The median area of the observed precipitation objects for the summer aggregation [Fig. 12 (bottom) ] is smaller than for the winter aggregation and is dependent on valid time; for 1200 UTC, the median value is around 6000 km 2 and drops to about 5700 km 2 at 0000 UTC. The smaller median area values of observed precipitation objects at 0000 UTC for the summer aggregation may be attributed to the climatological nature of convective initiation around that time, while at 1200 UTC the individual storm cells may have conglomerated into a smaller number of larger mesoscale-type convective systems overnight. The NAM generally replicated the size distribution of the observed precipitation objects, with CIs overlapping for the 0000 UTC valid times in the summer aggregation at the 2.54-mm threshold. For the 1200 UTC summer samples at all valid times, the median NAM forecast precipitation object areas are about 1.5 times too large and the GFS medians are nearly twice the size of the observed precipitation objects.
The poor performance of coarse NWP models in predicting warm-season precipitation can be attributed to the inability of the models to capture the rudimentary climatology of warm-season rainfall (Davis et al. 2003) . The results described above, related to the inconsistency of the GFS precipitation object counts and areas with the values for the observed field, are well aligned with this assertion from Davis et al. (2003) . Because the GFS differences in total object areas and counts are so large, it was not meaningful to undertake further investigations of forecast accuracy with additional MODE attributes for the GFS. In other words, because the forecast model cannot reproduce the correct number or size of precipitation objects, it is not beneficial to continue diagnosing the accuracy of those precipitation objects. Thus, further diagnostic analyses were only performed for NAM, which more appropriately captured the number and size of observed precipitation objects. Additional attributes available through MODE that are examined for NAM include frequency bias, symmetric difference, centroid distance, and centroid displacement (illustrated and defined in Fig. 13 ). FIG. 13 . Illustration of MODE-matched object attributes used in this study. The forecast object is shown in blue and the observed object is in red. The symmetric difference is the total nonoverlap area between the matched objects, shaded in gray (smaller is better). The centroid distance is the difference between the two centroids of the matched objects. The centroid displacement examines the x (nominally east-west) and y (nominally north-south) offsets of the centroids of two matched objects.
A MODE-based spatial version of frequency bias can be computed as the area ratio of all identified forecast precipitation objects to all identified observed precipitation objects (as with traditional frequency bias, a value greater than 1 is an overforecast and a value less than 1 is an underforecast). The NAM MODE frequency bias results by lead time depend largely on the temporal aggregation (Fig. 14) . For the winter aggregation, the NAM has an SS high bias for all lead times. In contrast, the summer aggregation has an SS low bias for all lead times except those valid at 1800 UTC, where the CIs encompass one. For both aggregations, a diurnal signal is noted. During the winter aggregation, the largest (high) bias is associated with valid times between 0600 and 1200 UTC, which are also the lead times when the total count is too large [ Fig. 11 (top) ]. For the summer aggregation, the most extreme low bias is associated with the 0000 UTC valid times, which are also the lead times that tended to have precipitation objects with areas that were too small [ Fig. 12 (bottom) ]. In addition, not enough individual storm cells were forecast (as indicated by the counts), which also contributed to the low bias. This result may indicate that NAM is not able to initiate enough discrete storms at the operational grid spacing of ;12 km.
The accuracy of the NAM forecasts is further assessed by examining several MODE metrics that directly compare matched, or clustered, forecast and observed precipitation objects. First, the symmetric difference is examined to assess how well the identified and matched observed and forecast precipitation objects relate to each other, not only in size, but also location. Symmetric difference measures the nonintersecting area between the forecast-observed precipitation object pair, with larger values indicating less overlap; a symmetric difference of zero indicates the objects exactly overlap. In Fig. 15 , the symmetric difference results for the NAM summer aggregation at the 2.54-mm threshold indicate the largest symmetric differences were found for the morning hours (1200-1800 UTC). This result may indicate a problem with the timing and propagation of the precipitation objects. In fact, that time period is also when the centroid distances between the forecast and observed precipitation objects were found to be largest (Fig. 16) , indicating the center of mass for the identified objects was farther apart. Looking further, the x and y displacements (nominally west-east and north-south, respectively) of the centroids (Fig. 17) reveal that the NAM tended to have a general westerly bias in the location of objects, perhaps indicating a lag in system propagation. This result is consistent with previous investigations conducted by Davis et al. (2003) , Grams et al. (2006), and Clark et al. (2010) , which highlight problems with the west-east propagation of mesoscale systems in several NWP models with parameterized convection. In a result that is similar to a conclusion of Davis et al. (2003) , the NAM precipitation objects have smaller errors in latitudinal position compared to the errors in longitudinal position, where there are no SS displacements of the centroid in the north-south direction. 
Summary
Multiple verification methods were applied to the operational GFS and NAM in order to highlight information provided on QPF performance when assessed using traditional, neighborhood, and object-based verification techniques for mid-and coarse-resolution models. The additional diagnostic information available from the advanced spatial verification techniques, such as FSS and MODE, is beneficial for informing forecasters and model developers why forecasts are or are not performing well. Information on the scale at which the forecast becomes skillful is available using the FSS neighborhood method. The use of MODE allows for the diagnosis of model performance in terms of coverage, displacement, and orientation-a richer evaluation than the grid overlap comparisons that more traditional, categorical metrics use. Using MODE within the context of this analysis provided additional opportunities to investigate and understand the accuracy and performance of the NAM QPFs.
When looking at the traditional metric of frequency bias, an SS high bias was noted for the winter aggregation for both GFS and NAM at most thresholds, whereas an SS low bias was found for higher thresholds and both models for the summer aggregation. While not shown, when the NAM traditional frequency bias is plotted by lead time for both seasonal aggregations, the results are consistent and closely emulate the diurnal pattern seen in the MODE frequency bias for NAM; thus, the two methods provide similar information. Looking further into the additional information provided by MODE, with regard to the total number of forecast precipitation objects identified, the GFS was found to have a significant low bias regardless of temporal aggregation. While the NAM also exhibited a low bias in the total number of forecast precipitation objects during the summer aggregation, the diurnal distribution is very similar to that found for the observation field. The GFS had far too few precipitation objects in the forecast field and the areas of those identified objects were significantly too large, which was not unexpected given its coarse resolution.
Even though the NAM forecast precipitation object size distributions were generally significantly smaller than the observed precipitation objects for the winter aggregation and summer aggregation at the 1200 UTC valid time, the CIs overlapped for the summer 0000 UTC valid time and, overall, matched the observed precipitation object size distribution more closely than the GFS. Given this context provided by MODE, it is possible to further explore potential explanations for the frequency bias values for each model. For the winter aggregation, the high-frequency bias can likely be attributed to two main issues: 1) the GFS object areas were significantly too large and 2) the total numbers of precipitation objects identified in the NAM forecast fields were too large, especially between the 0600 and 1200 UTC valid times. For the summer aggregation, the largest contributor to the low bias for the higher thresholds is likely the small numbers of forecast precipitation objects produced by both models. In addition, while the sizes of the identified forecast precipitation objects were generally closer to the sizes of the observed precipitation objects for the summer aggregation than for winter, the forecast precipitation object areas were generally smallest at the 0000 UTC valid time, concurrent with the time of the smallest-frequency bias values.
Few SS differences between GFS and NAM were identified for the traditional frequency bias metric, and the model with smaller bias values depends on forecast valid time. For GSS, however, GFS consistently had more skill than NAM when pairwise SS differences were noted. The FSS evaluation contradicted this result, especially during the winter aggregation, which clearly shows that the higher-resolution NAM had larger FSS values for the same neighborhood sizes. With the exception of the 1800 UTC valid time during the summer aggregation, when SS pairwise differences in FSS are present, NAM is favored. The FSS quilt plots provide a clear summary of forecast performance as a function of spatial scale and precipitation threshold. The quilt plot for the annual aggregation revealed that NAM consistently performed better than GFS; however, for both models, several spatial scales did not meet the uniform forecast skill value. By including FSS in the evaluation, it becomes clear that while the NAM QPF does not precisely overlap the observations, the spatial distribution is more representative of the observations than the distribution from the GFS. The use of additional MODE object attributes in an educated way can help answer clearly defined verification questions that are being investigated. For this study, mesoscale precipitation systems were selected as the precipitation sizes of interest and several diagnostic MODE measures were examined to assess the forecast accuracy, starting with the evaluation of the symmetric difference. This attribute revealed that the NAM forecast objects had the least overlap with observed objects during the morning hours between 1200 and 1800 UTC; this result points to a possible offset with timing and propagation of precipitation objects when compared to the observations. This conclusion is supported by the results related to the centroid displacement; NAM tended to have a general westerly bias in the location of precipitation objects, indicating a potential lag in system propagation.
The major focus of this paper was to describe the best practices for the evaluation of NWP model precipitation forecasts and, especially, for applying the newer spatial verification methods. The spatial verification techniques described in this paper are considered an advancement over traditional methods for evaluating forecast performance. These techniques have proven to be useful at mid-and coarse resolutions but will be critical at finer resolutions. As computational resources increase, NWP models will continue to move toward higher resolution and provide both a finer level of detail and a more realistic structure in the resulting forecasts. With regard to precipitation forecasts, benefits of high-resolution modeling (,5 km) include a finer detail in the underlying topography and the ability to explicitly depict convection (e.g., Kain et al. 2006; Weisman et al. 2008; Schwartz et al. 2009 ). However, Roberts and Lean (2008) state that ''the problem we may have to face is an inherent reduction in predictability at the new resolved scales as the grid spacing is reduced and convection is resolved.'' Thus, having appropriate verification measures is imperative to show the strengths and weaknesses of these high-resolution models. This paper provides examples of how to obtain diagnostic information regarding forecast performance on different scales; in particular, this study has illustrated the types of measures that are appropriate for assessing the performance of precipitation forecasts to answer particular types of questions, and has demonstrated the kinds of forecast performance information that the measures can provide. In addition to determining which model is better, it is valuable for many purposes to ascertain the aspects of the forecast that are or are not performing well. When carefully considering the interpretation of results, the new spatial verification methods will begin to help us answer those types of questions in a more objective manner.
