Realization of set functions as cut functions of graphs and hypergraphs  by Fujishige, Satoru & Patkar, Sachin B.
Discrete Mathematics 226 (2001) 199{210
www.elsevier.com/locate/disc
Realization of set functions as cut functions of
graphs and hypergraphs(
Satoru Fujishigea ; , Sachin B. Patkarb
aDivision of Systems Science, Graduate School of Engineering Science, Osaka University, Toyonaka,
Osaka 560-8531, Japan
bDepartment of Mathematics, Indian Institute of Technology-Bombay, Mumbai-400 076, India
Received 7 June 1999; revised 23 November 1999; accepted 30 May 2000
Abstract
We consider the problems of realizing set functions as cut functions on graphs and hyper-
graphs. We give necessary and sucient conditions for set functions to be realized as cut
functions on nonnegative networks, symmetric networks and nonnegative hypernetworks. The
symmetry signicantly simplies the characterization of set functions of nonnegative network
type. Set functions of nonnegative hypernetwork type generalize those of nonnegative network
type (cut functions of ordinary networks) and are submodular functions. For any constant in-
teger k>2, we can discern in polynomial time by a max-ow algorithm whether a given set
function of order k is of nonnegative hypernetwork type. c© 2001 Elsevier Science B.V. All
rights reserved.
1. Introduction
In this paper we present some new results concerning characterizations of cut func-
tions on graphs and hypergraphs. We give necessary and sucient conditions for set
functions to be realized as cut functions on nonnegative networks, symmetric networks
and nonnegative hypernetworks.
Section 2 furnishes denitions of basic concepts that will be used in the subsequent
sections. In Section 3 we give a compact characterization of set functions of nonneg-
ative network type, which is a variant of the characterization due to Tomizawa and
Fujishige [11] (also see [6, pp. 105{108]). Next, in Section 4, we give a characteriza-
tion of set functions of symmetric network type. We shall see how the necessary and
sucient condition for set functions of nonnegative network type is simplied when the
symmetry condition is imposed. In Section 5 we introduce the concept of a set function
( The present research was supported by a Grant-in-Aid of the Ministry of Education, Science, Sports and
Culture of Japan.
 Corresponding author. Tel.: +81-6-850-6350; fax: +81-6-850-6341.
E-mail address: fujishig@sys.es.osaka-u.ac.jp (S. Fujishige).
0012-365X/01/$ - see front matter c© 2001 Elsevier Science B.V. All rights reserved.
PII: S0012 -365X(00)00164 -3
200 S. Fujishige, S.B. Patkar /Discrete Mathematics 226 (2001) 199{210
of (nonnegative) hypernetwork type and give a necessary and sucient condition for
a set function to be of nonnegative hypernetwork type. This generalizes the result of
[11]. Set functions of nonnegative hypernetwork type generalize those of nonnegative
network type (cut functions of ordinary networks) and are submodular functions. For
any constant integer k>2, we can discern in polynomial time by a max-ow algorithm
whether a given set function of order k is of nonnegative hypernetwork type.
2. Denitions
We deal with nite sets throughout this paper. For a set V we denote the cardinality
of V by jV j. We use both set containment S T and proper set containment S T .
A function f : 2V ! R is submodular if
f(X ) + f(Y )>f(X [ Y ) + f(X \ Y ) (2.1)
for any X; Y V . A function f : 2V ! R is called symmetric if for each X V we
have f(X ) = f(V − X ). Sumodular functions and their applications are discussed in
detail in Fujishige [6], Narayanan [8] and Nemhauser and Wolsey [9].
Let G=(V; A) be a directed graph with vertex set V and arc set A. For each X V
denote by +(X ) the set of arcs from X to V −X . Given a weight function w : A! R
on arc set A, for each X V we dene w(X ) =
P
a2+(X ) w(a). We call w the cut
function of the network (G;w). A function on 2V that can be represented as such a cut
function w for some directed graph G and weight function w is called a function of
network type. Here, we do not suppose that w is nonnegative. When w is nonnegative,
such a function is called a function of nonnegative network type (see [11]; note that
being of network type in [11] is equivalent to being of nonnegative network type here).
A function of nonnegative network type is a submodular function.
A symmetric function of network type is dened in terms of undirected graph.
Given an undirected graph G=(V; E), for each X V denote by (X ) the set of edges
between X and V−X and dene a function d : 2V ! Z by d(X )=j(X )j (X V ). We
call d the degree function of G. When we are given a weight function w : E ! R on
edge set E, the cut function w : 2V ! R is dened by w(X )=
P
e2(X ) w(e) (X V ).
A function on 2V that can be represented as a cut function of some undirected graph
with a weight function on the edge set is called a function of symmetric network type.
It may be noted that a function that is symmetric and of network type is indeed a
function of symmetric network type, thus justifying our terminology. This can be seen
as follows: if a function f is the cut function of a directed graph G = (V; A) with a
weight function w and is symmetric, then the undirected graph obtained by disregarding
the orientation of arcs of G together with the weight function w is a representation of
the function 2f. Hence f is of symmetric network type.
For any integer i with 06i6jV j let (Vi ) denote the set of i-element subsets of V .
For any nonzero set function f : 2V ! R there uniquely exist functions f(i) : (Vi )! R
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for i = 0; 1; : : : ; jV j such that
f(X ) =
jX j
i=0
X
Y2( Xi )
f(i)(Y ) (X V ); (2.2)
where for each i = 1; 2; : : : ; jV j.
f(i)(X ) =
X
Y  X
(−1)jX−Y jf(Y )

X 2

V
i

(2.3)
by the Mobius inversion formula. A set function f is called of order k for a nonneg-
ative integer k with 06k6jV j if f(k) 6= 0 and f(i) = 0 (k + 16i6jV j).
3. Set functions of nonnegative network type
A necessary and sucient condition for a function to be of nonnegative network
type is obtained by Tomizawa and Fujishige as follows [11] (also see [6, Theorem
3:69] and [3]).
Theorem 3.1 (Tomizawa and Fujishige [11]). A function f : 2V ! R is of nonnega-
tive network type if and only if the following (i){(iii) hold:
(i) The order of f is less than or equal to 2.
(ii) For the functions f(i) (i = 1; 2) dened by (2:3);
f(0) = 0; f(1)>0; f(2)60; (3.1)
X
u2V
f(1)(fug) =−
X
U2( V2 )
f(2)(U ): (3.2)
(iii) For each X V;X
u2X
f(1)(fug)6−
X
U2( V2 )
U\X 6=;
f(2)(U ): (3.3)
We may note that the above is a modied version of the theorem of Tomizawa and
Fujishige in [11] and [6, Theorem 3:69]. The submodularity condition is replaced in
our version by the condition that f(2)60.
We can reformulate this theorem as follows.
Theorem 3.2. A function f : 2V ! R is of nonnegative network type if and only if
the following (i){(iii) hold:
(i) The order of f is less than or equal to 2.
(ii) f(;) = f(V ) = 0; f(2)60.
(iii) f(X )>0 (;X V ).
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Proof. We make use of the necessary and sucient condition in Theorem 3.1. First,
note that f(0) = 0 is equivalent to f(;) = 0 and that when f(;) = 0, we have f(1)>0
from condition (iii) in the present theorem. Next, it follows from the order condition
(i) on f that
f(X ) =
X
u2X
f(1)(fug) +
X
fu;vg2( X2 )
f(2)(fu; vg) (X V ): (3.4)
From (3.4), Eqs. (3.2) and (3.3) in Theorem 3.1 can, respectively, be written as
f(V ) = 0; (3.5)
f(V )− f(V − X )60 (X V ): (3.6)
Under the condition of (3.5) inequality (3.6) is equivalent to
f(X )>0 (X V ): (3.7)
Hence, the validity of the present theorem follows from Theorem 3.1.
The conditions given in the above theorem seem to be easier to understand than the
original ones in Theorem 3.1. As regards to polynomial-time veriability of these con-
ditions, it should be noted that conditions (ii) and (iii) in Theorem 3.1 are discernable
in time polynomial in jV j, by a max-ow algorithm for (iii), as we have an O(jV j2)
description of a function of order less than or equal to 2. Here we assume that the
function f of order less than or equal to 2 is given in terms of f(1) and f(2).
Similar result also holds for the conditions of Theorem 3.2. This follows from the
fact that if conditions (i) and (ii) in Theorem 3.2 hold for a function f, then f can
easily be minimized by a max-ow min-cut algorithm (see [10,1], and the discussion
in [7,2, or 9, pp. 694{697]).
We may further comment that the equivalence of submodularity and the condition
f(2)60 is well known for functions f of order less than or equal to 2. This may be
found, for instance, in Fisher et al. [4] or Hansen and Simeone [7]. Thus, by making
use of the equivalence of the above theorems, viz., Theorems 3.1 and 3.2, it is clear that
the submodular functions f : 2V ! R of order less than or equal to 2 and satisfying
f(;) =f(V ) = 0, can be minimized in time polynomial in jV j by a single application
of a max-ow min-cut algorithm. Here again we assume that the function f of order
less than or equal to 2 is given in terms of f(1) and f(2).
4. Set functions of symmetric network type
In this section we consider symmetric set functions and examine how the necessary
and sucient condition for a set function to be of nonnegative network type given in
the previous section is simplied under the symmetry condition.
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Let us consider a function f : 2V ! R that satises the following equation for each
X; Y V .
f(X ) + f(Y )− f(X [ Y )− f(X \ Y )
=f(X − Y ) + f(Y − X )− f((X − Y ) [ (Y − X )): (4.1)
(Note that f(;) = 0 follows from this condition when we take X; Y disjoint.) For
example, it can routinely be checked that the degree function of an undirected graph
satises these equations.
We shall show that condition (4.1) is necessary and sucient for a given symmetric
function f to be of symmetric network type. Note that the necessity of (4.1) is clear.
Construct an undirected complete graph G=(V; E) with E=(V2 ) and an edge-weight
function w dened as follows: For each edge fu; vg 2 E,
w(fu; vg) = 12ff(fug) + f(fvg)− f(fu; vg)g: (4.2)
It suces to show that condition (4.1) is sucient for the function f to be the cut
function of the graph G = (V; E) with the weight function w dened above.
We rst show two lemmas.
Lemma 4.1. Let f : 2V ! R be a function that satises condition (4:1). Then;
f(X ) + f(fug)− f(X [ fug) =
X
w2X
ff(fwg) + f(fug)− f(fw; ug)g (4.3)
for any X V and u 2 V − X .
Proof. Without loss of generality, let X = fv1; v2; : : : ; vpg. The right-hand side of (4.3)
is rewritten asX
w2X
ff(fwg) + f(fug)− f(fw; ug)g
=ff(fv1g) + f(fug)− f(fv1; ug)g+ ff(fv2g)
+f(fug)− f(fv2; ug)g+   + ff(fvpg) + f(fug)− f(fvp; ug)g: (4.4)
Using condition (4.1), this becomesX
w2X
ff(fwg) + f(fug)− f(fw; ug)g
=ff(fv1g) + f(fug)− f(fv1; ug)g
+ ff(fv1; v2g) + f(fv1; ug)− f(fv1; v2; ug)− f(fv1g)g
+ ff(fv1; v2; v3g) + f(fv1; v2; ug)− f(fv1; v2; v3; ug)− f(fv1; v2g)g
  
+ ff(fv1; : : : ; vpg) + f(fv1; v2; : : : ; vp−1; ug)
−f(fv1; : : : ; vp; ug)− f(fv1; v2; : : : ; vp−1g)g: (4.5)
Performing cancellations, we get the lemma.
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We may note that in the proof of this lemma we have not used the symmetry
condition (nor does the observation f(;) = 0 require symmetry).
Lemma 4.2. Let f : 2V ! R be a function that satises condition (4:1). Then;
f(X ) + f(V − X )− f(V ) =
X
u2V−X
ff(X ) + f(fug)− f(X [ fug)g (4.6)
for every X V .
Proof. The case X = V holds, as f(;) = 0, which follows from condition 4:1.
We now consider the case X V . Without loss of generality, let V−X=fu1; u2; : : : ; upg.
Then the right-hand side of (4.6) is rewritten asX
u2V−X
ff(X ) + f(fug)− f(X [ fug)g
=ff(X ) + f(fu1g)− f(X [ fu1g)g+ ff(X ) + f(fu2g)
−f(X [ fu2g)g+   + ff(X ) + f(fupg)− f(X [ fupg)g: (4.7)
Using condition (4.1), we getX
u2V−X
ff(X ) + f(fug)− f(X [ fug)g
=ff(X ) + f(fu1g)− f(X [ fu1g)g
+ ff(X [ fu1g) + f(fu1; u2g)− f(X [ fu1; u2g)− f(fu1g)g
+ ff(X [ fu1; u2g) + f(fu1; u2; u3g)− f(X [ fu1; u2; u3g)− f(fu1; u2g)g
  
+ ff(X [ fu1; u2; : : : ; up−1g) + f(fu1; u2; : : : ; upg)
−f(X [ fu1; u2; : : : ; upg)− f(fu1; u2; : : : ; up−1g)g: (4.8)
Performing cancellations we get the lemma.
Now, introducing the symmetry condition, we obtain the following theorem.
Theorem 4.3. Let f : 2V ! R be a symmetric function that satises condition (4:1).
Then; for each X V
f(X ) =
1
2
X
u2X
X
v2V−X
ff(fug) + f(fvg)− f(fu; vg)g: (4.9)
Proof. Note that f(;) =f(V ) = 0 and f(X ) =f(V − X ). From Lemma 4.2 we have
2f(X ) =
X
v2V−X
ff(X ) + f(fvg)− f(X [ fvg)g: (4.10)
Hence, the present theorem follows from Lemma 4.1.
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This theorem shows that f is the cut function of the network (G;w) dened at the
beginning of this section.
When f is of order less than or equal to 2 and f(;) = 0, we have for each X V
f(X ) =
X
u2X
f(1)(fug) +
X
fu;vg2( X2 )
f(2)(fu; vg) (4.11)
and hence f satises (4.1). Therefore, from Theorem 4.3 we have:
Theorem 4.4. Suppose that f : 2V ! R is symmetric and f(;) = 0. Then; f is of
order less than or equal to 2 if and only if (4:1) holds for each X; Y V .
Based on this fact, we can restate Theorem 4.3 as follows.
Theorem 4.5. Suppose that f : 2V ! R is symmetric. Then; f is of (symmetric)
network type if and only if the following (i) and (ii) hold:
(i) f is of order less than or equal to 2.
(ii) f(;) = 0.
We can also show
Theorem 4.6. For any symmetric function f : 2V ! R; f is of (symmetric) nonneg-
ative network type if and only if the following (i){(iii) hold:
(i) f is of order less than or equal to 2.
(ii) f(;) = 0.
(iii) f(2)60; i.e.; f(fug) + f(fvg)− f(fu; vg)>0 (fu; vg 2 (V2 )).
Proof. We can easily show the present theorem by modifying the above-given proof
of Theorem 4:3 or 4:5.
We see that condition (iii) in Theorem 3.1 can be removed under the symmetry
condition. Note that from (4.9) conditions (i){(iii) imply f(X )>0 (X V ).
It should also be noted that if a symmetric function is of network type, the undirected
network representing the function as its cut function is unique. However, we should
remark that a function of symmetric network type may be represented by directed
networks.
5. Set functions of hypernetwork type
Consider a bipartite graph G = (S+; S−;A) where the left-hand node set S+ is the
ground set V , the right-hand node set S− is the set of the subsets X of V such that
jX j>2, and the arc set A is given by A= f(u; Y ) j u 2 Y 2 S−g. Each arc (u; Y ) 2 A
has a weight c(u; Y ) specied by a function c : A! R. Given such a bipartite network
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N = (G; c), we dene a function dN as follows. For each X V ,
dN (X ) =
X
fc(u; Y ) j (u; Y ) 2 A; u 2 X; Y \ (V − X ) 6= ;g: (5.1)
It should be noted that this function generalizes the cut function of a graph. It can
be regarded as the cut function of the hypergraph H = (V; S−) with weight c. For a
function f : 2V ! R, if there exists a bipartite network N = (G; c) as above such that
f(X ) = dN (X ) (X V ), then f is called a function of hypernetwork type. Also, we
call a function f : 2V ! R of nonnegative hypernetwork type if it is of hypernetwork
type and c is a nonnegative weight function.
Lemma 5.1. Let N = (G = (S+; S−;A); c : A ! R) and dN be as described above.
Then;
d(jY j)N (Y ) =−
X
u : (u;Y )2A
c(u; Y ) (Y 2 S−); (5.2)
d(1)N (fug) =
X
Y : (u;Y )2A
c(u; Y ) (u 2 V ); (5.3)
d(0)N (;) = 0; (5.4)
dN (V ) = 0 (5.5)
and dN is nonnegative if c is nonnegative. Here; d
(i)
N (i= 1; 2; : : : ; jV j) are dened by
(2:3) with f replaced by dN .
Proof. We rst show (5.2). By denition,
d(jY j)N (Y ) =
X
Z  Y
(−1)jY−ZjdN (Z): (5.6)
Consider an arc (u; Y ) 2 A. The contribution of (u; Y ) to the right-hand side of (5.6)
will have to be analyzed. The term c(u; Y ) appears in the right-hand side of (5.6) for
each Z Y such that u 2 Z . This contribution of c(u; Y ) is equal to
c(u; Y )
X
u2Z  Y
(−1)jY−Zj
= c(u; Y )
8<
:
X
u2Z  Y
(−1)jY−Zj − (−1)jY−Y j
9=
;
= c(u; Y ) f0− 1g
=− c(u; Y ): (5.7)
Now, we show that the contribution of any (u;W ) with W 6= Y to d(jY j)N (Y ) is equal
to zero.
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Case 1: W Y .
c(u;W ) appears in d(Z) for every Z such that u 2 (Z \W )W . This contribution
of c(u;W ) in (5.6) is equal to
c(u;W )
X
u2(Z\W )W
(−1)jY−Zj
= c(u;W )
X
u2PW
X
Q(Y−W )
(−1)jY−(P[Q)j
= c(u;W )
X
u2PW
(−1)jY−Pj
X
Q Y−W
(−1)−jQj
=0: (5.8)
Case 2: W \ Y = ;.
Clearly, there is no contribution.
Case 3: W \ Y 6= ;W \ (V − Y ) 6= ;.
The argument is similar to that in Case 1.
Case 4: Y W .
The argument is again similar to the one used for analyzing the contribution of
c(u; Y ) to
P
Z  Y (−1)jY−ZjdN (Z).
Hence, we have proved (5.2).
Also, by denition we have
d(1)N (fug) = dN (fug) (u 2 V ); (5.9)
from which follows (5.3). Moreover, we can easily see from the denitions that (5.4)
and (5.5) hold and that d is nonnegative if c is.
This completes the proof.
From this lemma we have
Lemma 5.2. Any function of nonnegative hypernetwork type is a submodular
function.
Proof. Let f : 2V ! R be of nonnegative hypernetwork type. Then, from Lemma 5.1
we have f(k)60 for each integer k with 26k6jV j. Now, recall that f is submodular
if and only if for each Z V and distinct u; v 2 V − Z
f(Z [ fug) + f(Z [ fvg)− f(Z [ fu; vg)− f(Z)>0 (5.10)
(see [6,8]). Since the left-hand side of (5.10) is expressed as
f(Z [ fug)+f(Z [ fvg)−f(Z [ fu; vg)−f(Z)=−
X
fu;vgYZ[fu;vg
f(jY j)(Y );
(5.11)
we see that (5.10) holds.
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We may, however, remark that the proof of the above lemma could end after showing
that f(k)60 for each integer k with 26k6jV j. This follows from the well-known fact
that functions f such that f(k)60 (for all k>2) are submodular (see, for example,
[2,9 pp. 694{697], etc.).
A characterization of set functions of nonnegative hypernetwork type is given as
follows.
Theorem 5.3. A function f : 2V ! R is of nonnegative hypernetwork type if and
only if the following conditions (i){(iii) hold:
(i) f(;) = f(V ) = 0.
(ii) f(i)60 (i = 2; 3; : : : ; jV j).
(iii) f(X )>0 (;X V ).
Proof. The necessity of the conditions follows from Lemma 5.1. We shall establish
the suciency of these conditions. We need to dene c : A! R appropriately.
Build a ow network by adding vertices and arcs to N = (G; c) as follows.
Let s+ 6= s− (both not in V ) be the source and the sink, respectively. For all
u 2 S+(=V ) introduce arcs (s+; u) with capacities c^(s+; u) = f(1)(fug)>0, where
the nonnegativity of the capacities follows from conditions (i) and (iii) for X with
jX j=1. Also, for all Y 2 S− (i.e., Y V with jY j>2) let arcs (Y; s−) have capacities
c^(Y; s−)=−f(jY j)(Y )>0, where the nonnegativity of the capacities is due to condition
(ii). For each arc (u; Y ) 2 A set its capacity as c^(u; Y ) = +1.
We show that the conditions of the present theorem imply the existence of a non-
negative ow in the above-dened ow network that saturates all arcs from the source
s+ as well as all arcs towards the sink s−. Towards this it suces to show that for
any X V we haveX
Y2S− ; Y\X 6=;
c^(Y; s−)−
X
u2X
c^(s+; u)>0 (5.12)
and X
Y2S−
c^(Y; s−)−
X
u2V
c^(s; u) = 0: (5.13)
(This is due to the well-known supply{demand theorem for bipartite networks (see
[5]).) That is, we need to show the following:
−
X
u2X
f(1)(fug)−
X
Y2S− ; Y\X 6=;
f(jY j)(Y )>0; (5.14)
−
X
u2V
f(1)(fug)−
X
Y2S−
f(jY j)(Y ) = 0: (5.15)
Since f(V )=0, we see that (5.15) holds. Therefore, it remains to show (5.14), which
can be rewritten as
−
X
u2X
f(1)(fug)−
X
Y  X;jY j>2
f(jY j)(Y )−
X
Y  V;Y\X 6=;;Y\(V−X )6=;
f(jY j)(Y )>0:
(5.16)
S. Fujishige, S.B. Patkar /Discrete Mathematics 226 (2001) 199{210 209
This is equivalent to
f(X ) +
X
Y  V;Y\X 6=;;Y\(V−X )6=;
f(jY j)(Y )60 (5.17)
or
f(X )− (f(X ) + f(V − X )− f(V )) = f(V )− f(V − X ) =−f(V − X )60:
(5.18)
But this is equivalent to condition (iii) of the theorem statement.
Hence there exists a nonnegative ow ’ in the network saturating all the arcs from
the source s+ and all the arcs towards the sink s−. Now, by dening
c(u; Y ) = ’(u; Y ) (5.19)
for each arc (u; Y ) of G, we get a desired c.
Hence the above theorem is a generalization of the theorem of Tomizawa and Fu-
jishige to set functions of arbitrary order. We see from the above proof of the theorem
that for any constant integer k>2 we can discern in time polynomial in jV j by a
max-ow algorithm whether a given set function of order k is of nonnegative hyper-
network type. Here we assume that the function f of order less or equal to k is given
in terms of f(1); : : : ; f(k).
If we do not require the nonnegativity of the weight function, we have the following.
Theorem 5.4. f : 2V ! R is of hypernetwork type if and only if the following
condition holds:
(i) f(;) = f(V ) = 0.
Proof. The necessity of the condition follows from Lemma 5.1 above.
To prove the suciency we show how we can nd a solution c of the system of
linear equations (5.2) and (5.3) (without any nonnegativity requirement) where dN
should be replaced by f. We can determine the variables c(u; Y ) in the following
order. (We assume V = f1; 2; : : : ; ng.)
For each k = 1; 2; : : : ; n− 1:
(k) Determine c(k; Y ) (k 2 Y V; jY j>2; Y 6= fk; ng) arbitrarily if other not-yet de-
termined variables remain in the equation for f(jY j)(Y ); and then determine c(k; fk; ng)
so that the equation for f(1)(k) holds.
and
(n) Determine c(n; Y ) (n 2 Y V; jY j>2) so that each equation for f(jY j)(Y ) holds
(then the equation for f(1)(fng) is automatically satised by the assumption that
f(V ) = 0).
This completes the proof.
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