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RESUME 
Dans ce travail, un algorithme capable de suivre plusieurs objets est presente et evalue 
dans le contexte de l'occlusion d'objet. Les imperfections des methodes precedentes dans 
le cas de la fragmentation d'objet et de l'interaction d'objet avec l'environnement ou 
d'autres objets dans la scene sont egalement adressees. 
L'entree de notre systeme de suivi est des Blobs detectees dans la scene. Pour 
l'etape de pretraitement, notre systeme a utilise la soustraction de Parriere plan qui 
detecte les Blobs dans chaque trame. Notre algorithme de suivi est base sur le graph. 
Dans notre algorithme, l'association de donnees est executee a chaque trame en repetant 
le processus d'appariement, et en traitant et en mettant a jour un graphe d'evenements et 
un graphe d'hypotheses. Nous avons utilise l'approche « merge-split» pour traiter des 
interactions entre les objets. Les changements dramatiques de l'apparence motivent le 
suivi des objets occlus en exploitant plusieurs trames et en employant l'information 
globale d'apparence des objets avant de mener l'association de donnees. Ainsi la 
representation en graphe de notre systeme de suivi, nous permettons d'exploiter 
l'information dans les trames posterieures et de les lier aux trames precedentes en 
produisant des hypotheses multiples qui resultent en un processus robuste d'association 
de donnees. Notre algorithme est augmente avec un module qui distingue la division et la 
fragmentation en surveillant la vitesse des Blobs. Ceci est base sur le fait que les Blobs 
reduites en fragments montrent le comportement et le mouvement logiques avec la meme 
vitesse. Pour une sequence de video continue, cet algorithme est augmente avec un 
module de correction d'erreurs qui a l'avantage de jeter les hypotheses fausses et de 
garder seulement les corrects pour optimiser l'execution. La sortie de notre algorithme est 
un etiquetage en ligne d'objet et trajectoire egalement calculee pour chaque objet. Pour 
etablir la trajectoire notre systeme de suivi rassemble le centre de surface de l'objet, 
pendant suivre de objet, dans la graphe d'evenement et les relie quand l'objet disparait de 
la scene. 
De facon generate, notre systeme de suivi est capable suivre des objets multiples 
et manipuler l'interaction d'objets et la fragmentation d'objet. Cet algorithme est concu 
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pour etre plus efficace en reduisant l'espace de recherche des hypotheses dans la graphe 
d'hypothese et plus fiable dans les scenarios compliques de suivi des objets multiples. 
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ABSTRACT 
In this work, an algorithm for multiple object tracking is presented and evaluated in the 
context of object occlusion. The shortcomings of previous methods in the case of object 
fragmentation and object interactions are also addressed. 
The input of our tracking system is blobs in the scene. As preprocessing, our 
system utilized background subtraction that detects the blobs. 
We proposed a graph-based tracking algorithm. In our algorithm, data association 
is performed in each frame by repeating the matching process and updating and 
processing the event graph and the hypothesis graph. We have used a merge-split 
approach to handle occlusion (interaction) between the objects. Dramatic changes in the 
appearance motivate tracking occluded objects by exploiting several frames and using 
global appearance information of objects before finalizing data association. So the graph 
representation of our tracking system enable us to exploit the information in later frames 
and link them to the previous frames by generating multiple hypotheses which results to 
a robust data association process. Our algorithm is enhanced with a fragmentation 
checking module which distinguishes splitting and fragmentation by monitoring the 
velocity of the blobs. This is based on the fact that fragmented blobs show coherent 
behavior and move with the same velocity. For continuous video stream, this algorithm is 
enhanced with an error correction module which has the advantage of discarding the 
wrong hypotheses and keeping only the correct ones to optimize the performance. 
The output of our algorithm is object labeling and trajectories for tracked objects. 
To build the trajectory our tracking system collects the object's centroids during tracking 
and connects them when object left the scene. 
Overall, our tracking system is able to track multiple objects and handle objects 
interaction and object fragmentation. This algorithm is designed to be more efficient by 
reducing the search space in hypothesis graph and more reliable in complicated multiple 
object tracking scenarios. 
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CONDENSE EN FRANCAIS 
Introduction 
L'utilisation de cameras pour la videosurveillance est commune dans les endroits publics 
comme les banques, les centres commerciaux, les aeroports, les stations de metro et les 
societes privees. Cependant, les systemes de videosurveillance souffrent d'une lacune 
importante qui est l'obligation d'une participation humaine active. En effet, un operateur 
doit effectuer une surveillance constante de moniteurs. L'efficacite de ces systemes est 
done en grande partie diminuee par l'intervention humaine requise, et non pas par les 
possibilites technologiques. 
Pour surmonter cette limitation, un grand effort de recherche est en cours en 
vision par ordinateur et en intelligence artificielle pour developper des systemes 
automatises pour la videosurveillance en temps reel des personnes, des vehicules, et 
d'autres objets. Le but final d'un systeme automatise de videosurveillance est de detecter, 
reconnaitre et suivre dans le champ visuel d'une camera un objet en mouvement, et plus 
generalement, comprendre et decrire des comportements d'objets aussi automatiquement 
que possible. Le suivi est une partie majeure d'un systeme automatise de 
videosurveillance. Lorsque le systeme detecte des objets interessants, le systeme de suivi 
doit identifier et trouver les objets dans le champ visuel d'une ou des camera(s). Les deux 
composantes d'un systeme de suivi sont: 
• la representation d'objet; 
• et l'association des donnees. 
Un objet peut etre defini par sa forme, son apparence, ou tout ce qui est interessant pour 
l'analyser davantage. Les objets sont identifies d'une trame a l'autre par un procede 
d'association de donnees. 
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Dans notre travail, nous sommes interesses par la mise au point d'un systeme de 
suivi approprie pour des applications de videosurveillance, capable de suivre plusieurs 
objets, et qui peut tenir compte des interactions entre les objets comme les fusions et les 
divisions. Nous visons egalement un systeme qui est robuste a certaines fausses 
detections provenant du module de detection d'objets. 
Notre approche de suivi est adaptative. Cela signifie qu'il y a un module de 
correction qui peut corriger les erreurs de suivi d'objets en explorant l'information 
provenant de nouvelles trames et en les reliant aux observations precedentes. Notre 
approche est augmentee par un module de detection de fragmentation qui tient compte de 
quelques imperfections du module de detection d'objets. Le systeme propose est concu 
pour: 
traiter les occlusions inter-objets provoquees par les fusions et les divisions des 
objets dans la scene ; 
avoir une robustesse aux changements d'illumination sur de courts lapses de 
temps; 
- avoir une robustesse aux fragmentations d'objets provenant de la soustraction 
imparfaite de l'arriere-plan (detection des objets versus l'arriere-plan); 
rassembler pendant le suivi, les informations d'apparence des objets et des 
evenements comme les disparitions, les fusions et les divisions, avec leurs 
moments d'occurrence (ces informations sont necessaires pour l'interpretation des 
comportements des objets et trouver leurs trajectoires) ; 
reconstruire la trajectoire d'objets en reliant tous les centroides (centre de masse) 
des objets pendant le suivi. 
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Objectifs 
Les objectifs de ce memoire sont: 
• Definir une representation d'objets; 
• Developper une methode de suivi d'objets qui est robuste aux occlusions et aux 
changements d'apparence; 
• Gerer les evenements tels que les entrees, les sorties, les fusions et les divisions 
des objets; 
• Valider les algorithmes implantes avec des donnees temoins. 
Etat de l'art 
Un systeme de suivi est compose de deux parties: representation d'objets et association de 
donnees. 
Dans le contexte du suivi visuel, les deux categories principales pour la 
representation d'objets sont: 1) basee sur caracteristiques et 2) basee sur modele. Pour la 
categorie basee sur caracteristiques, les objets peuvent etre represented par de 
l'information generique telle que les caracteristiques de bas niveau de la forme, de la 
couleur, des textures, ou par la combinaison de ces caracteristiques. Pour la categorie 
basee sur modele, l'humain et les vehicules peuvent etre modelises par une representation 
par squelette, par contours actifs ou par des modeles volumetriques. 
Dans le contexte de la videosurveillance, les strategies de suivi sont classees par 
categories: 1) approche statistique 2) approche qualitative. L'approche de suivi statistique 
resout le probleme d'association de donnees par la prise de mesures et en modelisant les 
incertitudes pendant l'estimation de l'etat de l'objet. Cette methode est appropriee pour le 
suivi des objets dans une image bruitee. Pour l 'approche qualitative, une fonction de cout 
est definie pour associer des objets dans deux trames ou plus consecutives en utilisant un 
ensemble de contraintes de mouvement. 
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Travaux anterieurs pour le suivi d'objet multiple 
Le suivi d'objet multiple (SOM) pour des applications de videosurveillance, est 1'un des 
problemes les plus difficiles de la vision par ordinateur. La partie la plus critique d'un 
systeme de SOM est l'appariement des objets (association de donnees) pendant les 
occlusions provoquees par des interactions entre les objets mobiles ou les structures fixes 
de la scene surveillee. Dans la derniere decennie, beaucoup de recherches ont ete faites 
pour developper des algorithmes robustes pour des scenarios de videosurveillance 
realistes. Le sujet de ce memoire est justement sur les SOM utilisant une camera visible. 
La detection d'objet est appliquee separement, et avant le suivi. Dans cette section, 
quelques definitions elementaires pour cette categorie de SOM sont presentees. Elles sont 
enumerees ci-dessous: 
1. BLOB: Blob (Binary Large OBject) est une entite primaire, une region mobile 
independante dans l'image qui peut contenir un ou plusieurs objets (groupe 
d'objets). Les blobs sont decrits par une serie d'attributs tels que la position, la 
vitesse, et l'apparence. lis sont egalement caracterises par des operations, comme 
creer (lancer un nouveau suivi), supprimer (enlever un blob), fusionner, et diviser. 
2. Occlusion inter-objets: L'interaction de deux ou plusieurs blobs ou un en cache 
completement ou partiellement un autre s'appelle occlusion inter-objet. Dans 
certaines approches, cette occlusion cause des operations de fusion et de division 
des blobs. Elle peut egalement causer la perte de l'identite d'un blob. 
3. Occlusion due a la structure de la scene : Ce type d'occlusion se produit quand un 
blob est cache par un objet stationnaire qui fait partie de la scene (exemple: une 
colonne). Cela cause, la disparition complete ou partielle du blob pendant un 
intervalle de temps. Par exemple, une personne qui marche derriere un batiment 
ou derriere un arbre. 
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4. Camouflage: Si un blob est semblable a farriere-plan de la scene, alors il peut 
etre impossible de distinguer l'arriere-plan de la scene du blob. Dans cette 
situation, une region mobile est divisee en plusieurs petites regions qui 
appartiennent toutes a un meme Blob. C'est une limitation des techniques de 
detection d'objets qui cause ce probleme pour le suivi d'objet. 
II y a deux approches principales pour SOM. L'approche qui fait le suivi constamment de 
chaque objet identifie independamment, et l'approche qui fait le suivi d'un groupe d'objets 
comme un blob pendant les occlusions inter-objets. Dans ce qui suit, ces deux approches 
sont presentees: 
1. Approche merge-split: Dans cette approche, les attributs de chaque blob sont mis 
a jour sans interruption jusqu'a ce qu'il y ait occlusion. A ce moment-la, le suivi des 
blobs individuels est gele et un nouveau groupe de blob est initialise et celui-ci 
contient tous les blobs precedents. Le nouveau groupe de blob est suivi et son identite 
(etiquette) est toutes les identites des objets qu'il contient. La difficulte de cette 
approche est que quand une division se produit le systeme de suivi doit identifier 
l'objet qui se divise du groupe de blob. Les methodes qui emploient de l'appariement 
d'objets seulement pour deux trames consecutives (logique sequentielle) peuvent 
echouer si elles ne peuvent pas identifier les objets dans la trame suivant la division. 
Mais les algorithmes de suivi qui utilisent les informations de plusieurs trames 
(logique reportee) pour identifier l'objet apres la division, sont plus robustes aux 
occlusions inter-objets. 
2. Approche Straight-through: Dans cette approche, les operations fusion et division 
ne sont pas definies. Ceci signifie que les blobs en occlusion ne sont pas fusionnees. 
Un blob contient toujours au plus un objet. Ainsi dans cette approche seulement les 
identites simples sont definies et le systeme de suivi continue de suivre les objets 
separement meme durant les occlusions. Cette approche doit pouvoir classifier 
chaque pixel dans la region d'occlusion comme appartenant exactement a un des 
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objets dans le groupe d'objets en occlusion. La plupart des systemes se basent sur les 
caracteristiques d'apparence des objets pour classifier les pixels. Par exemple, dans le 
travail de [1], des modeles d'aspect avec masques de probability sont definis pour des 
objets et ces modeles sont employes pour identifier les objets pendant les occlusions 
partielles. Ensuite, la classification de pixels est employee pour identifier la region 
appartenant a chaque objet dans l'occlusion. La performance de cette approche est 
directement liee a la qualite des methodes de segmentation ou de classification de 
pixels employees. En outre, cette approche echoue dans la plupart des travaux si un 
objet marche derriere un autre objet mobile et disparait completement dans une trame. 
Methode proposee pour le suivi d'objets multiples 
Dans ce memoire, nous presentons un algorithme en ligne de suivi d'objets multiples base 
sur l'analyse d'hypotheses multiples pour traiter les incertitudes provenant des occlusions 
inter-objets. 
Dans notre algorithme, les blobs dans le champ visuel de la camera sont 
represented en utilisant l'information du centre de masse du blob, sa taille, son rectangle 
englobant (c.-a-d. un rectangle autour de la region du blob), son histogramme de couleur, 
sa vitesse, et son etat (c.-a-d. un des evenements possibles auxquels l'objet participe, tel 
que la fusion et la division). 
Dans notre algorithme, l'association de donnees est executee a chaque trame en 
repetant le processus d'appariement, et en traitant et en mettant a jour un graphe 
d'evenements et un graphe d'hypotheses. Nous avons utilise l'approche merge-split pour 
traiter les interactions entre les objets. Dans notre systeme de suivi, quand un blob 
apparait dans le champ visuel de la camera, un noeud de suivi est ajoute au graphe 
d'evenements et un noeud d'hypothese est ajoute au graphe d'hypotheses. Si pendant le 
suivi, un blob est fusionne (occlusion) avec d'autres blobs, un noeud de suivi est ajoute au 
graphe d'evenements pour le blob fusionne et il est relie avec des arcs a tous les noeuds de 
blobs participant a l'occlusion. Si une division se produit, pour tous les blobs separes du 
groupe, des noeuds de suivi et des noeuds d'hypothese sont ajoutes au graphe 
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d'evenements et au graphe d'hypotheses respectivement. Pour le graphe d'evenements, 
des arcs relient le noeud de suivi du groupe de blob a tous les noeuds se separant du 
groupe. Dans le graphe d'hypotheses, de nouveaux noeuds d'hypothese sont relies a tous 
les noeuds precedents (parents) avec des arcs ponderes (la ponderation est la probabilite 
de chaque paire de nouveaux noeuds relies). En conclusion, en traitant deux graphes, la 
meilleure etiquette de l'objet dans chaque trame et la meilleure trajectoire de chaque objet 
sont trouvees. 
Resultats 
Notre systeme de suivi est programme dans l'environnement visual C++ et en utilisant la 
bibliotheque OpenCV (Open Computer Vision Library). L'entree de notre systeme de 
suivi est des trames d'une sequence video dans le spectre visible apres l'execution de la 
soustraction de l'arriere-plan (detection des objets en mouvement). Le resultat en ligne 
de notre systeme de suivi est les etiquettes des objets a chaque trame et le resultat final 
est la trajectoire de chaque objet suivi dans la sequence video. La soustraction de 
l'arriere-plan est supposee comme pretraitement pour notre systeme de suivi. Nous 
utilisons deux methodes de soustraction de l'arriere-plan: RectGauss (developpe dans 
notre laboratoire (LITIV)) et Temporal average [2] Selon la sequence de video, nous 
avons employe une de ces deux methodes de soustraction d'arriere-plan comme 
pretraitement. 
Les sequences video que nous avons employees dans nos experiences sont les 
ensembles de donnees de CAVIAR et des sequences video prises au laboratoire LITIV. 
Pour la validation des resultats en ligne des objets identifies, nous avons employe 
l'observation qualitative par un operateur humain; ceci signifie que les etiquettes des 
objets sont comparees a Interpretation d'un operateur humain tandis que le systeme de 
suivi s'execute. Et pour la trajectoire des objets, nous comparons la trajectoire calculee 
avec les trajectoires-temoins que nous avons produits de facon semi-automatisee. 
Plusieurs cas de tests ont ete choisis pour montrer differents aspects de notre algorithme. 
Les scenarios de ces cas de tests sont exterieurs, bagage, foule, et fragmentation. Les 
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resultats montrent que notre methode est relativement robuste aux imperfections 
provenant d'erreurs de detection d'objets et aux occlusions, et que les trajectoires 
obtenues sont en general semblables a celles des trajectoires-temoins. 
Conclusion 
Nous avons presente un systeme de suivi capable de suivre de multiples objets, et qui 
peut traiter les interactions entre objets et la fragmentation d'objets. Notre approche est 
adaptative. Cela signifie qu'il a un module de correction en ligne qui peut corriger les 
erreurs des objets identifies en explorant 1'information des nouvelles trames et en les 
reliant aux observations precedentes. Notre SOM est egalement augmente avec un 
module pour verifier la fragmentation qui peut traiter quelques imperfections de la 
detection d'objets. 
Notre algorithme souffre toujours de certains problemes communs a d'autres systemes 
de suivi. La plupart de ces problemes sont dus a la partie de la detection d'objets 
(soustraction de l'arriere-plan) et parfois a des suivis incorrects. Pour ameliorer les 
resultats et l'efficacite pour notre systeme de suivi, nous proposons les correctifs suivants: 
Pour la representation d'objets, l'ajout de caracteristiques de textures au modele 
d'objet peut mener a des modeles plus precis d'un objet, et consecutivement a la 
generation plus precise d'hypotheses. 
- Pour des videos tres longs, en stockant 1'information de la trajectoire des objets 
dans un fichier et en supprimant les noeuds des graphes qui sont desactives et qui 
ne seront jamais reutilises jusqu'a la fin de la sequence video, on pourrait 
possiblement obtenir un systeme de suivi plus efficace. 
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Travaux futurs 
Comme travaux futurs dans le cas du suivi d'humains, pour les etapes de detection 
d'objets et egalement du suivi d'objet, nous proposons les ameliorations suivantes: 
- pour la detection d'objets, la combinaison de la detection de blobs dans une 
sequence video dans le spectre visible et infrarouge peuvent resulter en une 
detection plus precise des blobs et consecutivement a l'amelioration du suivi des 
objets. C'est parce que les resultats de detection d'objets pour les sequences video 
dans le spectre infrarouge sont plus robustes aux structures de couleurs 
semblables entre l'arriere-plan et l'objet mobile. D'autre part, les resultats de la 
detection d'objets pour des sequences dans le spectre visible contiennent de 
l'information valable sur la couleur et la texture du blob. Ainsi la combinaison de 
ces deux types d'images peut mener a l'amelioration des resultats de detection 
d'objets. 
- Pour le suivi d'objets, la combinaison des resultats de trajectoires dans les 
sequences video de spectre visible et infrarouge peut mener a la reconstruction de 
la partie incorrecte du resultat de trajectoire de la sequence du spectre visible, et 
ainsi peut mener a l'amelioration des resultats pour la trajectoire. 
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INTRODUCTION 
Context and problematic 
The application of video cameras for monitoring and surveillance is common in both 
public places like banks, shopping centers, airports, metro stations and private firms. 
However, the most current video surveillance systems suffer from a major obstacle, 
which is, the need of human agent involvement for constant monitoring [3]. This also 
suggests that the effectiveness of these systems is largely affected by the level of human 
involvement, not the technological capabilities. To overcome this limitation, a major 
effort is underway in computer vision and artificial intelligence researches to develop 
automated systems for real-time monitoring of people, vehicles, and other objects [3, 4]. 
The ultimate goal of an automated visual-surveillance system is to detect, 
recognize and track objects from video sequences and more generally to understand and 
describe object behaviors as automatically as possible. In general, an automated visual-
surveillance system contains four main modules (Figure 0.1). First in object detection 
module, the moving objects in the field of view (FOV) of the camera are detected. 
Second in object classification module, detected objects in the scene are classified such as 
human or car. Third in object tracking module, detected objects are tracked until they 
disappear from the FOV of the camera. Fourth in behavior interpretation module, the 
behavior of each tracked object is analyzed and interpreted as one of the known action 










Figure 0.1 automated visual-surveillance modules 
2 
The performance of such a system is generally context-dependant and may be compared 
in a specific application with respect to the quality of decisions, computing time, and 
robustness to small perturbations [5]. 
The tracking is a major part of an automated visual-surveillance system. Once the 
system detects the interesting objects; the tracking system should recognize and find the 
track of objects in the field of view (FOV) of camera(s). Two main part of a tracking 
system are: object representation and data association. An object can be defined by its 
shape, its appearance, or anything that is interesting for further analysis, then the objects 
should be identified in data association procedure. In a real environment, the tracking 
system might encounter different difficulties: First, the appearance features of the object, 
such as shape and size vary over time, especially when we track non-rigid objects like 
humans. Second, an object can be occluded by a second object; this means the view of 
one object is blocked by another object. Finally, the object detection methods are not 
perfect; sometimes they miss the detection of an interesting object or detect uninteresting 
objects. All these difficulties make tracking a challenging problem in real world 
scenarios. Researchers have proposed a variety of object modeling and data association 
algorithms to try to handle these difficulties. Still, they have not been overcome. 
In our work, we are interested in an online tracking system appropriate for 
surveillance applications, able to track multiple objects and handle objects interaction like 
merging and splitting. We are also looking towards a system which is robust to some 
specific false detection and miss detection of the object detection module. More 
specifically, the objectives of this thesis are to: 
• Define an object representation; 
• Develop an object tracking method which is robust to occlusions and appearance 
changes; 
• Handle events like entering, exiting, merging, splitting; 
• Validate of the implemented algorithms with ground truth data. 
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Overview of the approach 
One categorization of object representation is: class-specific models and generic models. 
The class-specific models require either offline training or designing object models by 
hand which is not acceptable for real-time surveillance and online applications. The 
generic models can be applied for online applications. One of the most used generic 
object representation models for tracking is the color histogram combined with other 
features like object shape and motion [6-8]. A color histogram is robust to partial 
occlusions and scale variations and it is fast to build and process. Therefore, its usage is 
well justified for multiple object tracking. In our work, we used color histogram, velocity, 
and centroid position to represent an object in the scene. 
In multiple objects tracking (MOT), the inter-object occlusion is one of the most 
common occlusions that happen in a scene. Therefore, data association during and after 
occlusions is the most critical part of MOT. The graph representation of object tracks is 
an efficient framework for data association which integrates the spatial and temporal 
information. This representation enables us to establish patterns and relationship among 
detected moving regions [9]. Multiple hypothesis tracking (MHT), introduced by Reid 
[10], is one of the most known graph-based MOT methods. This algorithm [10] maintains 
several correspondence hypotheses for each object in each frame, and the final track of 
the object is the most likely set of correspondences over the time period of its observation 
[11]. This approach results in a robust data association because it can recover an incorrect 
correspondence in a certain frame using deferred decisions. The main drawback of 
deferred decisions in classic MHT is its costs with respect to memory and processing 
resources, considering the exponential growth of the decision tree. Moreover, in an 
extreme case, deferred decisions may lead to batch processing which is unacceptable for 
a use in an online surveillance system. 
Recently, the introduction of MHTs in context of MOT for surveillance 
applications has resulted in reliable frameworks. In these works, approximations have 
been proposed to limit the growth of the decision tree by a series of clustering and 
pruning operations. 
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In [12], authors formulate the MOT problem in form of a Bayesian network 
inference problem to find the most probable path for each object in the decision tree. To 
limit the growth of the tree they have just simply removed dependency links between 
tracks which may results in a poor data association. In [8], a MOT is enhanced with a 
HMMs to obtain the best joint probability of the state sequence and the observation 
sequence. To limit the growth of the decision tree, authors in [8] have used a hypothesis 
management module to perform local pruning and remove unlikely connections. These 
works [8, 12] share a common weakness in that the decisions are based only on previous 
observation. If an error happens on choosing a single state of path based on previous 
frames information, it will propagate into later frames leading to a poor tracking 
performance. In [9], a MOT is proposed based on multiple hypotheses about trajectory of 
objects. They have exploited the information in later frames and linked them to the 
previous frames which results to a robust tracking system. However, their approach is 
limited as it requires the whole video before performing data association processing. 
Therefore, it is not appropriate for online applications. 
To the best of our knowledge, no one has proposed an online MOT using the idea 
of modified MHT proposed in [9]. Moreover, any of the MHT approaches, proposed in 
the context of surveillance applications, are not considering incorrect object detections 
caused by the object detection module. In this thesis, we propose a MHT similar to the 
one proposed in [9]. However, our approach is adaptive. This means it has an online 
correction module which can correct the errors of objects labeling by exploring the later 
frames information and relating them to previous observations. Our approach is enhanced 
with a fragmentation checking module that can handle some imperfections of object 
detection. 
To prepare the input of our tracking system, there is a preprocessing consisting of 
background subtraction to detect moving region, connected component analysis, shadow 
elimination to reduce effects of shadows on appearance of moving objects, and 
BLOB(Binary Large OBject) information extraction (Each independent moving region in 
the scene which is detected by object detection module, is a BLOB). 
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Our proposed system is designed to: 
• handle inter-object occlusions caused by merging and splitting of objects in the 
scene; 
• have robustness to short time illumination changes; 
• have robustness to object region fragmentation caused by the imperfect 
background subtraction; 
• collect during tracking the appearance information of the objects and all object's 
events like appearing disappearing, merging, and splitting, with their times of 
occurrence (these information are necessary for object behavior interpretation and 
finding object trajectory); 
• reconstruct the object trajectory by connecting object's centroids of object during 
its tracking. 
Our approach has three main advantages over the previous MHT systems: 
• Previous MHT in [8, 12] has sequential approach to generate hypothesis, this 
means hypotheses are generated only from the related parents one level upper 
than leaf node. The limitation of this approach is that they compute a lot of 
redundant paths so they need approximations to reduce size of decision tree. Our 
approach generates hypotheses from all the related parents in upper levels of 
graph to leaf node and does not compute and store all possible paths. The 
advantage of this approach is that it does not need approximations and does not 
propagate error of data association in one frame to later frames. Instead, it 
recovers errors happening in a frame by relating information of previous frames to 
later frames in hypothesis graph. 
• Our system has a fragmentation control module which differentiates between 
splitting caused by separation of independent moving regions and fragmentation 
caused by imperfect background subtraction. This module helps initializing 
hypotheses node only for real splitting. This results in a reduced size for the 
decision tree and an accurate data association. 
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• Our approach uses adaptive color histogram to generate hypotheses. Adaptive 
color histogram contains global color information about the objects during several 
frames. This results in a more precise hypothesis generation. 
The remainder of this thesis is organized as follows. In chapter 1 we present an 
overview of object representation methods and a survey of object tracking techniques; we 
also present a brief introduction about occlusion handling approaches and a short 
background about concepts that we used in our method. In chapter 2, we describe our 
tracking method in details. In chapter 3 we present our results and discussion. Finally in 
chapter 4, we conclude and discuss the future directions in this area of research. 
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CHAPTER 1 STATE OF THE ART 
Tracking is an important task of computer vision with many applications in surveillance, 
object motion and behavior analysis, navigation, sport scene analysis, and video database 
management [5]. A tracking system contains two parts: object representation and data 
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Figure 1.1 Tracking system 
These two parts have considerable overlap; this means that the object representation has a 
direct effect on the results of the tracking method and conversely the tracking method 
should be designed appropriately for the object representation. 
This chapter is organized as follows, in sectionl.l, background for multiple object 
tracking is described, in the section 1.2, the object representation methods are presented, 
and in section 1.3, the tracking strategies are explained. 
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1.1 Background for Multiple object tracking 
Multiple object tracking (MOT) for surveillance applications, is one of the most 
challenging problems of computer vision. The most critical part of a MOT system is 
matching objects (data association) during occlusions caused by interactions between 
moving objects or structures of the monitored scene. In the last decade, many researches 
have been done for developing robust algorithms for realistic monitoring scenarios. The 
focus of this thesis is on MOT based on a single visible camera. Object detection is 
applied separately and before tracking. In this section, some elementary definitions for 
this category of MOT are presented as follow: 
1. Blob: Blob (Binary Large OBject) is a primary entity; an independent connected 
moving region in the image which may contains one or many objects (group of 
objects). Blobs are described by series of attributes such as position, velocity, and 
appearance. They are also characterized by operations, such as create (initiate a 
new track), delete (remove a blob from future consideration), merge, and split. 
2. Inter-object occlusion: Interaction of two or more blobs where one hides 
completely or partially another is called inter-object occlusion (Figure 1.2). In 
some approach, this occlusion caused merging and splitting operations for blobs. 
It may also cause lost identity/identities of a blob. 
Figure 1.2 Two interacting people. 
3. Occlusion of objects due to scene structure: This type of occlusion 
happens when a blob interacts with a stationary object which is part of the scene 
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(Figure 1.3). This cause, some part of the blob or the complete blob disappears 
for certain period of time. For example in Fig. 1.3, a person is walking behind a 
desk. 
Figure 1.3 A person hidden behind a desk (source[13]). 
4. Camouflage: If a blob is similar to the background, then it might not be possible 
to distinguish between the background scene and the blob (Figure 1.4). In this 
situation a moving region is split to smaller regions which are all belonging to one 
blob. This is a limitation of object detection techniques but it cause problem for 
object tracking. 
Figure 1.4 A video frame before (left image) and after (right image) background subtraction 
(source: [14]). 
There are two main approaches for MOT: 1) merge-split 2) straight- through. In 
the following, these two approaches are presented in detail: 
1. Merge-split approach: In this approach the attributes of each blob are 
continuously updated until they come into occlusion. At that time, the tracking of 
individual blobs is frozen and a new group blob is initiated which contains all 
previous blobs. The new group blob is tracked and its identity (label) is all the 
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identities of the objects in it. Also, its attributes are continuously updated as other 
blobs. The difficulty of this approach is when a split condition occurs and the 
tracking system needs to identify the object that is splitting from the group blob. 
The methods which use from two consecutive frames object matching (sequential 
logic) may fails if they cannot identify objects in the exact frame after splitting. 
But the tracking algorithms which use from several frame information (deferred 
logic) to identify the object after splitting are more robust to inter-object 
occlusion. 
2. Straight-through approach: In this approach, the merge and split operations are 
not defined. This means occluding blobs are not merged. A blob always contains 
at most one object. So in this approach only the single identities are defined and 
the tracking system continues tracking individual objects even through occlusion. 
This approach needs to be able to classify each pixel in the occlusion region as 
belonging to exactly one of the occluded objects. Most systems rely on the 
appearance features of objects to classify these pixels. For example, in the work 
of [1], probability mask appearance models are defined for objects and these 
models are used to localized objects during partial occlusion. Then the pixel 
classification is used to identify the region belonging to each occluding/occluded 
object. In another work [15], the color histogram and correlogram is used for 
color modeling of objects and a segmentation method is used to identify 
individual objects during occlusion. The performance of this approach is directly 
related to quality of segmentation or pixel classification methods that people used 
in their work. Furthermore, this approach fails in most works if an object walks 
behind another moving object and completely disappears in a frame. 
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1.2 Object representation 
Object could be an independently moving person, vehicle, or animal in the field of view 
(FOV) of camera(s). For tracking purposes, objects should be defined as all the 
interesting information for further analysis. In the context of visual tracking, the two 










Figure 1.5 Object representation categories 
1.2.1 Feature-based representation 
Objects can be represented by generic information such as low-level features of shape, 
color, texture, or by the combination of these features. The features can be extracted from 
global or local information of regions belonging to the moving object in the image. The 
local features are usually line segments, points, corner vertices, and edges and the global 
features are usually color, area and texture. The four main categories of visual features 
are shape, color, texture, motion. They are described in the followings. 
1.2.1.1 Shape 
In the feature-based representation, the low-level information of shape such as points, 
lines, area, and edges, are used. In many of the previous works [8, 16, 17], shape features 
are combined with other appearance features like color and texture to represent an object. 
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You can see the state-of-the-art methods for shape descriptors (Region descriptors) that is 
widely used for visual tracking in follow. 
One way to describe the shape is the geometric moments of the object in binary 
image. It is defined as 
N N v a 
« = I ZiPjqf(i,j)- 0.1) 
pq i = \j = \ 
In Eq. 1.1, N is the number of object's pixels, (/,_/) is the coordinates of object's pixel, 
and p + q\s the order of the moment. The object's pixels in binary image have f(i,j) = 
1. 
In context of visual tracking, area is one of the features to represent the object. 
Area is the order zero of geometric moments. In other words, area is the number of 
pixels of an object or the size of an object. The size is a useful feature during tracking 
because objects can be distinguished by their size. In a video sequence, the size of the 
tracking object varies gradually over the time. When an object moves towards the 
camera, the object gradually becomes bigger and when the object goes farther from the 
camera, the object gradually become a smaller. In addition, in the frame where an object 
becomes occluded, the size of the object changes a lot. This implies that the size can be 
used as a feature to identify occlusions. Area is defined as 
N N 0 0 Area^uQQ= I Z /
U y U / ( / , / ) . (1.2) 
i = lj = l 
Another feature extracted from the zero and the first order moments are centroid 
or mean. The centroid is meant to represent the center of mass of an object region. In the 
tracking context, the trajectory of an object is defined as the curve passing thru the 
positions of the centroid of the object regions in several frames. Centroid is defined as 
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Where Xc and Yc are the position of the centroid for the X and Y axes of the image. 
The variance is a shape feature extracted from the second order moment about the 
centroid. The variance describes how symmetric (circular) is the shape. It is defined as 
N M 
£ £(/-Xc )/(/,;) 




«l=^li^ . (1.5) 
Eq. 1.4 is the horizontal variance and Eq. 1.5 is the vertical variance. Based on the 
shape moments, a set of moments partly invariant to rotation, translation, and scale 
variation are used for object representation in image retrieval and object tracking [18, 
19]. 
Another way to model a region is using projections. For example, W4 [16] is a 
tracking system which uses extensively this approach to track people and find events like 
carrying objects. In this work, the major axis of the blob, which goes through the middle 
of an object region, is detected by performing PCA (Principal Component Analysis). 
Then horizontal and vertical projection histograms of the blob are computed along and 
perpendicular to the major axis. Using the fact that human shape is symmetric around its 
major axis, carrying object is detected by extracting non-symmetric regions in the 
person's silhouette. Moreover; by analyzing projection histograms, periodic movement 
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(i.e. like walking) of a human is recognized; so, a person is distinguished from other 
moving objects. 
1.2.1.2 Color 
Color information is the most used region-based feature for object representation in the 
context of object tracking. Each pixel in a digital image can be represented as a point in a 
three dimensional color space. There are many color spaces such as YCrCb, CIELAB, 
CIE XYZ, CMYK, YBR, HSV, HSL, and RGB. Each of these color spaces is appropriate 
for a specific application. The RGB and HSV are two common color spaces in image 
retrieval and tracking and they can be easily converted from one another by simple 
formulas [20]. In figure 1.6 below, the RGB and HSV color space are shown. 
Figure 1.6 Black corner of RGB cube (left), HSV cone (right) (source: [21]) 
The three components of RGB color space are red, green, and blue. This system 
uses 256 codes for each R, G, and B channel; so, there are 256x256x256 or 16 million 
distinct color codes. As it is shown at the right in figure 1.6, RGB is an additive color 
system; this means the colors are created by adding components to black: (0, 0, 0) [20]. 
In HSV (Hue, Saturation, Value) color system, as it is shown in figure 1.6 (left), colors 
are encoded by separating out intensity or value from hue and saturation [20]. This 
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system uses 360 codes for H. HSV color space is similar to the way humans perceive 
color. Moreover, hue parameter of this system is partly invariant to the changes in 
illumination. Therefore, many works used HSV color space for object detection, shadow 
detection, and tracking purposes. For example, in works [22, 23], authors proposed an 
algorithm to distinguish moving regions belonging to a shadow and/or an object, using 
the fact that the pixels of areas covered by shadows has significant change in lightness 
(V) without a great modification of the color information (H and S). 
Color information can be described with the color histogram, color coherence 
vector, color correlogram, and color moments. Color histogram and color correlogram are 
the two best-known color descriptors for tracking systems. 
-Color histogram 
For the color histogram (figure 1.7), first the color space is divided into K intervals, then 
each color interval is assigned to a bin of the histogram. To build the histogram of a 
region in the image, the number of occurrence of region pixels belonging to each color 
intervals is counted and is assigned to the corresponding bin in the histogram. This 
structure is easy to build and it can contain global and local distribution of colors; 
moreover it is robust to scale changes, partial occlusion, rotation, and translation. 
No. pixels 
bins 
Figure 1.7 Color histogram 
Clearly, the more bins a color histogram contains, the more discriminative power 
it has, since the color intervals are smaller. But on the other hand, computational 
complexity of comparing two color histograms will be increased. Adjusting the number 
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of A: colors for histogram bins is color quantization. For example, in the work [24], the 
color space of object is partitioned using k-means clustering. Accordingly, histogram bins 
are determined. Some other studies have not used clustering for quantization; they just 
simply divided the color space to equal interval to find the number of histogram bins. 
-Correlogram 
Correlogram is another color descriptor. It contains not only the information of color 
distributions of object pixels, but also the spatial correlation of each pair of colors. This 
characterization helps to discriminate two objects better when they have similar color 
distribution but different spatial color distribution. Since correlogram contains spatial 
information of region's color, it can be categorized as texture features. A color 
correlogram is a table indexed by color pairs, where the k'h entry for (i,j) specifies the 
number of occurrences of color j at a distance k from a pixel of color / in the region 
belonging to the object [25]. Hence, a correlogram is similar to a histogram, but instead 
of counting the number of occurrences of a given color, it counts the number of 
occurrences of pairs of colors having a given spatial relationship expressed by distance k. 
In the works of [15, 26], they used correlogram as one of the features to represent 
the object in a tracking system. 
1.2.1.3 Texture 
Texture is another region-based feature used for object representation. Texture 
description is an approach to quantify the object region properties such as smoothness, 
coarseness, and regularity [27]. In the remainder of this subsection, some of the most 
used texture descriptors in object tracking are described. 
- Co-occurrence matrix 
In a grayscale image, a co-occurrence matrix is a two-dimensional array, which saves the 
number of times that a gray intensity value / co-occurs with gray intensity value j inside 
a particular spatial distance k in the object region (It is a grayscale correlogram). 
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In figure 1.8, a grayscale image and its corresponding co-occurrence matrix is 
presented by considering the spatial distance k = (1,3) for a 2D image. As an example, in 
the work presented by [17], an extended tracking system using region, boundary, and 
shape information is designed for both color and infrared (IR) video sequences. 
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Figure 1.8 Co-occurrence matrix 
- Local Binary Partition 
The other approach to represent texture feature is Local Binary Partition (LBP). 
In this approach, for each pixel/?, a 8-bit number (b^b2b7bAbsb(ib1b&) is generated using 
eight neighbors around p where bt - 0 if neighbor / has value less than or equal to p's 
value and otherwise bi =\ [20]. 
In figure 1.6 (a), a pixel with its 8 neighbors is illustrated (number assigned to 
each pixel is color intensity of that pixel), and in figure 1.6 (b), its corresponding binary 
number is generated. LBP is used in the work [28] as a texture feature for grayscale, 
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Figure 1.9 Local Binary Partitions (LBP) 
- Gabor filter 
The Gabor wavelet representation of an image is the convolution of the image with a 
bank of Gabor filters. This filter exhibits desirable characteristics of spatial locality, 
scale, and orientation selectivity. These characteristics are used as features for object 
representation. To obtain the Gabor representation of an image, all the filters in the filter 
bank need to be convoluted with the image which causes a great computational 
complexity. A filter bank consisting of Gabor filters with different orientations and scales 
is normally used for feature extraction. Gabor filters are local features invariant to 
rotation, scaling, and illumination changes [29]. Gabor filters come in pairs [30]. Its 
equations are defined as 
i l 2 and (1.6) 
x2+y2 
G .. . (x, y) = sin(kxx + k v)exp- , 
antisymetncy J> v x y \ 2a (1.7) 
In equations 1.6 and 1.7, (kx,ky) give the spatial frequency to which the filter 
responds most strongly, and a refers to scale. In [29], the features used for object 
representation are detected according to Harris corner detector and the feature descriptor 
is computed as the Gabor filter responses. This means at the locations specified by the 
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Harris corner detector, the feature vector is extracted by taking the response of the image 
with the Gabor filters in the filter bank. The filter bank that they used had 6 orientation 
variations and 4 scale variations which result to 24-dimensional feature vector. In [31], to 
represent the object; first the Gabor filter bank is applied to filter difference image 
between two consecutive frames. Then on the high magnitude moving area, a number of 
points are positioned and at last a k-mean classification is used to classify each point set 
as an object. 
- Edges 
An edge is a set of connected pixels that lie on the boundary between two regions [27]. 
Object edges contain useful information for object tracking. The main difference between 
boundary and edge is that edge is a local feature but boundary is a global feature of 
object. One of the common edge descriptor is edge orientation histogram. As an example 
look at the work of Changjiang et al. [32]. In this work, edges are extracted by Sobel 
operator, and then the edge orientation histogram is used as one of the descriptors to 
represent the object. To build an edge orientation histogram first the horizontal and 
vertical Sobel operators are applied on the image pixels to extract edges, and then the 
strength and the orientation of edges are calculated as 
S(x,y) = ^Gl(x,y) + G2y(x,y) 
and (1.8) 
0(x,y) = avctm(Gy(x,y)/Gx(x,y)) , (1.9) 
where Gx is the horizontal gradient and Gy is the vertical gradient. At last, the edges are 
counted into K bins based on their strengths and orientation. Figure 1.10 (right side) 
shows the polar plot of object edge orientation histogram. 
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Figure 1.10 Original image (left), detected edges (middle), polar pot in 0 and R (right) 
(source: [32]). 
Edge orientation feature is not invariant to rotation and scale; therefore, it is not a 
reliable representation for some image retrieval applications. But for tracking, the scale 
and direction of objects in two consecutive frames do not change dramatically, and hence 
this feature might be appropriate. 
1.2.1.4 Motion 
Motion is a feature, revealing the dynamics of scenes by relating spatial image features to 
temporal changes [33]. Optical flow is a motion descriptor which approximates the 
motion of objects in sequences of 2D images. It can be used as input for processing such 
as motion detection (object detection), velocity estimation for object tracking, and 
autonomous navigation. Optical flow is defined as vectors which represent the motion of 
object regions or pixels within frames. It is computed by matching pixels based on their 
gradients in space and in time. It can be computed under the assumption that the intensity 
of pixels near corresponding points is relatively constant [20]. In [34], the optical flow is 
used as features, under a non-priori training feature model framework, to detect and track 
moving objects. In this work [34], the algorithm tracks a set of feature points based on 
optical flow. At each frame the position of extracted feature points for next frame are 
predicted and, by receiving the new observations, are corrected. In figure 1.11, the light 
points are feature points and dark short lines are optical flow vectors. 
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Figure 1.11 Optical flow-based tracking results (source: [34]). 
1.2.2 Model-based representation 
In the model-based object representation for tracking systems, a priori model usually is 
built before starting the tracking. This means the objects are tracked by matching 
projected object models, produced with prior knowledge. This approach is mostly used in 
the systems designed for classification of different types of moving objects and high-level 
object behavior interpretations. For example, it is widely used for human and vehicle 
motion analysis [35-37]. For a tracking system designed for surveillance applications, 
having a precise model of object may lead to better data association results. But on the 
other hand, the computation complexity of data association will be increased. Moreover, 
a model-based object representation has a training step so it is not applicable for online 
surveillance systems. Since in most works, models are built for human and vehicles, a 
categorization of model-based object representation for human and vehicle can be as 
Skeletal, Active contour, and Volumetric models which are described in the following 
sections. 
1.2.2.1 Skeletal models 
Skeletal object model or stick figure is another way to represent objects and it is widely 
used for human modeling in motion analysis applications. This model represents the parts 
of a human body (e.g. head, torso, arms, and legs) as sticks and links the sticks with 
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joints. The stick figure model indicates the order of the motion and spatial relationships 
between the body parts [38]. For example, in [39], a system is designed to recognize 
continuous human activities in lateral view such as sitting down, bending, and standing 
up. For training, a dataset of single action video sequences is used. To compare models 
with image sequences, first segmentation and skeletonization (medial axis transform) is 
performed to extract stick figure. Skeletonization consists of finding the local symmetry 
axes of a shape. Skeletonization is used to obtain three main components of body: torso, 
upper component of leg, and lower component of leg. After this, three angles of 
inclination for torso, upper component of leg, and lower component of leg are defined as 
a feature vector for each frame. Then beginning and termination of the action is found by 
using the angle information and by comparing with training data set. At last, actions are 
classified using the fact that angles traverse the characteristic path during the execution of 
each action. 
1.2.2.2 Active contour models 
The active contour based object representation, describes an object by its outline as 
bounding contour and updates this contour dynamically in successive frames by 
minimizing an energy function usually based on the gradient on the outline of the object. 
We categorized this object representation as the model-based representation, because the 
initialization of tracking object with active contour usually is not automatic. The 
advantage of this method compared to the region-based object representation is that it 
reduces complexity of object matching, but on the other hand its sensitivity to occlusions 
and shadows is a problem. This is because the shadow connected to the object can change 
the appearance of object boundary [40]. 
1.2.2.3 Volumetric models 
The volumetric model of an object is a spatial representation of the object in a 3 
dimensional space. Compared to 2D models, 3D models of an object are less sensitive to 
camera's angle and lightening changes. But the main drawback of the 3D model is that it 
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requires more parameters and leads to more expensive computations during the matching 
process for tracking purposes [5]. In [41], for spatial modeling of various types of 
vehicles, 12 length parameters are used. In their work, matching between the model and 
the image data is performed first by projecting 3D model of cars (Models are built with 
lines but in three dimensions) in a 2D space. In this process some length parameters are 
hidden (because they are not visible in the view of camera); then the image edge 
segments are extracted; at last correspondence between model and image edge segments 
is established. In [42], an algorithm is designed to track an arm. A 3D model of an arm is 
built by 2 truncated right-circular cones for upper and lower part of arm and 2 spherical 
joints are used for shoulder and elbow joints. Authors in [42] imply one degree of 
freedom to the cone that belongs to the forearm and three degrees of freedom to the upper 
arm; therefore their model contains 7 parameters: 3 lengths for forearm, upper arm, and 
hand and 4 diameters belonging to 2 limbs at each end. In their work, an extended 
Kalman filter for recursively predicting the appearance of the arm in the image is used by 
using current estimate of the arm position and the difference between predicted and 
actual image are also used as an error measurement for Kalman filter estimator. 
1.3 Data association (Tracking strategies) 
The task of establishing correspondence between the targets (tracking object) across 
frames is known as data association or tracking strategy. The ultimate goal of the tracking 
strategy is to generate the trajectory of an object tracked over time by locating its position 
in every frame of a video sequence. Data association can be formulated as a 
combinatorial motion correspondence problem to find the trajectory of tracked objects. 
For instance, with n frames and m objects in each frame the number of possible 
trajectory sets is m\("~l) which is a really large number even for a small number of frames 
and objects [43]. For this huge number of possible trajectories, trying all possible 
trajectory sets is impossible. Also in the cases dealing with short and long term 
disappearing objects, and occlusions finding a measurement to make decision about 
correct trajectories is problematic. 
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To solve the data association problem two global categories of approaches exists: 
1) the approach based on sequential logic, which make decisions at each frame and when 
decisions are made, they are unchangeable. 2) The approach based on deferred logic, 
which considers a set of observations before each decision. This approach in the extreme 
case may lead to an offline and batch processing [5]. 
In the context of visual surveillance, the tracking strategies are used from either 









Figure 1.12 Tracking strategies 
1.3.1 Statistical approaches 
The statistical tracking approach resolves the data association problem by taking 
measurements and modeling uncertainties during object state estimation, which is 
appropriate for tracking objects in a clutter. Two main limitations of this approach are: 1) 
in some statistical models, the assumptions that the measurements are distributed 
normally around their predicted position may not hold (non-Gaussian distribution), 2) 
since statistical techniques model all events as probabilities, these techniques typically 
have a large number of parameters [44]. In the remainder of this section, the probabilistic 
tracking framework is described and three of the most used statistical methods for visual 
tracking are presented. 
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1.3.1.1 Probabilistic tracking framework 
The probabilistic framework formulates tracking problem as a state space approach. This 
framework consists of two parameters: 1) state; which is the features used to represent 
object such as object's location or velocity (X'; state of object in t). 2) Measurement; 
which is the observations obtained by object detection module such as object position 
(Zt: measurement in t). To change the state, a transition equation is defined as 
x'=f(x") + wt (110) 
where/is the function of system (transition function between t-1 and t) and W' is the 
noise parameter (white random noise), and to relate measurement and state, a 
measurement equation (h) is defined as 
Zt=h'(X',N')t ( 1 U ) 
where N' is the noise parameter. 
The objective of tracking is to estimate the state X' given all the measurements 
Z1 ' this means P(X' | Z1 ) . The theoretically optimal solution to solve state 
estimation is provided by recursive Bayesian filter [11]. 
1.3.1.2 Kalman filter 
Kalman filter is a state space recursive Bayesian method appropriate for solving time-
series problems such as tracking. For the tracking problem, this filter recursively 
calculates some degree of belief in the state X', which is the state used to define the 
characteristic of the tracked target, at time t, given the data Z. (the measurements up 
to time / ) . This method is more appropriate for straight-through tracking approach. The 
Kalman filter consists of two main phases: predict and update. The prediction phase uses 
the system model to predict the state posterior probability density function (pelf) before 
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having next measurement, and the update phase uses the latest measurement to modify 
the prediction/?^ Prediction phase uses the state model to predict the new state of target 
with 
X' = DX''X +W and (1.12) 
E'=DB'-1DT, (1.13) 
In equation 1.12 and 1.13, X'and E' are state and covariance prediction at time 
t. D is a transition matrix which defines relations between state variables at time / and 
/ - 1 . Q is the covariance of noise W. The correction phase uses current observations Z' 
to update the object's state with 
K' =E'MT[ME'MT +RTYand 
X' =X' +K'[Z' -AJX'\ 





In equations 1.12, 1.13, and 1.14 Mis the measurement matrix, K is the Kalman 
gain. The Kalman filter assumes posterior density is always Gaussian [11]. As an 
example of using Kalman filter for tracking purposes, in [45] a system for monitoring 
pedestrians and cyclists is designed. Their work has two steps: 1) tracking targets and 2) 
classifying targets into pedestrians and cyclists. In the tracking step, the object's centroid 
is used as a feature with Kalman filter to track the object. The horizontal and vertical 
coordinate of the centroid is decomposed as two independent motion vectors and they are 
modeled separately. In [45], it is assumed that the object moves with constant velocity 
with zero-mean white Gaussian acceleration error. The state of tracker is predicted using 
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In the equation 1.17 and 1.18 T is the time step between frames and vxl and vyj are 
white Gaussian acceleration errors. The observation is selected based on a geometric 
distance from predicted object centroid and structural similarity; at last the best match is 
used as a new observation of object's centroid and it is used to update the state model of 
object. 
1.3.1.3 Particle filter 
The particle filter or sequential Monte Carlo method is another recursive statistical 
approach that recently is used in many tracking researches. The most important 
advantage of the particle filter compared to Kalman filter is that it is not limited by the 
assumption that the state variables have a Gaussian distribution. This method is more 
appropriate for straight-through tracking approach. In this method pdf of system at time t 
is approximated by a set of N weighted samples (particles) \x't, w't }.=0 [46], each sample 
is an estimation about state of system which can be the location of object with its scales 
(height and width). The main steps of this algorithm are as follows [47]: 
1) Draw N samples from importance distribution q(xt \ x. 1 , z1 ) ; 
2) Evaluate the importance weights for N samples, z is observation at time t; 
r, Pi?, \x't)p(x't |X,'_,) 
w: = w: q(x,\xvj_vzh) (1.19) 





4) Compute an estimate of effective number of particles; 
Neff = ~ 
(1.21) 
5) If the effective number is less than a fix threshold then perform re-sampling; 
Draw P particles from the current particle set with probabilities proportional to 
their weights. Replace the current particle set with this new one. 
6) Go back to step 1 
The particle filter tracking algorithms often uses contour, color, or appearance 
models. As an example in [32], color feature and edge orientation histogram are used to 
model observations. The state of system is X - (x,y,sx,s ) , where x,y indicate the 
location of target and sx,sy are the scales (height and width) in horizontal and vertical 
directions. The state of system at time t is approximated by a set of samples. The samples 
are generated by using quasi-random sequence generator which draws samples from a 
normal distribution. The weight of each sample is observation likelihood related to each 
sample. 
The most important advantage of particle filter is that, the tracking system does not 
need a separate object detection module like background subtraction. And, its limitation 
is that initialization of system is not simple and most of time is not automatic. 
1.3.1.4 Multiple hypothesis tracking 
Multiple hypothesis tracking (MHT) is an iterative statistical tracking algorithm, 
appropriate for tracking multiple objects with interactions and occlusions in a merge-split 
tracking approach. This approach is based on deferred logic for data association; this 
means correspondence decision is deferred until several frames have been examined. The 
final track of the object is the most likely set of correspondences over the time period of 
its observation. For occluded targets, this approach results in better data association 
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compared to the methods that use a sequential logic. The limitation of this approach is 
that it is computationally exponential both in time and memory. The first MHT as an 
algorithm for tracking multiple targets is proposed by Reid [10]. The basic approach of 
Reid's MHT is to generate sets of hypotheses for all possible data association and 
searching all possible paths between measurements and their origins. His approach is 
measurement-oriented; this means every possible target is listed for each measurement. 
Measurement-oriented approach is more appropriate for track initiation, because when no 
target is listed for a measurement, the measurement can be assumed to be a new track. 














Figure 1.10 MHT stages 
1. CLUSTER: When new measurements (the detected moving region in the scene) 
are available, this stage identifies which measurement is associated with which 
target (target state is estimated from each data association hypothesis using 
Kalman filter). A cluster is a set of measurements and targets that are associated 
to each other during period of time, in fact tracking problem may compound more 
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than one cluster that are solved independently which reduce computational 
requirement. 
2. HYPGEN: In this stage, new sets of hypotheses (data association between current 
and previous data) for each cluster are formed and their probabilities are 
calculated. This means as each measurement is received; probabilities are 
calculated for the hypotheses from the measurement. Three types of hypothesis 
exist: 1) Hypothesis from previously known targets in a target file, 2) Hypothesis 
as a new target 3) Hypothesis as a false measurement. 
3. MASH: In this stage, to minimize computational requirement, the hypothesis 
matrix of each cluster is simplified. The tentative targets with unit probabilities 
are transferred to confirmed targets and a new cluster is created for them. In this 
way, the entire set of targets and measurements are divided into clusters that are 
solved independently. 
4. REDUCE: In this stage, to reduce the number of hypotheses, unlikely hypotheses 
are eliminated and hypotheses with similar target estimates are combined. 
The limitation of Reid's MHT is its exponential growth of hypotheses when a new 
observation is received. To improve Reid's algorithm Cox et al. [48] proposed an efficient 
implementation of Reid's algorithm in which the A"-best hypotheses are determined in 
polynomial time by removing unlikely hypotheses. Also the experimental result of this 
work [48] shows that real-time MHT solution to motion correspondence problem like 
tracking is possible. 
In [49], a MHT is proposed to find the trajectories of objects. In this work, the 
graph structure is used to represent multiple object tracking. In the graph, nodes represent 
object detection results (detected objects in the scene). The state of each detected object 
is defined as an object detection probability, object size, location, and appearance. Each 
link (connection probability) in the graph is computed based on the position closeness, 
size similarity, and appearance similarity between two nodes. In this work each 
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hypothesis consists of a fixed number of objects and their trajectories (the same as Reid's 
MHT [10]). Then, the likelihood or probability of each generated hypothesis is computed 
according to the connection probability, the object detection probability, trajectory 
smoothness, and image likelihood computation. At last, hypotheses are ranked based on 
their likelihood values and to avoid computational explosion in the graph extension, only 
a limited number of likely hypotheses are kept and the graph is pruned accordingly. 
1.3.2 Qualitative approches 
All the tracking approaches which are not probabilistic are categorized as qualitative 
approach. These approaches are usually simpler and have fewer parameters compared to 
the statistical approaches. Qualitative approaches define a cost function to associate 
objects in two consecutive or more frames using a set of motion constraints. The main 
advantage of this approach is their flexibility, because they permit an easy integration of 
a priori information for constraining a complex problem. It is necessary to mention that 
there are some methods such as mean-shift that use a prediction step to predict the object 
in the next frame but their method of tracking is qualitative. Mean-shift is one of the 
known qualitative tracking techniques which also uses object segmentation and is 
presented in the next subsection. 
1.3.2.1 Mean-shift 
Mean-shift tracking method, which is also known as a kernel-based tracking method, is 
composed of three steps performed at each two consecutive frames: 1) Start from the 
position of the model in the current frame 2) Search in the model's neighborhood in next 
frame 3) Find best candidate by maximizing a similarity function. This method is 
appropriate for straight-through tracking approach. This process is repeated for each pair 
of frames. In [50], a mean-shift tracking algorithm is proposed. In this work [50], the 
object model is defined as the weighted histogram computed from a circular region and 




/ = 1 , (1.22) 
In equation 1.22, b is the number of histogram bins, P is the target histogram, and Q is 
the candidate histogram. To find the best candidate in each iteration, mean-shift vector is 
computed such that the histogram similarity is increased. This process is repeated until 
convergence is achieved. 
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CHAPTER 2 METHODOLOGY 
Tracking is a combinatorial motion correspondence problem with ultimate goal of finding 
trajectories of the targets in FOV of camera(s). An efficient structure for representing a 
tracking problem and analyzing spatial and temporal information of targets is a graph. 
Given a video with n frames and m objects in each frame, representing targets using a 
graph-based approach requires finding m best paths among w!("_1) different possible paths 
(possible trajectory sets) in the graph (Figure 2.1). 
Frame: 1 2 3 t-1 t n-1 n 
Figure 2.1 Graph representation of tracking 
In figure 2.1, a graph representation of tracking is shown. The number of possible 
paths increases exponentially as the number of frames is increased. This suggests that this 
approach in its naive form is not an efficient framework for tracking. In this chapter, we 
present an online multiple object tracking algorithm based on multiple hypothesis 
approach to handle uncertainties caused by the inter-object occlusion(s). We use a graph-
based representation. This algorithm has two main features: 1) summarizing the graph 
representation for tracking 2) handling uncertainties in data association. 
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The first feature of the algorithm is a reduction of the number of edges in the 
tracking graph by the matching process which results in a simpler graph named event 
graph. This is done to reduce the search space of data association only for the situations 
in which uncertainties in data association exist. For example, splitting is one of these 
situations as it was discussed earlier in the previous chapter. 
The second feature of our algorithm could be explained by the fact that the global 
information of several frames is used for data association in the event graph rather than 
information of two consecutive frames. The advantage of this modification is that the 
average visual features of an object during data association of several frames in 
occlusions is more reliable and stable compared to the visual features of object in one 
frame. The data association is done by building a hypothesis graph to generate 
hypotheses for associating targets and to choose the best set of association as the final 
trajectory result. To adapt our algorithm for online applications, the best associated label 
of each target is found at each frame, and the correction of wrongfully associated labels is 
done by receiving more information in later frames. 
Pre-processing of this tracking system is performed by background subtraction to 
detect the blob at each frame, shadow elimination to delete the shadow regions from 
moving blob, a size filtering to delete very small blobs which are usually noises and are 
detected by background subtraction, and finally color conversion to convert the image 
pixels from RGB to HSV. The HSV color space is less sensitive to lighting variations and 
well suited for our experiment. 
The remainder of this chapter is organized as follows; in section 2.1 the features 
used in our algorithm for representing an object in the image are presented and in section 
2.2 data association strategy of our tracking system is described. 
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2.1 Model of object 
In each frame the existing blobs in the FOV of camera are represented using information 
of the blob's centroid, size, bounding box (i.e. a rectangle around the blob region), color 
histogram, velocity, and state (i.e. one of the possible events that object can be in, such as 
merging and entering). The state of an object and its velocity are determined after the 
matching process which is explained later in this chapter. The previously mentioned 
visual features are mainly used because of their discriminatory abilities. These features 
are described in the following paragraphs. 
In figure 2.2, the left image is a moving object and the right image is the extracted 
blob after performing background subtraction. 
Figure 2.2 An extracted blob and its bounding box. 
The feature vector used to represent a blob "2?" is defined as 
B = {s,c,bx,b-L,bl,bA,h,dx,dy,st), (2.1) 
where s is size of the blob or number of pixels in blob regions which is formulated as 
»=£X.-07. <2-2 ' 
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In Eq. 2.2, N is the number of blob region pixels, Xf,Y. are coordinates of each pixel in 




where c is centroid of blob with coordinate (cx,c ),N is the number of blob region 
pixels, and X1, Y. are coordinates of each pixel in blob region. 
In the feature vector, bl,b2,b3,b4are the coordinates of the four corners of the 
blob's bounding box and h is the normalized color histogram of the object in HSV color 
space. This histogram is quantized in 54 equal size bins and is represented as 
h(i) = |{Vx,^|(x, j/) e Blob region n I(x,y) <= ith color bin], / = 1,...,54 , (2.4) 
where h(i) is the ith bin in color histogram and I(x,y) is the color intensity of 
pixel(x,y). Furthermore, dx,dy are the moving distance in X and Y of the blob's 
centroid in two consecutive frames. It is calculated as 
moving distance —> dx = c'~
l —c'x, dy = c'y
l - cy , (2.5) 
where c'~l,c'x are horizontal coordinates of the blob's centroid in current frame / and 
previous frame?-1 andc'~x,c'y are vertical coordinates of the blob's centroid in frame t 
and^-1. 
Finally, st is the event state of the blob in the current frame such as merging 
blob(s) and/or entering blob(s). 
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2.2 Data association 
In our algorithm, data association is performed at each frame by repeating the matching 
process and updating and processing the event graph and the hypothesis graph. We have 
used a merge-split approach to handle interaction between the objects. In our tracking 
system, when a blob appears in the FOV of the camera, a track node is added in the event 
graph and a hypothesis node is added to the hypothesis graph. If during the tracking, a 
blob is merged (occluded) with other blobs, a track node is added in the event graph for 
the merged blob and it is connected with edges to all the occluding/occluded blobs nodes 
in the event graph. If a splitting happens, for all separated blobs from the group, nodes 
are added in the event graph and the hypothesis graph. In the event graph, edges are 
connected from the group blob's track node to all splitting blobs track nodes. In 
hypothesis graph, new initiated hypothesis nodes are connected to all the previous nodes 
(related parents) in the hypothesis graph with weighted edges (the weight is the 
likelihood of each pair of the new connected nodes). Finally, by processing the two 
graphs, the best label of the object in each frame and the best trajectory of each object 
while it is disappearing from FOV of camera are found. 
In Figure 2.3, the steps of our algorithm for each frame are shown; these steps are 














• Adding, removing, 




• Object labeling 
• Finding trajectory 
Figure 2.3 Data association steps 
The remainder of this section is organized as follows. In section 2.2.1 the event graph is 
defined and in section 2.2.2 the hypothesis graph is defined also. In section 2.2.3 
matching process is described. In section 2.2.4 updating hypothesis and event graphs are 
explained, in section 2.2.5 object labeling is presented, and finally, in section 2.2.6 
finding trajectory of objects is presented. 
2.2.1 Definition of event graph 
The event graph consists of all identified blobs with their merging/splitting events. Its 
nodes are named track node and store appearance information of a blob (when blob is 
tracked) and its edges represent merging and splitting events among the blobs. 
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The attributes of each track node are: 1) a pointer to its corresponding hypothesis 
node (if it has one; because group blobs do not have hypothesis node), 2) feature vectors 
of the blob (Equation 2.1) during its tracking (one feature vector for each frame), and 3) 
its adaptive color histogram which is updated by receiving the blob's color histogram at 
each frame. The adaptive color histogram of a blob is the summation of its color 
histograms during tracking. This gives global color information of the blob. The adaptive 
color histogram is further explained later on. 
Figure 2.4 shows an event graph. Here, the track nodes and edges represent the 
following events: blob Bl and B2 are merged into blob Gl, which in turn, merge with 
blob B3 to form the merged blob G2. Then G2 is split in two blobs. This graph is built 
and updated using the events detected in the matching process such as entering (inserting 
track nodes for Bl, B2 and B3), merging (inserting track nodes Gl and G2), splitting 
(inserting track nodes B4 and B5), corresponding, and leaving. The trajectory of each 
tracking target is determined by finding the best tracking path in the event graph. To find 
the best path for each tracking target, we utilize a hypothesis graph which is defined in 
the next subsection. 
1 B1 a B2 
Figure 2.4 Example of an event graph. The number in the upper left corner of each 
node is a pointer to a hypothesis node. 
40 
2.2.2 Definition of hypothesis graph 
Hypothesis graph is a directed weighted graph in the form of 
G = (V,E,co) (2.6) 
The vertices of the graph (hypotheses nodes) simply corresponds to track nodes of 
the event graph belonging to entering blobs (blobs which appeared in scene) and split 
blobs (blobs which came apart from a group blob or a single blob). In the other words 
identified group blob (merged blob) do not have hypotheses nodes. This is because 
hypothesis nodes are used to solve the correspondence problem (data association) before 
and after a merging event. They are defined as 
V = M", (2.7) 
where m is the number of hypothesis nodes. The edges are defined as 
£ - i e *K=i 5 (2.8) 
where ek =ninJ is the edge between two hypothesis nodes n, and« ; , and n is the 
number of edges. The weight of each edge which represents a hypothesis is defined as 
atn,,n) = \AH(n,)-AH(n )| 
1 ', (z.y) 
where AH{nt) and AH(rtj)are adaptive color histograms belonging to nt and« ; nodes in 
hypothesis graph and #(«,,«.) is the Euclidean distance between these two adaptive color 
histograms. Each node stores three different types of edges as three sets called Parents, 
Children and Best hypotheses (BH) defined as 
Parents(nt) = {Vn; e V\le = «,«,.} 
Children(n,) = {VwA e V\3e = n,nk] ^ 
BH(n,) = fanj e v\childrenx {nj ) = «,}. (2.12) 
41 
In Eq 2.10, Parents set of ni are a subset of nodes V which have common edges 
(are linked) with w,, where nj is the end vertex of their common edges (links). That is, the 
parents are the source nodes. In Eq 2.11, Children set of nt are a subset of nodes V which 
have common edges (are linked) with 7?,, where n, is the source vertex of their common 
edges (links). That is, the children are sink nodes. Parents and Children sets are ordered 
increasingly based on the weights of their edges. In Eq. 2.12, BH (Best Hypotheses) set 
of hypothesis node nt is some parents nodes {n}) of nt , for which ni is the first element 
in/?y 's Children set; Children^n f) is the first element (element with index 1) in children 
set ofrij. Parents sets, Children sets, and BH sets of hypothesis nodes are utilized during 
object labeling and for finding trajectory which is explained in the next subsections. 
In figure 2.5, an event graph with its related hypothesis graph is shown. In the left 
top corner of each node in the event graph there is an identifier to find its related 
hypothesis node in the hypothesis graph, for example for blob with identifier node 4 
which is called n4, the corresponding hypothesis node is H3 with the same identifier of 
4. We note that blobs Gl and G2 do not have hypothesis nodes in the hypothesis graph 
because they correspond to merging events. In the hypothesis graph, each edge Wr 
represents the weight of the edge between nodes Hl and H . 
1 B1 2 B2 I 
Figure 2.5 Event graph (left), Hypothesis graph (right). In the event graph, the number in the 
upper left corner of each node is a pointer to a hypothesis node (number at the left). 
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2.2.3 Matching process 
In this step (step 2, figure 2.3) of our algorithm, we define a distance matrix and a 
correspondence matrix to detect events such as corresponding, merging, splitting, 
entering, and leaving. These events are used for updating graphs in the next step. 
Matching process is finding all the possible correspondences between blobs of two 
consecutive frames. Let us define the blobs in frame t -1 as 
B(t-l) = {Bi(t-l),B2(t-l),...,Bl(t-l),...,BN(t-l)}t ( 2 1 3 ) 
where Bt (t -1) is the feature vector of the ith blob in frame t-\ and TV is the number of 
blobs. Similarly blobs in frame t are defined as 
B(t) = {Bi(t),B2(t),...,B,(t),...,BM(t)}^ ( 2 1 4 ) 
where Bt (t) is the feature vector of the ith blob in frame/
1 and M is the number of blobs. 
To represent all the possible corresponding blobs with their appearance 
dissimilarities, a distance matrix with the size of NxM (N is the number of blobs in 
frame t — \ and M is the number of blobs in frame t) is defined as 
<2D(U)= 
Distance (h£ , }, — hg^) overlapped bounding boxes 
, \A.iJ) 
-1 otherwise 
where D^'t\}(i,j) is the intersection color histogram distance between the ith blob in 
frame t — \ and the jth blob in frame /, if the two blobs bounding boxes in frames t -1 
and t are overlapped. Otherwise, these two blobs cannot match each other and their 
corresponding element in the distance matrix is - 1 . This assumption is based on the fact 
that a blob should not move a long distance in two successive frames because of the 
frame rate of the camera, and hence its bounding boxes should overlapped. So the search 
space for matching process is reduced only to the blobs with overlapping bounding 
boxes. We chose the intersection color histogram distance because it is fast to compute 
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and robust to partial occlusion caused by inter-object occlusion or occlusion due to the 
scene structure. The color histogram intersection is defined as 
K 
£min(h B i ( M ) (k ) , hBj{t)(k)) 







In Eq. 2.16, the number of histogram bins is 54 (the number of bins determined 
experimentally) and the intersection distance is defined as one minus the histogram 
intersection which is normalized by the size of the blob in frame?-1. This means a small 
distance is representing similar color histograms. 
Figure 2.6 shows an example in which 2 blobs are detected in frame t-1 and 3 
blobs in frame t. It also shows all possible correspondence between pairs of blobs in two 
consecutive frames. 
Frame : t-1 
Figure 2.6 AH possible correspondence between blobs in frames / — land t 
For the example illustrated in figure 2.6, if we assume all the bounding boxes of 
blobs in the two consecutive frames are overlapped, the distance matrix (Equation 2.15) 
is defined as 
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£>(1,1) D(l,2) £>(1,3) 
D(2,l) D(2,2) D(2,3) 
(2.17) 
2x3 
Let us suppose that in figure 2.6, 2 in frame /-7 matches 3 in frame t, and 1 in 
frame t-1 matches 1 and 2 in frame t, then the distance matrix would be for example 
0.05 0.1 0.9 
0.8 0.5 0.03 
(2.18) 
2x3 
In the next stage of matching process, by using the distance matrix and size 
information of blobs, a correspondence matrix [51] is defined to determine events and 
consequently update the event graph and hypothesis graph. The correspondence matrix 
has NxM elements (N is the number of blobs in frame t-1 and M is the number of 
blobs in frame?), the same as the distance matrix. First, all its elements are initiated to 
zero. The possible values in this matrix are 0, 1, and 2. To build this matrix, we define 
three possible situations: 
• Situation A: if in the distance matrix, the minimum color intersection distance for 
i object in frame t-1 is f object in frame t AND the minimum color 
intersection for j object in frame t is i object in frame/-1 (Mutual 
correspondence). 
• Situation B: if in the distance matrix, the minimum color intersection distance for 
/ object in frame t-1 is f object in frame t XOR the minimum color 
intersection for f object in frame t is il object in frame/ - 1 . 
• Situation C: any other situation except A and B. 
Now with above definitions, the correspondence matrix is built by 
C(i,j) = \ 
2 —> situation A for (i, j) 
1 —> situation B for (i, j) 
0 -4 situation C for (i, j) 
(2.19) 
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The case where there is more than one non-zero element in a row / or column j 
means that there is an inter-object occlusion. We use size information of the blobs to 
finalize the values in the correspondence matrix. If a merging or splitting events happen, 
there is a dramatic change in the size of the blob. We assumed that object with no 
dramatic change in size cannot be a merging or splitting objects. So we change the 
corresponding elements in the correspondence matrix to zero. The possible events for 
blobs are entering/re-entering, leaving, merging, splitting, and correspondence. Using the 
correspondence matrix the events are detected as follows: 
- Entering: Entering is detected for f blob in current frame t, if no blob in the 
previous frame t - 1 corresponds to it. In other words, all the elements of jth 
column in the correspondence matrix are zero. 
- Leaving: Leaving is detected for if blob in previous frame?-1, if no blob in 
current frame t corresponds to it. In other words, all the elements of i row in 
the correspondence matrix are zero. 
- Merging: Merging is detected for f blob in current frame t, if more than one 
blob in previous frame t — l corresponds to it. In other words, more than one 
elements of f column in the correspondence matrix are non-zero. 
Splitting: Splitting is detected for il blob in previous frame t — l, if more than 
one blob in previous frame t — l corresponds to it. In other words, more than one 
elements of if row in the correspondence matrix are non-zero. 
Correspondence: Mutual Correspondence is detected between /' blob in frame 
t-1 andj* blob in frame t if in if row and f column of correspondence matrix 
only element (i,j) is non-zero and is equal to 2. 
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For example illustrated in figure 2.6 with its distance matrix in Eq. 2.18 the 
correspondence matrix is defined as 
"2 1 0" 
C = 
0 0 2 
(2.20) 
2x3 
where in C a splitting and a correspondence is detected as the events between frame t-1 
and t. 
2.2.4 Updating graphs 
Updating graphs (step 3, figure 2.3), depend on detected events in the matching process. 
Event graph and hypothesis graph are updated in each frame. 
2.2.4.1 Entering 
When the matching process determines that a blob in current frame t is an entering object, 
a new track node in event graph and a hypothesis node in hypothesis graph are added for 
that entering object. 
2.2.4.2 Correspondence 
When the matching process determines correspondence between two blobs in frame t-1 
and t, the track node in event graph belonging to the corresponding object is updated by 
adding its new appearance information for current frame t and updating its adaptive color 
histogram using 
K 




In Eq. 2.21, AHB(I_X) is the adaptive color histogram of blob B at frame t-1, K is 
the number of color histogram bins, hB(l) is the color histogram of blob B at frame t, and 
0 < a < 1 is an adaptation parameter. 
In fact, updating track node is equivalent to sequential data association for non-
occluding blobs. This is based on the fact that if two blob regions in two consecutive 
frames are found to be similar, it is more likely that they are associated with the same 
object than if the two blob regions are separated by several frames. So in the normal 
situation when it is determined there is no possible occlusion. Sequential data association 
results to better data association rather than deferred logic data association. 
2.2.4.3 Merging 
When matching process determines that some blobs in frame t-1 are merged in a 
single new blob in the current frame t, tracking of merging blobs in frame t-1 is stopped 
and a new track node in event graph for group blob in frame t is created. It is 
characterized by a new feature vector and it is started to be tracked as any of the active 
blobs in the system. 
2.2.4.4 Splitting 
The most crucial event in a merge-split based data association is splitting. This is 
because uncertainties about identities of splitting blobs should be handled. This question 
should be answered at this point: Is splitting caused by separation of independent moving 
object regions or caused by object fragmentation? And if the answer to the previous 
question is splitting caused by independent objects, another question needs to be asked: 
Are the splitting objects already identified tracking targets or new tracking targets? 
Figure 2.7 shows the occlusion handling steps. In stepl, a possible splitting is 
detected, in step 2 track nodes are added to event graph, in step 3 fragmentation is 
distinguished from splitting, in step 4, if split blobs are remerged, splitting is ignored, in 
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step 5 if splitting is determined and splitting blob in frame t-1 was not an identified 
merged blob, its hypothesis node is deleted because group node are not included in the 
hypothesis graph as they do not help for data association. In step 6, for split blobs in 
frame t, hypothesis nodes are added in hypothesis graph, and finally in step 7 hypotheses 
are generated. 
No 





























Figure 2.7 Occlusion handling steps 
At each frame t, if matching process determined a splitting for a blob, for split 
blobs, track nodes are added in the event graph. Below the steps for occlusion handling 
are described. 
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a. Fragmentation checking 
Because of the nature of background subtraction methods, whenever a moving object in 
the scene has a similar color as the background, some parts of the moving object may not 
be detected as the foreground. This results in detecting smaller blobs which are fragments 
of a moving object. 
The goal of fragmentation checking (step 3, figure 2.7) is distinguishing between 
fragmentation and splitting events. So in this way, the tracking system does not track 
fragments as an independent objects. To do this, when the matching process detects a 
splitting event, the tracking system initiates track nodes for possible fragmented blobs. 
For four frames (determined experimentally), the system tracks the original blob as a 
whole, using summation feature vectors of all possible fragmented blobs. It also tracks all 
fragmented blobs individually. If within four consecutive frames after splitting all 
possible fragments are merged to one blob, it will be assumed that the event was 
fragmentation. In this case, splitting will be ignored (step 4, figure 2.) and the tracking of 
the original object will be continued. Otherwise after four frames, the fragmentation 
checking step distinguishes between fragmentations and splitting based on the fact that 
fragmented blobs belong to one target, are close in the image, and exhibit coherent 
motion over a few frames. In other words, the maximum differences in the average 
velocity between any pair of possible fragmented blobs from the same object must be less 
than a fixed threshold. This also suggests that the distance moved by the centroids of 
these blobs is relative to each other and much smaller than the overall distance moved by 
the centroid of the original object. If a fragmentation is detected, we continue tracking the 
original object and its fragments blobs. The fragmentation checking step (step 3, in figure 
2.7) will be repeated four frames later. But if a splitting is detected, we stop tracking the 
original object and we will continue tracking the split blobs as individual objects. 
b. Removing hypothesis node 
Our algorithm has hypothesis nodes only for blobs appearing in the scene and split blobs, 
but it does not have hypothesis nodes for group blob (blobs which is known that they 
include more than one tracking target). This was justified previously. So, this suggests 
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that if a blob associated to a hypothesis node and splits in later frames, the blob will 
become known as a group blob. So its hypothesis node with its related edges will be 
deleted (step 5, figure 2.7). In this way, we keep the hypothesis node only for the 
individual object to have smaller search space in hypothesis graph and more accurate data 
association in our split-merge framework. 
c. Generating hypothesis 
For split blobs which passed fragmentation checking, hypothesis nodes are initiated (step 
6, figure 2.7). Then for new initiated hypotheses nodes, hypotheses are generated by 
connecting directed weighted edges from all their Parents nodes in the graph to new 
initiated hypothesis nodes. Parents are all previous hypothesis nodes which possibly 
include a part of the trajectory of the same object that the split blob is also part of. Weight 
of each directed edge is the likelihood that source node and sink node of the edge are in 
the trajectory of the same blob and it is calculated as defined in section 2.2.2. 
Figure 2.8 shows hypothesis graph belonging to two objects that occluded each 
other two times. As shown in figure 2.8, the group blob resulting from merging blobs 
belonging to nodes 1 and 2, and also 3 and 4, do not have hypothesis nodes in the 
hypothesis graph. 
Figure 2.8 Generating hypotheses, event graph (left) and hypothesis graph (right). 
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In figure 2.8, hypothesis nodes 5 and 6 are two splits blobs for which their direct 
parents are nodes 3 and 4; these two split blobs have weighted edges not only from 
hypothesis nodes 3 and 4 (direct parents) but also from hypothesis nodes 1 and 2 (other 
previous nodes possibly in the trajectory). 
After calculating each weighted edge, the Children set of its source node and the 
Parents set and BH set of its sink node are updated. After updating Children set of the 
source node, if the first element of this set is changed, consecutively some other nodes 
BH set should be updated (see definition of BH in section 2.2.2); based on the fact that 
the intersection of two BH sets for two different nodes should be empty. 
The adaptive color histograms is used for generating hypothesis (likelihood 
between two nodes), because it gives the global color information of the blob during 
several frames and it helps to reduce the effect of dramatic changes in color histogram of 
blobs caused by short-time variation of lightening or shadows in some specific frames. 
To better illustrate updating graphs, in figure 2.9, the event graph and hypothesis 
graph for the example presented in figure 2.6 with distance matrix in Eq. 2.18 and 
correspondence matrix in Eq. 2.20, is shown. Recall, that one of the to tracked blob splits. 
In figure 2.9, node identified by 1 and 2, correspond to blobs 1 and 2 at time t-1 in figure 
2.6. Node 3 and 4 in figure 2.9 correspond to blobs 1 and 2 at time t in figure 2.6. Finally, 
because there is a correspondence between blob 2 at time t-1 and blob 3 at time t in figure 
2.6, there is no new node added in figure 2.9. 
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Event graph Hypothesis graph 
Figure 2.9 Example for updating graph. For the hypothesis graph, the numbers at the left 
correspond to the node numbers in the event graph. 
In figure 2.9, for node 1 in event graph, a splitting event is detected and for node 2, a 
correspondence is detected. For updating graphs, for node 2 in event graph, only its 
visual appearance is updated. But for splitting node 1, track nodes 3 and 4 are added in 
event graph and also hypotheses nodes H3 and H4 are added to hypothesis graph and 
from their Parents, hypothesis are generated (Hx and Hy are shown as the hypothesis 
nodes {Parents) in frames before t-1 only to show hypothesis generation). It's important 
to mention that figure 2.9 only shows a part of complete tracking graphs related to 
updates for events detected between frames t-1 and t. 
2.2.4.5 Leaving 
When the matching process determined that a blob in frame t-1 has left (disappeared from 
FOV of camera), its track node in event graph is deactivated. This results in its trajectory 
calculation by processing hypothesis and event graph which is described in section 2.2.6. 
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2.2.5 Object labeling 
The goal of this step of our algorithm (step 4, figure 2.3) is to find the label to use as an 
identifier for each blob at each frame. For corresponding blobs in frames t-1 and t, the 
label of blob in frame t (current frame) is the same as the label of blob in frame t-1 
(previous frame). For the merging, the label of merged blob (in frame t) is the labels of 
all merging blobs (in frame t-1).But for splitting, finding the label of split blobs in frame t 
(current frame) is done by processing in the hypothesis graph. To do this, we traverse the 
hypothesis graph bottom-up (from the latest frame) starting from split blob's hypothesis 
node ni. A path set is initialized with 
patho(n,) = 0^ ( 2 2 2 ) 
And it will be updated with 
pathk {n,) = (pathk_x(w,) u BH{nk)) - nk+x. (2.23) 
In Eq. 2.23, nk is the current node during graph traversal (the first nk is nf and 
pathk_x(n^) ispath0(«,.)) and nk+lis the next node to traverse in the graph which has the 
closest temporal relation with nk (current node), and exists in pathk_x (n,) or BH(nk). 
Recall that BH(nk) contains one or more parent node. Traversing graph upward and 
updating path set will be continued until we reach a root node in the graph (in the root 
node the path set will be again empty and this means that we have stop traversing the 
graph). So the split blob would be labeled as the same as blob related in the root node that 
we reached in hypothesis graph. A split blob which has an empty BH set would be 
identified as a new identified object with new label; this means this node is a root node. 
2.2.6 Finding trajectory 
When an object leaves the scene, its trajectory is constructed (step 4, figure 2.3). To do 
this, first the hypothesis graph is traversed upward starting from hypothesis node 
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belonging to leaving blob as explained in section 2.2.5. During graph traversal, each node 
which is deleted from path set it is added to another set which is named Trajectory set 
(because this node is the next node to traverse in the graph). When the current node is a 
root node, we have the Trajectory set. But in the hypothesis graph some part of the 
trajectory where the object was tracked in a group is missing; because group blobs have 
no nodes in hypothesis graph (figure 2.10 at right). So the missing part of the Trajectory 
set is recovered by searching in the event graph (figure 2.10 at left). 
Figure 2.10 Finding trajectory (left image Event graph and right image hypothesis graph). 
In the event graph, the number in the upper left corner of each node is a pointer to a 
hypothesis node (number at the left). 
Figure 2.10 shows an example for finding trajectory. In this figure, each track 
node of the event graph has an index i in the top left corner of node. So this node will be 
called nf. In the event graph, the blob ns has left. To find its trajectory for its 
corresponding hypothesis node (H6) in hypothesis graph, the Trajectory set is defined as 
Trajectory(n6) = {n6,n2}. The corresponding track node for H6 in the hypothesis graph 
is n% in the event graph and for H2 in the hypothesis graph it is n2 in the event graph. To 
find the missing part of the trajectory between the two nodes rc8and n2 in the event 
graph, searching is done upward in the graph starting from n%. The goal of the event 
graph traversal is to find n2, so we search recursively in the graph to find n2. When n2 is 
55 
found the path in the graph between n8 to n2 is added to Trajectory set. Since n2 is a root 
node in the event graph the trajectory is completed. 
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CHAPTER 3 RESULTS AND DISCUSSION 
In this chapter, the results of our tracking algorithm are presented and validated by some 
performance metrics which will be described later in this section. Our tracking system is 
programmed in the Visual C++ environment utilizing The Open Computer Vision Library 
(OpenCV is a collection of algorithms and sample codes for various computer vision 
problems) [52]. A computer configured with dual 3.4 GHz Intel Xeon(tm) is used for 
obtaining our tracking results. 
The input of our tracking system is image frames of a video sequence after 
performing background subtraction. The outputs of our tracking system are: 1) object 
labeling in each time frame during the processing of the video sequence 2) trajectory of 
each tracking target in the video sequence. 
Background subtraction (BS) is used as preprocessing of our tracking system. We 
utilize two BS methods: Temporal average [2] and RectGauss (A combination of block-
based and Gaussian mixture methods), which has been developed in our laboratory 
(LITIV). Depending on the video sequence, we used one of these two BS methods as the 
preprocessing of our tracking system. The BS methods also contain noise filter and 
shadow detector which eliminate very small detected blobs (like noises) and shadows of 
objects. 
We did not compare our results with other works, because we did not have access 
to the background subtraction and parameters that they used as pre-processing of the 
tracking. Instead, we analyzed our tracking algorithm with some metrics to show the 
capabilities of our tracking system in some complex tracking scenarios. 
The video sequences that we used in our experiments are from CAVIAR Datasets 
and LITIV laboratory video sequences which are described as follows: 
CAVIAR Test Case Scenarios [53]: CAVIAR dataset is a number of video clips 
with different scenarios of interest. These include people walking alone, meeting 
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with others, window shopping, entering and exiting shops, lighting and passing. 
First set of videos in this dataset are captured with a wide angle camera lens in the 
entrance lobby of the INRIA Labs at Grenoble, France. The resolution is half-
resolution PAL standard (384 x 288 pixels, 25 frames per second). The second set 
of videos is also captured with a wide angle lens camera along and across the 
hallway of a shopping centre in Lisbon. The resolution is half-resolution PAL 
standard (384x288 pixels, 25 frames per second). 
- LITIV Laboratory Test Case Scenarios: LITIV dataset are home made video 
sequences in three different tracking environments. The video sequences are 
captured in LITIV laboratory, in atrium of Lassonde building, and finally in the 
parking outside of Lassonde building. The image size of videos is 800 x 600 
captured by a Sony DFW-SX 910 at 7.5 fps. 
The reminder of this chapter is organized as follow, in section 3.1 the 
methodology of our experiments are described and in section 3.2 the test case scenarios 
with their discussion are presented. 
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3.1 Methodology of experiments 
In this section, the methodology for the validation of the tracking results is described. As 
we mentioned earlier, our tracking algorithm has two types of outputs, first object 
identification in each frame by labels (online output) and second object trajectories at the 
end of video sequence (offline output). For validation of the online output (object 
labeling), we used qualitative observation by a human operator; this means the labels of 
objects are compared with the interpretation of a human operator while the tracking 
system is executing. And for object trajectories, we compare the computed trajectories 
with the ground-truth trajectories that we generated semi-automatically. Generation of 
ground-truth trajectories and the performance metrics for online labeling and computed 
trajectories are described in details in next subsections. 
3.1.1 Generating ground-truth trajectories 
The goal of generating ground-truth trajectories is having a basis to evaluate the accuracy 
of trajectories constructed by our tracking system for tracking targets in the video 
sequence. Before describing the generation of ground-truth trajectory, we should define a 
trajectory. A trajectory of an object is defined as the temporal sequences of the blob's 
centroid position in the image for the period of time that it exists in the FOV of camera. It 
is also important to note that the centroid location of a tracked object while it is 
interacting with other objects (in a group) is the centroid of group blob and not the 
centroid of individual object. The centroid's location of an object is affected by two 
factors which are the object detection method and the tracking system. Since we are only 
interested in estimating the influence of our tracking system on object trajectory and not 
the influence of object detection method, to generate our ground-truth, we used the same 
background subtraction method as for our tracking system. 
The semi-automatic interactive ground-truth generator consists of: 1) automatic 
background subtraction 2) automatic blob centroid location 3) Ground-truth Marking 
Tool (GTM). The background subtraction part is used to determine the foreground blobs 
at each frame and is the same that we used as the preprocessing of our tracking system. 
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The blob centroid location detects the location of blob centroids at each frame. And 
finally, the GTM is an interactive tool that enables the user to click with the mouse on the 
desired centroid point on the image frame to construct the trajectories. We utilize 
cvSetMouseCallbackQ function from OpenCV library which has the ability to assign a 
callback for mouse events such as left click or right click. 
In figure 3.1, the left image is the video sequence frame and the right image is the 
frame image after applying the ground-truth generator. In the right image, the circles on 
blobs represent the location of blob centroid and the (+) is the mouse pointer that the user 
can use to click on one of the centroid points. User can generate the ground-truth 
trajectory, frame by frame by clicking on a desired centroid point of object. 
Figure 3.1 Generating ground-truth 
3.1.2 Performance metrics 
To evaluate the performance of online labeling a metric is defined as follow: 
Purity of object labeling: this measurement is how often a blob containing an 
identified object (identified object is an object which is known as an independent 
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entity) contains the label of that object in its labels during tracking. Purity is 
defined as 
P<P,) = -f (3.1) 
In Eq. 3.1, Ngl (Number of good labels) is the number of frames that the 
label of identified object Ot is included in the labels of the blob containing that 
object. NR is the number of frames that object exist in the FOV of camera. The 
maximum value for this measurement is 1 which means object's label is always 
correct during tracking of the object. 
To evaluate the accuracy of computed trajectories, first a ground-truth trajectory 
sequence is compared with trajectory results to find the best matches which reduce a 
defined distance measure (Eq. 3.2) between two trajectories. Then, some metrics are 
defined to evaluate different aspects of the computed trajectory compared to its matched 
ground-truth trajectory. It is important to mention that the small blobs which are in the 
scene for only a very short time are assumed as noises and ignored in both generating 
ground-truth trajectories and also computed trajectories. 
The distance measure and metrics are the ones used in [1]. The distance measure 
for comparing a computed trajectory with a ground truth trajectory is defined as follows 
D(TC,TG) = ~— XV(*c(0-xG(0)
2 - i y c (0 -y G (0 )
2 • (3.2) 
C'G i*Tc{t.)*TG{t.) 
In Eq. 3.1, Tc is the computed trajectory sequence, !TGis the ground-truth 
trajectory sequence NCG is the number frames in both Tc and TG trajectories (the 
existing frames in computed and ground-truth trajectory are not always the same), and 
finally (xc(i),yc(i)) is a point in the computed trajectory at frame tt and similarly 
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(xG(i),yG(i)) is a point in the ground-truth trajectory at frame/,.The performance 
metrics are defined as 
Centroid location error [1]: this measurement is computed by the distance between 
the ground-truth trajectory and the computed trajectory of our tracking system. The 
distance is the one defined in equation 3.1. This measure is useful to determine how 
close is the computed trajectory to ground-truth trajectory for frames existing in both 
trajectory sequences. This measurement reveals the errors of approximating the 
centroid of object while there is occlusion or fragmentation. The unit of this 
measurement is pixel. And smaller values for this measurement mean the trajectory is 
more accurate. 
Track incompleteness factor [1]: this factor measures how well the computed 
trajectory covers the existing frames in the ground truth. It is defined as 
F 4- F1 
TI = -£ ^ . (3.3) 
N 
1 v C,G 
In Eq. 3.2, Fnfis the false negative frame count (the number of frames that are 
missing from the computed trajectory), Fpfis the false positive frame count (the 
number of frames that are existed in computed trajectory but not in the ground-truth 
trajectory, and NCG is the number of frames present in both computed and ground-
truth trajectories (intersection frames). Smaller values for this measurement mean 
computed trajectory better covers the frames existing in ground-truth trajectory. The 
unit of this factor is frame. 
Track error rates [1]: this error measures the false positive rate/p and the false 
negative rate fn as ratios of number of ground truth trajectory frames. It is defined as 
F 
/ = — - a n d (3.4) p N i\GT 
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F 
/ „ = — ^ . (3-5) 
i v GT 
In Eq. 3.3, Fp is the number of computed trajectories without corresponding ground-
truth trajectory, and in Eq. 3.4 F„is the number of ground-truth trajectories without 
corresponding computed trajectory, and NGT is the number of ground-truth 
trajectories. For Fp and Fn, smaller values mean smaller error and their unit is frame. 
Average position error [1]: this error is the average of all the existing position errors 
belonging to computed trajectories. The unit of this error is pixel 
Average track incompleteness [1]: this error is the average track incompleteness error 
of all computed trajectories. The unit of this factor is frame. 
The above metrics are use to evaluate the final trajectory results of our tracking system. It 
is important to mention that since our tracking algorithm is adaptive, it may be possible to 
correct wrong identifications in later frames. Hence, the results of object labeling are not 
always the same as final computed trajectory for the object. 
3.2 Test case scenarios 
In this section, several video test cases are chosen to show different aspects of our 
algorithm. In these test cases, the advantages and limitations of our tracking system are 
investigated. The video sequences are obtained from LITIV videos and CAVIAR video 
dataset. The scenarios of the test cases that we have chosen are: 1) outdoor 2) left-
baggage 3) label correction 4) Fragmented object 5) Crowd. The outdoor scenario tests 
the ability of our system to handle scenes with lots of shadows and waving trees, which 
cause poorer background subtraction and more fragmentation. The left-baggage scenario 
tests the ability that how correct our system can reconstruct the trajectory of new 
independent identified objects. The scenario related to label correction tests the ability of 
our system to correct the wrongfully identified objects in later frames. The scenario 
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related to fragmented object reveal the ability of the fragmentation checking module of 
our system to distinguish between fragmentation and splitting. Finally the crowd scenario 
tests the ability of our system for multiple object tracking. 
3.2.1 Test Case 1 (Tracking outdoor) 
This test case is about tracking objects outdoor. The two videos are chosen from LITIV 
video sequences. They are captured outside of pavilion Lassonde, Ecole polytechnique. 
For these videos, we used the RectGauss BS as preprocessing. The first scenario is in the 
parking and the second is on the stairs. The frame size of processing for both videos 
is 480x360. The frame size of original video is 800x600, but they are resized 
to 480x360 because the parameters values used for background subtraction are chosen 
for the reduced size which gives the minimum errors in background subtraction. 
3.2.1.1 Outdoor (Parking) 
In the parking video sequence, three people come together in the scene then in later 
frames, they separate from each other. At last, each one leaves the scene individually. 
This video sequence has 368 frames. Figure 3.2 shows parking video sequence. 
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the third one remains in the scene. 
It can be noted from figure 3.2 that pixels related to shadows are connected to 
blob region. So shadows reduce the accuracy of blob centroid detection. Figure 3.2 (a) 
shows three people enter to the FOV of camera as a group. Our algorithm is able to detect 
each person as an independent moving object when it is separated from the group. The 
group blob in figure 3.2 (a) is labeled as Bl and in the time that independent objects are 
detected, they took new labels as B2, B3, and B4. The problem that shadow causes in the 
level of tracking is that for second and third object, the shadow is separated and it is 
leaving the scene later than objects; so it detected as a new object which is a false 
positive result. You can see this situation in figure 3.2 (b) that B4 is fragmented to two 
blobs and in the frame after this one (the one which is shown) B4 leave the scene while 
its shadow is still in the scene. Table 3.1(a) shows trajectory error for each object, and 
table 3.1(b) the total computed trajectories errors. 
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Table 3.1a) trajectory errors for each object in parking sequence, the object ID# are the IDs 
that individual blob take during its track, for example ID# 1, 2 means first object was in Bl 
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In table 3.1 (a) the centroid position error (D) is because objects are separated and 
again merged within 4 frames before fragmentation checking module can distinguish the 
splitting and fragmentation. So they are assumed as fragmentation. In this case there is a 
small centroid position error. Also, it can be noted from table 3.1 (a), that exists no TI 
(Track Incompleteness error) and P (purity) is 1 for all, which means three objects are 
correctly identified and tracked in all the frames that are in the FOV of camera. Table 3.1 
(b) shows tracking system detected two more objects compare to ground-truth which are 
false positive error; this is because of shadows detected as individual object. 
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3.2.1.2 Outdoor(Stairs) 
In the stairs video sequence, one people enter the scene and put a bag on the ground and 
then leave the scene. The other person goes down the stairs and pick-up the bag and 
leaves the scene. Finally two people enter to the scene, exchange a bag and then leave the 





Figure 3.3 Stairs sequence, (a) frame 156, a person after putting a bag on the ground is 
leaving the scene, (b) frame 218, another person is going down the stairs to pick up the bag 
and leave the scene, and (c) frame 510, two people is exchanging a bag and leaving the 
scene. 
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It can be noted from figure 3.3 (a), tracking system can correctly identify the bag as an 
independent object. Figure 3.3 (b) shows the railing of stairs caused the fragmentation, 
which is detected wrongfully as splitting (blobs B5 and B6). This fragmentation is 
repeated in several consecutive frames while the number of fragments changes a lot. This 
consecutive fragmentation results to the detection of two false positive independent 
objects as B6 and 57 in the fragments of the blob that is going down the stairs (B5). 
Figure 3.3 (c) shows when people renter the scene, they are detected as new objects with 
new labels and when they exchange the bag, bag is not an independent entity so it does 
not take a separate label. Table 3.2(a) shows trajectory error for each object, and table 
3.2(b), the total computed trajectories errors. 
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In table 3.2 (a), the position error (D) is because of fragmented object that went 
down the stairs and also the error of the person who generates the ground-truth with 
mouse click (this means the mouse is clicked on the centroid with small error). It can be 
noted from table 3.2(a); all the existing objects are correctly identified and tracked in the 
frames that they existed in FOV of camera. In table 3.2 (b) two false positive trajectories 
are because of two wrongfully detected objects resulting from severe fragmentation 
because of the railing. 
This test case showed our algorithm is able to track objects correctly without 
loosing its trajectory. Also it is able to identify new blob entities from the first frame in 
the video in which it is moving independently (example: the bag). But still, our algorithm 
suffers from the limitation of BS module which causes fragmentation that may results to 
detect false positive objects and shadows that may results to non-accurate blob centroid 
position. 
3.2.2 Test Case 2 (Left-baggage) 
This test case is about identifying and tracking left baggage in the scene. The two videos 
are chosen in order from CAVIAR dataset and LITIV video sequences. The video from 
CAVIAR dataset is in a hallway. For this video temporal average BS is used as 
preprocessing and its frame size for processing is 384x288. For video from LITIV in the 
parking outside the Lassonde building, RectGauss BS is used as preprocessing and its 
frame size for processing is 480 x 360. 
3.2.2.1 Left-baggage(Hallway) 
In the Hallway video sequence, a person enters the scene with a bag then puts the bag on 
the floor and stays stationary near the bag for a long period of time. Then he goes far 
from the bag and at last he comes back and takes the bag and leaves the scene. This video 
sequence has 1226 frames. Figure 3.4 shows hallway video sequence. 
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B1 
S 3 * 
Figure 3.4 Hallway sequence (a) frame 216, a person is entering the scene with a bag and (b) 
frame 412, same person is putting bag on the floor and staying near the bag [53]. 
Figure 3.4 (b) shows the situation where a person puts a bag on the floor. 
Consecutive fragmentation and remerging happen because the pants of the person and the 
shelf in the background are black. At last the person stays stationary near the bag. While 
the person is remaining stationary, fragmentation checking module could not detect the 
bag as an independent entity, and the bag is assumed as a fragment of person. But when 
the person goes far from the bag, bag is detected as a new object. Table 3.3(a) shows 
trajectory error for each object, and table 3.3(b), the total computed trajectories errors. 
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As it is shown in the table 3.3 (a), centroid positions errors (D) exists for both 
objects (bag and person). It is because during the time that person and bag are still 
assumed as fragments their centroid is the average centroid of both objects. Also their 
label is Bl which is not a good label; so the purity factor (p) of object is less than one. In 
table 3.3 (a) all the 77s are zero, which means objects are tracked correctly in all frames 
and their final computed trajectory is correct. You can also observe in table 3.3 (b) the 
average position errors which is large because of the reason just explained. 
3.2.2.2 Left-baggage(parking) 
In the parking video sequence, two people enter the scene. After, they merge and 
separate from each other. Then, one of them leaves a bag in the scene and also a car 
passes on the road. This video sequence has 244 frames. Figure 3.5 shows parking video 
sequence. 
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Figure 3.5 parking sequence (a) frame 62, two persons which one of them carries a bag enter 
to the scene and (b) frame 181, the person has left the bag and also a car is passing. 
It is important to notice that the person carrying the bag had interaction with the 
person which has left the scene before the bag is identified as an independent object. 
During that time, the trajectory of the bag does not exist, because its presence is unknown 
before it is split as an individual object. So we can only know that it existed in the last 
group it was part of, and not any previous group. Table 3.4(a) shows trajectory error for 
each object, and table 3.4(b), the total computed trajectories errors. 
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In table 3.4 (a), 19 false negative frames exist as trajectory error for the bag, 
because for 19 frames, the bag was not detected as independent object. The error on 
centroid positions are because of the consecutive fragmentation and remerging of objects 
and shadows. Eleven (11) frames error of labeling (p) for bag is because of consecutive 
fragmentation after splitting which postpone the identification of splitting and 
consecutively caused delayed object labeling. As it is shown in table 3.4 (a), all other 
objects are labeled and tracked correctly for all the frames that they are in the FOV of 
camera. 
This test case shows our algorithm has delay on online labeling because of consecutive 
fragmentation at the same time that splitting happens. Our tracking system does not lose 
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tracking of those frames in the final computed trajectory. So, it only affects the online 
labeling, not the final trajectory. Objects are tracked but with centroid error position for 
those frames. 
3.2.3 Test Case 3 (label correction) 
This test case is about consecutive merging and splitting and shows how our algorithm 
corrects the wrong labeling. Video is chosen from LITIV video sequences and it is 
captured in Atrium of pavilion Lassonde. For this video, we used RectGauss BS as 
preprocessing and its frame size for processing is 480x360. Total number of frames of 
video is 232. The video quality is low. In this video, two persons enter to the scene while 
several interactions happen between them. During this time, two other persons enter and 
leave the scene while one of them has interaction with first two persons in the scene. 











Figure 3.6 Atrium 1 sequence, (a) frame 7, two objects are entering the scene,"(b) frame 93, 
consecutive merging splitting is happening, (c) frame 225, a person is leaving the scene and, 
(d) frame 230, two persons are leaving the scene 
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Figure 3.6(b) shows that after consecutive merging and splitting, Bl and B2 lose 
two times their Ids and get two other labels (B4 and B5). They are detected as new 
objects because the quality of video is low and also there exists a lightening change in the 
scene which causes wrongful matching. In the later frames Bl and B2 are again correctly 
identified after they have an interaction with B7 (figure 3.6 (c)). Finally in figure 3.6 (d), 
Bl and B2 are correctly identified. Table 3.5(a) shows trajectory error for each object, 
and table 3.5(b), the total computed trajectories errors. 
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As it can be noted from table 3.5 (a), B2 loses its track for 36 frames and this 36 
frames does not exist in its trajectory. This is because during those frames, false positive 
labels are detected. For one of them, the trajectory of object is lost and in later frame it is 
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again identified. In later frames, the algorithm could not correct the trajectory of those 
lost frames. So that part of the trajectory is detected as a new trajectory which is 
separated and it belongs to one false positive object. Bl and B2 during few frames were 
not correctly labeled which you can see with their purity factor in table 3.5 (a). As it is 
shown in table 3.5 (b) a false positive object exists for the wrongfully detected object. 
The other objects are correctly labeled and tracked. 
This test case shows that when our algorithm loses the identification of objects 
during tracking, by using the information of later frames and relating them to previous 
observation, it is capable to re-identify the objects and reconstruct the trajectories. 
3.2.4 Test Case 4 (Fragmentation) 
This test case is about object fragmentation during tracking and shows how our algorithm 
works for the fragmentation cases. Video is chosen from LITIV video sequences and it is 
captured in one of the LITIV laboratories. For this video, frame size for preprocessing 
(temporal average BS is used) and processing is 320x240. This is because in this size, 
we had good result for background subtraction. Total frame numbers of video are 201. In 
this video, two people enter the scene and occlude each other while there is fragmentation 
because similar color of moving object with background. Our tracking system correctly 
distinguishes between fragmentation and splitting and labels objects correctly. Figure 3.7 




Figure 3.7 laboratory sequence, (a) frame 113, two persons have interaction, (b) frame 119, 
the persons are splitting while there is a fragmentation, and (c) frame 123, split persons with 
correct labels. 
As it is shown in figure 3.7(c), two persons are correctly labeled as B2 and B4 
after splitting while the fragmentation remains. Table 3.6(a) shows trajectory error for 
each object, and table 3.6(b), the total computed trajectories errors. 
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Table 3.6 shows the results for this sequence are correct. And there exists a small 
error of centroid positions which is caused during generating ground-truth (small error 
average 1 pixel, when mouse is clicked on centroid position during generating ground-
truth). 
This test case showed our fragmentation checking is capable to distinguish between 
splitting and fragmentation. 
3.2.5 Test Case 5 (Crowd) 
This test case is about tracking in crowd when several people exist in the FOV of camera. 
For this test case, three video are chosen from CAVIAR dataset and LITIV video 
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sequences. The video from CAVIAR dataset has been captured in a shopping center. For 
this video sequence, we used RectGauss BS as preprocessing and its frame size for 
processing is 384x288. The video from LITIV video sequence captured in Lassonde 
building atrium, for this video sequence, we used RectGauss BS as preprocessing and its 
frame size for processing is 480 x 360. 
3.2.5.1 Crowd( Atrium) 
In the Atrium 1 video sequence, four people enter the scene, and then they have 
interactions with each other. Finally, they leave the scene individually. This video 






Figure 3.8 Atrium 1 sequence, (a) frame 40, four persons are entering the scene, (b) frame 56, 
an interaction between two objects is happening, (c) frame 65, two other interactions between 
two pairs of objects are happening, and (d) frame 103, they are leaving the scene 
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Figure 3.8 (a) shows four persons entering the scene. Figure 3.8 (b) and (c) shows 
their consecutive interactions. And finally, figure 3.8 (d) shows they are leaving the scene 
while they are correctly identified. This part of Atrium video sequence is one of the best 
results that we had and shows the ability of our algorithm for multiple object tracking. 
Table 3.7(a) shows trajectory error for each object, and table 3.7(b) the total computed 
trajectories errors. 








































Track error f„ 
Track error fn 
Average position error 






The values in table 3.7 (a) and (b) shows there is no trajectory error for this video 
sequence. 
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The other part of this video sequence (Atrium 2) reveals one of the possible few 
errors in our tracking system. Figure 3.9 shows Atrium2 video sequence. 
Figure 3.9 Atrium2 sequence, (a) frame 337, a person is leaving the scene, (b) frame 357, 
another person is entering the scene while it is merging with leaving object, and (c) frame 
363, the entering person continues walking around the scene 
3.9(c) shows object B6 has left the scene, but its label remains in group blob. This 
is because in figure 3.9 (b) our tracking system do not know that object B6 is leaving 
because of the merging without splitting. So tracking system thinks that the left object is 
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still in the scene until the second object leaves the scene. Table 3.8(a) shows trajectory 
error for each object, and table 3.8(b), the total computed trajectories errors. 
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Table 3.8 (a) shows false positive frames, because the leaving of B6 is not 
detected and it is assumed that it existed in the scene until the second object leaves the 
scene. The other object is correctly identified and tracked. 
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3.2.5.2 Crowd(Shopping center) 
In the shopping center sequence, three people go out of a store and then walk along the 
corridor altogether. They separate and two of them have an interaction with another 
person which enters the FOV of camera while others are leaving the scene. This video is 
a very challenging sequence since there are reflection on the floor and also color 
similarity between the person with a white shirt and the floor. This video sequence has 
421 frames. Figure 3.10 shows shopping center video sequence. 
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Figure 3.10 shopping center sequence, (a) frame 135, three persons are going out of a store, 
(b) frame 311, three persons are walking along the corridor while one of them has interaction 
with a new entering object, and (c) frame 362, three persons are leaving the scene while the 
fourth one continues walking along the corridor [53]. 
Table 3.9(a) shows trajectory error for each object, and table 3.9(b), the total 
computed trajectories errors. 
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Table 3.9 (a) shows that the three first persons have considerable centroid position 
errors. This is because they walked for a long time together in the same direction and 
with the same speed along the corridor so the fragmentation checking module can detect 
the splitting only after some delay. And it results in all three persons being tracked as a 
group. The other error for object labeled as Bl in the group and B7 as individual is that it 
came into the scene in a group with two other people, but these two people appeared in 
the scene 16 frame sooner than third person. So there are 16 false positive frames for that 
person, because the tracking algorithm can not tell at which moment this individual 
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object enters the scene as it is first detected in the group. The person with a white shirt 
had a severe fragmentation because of the similarity between color of floor and his shirt. 
One of the fragmented parts of the person is detected as a false positive independent 
object. Then this fragment disappears because of the error of background subtraction. So 
in the result trajectory, there is one false positive trajectory that you can see in table 
3.9(b). 
This test case shows the ability of our tracking system for multiple object tracking 
and also shows the limitation of our algorithm in situation of leaving the scene without 
splitting (in video sequence atrium 2) and also in situation where an individual object 
enters in a group (in video sequence shopping center). 
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CHAPTER 4 CONCLUSION AND FUTURE WORKS 
We presented an online tracking system able to track multiple objects. It can handle 
objects interaction and object fragmentation. Our approach is adaptive, this means it has 
an online correction module which can correct the errors of objects labeling by exploring 
the later frames information and relating them to previous observations. Our MOT is also 
enhanced with a fragmentation checking module that can handle some imperfections of 
object detection. 
The focus of our algorithm is more on introducing a powerful tracking strategy 
rather than precise object representation. In our experimental results, we measured the 
performance of our tracking system for online labeling and computed trajectories with 
appropriate metrics. We showed that using adaptive color histogram (the average color 
histogram of object in several frames) as the object representation with an adaptive data 
association allows building a robust online tracking system for realistic tracking 
scenarios. 
Using a graph-based data association method enable us to correct wrongfully 
labeled objects in later frames by propagating information of previous frames and relating 
them to information of later frames. Also, the idea of using two graphs, that are built and 
updated together, and a fragmentation checking module help us to have a more precise 
hypothesis generation and a reduced search space in the hypothesis graph for data 
association process. 
Contributions of this work 
There are some MHT approaches in literature review [6, 10]; our approach can be 
distinguished from them by the following contributions: 
• Our approach for generating hypothesis is not sequential; this means hypotheses 
are not only generated from related parents one level upper than leaf node, but 
also from all related parents in upper levels of graph up to root nodes. The 
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advantage of this approach is that it does not propagate error of data association in 
one frame to later frames and also recovers the error in a frame by relating 
information of previous frames to later frames in hypothesis graph. This 
advantage of our system is shown in test case 3 (section 3.2.3). 
Our system has a fragmentation control module. None of the MHT in literature 
review account for the errors caused by fragmented objects during the 
construction of hypothesis graph. The fragmentation control in our algorithm 
enables us to distinguish between fragmentation and splitting, and initializing 
hypotheses node and generating hypothesis only for splitting. This results in a 
reduced size of the hypothesis graph and an accurate data association. This is 
shown in test case 4 (section 3.2.4). 
We utilized an adaptive color histogram as the measurement for hypothesis 
generation. The advantage of adaptive color histogram is that it contains global 
color information about the objects during several frames. This advantage makes 
that the adaptive color histogram more robust to lighting variations in a short 
period of time compared to color histogram, built from color information of one 
frame. Finally this results to a more accurate hypothesis generation. This situation 
is shown in video sequence of test case 3 (section 3.2.3), in which there is a 
reflections on a part of the floor. So an object that passes in this region (not 
staying there for a long time) will have its adaptive color histogram changing a 
little, but its color histogram will change considerably. 
Future works 
Our algorithm still suffers from some common problems like other tracking systems. 
Most of these problems arise in the object detection part (Background subtraction) and 
lead to erroneous tracking. In other words, the limitations of existing background 
subtraction methods for video sequences captured by visible camera cause erroneous blob 
detection in the scene, and this in turn affects the tracking systems. 
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To improve results and efficiency for our tracking system, we propose the 
following improvement: 
- For object representation, adding texture features to object model may lead to 
a more accurate object modeling and consecutively more accurate hypothesis 
generation. 
For very long videos, storing the information of object trajectories in a file and 
deleting the nodes in the event graph which are deactivated and that will never 
be reuse until end of video, may lead to a more efficient tracking system. 
As a future work in the case of people tracking, in stages of object detection and 
also object tracking, we propose the following improvements: 
For object detection, the combination of blob detection in video sequences from 
infrared camera and visible camera may result to more accurate blob detection 
and consecutively results to better tracking performance. This is because object 
detection results for infrared video sequence have robustness in similar color 
structure between background and moving object. On the other hand the object 
detection results for visible video sequences contain valuable information of 
blob's color and texture. So the combination of these two may lead to better 
object detection results. 
For object tracking, the combination of trajectory results from video sequences 
captured by visible camera and infrared camera may lead to reconstruction of 
erroneous part of trajectory result for visible video sequences and may lead to 
better trajectory results. 
Tracking consists of low-level event detection such as merging and splitting 
which are considered as the stage before high-level event detection. High-level event 
detection can be done by two approaches: 1) accurate object representation to track and 
interpret different actions 2) study of trajectories patterns. To improve our tracking 
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system to a high-level event detection system, we can consider the following 
improvement: 
Defining a more accurate object representation by modeling different part of 
object and analyzing the motion of those parts for the purpose of action 
interpretation. 
Defining illegal patterns of object trajectories for specific places (buildings, 
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