We review algorithms developed for nonnegative matrix factorization (NMF) and 
where X is a closed convex subset of R N . An important assumption to be exploited in the 114 BCD framework is that X is represented by a Cartesian product: 
123
Also known as a non-linear Gauss-Siedel method [5] , this algorithm updates one block 
153
These subproblems can be written as 
156
Since subproblems (7) are the nonnegativity constrained least squares (NLS) problems, the 157 two-block BCD method has been called the alternating nonnegative least square (ANLS) 158 framework [53, 59, 71] . Even though the subproblems are convex, they do not have a closed-
159
form solution, and a numerical algorithm for the subproblem has to be provided. (2).
166
Note that the minimum is not required to be unique for the convergence result to hold represents that A is approximated by the sum of K rank-one matrices.
186
Following the BCD scheme, we can minimize f by iteratively solving 187 w k ← arg min 
194
A promising aspect of this 2K block partitioning is that each subproblem in (10) has a 195 closed-form solution, as characterized in the following theorem. , and the problems in the second term are independent of each other.
203
Let h(v n ) = uv n − g n 2 2 = u 2 2 v 2 n − 2v n u T g n + g n 2 2 . Since ∂h ∂v n = 2(v n u 2 2 − g T n u),
the value of h(v n ) increases as v n becomes larger than zero, and therefore the minimum is 206 attained at v n = 0. Combining the two cases, the solution can be expressed as
210
This 2K -block BCD algorithm has been studied under the name of the hierarchical alternating 211 least squares (HALS) method by Cichocki et al. [19, 20] 
217
In practice, a zero column could occur in W or H during the HALS/RRI algorithm. This
columns, a small positive number could be used for the maximum operator in (13): That is, 220 max(·, ) with a small positive number such as 10 −16 is used instead of max(·, 0) [20, 35] .
221
The HALS/RRI algorithm with this modification often shows faster convergence compared to comparisons.
225
For an efficient implementation, it is not necessary to explicitly compute R k . Replacing
226
R k in (13) with the expression in (11), the solutions can be rewritten as
229
The choice of update formulae is related with the choice of an update order. Two versions of 230 an update order can be considered:
234
When using (13) , update order (15) 
249
where a m· and a ·n denote the mth row and the nth column of A, respectively. According to 250 the BCD framework, we iteratively update each block by 251 w mk ← arg min
253
The updates of w mk and h nk are independent of all other elements in the same column.
254
Therefore, it is possible to update all the elements in each column of W (and H) simulta-
255
neously. Once we organize the update of (18) column-wise, the result is the same as (14).
256
That is, a particular arrangement of the BCD method with scalar blocks is equivalent to the 
272
where φ(·) and ψ(·) are regularization terms that often involve matrix or vector norms.
273
Here we discuss the Frobenius-norm and the l 1 -norm regularization and show how NMF 274 regularized by those norms can be easily computed using the BCD method. Scalar parameters 275 α or β in this subsection are used to control the strength of regularization.
276
The Frobenius-norm regularization [53, 76] 
296
If α is nonzero, the solution of (22) is uniquely defined without requiring h k to be a nonzero
297
vector.
298
The l 1 -norm regularization can be adopted to promote sparsity in the factor matrices. In 299 many areas such as linear regression [80] and signal processing [16] , it has been widely known 300 that the l 1 -norm regularization promotes sparse solutions. In NMF, sparsity was shown to 301 improve the part-based interpretation [47] and the clustering ability [52, 57] . When sparsity 302 is desired on matrix H, the l 1 -norm regularization can be set as 
R e v i s e d P r o o f 
For more information, see [19] , Section 4.7.4 of [22] , and Section 4. 
Since elements are updated in this multiplication form, the nonnegativity is always satisfied 
360
The step-lengths chosen in the multiplicative updating rule is conservative enough so that the step-lengths in (28) does not achieve the optimal solution. In practice, the convergence of 366 the HALS/RRI algorithm is much faster than that of the multiplicative updating.
367
Lee and Seung [67] showed that under the multiplicative updating rule, the objective 368 function in (2) proposed to approximately solve the NLS subproblems hoping to accelerate the algorithm [4].
383
In their alternating least squares (ALS) method, they solved the least squares problems ignor- 
Successive rank one deflation

404
Some algorithms have been designed to compute NMF based on successive rank-one defla-
405
tion. This approach is motivated from the fact that the singular value decomposition (SVD)
406
can be computed through successive rank-one deflation. When considered for NMF, however, 407 the rank-one deflation method has a few issues as we summarize below.
408
Let us first recapitulate the deflation approach for SVD. Consider a matrix A ∈ R M×N of 409 rank R, and suppose its SVD is written as
and Σ ∈ R R×R is a diagonal matrix having through successive rank one deflation as follows. First, the best rank-one approximation, 
438 has an optimal solution satisfying u ≥ 0 and v ≥ 0. 
443
Hence, element-wise absolute values can be taken from the left and right singular vectors that 444 correspond to the largest singular value to achieve the best rank-one approximation satisfying 445 nonnegativity. There might be other optimal solutions of (34) involving negative numbers:
The elegant property in Corollary 4, however, is not readily applicable when K ≥ 2. After 448 the best rank-one approximation matrix is deflated, the residual matrix may contain negative 449 elements, and then Corollary 4 is not applicable any more. In general, successive rank-one 450 deflation is not an optimal approach for NMF computation. Let us take a look at a small 
456
One of the best rank-one approximations of E 1 with nonnegativity constraints is A 2 , and the
The nonnegative rank-two approximation obtained by this rank-one deflation approach is the iterations is necessary to achieve an optimal solution of NMF, unlike in the case of SVD.
486
4 Algorithms for the nonnegativity constrained least squares problems 487 We review numerical methods developed for the NLS subproblems in (7) . For simplicity, we 
497
To facilitate our discussion, we state a simple NLS problem with a single right-hand side:
499 Problem (36) may be solved by handling independent problems for the columns of X, whose 500 form appears as (37). Otherwise, the problem in (36) can also be transformed into is easy to compute. The first method of this type proposed for NMF was the projected gradient 506 method of Lin [71] . Their update formula is written as the second order information to improve convergence:
513
where y (i) is a subvector of x (i) with elements that are not optimal in terms of the Karush- 
517
A notable variant of the projected gradient method is the Barzilai-Borwein method [7] . 4.2 Active-set and active-set-like methods
533
The active-set method for the NLS problems is due to Lawson and Hanson [64] . A key 534 observation is that, if the zero and nonzero elements of the final solution are known in 535 advance, the solution can be easily computed by solving an unconstrained least squares 536 problem for the nonzero variables and setting the rest to zeros. The sets of zero and nonzero 537 variables are referred to as active and passive sets, respectively. In the active-set method, 538 so-called workings sets are kept track of until the optimal active and passive sets are found.
539
A rough pseudo-code for the active-set method is shown in Algorithm 1.
540
Lawson and Hanson's method has been a standard for the NLS problems, but applying 541 it directly to NMF is very slow. When used for NMF, it can be accelerated in two differ- experimental comparisons of these two approaches are provided in [59] .
548
The active-set methods possess a property that the objective function decreases after each 549 iteration; however, maintaining this property often limits its scalability. A main computational 550 burden of the active-set methods is in solving the unconstrained least squares problem (41); 551 hence, the number of iterations required until termination considerably affects the computa-552 tion cost. In order to achieve the monotonic decreasing property, typically only one variable 553 is exchanged between working sets per iteration. As a result, when the number of unknowns 554 is large, the number of iterations required for termination grows, slowing down the method.
555
The block principal pivoting method developed by Kim and Park [58, 59] and K is typically much smaller than the rank of the input matrix, the ranks of both W and H in 594 (7) typically remain full. When this condition is not likely to be satisfied, the Frobenius-norm 595 regularization of Sect. 2.4 can be adopted to guarantee the full rank condition.
596
BCD framework for nonnegative CP
597
Our discussion on the low-rank factorizations of nonnegative matrices naturally extends 598 to those of nonnegative tensors. In this section, we discuss nonnegative CANDE-
599
COMP/PARAFAC (NCP) and explain how it can be computed by the BCD framework.
R e v i s e d P r o o f J Glob Optim
A few other decomposition models of higher order tensors have been studied, and interested 601 readers are referred to [1, 61] . 
The '•' symbol represents the outer product of vectors, and a tensor in the form of 
. , H (N )
.
621
A corresponding problem can be written as, for A ∈ R
626
We discuss algorithms for solving (45) in this section [19, 32, 54, 60] . Toward that end, we 627 introduce definitions of some operations of tensors. 
R e v i s e d P r o o f J Glob Optim
In particular, the mode-n product of A and a vector u ∈ R M n is a tensor of size
Khatri-Rao product: The Khatri-Rao product of two matrices A ∈ R J 1 ×L and B ∈ R J 2 ×L ,
646
denoted by A B ∈ R (J 1 J 2 )×L , is defined as
BCD with N matrix blocks
649
A simple BCD method can be designed for (45) 
653 654 
671
In particular, if each B (n) is of full column rank, the subproblem has a unique solution.
672
Algorithms for the NLS subproblems discussed in Sect. 4 can be used to solve (48).
673
For higher order tensors, the number of rows in B (n) 
It is easy to verify that B (n)T (A <n> )
T can be obtained by successive mode-n products:
R e v i s e d P r o o f J Glob Optim
In addition, B (n) T B (n) can be obtained as 
Using matrix notations, problem (51) can be rewritten as 
vector-block BCD method is a stationary point of (45).
707
Using Theorem 2, the solution of (52) is
710
Solution (54) can be evaluated without constructing R <n> which is a simple case of (50), and
718 Solution (54) can then be simplified as k can be computed using (49). Observe the similarity between (58) and (14).
725
6 Implementation issues and comparisons 726 
Stopping criterion
727
Iterative methods have to be equipped with a criterion for stopping iterations. In NMF or
728
NTF, an ideal criterion would be to stop iterations after a local minimum of (2) or (45) is 729 attained. In practice, a few alternatives have been used.
730
Let us first discuss stopping criteria for NMF. A naive approach is to stop when the decrease 731 of the objective function becomes smaller than some predefined threshold:
733 734
where is a tolerance value to choose. Although this method is commonly adopted, it is 735 potentially misleading because the decrease of the objective function may become small 736 before a local minimum is achieved. A more principled criterion was proposed by Lin as fol-737 lows [71] . According to the Karush-Kuhn-Tucher (KKT) conditions, (W, H) is a stationary 738 point of (2) if and only if [17] 
743 744
Define the projected gradient ∇ p f W ∈ R M×K as, 
757 758
Using this definition, the stopping criterion is written by 
763
An analogous stopping criterion can be derived for the NCP formulation in (45).
764
The gradient matrix ∇ f H (n) can be derived from the least squares representation in (48): (61) is affected by a diagonal scaling: the HALS/RRI method, the multiplicative updating rule, and a few others were compared.
792
In their results, the slow convergence of the multiplicative updating was confirmed, and the
793
ALS method in Sect. Comparison results of algorithms for NCP are provided in [60] . Interestingly, the 803 ANLS/BPP method showed faster convergence than the HALS/RRI method in the ten- 
849
Observing that We also tested the effectiveness of Algorithm 3. We created a 1, 000 × 500 dense matrix algorithm (ONMF) [13] were also included in the comparisons. Figure 7 shows the execution 969 results, where our proposed method outperforms other methods tested. reduced dimension varies and that data are incrementally added or discarded.
980
There are many other interesting aspects of NMF that are not covered in this paper. 
986
NMF has been also studied from the Bayesian statistics point of view: See Schmidt et al.
987
[78] and Zhong and Girolami [88] . In the data mining community, variants of NMF such as 988 convex and semi-NMFs [25, 75] , orthogonal tri-NMF [26] , and group-sparse NMF [56] have 989 been proposed, and using NMF for clustering has been shown to be successful [12, 57, 63] .
990
For an overview on the use of NMF in bioinformatics, see Devarajan [23] 
