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Bruxism is a disorder characterised by teeth grinding and clenching,
and many bruxism sufferers are not aware of this disorder until
their dental health professional notices permanent teethwear. Stress
and anxiety are often listed among contributing factors impacting
bruxism exacerbation, which may explain why the COVID-19 pan-
demic gave rise to a bruxism epidemic. It is essential to develop
tools allowing for the early diagnosis of bruxism in an unobtrusive
manner. This work explores the feasibility of detecting bruxism-
related events using earables in a mimicked in-the-wild setting.
Using inertial measurement unit for data collection, we utilise tradi-
tional machine learning for teeth grinding and clenching detection.
We observe superior performance of models based on gyroscope
data, achieving an 88% and 66% accuracy on grinding and clench-
ing activities, respectively, in a controlled environment, and 76%
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1 INTRODUCTION
In the recent years, wireless earphones with built-in sensors, a.k.a.
earables, have been gaining popularity — earphones are a com-
modity item providing established functionality, with support for
privacy-preserving interaction by allowing the users to access in-
formation hands-free in a socially acceptable way, and, most impor-
tantly, have unique placement, allowing for numerous applications
beyond playing music [10]. Comparing to other common areas of a
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human body for wearables placement (e.g. wrist), the ear is signif-
icantly more stationary, meaning that the collected signal is less
susceptible to the external noise and motion artifacts, while also
allowing to capture head and jaw movements, in addition to the
activity in the rest of the body [10]. Due to these unique advantages
offered by earable platforms, they are widely explored for health
applications.
Drawing on the ability of wearables to capture jaw movements,
we were interested in exploring the feasibility of using earables for
detection of a movement disorder, characterised by teeth grinding
and clenching, called bruxism. Bruxism affects around 8–13% of the
adult population [2], and can cause numerous problems, affecting
patient’s teeth’ health, causing headaches and disorders of the
temporomandibular joint (TMJ). However, people suffering from
bruxism often are unaware of the disorder until it becomes so
advanced that the dentist is able to infer the diagnosis from the
patient’s worn down teeth. The exact cause of bruxism is unknown,
but it is believed there is a genetic component to it [2], and it is
usually linked to the levels of stress and anxiety that the patient
is experiencing. With the COVID-19 pandemic having lasted for
over a year and having had a major impact on the lives of nearly
every individual, dentists are warning of another, accompanying,
bruxism epidemic [7], prompting the issue of tooth wear and other
side effects of bruxism.
Existing methods for diagnosing bruxism tend to be unreliable
or invasive [18]. Most cases that are detected in earlier stages are
based on self-reporting: for example, when a sleep partner notices
grinding sounds, or when the patient reports TMJ pain. However,
previous research indicates that the validity of the self-reported
assessment of bruxism is low to modest and therefore is usually
not sufficient for diagnosis of bruxism [21]. The golden standard
for definitive diagnosis of bruxism is electromyogram (EMG) of
the masticatory muscles by polysomnography audio-visual (PSG-
AV) recording [4, 16, 19]. This method is performed in a controlled
environment, and due to its complexity and high cost PSG-AV is
not used for the assessment of bruxism in daily clinical practice.
To address the necessity of detecting bruxism in a non-invasive
and low-cost way, this research presents a methodology to detect
teeth clenching and grinding through an earable device by using
traditional machine learning approaches. We collected accelerome-
ter and gyroscope data from 17 participants using eSense wireless
earbuds with a built-in inertial measurement unit (IMU), using the
data from 13 participants for machine learning. The data comprised
of participants grinding and clenching their teeth in a controlled
environment, as well as performing bruxism-mimicking actions
while engaging in routine activities that would simulate in-the-
wild deployment. Namely, these activities included head movement,
listening to music, walking, talking, chewing, and drinking.
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To increase the inference accuracy, we collected the signals from
both ears of each participant, and we extracted both time and fre-
quency domain features. After preprocessing the collected data, we
used traditional machine learning methods to develop a bruxism
detection algorithm, using random forest (RF) and support vector
machine (SVM). The detection algorithms were evaluated using
both clean data and the more realistic signals collected with partic-
ipants engaging in routine behaviours that could potentially affect
the classification of teeth grinding events.
We show that by utilising traditional machine learning methods
we can detect teeth grinding in a controlled environment with
accuracy up to 88%. Additionally, we can detect teeth grinding with
up to 76% accuracy for datasets mimicking real-world scenarios.
The performance on clenching detection task is poorer, although
still shows promise, with us achieving up to 73% accuracy on in-
the-wild setting.
The main contributions of this work are as follows:
• We present a novel dataset compiled as a part of this study,
which contains teeth grinding and clenching data collected
through earables from 13 participants, in both noise-free
environments and while performing routine activities to
mimic in-the-wild data.
• We evaluate traditional signal processing and machine learn-
ing techniques for development of teeth grinding and clench-
ing detection algorithms.
• We show the potential of detecting bruxism through earables
by achieving 76% accuracy on in-the-wild teeth grinding and
73% accuracy on in-the-wild teeth clenching, and provide
ideas for future directions.
2 RELATEDWORK
EMG is a technology commonly utilised for a non-trivial task of
bruxism diagnosis, capable of detecting mastication muscle move-
ment. However, according to [9] EMGmay detect muscle movement
that is not necessarily related to bruxism, limiting the accuracy of
methods relying solely on EMG. In addition, accuracy of portable
EMG recorders for bruxism detection was reported as being un-
satisfactory. [5] EMG can also be seen as obtrusive, relying on
electrodes placed on the face for data collection. Therefore, it is
important to explore alternative sensing modalities for detection of
bruxism-related events.
There have been numerous efforts in the earables field exploring
the potential of in-ear wearables for detection of activities related
to the mouth.
A number of studies looked at detecting jaw and mouth move-
ments by using earables. CanalSense presented a jaw, face, and
head movement recognition system based on detecting changes
in the air pressure inside the ear canal, using barometers embed-
ded in earphones [1]. Another system, EarSense, sensed teeth ges-
tures by detecting vibrations in the jaw that propagate through the
skull to the ear, creating oscillations in the earphone speaker’s di-
aphragm [17]. Other works looked at developing a separate system,
rather than utilising earbuds, for detection of jaw movements. One
such example would be the Outer Ear Interface that measured the
deformation in the ear canal using proximity sensors caused by the
lower jaw movements [3].
There have also been successful attempts at forming a human-
computer interaction system based on unvoiced jaw movement
tracking. JawSense considered the neurological and anatomical
structure of the human jaw and cheek upon system design, and
achieved successful classification of nine phonemes based on the
muscle deformation and vibrations caused by unvoiced speak-
ing [11].
[18] looked at using gyroscope data from an in-ear wearable
for jaw clenching, which is an important part of what we set out
to achieve in this feasibility study. The reported results had an
error rate of 1% when the participant was seated and 4% when the
participant moved, but the work was based on a single participant,
and did not explore the detection of grinding.
Multiple works explored detection of bruxism using wearable
devices, however, most of them are not as inconspicuous as a pair
of earbuds. [13] introduced comfortable around the ear sensors
(cEEGrids) for detecting awake bruxism, analysing bruxism-related
events in contrast to the other facial activity events, such as chewing
and speaking. [12] developed a wearable mouthguard with a force
sensor to analyse teeth clenching during exercise. [6] proposed
to detect sleep bruxism by using electromyography (EMG) and
electrocardiogram (ECG) signals in combination, which produced
substantially better results than using only EMG. [8] developed a
system consisting of an interrogator/reader and a passive sensor
that could be used to record bruxism-related events by placing
the system in a dental splint. Finally, [20] developed a bite guard
designed to analyse bruxism, with the monitoring achieved through
a novel pressure-sensitive polymer.
To the best of our knowledge, this is the first work that looks at
using wireless earbuds with built-in IMUs for detection of grinding
and clenching with the goal of diagnosing and tracking bruxism.
3 STUDY DESIGN
An in-ear multisensory stereo device eSense was used for data
collection. Specifically, we collected three-axis accelerometer and
three-axis gyroscope data from the built-in IMU.
To collect the aforementioned data a mobile application, called
eSense Client, was used for connecting via Bluetooth to the eSense
earbuds and collecting raw IMU data. Due to the COVID-19 pan-
demic, all of the experiments were carried out remotely. Therefore,
for annotating the data collected from the earables, a timestamped
video was recorded using Zoom [22]. The collected eSense data
was labelled by matching it with the video recording’s timestamp.
Worth noting, that the eSense earbuds [10, 15] contain IMU only
in the left earbud. Therefore, we used two left earbuds from two
pairs of eSense for data collection, to explore the variation in ac-
curacy for two sides, as well as potentially use the data gathered
from both right and left ears together. Indeed, we discovered that
participants typically had a dominant chewing side, which resulted
in mastication muscles on one side of the face being greater devel-
oped. This resulted in data from one of the ears being more valuable
for correct classification of bruxism-related activities, but since the
dominant chewing side varies for different people, we had to use
data from both right and left ear together.
The study was approved by the ethics committee in the Depart-
ment of Computer Science and Technology at the University of
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Cambridge. Informed consent was collected from the study partici-
pants. We ensured that no identifiable information was collected,
and deleted the videos after the IMU data was labelled. Upon con-
sulting a dental health professional, we also excluded any partici-
pants who suffer from bruxism to avoid any further damage to their
teeth, as well as compiled a short questionnaire aimed at identifying
potential participants who might be unknowingly suffering from
bruxism. The questionnaire was based on Shetty’s et al. research
[19], but amended in collaboration with a certificated dentist to suit
the needs of our study. In addition to these precautions, we also
included a compulsory set of simple jawmassage exercises typically
used in TMJ physiotherapy, aimed at alleviating any tension in the
TMJ that the experiment might have inadvertently caused.
For the data collection, in total 17 participants were recruited, 12
females and 5 males, with the youngest participant aged 23 and the
oldest aged 61. After verifying the quality of the collected data, data
from four participants were discarded due to being compromised
during data collection. Therefore, data from 13 participants were
used for this research.
The aim of this study was to assess the feasibility of using in-
ear wearables for detection of bruxism-related events, specifically
teeth grinding and clenching. To address this goal, participants
were asked to perform the following seven human-centred sensing
experiments (with experiments 1-6 conducted with the participant
in a sitting position):
1. Control experiment:
(a) Grind teeth for 5 seconds, pause for 5 seconds, repeat 6 times.
(b) Clench teeth for 5 seconds, pause for 5 seconds, repeat 6 times.
2. Moving head side to side:
(a) Look right and left for 30 seconds.
(b) Look right and left for the duration of 5 seconds while grinding,
pause the grinding for 5 seconds, and repeat 6 times.
(c) Look right and left for the duration of 5 seconds while clench-
ing, pause the clenching for 5 seconds, and repeat 6 times.
3. Chewing:
(a) Eat half a slice of bread.
(b) Chew gum for 30 seconds.
4. Read the provided text out loud for 30 seconds.
5. Drink 250 ml of water.
6. Listening to music:
(a) Listen to music for 30 seconds.
(b) While listening to music, grind teeth for 5 seconds, then pause
for 5 seconds, and repeat 6 times.
(c) While listening to music, clench teeth for 5 seconds, then pause
for 5 seconds, and repeat 6 times.
7. Walk around in a quiet room:
(a) Walk around in a quiet room for 30 seconds.
(b) Walk around for the duration of 5 seconds while clenching,
pause the clenching for 5 seconds, and repeat 6 times.
The experiment took around 35 minutes for each participant to
complete from start to finish.
To the best of our knowledge, this is the most advanced and so-
phisticated dataset that exists for in-ear IMU data of teeth grinding
and clenching.
The experiments were designed each with a specific purpose in
mind. While the first experiment was intended as control in a quiet,
albeit unrealistic environment, the rest of the experiments were de-
signed to either recreate activities that are known to interfere with
signals collected via earbuds, such as moving the head, walking, as
well as listening to music – an especially important task, keeping in
mind that the primary purpose of earbuds is playing music. Other
activities, such as chewing, drinking, and reading, were meant to
recreate the activities in which a typical user is likely to engage
daily, which include a significant involvement of mastication mus-




IMU (accelerometer and gyroscope) data was collected from both
ears of the participants with a sampling rate of 5Hz. This yielded
approximately 25 minutes of IMU data per participant, containing
12 columns: X, Y, and Z axes for the acceleration and three axes
for the gyroscope data collected from one ear, and the same data
collected from the second ear. In addition to the IMU data, we also
recorded a video of the participant performing the tasks, to use as
ground-truth for correlating the collected IMU data to grinding and
clenching events. Specifically, the videos were used to note down
the start and end times of each general activity (such as moving
head, chewing, walking, etc.), and also to note down the start and
end times of grinding and clenching events during these activities.
The times with no grinding or clenching events were noted down
as silent periods, regardless of the general activity performed.
4.2 Segmentation and Labelling
Dealing with data in time domain, segmentation into shorter win-
dowswas necessary.We used a slidingwindowwith 1.6 s length and
50% (or 0.8 s) overlap, to minimise the risk of missing the transition
from one event into another.
Creating a label for each window posed a challenge due to the
fact that sometimes the window would contain a transition from
one event to another, such as transitioning from silent to grind-
ing, making the labelling non-trivial. We explored two labelling
methodologies:
• labelling the window as the dominant event in that window:
if the larger portion of the window contains the grinding
data and smaller portion of silent data, the window would
be labelled as grinding. If the split is equal, then the window
is labelled as silent.
• only labelling the window as silent if all the samples within
the window are silent, and no amount of grinding or clench-
ing event present.
Based on the preliminary comparison of the methodologies, it ap-
peared that labelling the window according to the dominant event
yielded superior performance, due to which this was the method
that we chose for further analysis.
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4.3 Feature Extraction
As input for the machine learning algorithms we used a number of
various features. Raw signal from both ears was used, resulting in 8
datapoints for each axis for each ear, yielding 48 features. Then, we
used a sum of vector magnitudes (SOVM), which was calculated


















where 𝑥 , 𝑦, and 𝑧 represent a single value collected from the sensor,
corresponding to one of the axes, and 𝐿 and 𝑅 representing the
signals collected from left and right ear, respectively.
The raw data collected from the three axes and the calculated
SOVM can be seen in Figure 1.
We utilised commonly-used Python libraries Librosa and Scipy
to extract a few additional features: Mel Frequency Cepstral Co-
efficients (MFCCs), spectral flatness, spectral centroid, and poly
features calculated for the sum of vector magnitudes, and a mean
was calculated for each of the additional feature vectors. Then,
maximum, minimum, mean, standard deviation, and absolute devi-
ation of the signal amplitude was extracted from the sum of vector
magnitudes and concatenated with the rest of the features. Finally,
zero-crossing rate for each of the axes was averaged and concate-
nated. This yielded a total of 71 features.
4.4 Classification
Five traditional machine learning classifiers were explored: decision
tree (DT), k-nearest neighbours (k-NN), logistic regression (LR),
random forest (RF), and support vector machine (SVM). In this work,
the results for RF and SVM are reported, since they demonstrated
the best performance during preliminary evaluation.
For evaluating the detection algorithm, we used a leave-one-out


















Figure 1: Raw gyroscope data collected with the participant
grinding teeth, with the grinding events coloured in red, and
periods with no grinding coloured in grey.
limited number of participants. Then, mean and standard deviation
were calculated for each of the performance metrics across the
resulting values.
To evaluate the algorithm, we compared accuracy, precision,
recall, and f1-score. While low number of false positives (FP) and
false negatives (FN) is desirable, it is important to keep in mind that
in this scenario occasional FP or FN might be acceptable due to the
ability to infer the overall diagnosis only if multiple bruxism-related
events are detected.
4.5 Experiment design
The goal of this study was to assess the feasibility of detecting
bruxism-related events in a controlled and a mimicked in-the-wild
environment through in-ear wearables using IMU signals. This
goal informed our experiment design. In this paper we present the
performance of two traditional machine learning algorithms, RF and
SVM, on data collected from two different sensors, accelerometer
and gyroscope, for the following tasks:
Task 1: detection of bruxism-related events in a controlled en-
vironment, with minimal external noise and no other actions per-
formed, participant being still:
(a) for teeth grinding (580:388 windows of grinding:silent data);
(b) for teeth clenching (589:438 windows of clenching:silent
data).
Task 2: detection of bruxism-related events in a mimicked in-
the-wild environment (in order to evaluate algorithm performance
in a more realistic setting), with participants performing a range of
routine activities:
(a) teeth grinding and clenching during no general activity,
while moving head, and while listening to music (1658:2334
grinding:silent and 1695:2334 clenching:silent windows);
(b) activities from task 2b with the addition of other routine
activities, such as chewing bread, chewing gum, reading
out loud (to imitate speaking), drinking water, and walking.
Worth noting, that the additional activities do not include
grinding or clenching events, and are intended for testing
the detection algorithm performance on actions that are
known to either be relatively noisy or involve significant
jaw activity that may be misclassified as teeth grinding or
clenching (1658:4825 grinding:silent and 1695:4815 clench-
ing:silent windows).
5 RESULTS AND DISCUSSION
5.1 Bruxism Detection in Controlled
Environment
Task 1 was designed with the purpose of assessing the feasibility
of detecting teeth grinding and clenching using earbuds with a
built-in IMU in a controlled environment, with the participant com-
pletely still. Based on leave-one-out validation, comparing SVM to
RF demonstrates that SVM performs better on both grinding and
clenching detection. It is obvious that using gyroscope data yields a
significantly higher performance, achieving 89% and 60% on grind-
ing and clenching events detection, respectively. For the controlled
experiment, RF achieves superior performance only on detection of
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grinding events using accelerometer data (70% accuracy), in com-
parison to detection of grinding events using accelerometer and
SVM (66% accuracy). However, both results are significantly worse
than the detection accuracy achieved using gyroscope data. We also
calculated precision, recall, and f-1 score, and these metrics as well
as the standard deviation for the leave-one-out cross-validation are
reported in Table 1.
5.2 Bruxism Detection In-The-Wild
We demonstrated that in-ear wearables show promise for detection
of bruxism-related events in a controlled environment. But, natu-
rally, it is important to also analyse whether earables could offer
a viable solution for unobtrusive bruxism detection in-the-wild.
For this purpose, Task2(a) and Task2(b) were designed to test the
bruxism-related activity detection approach while the study partici-
pants were performing other actions. Specifically, Task2(a) focused
on teeth grinding and clenching in silence, as well as these events
while listening to music or moving the head. Task2(b) presented an
even more complex problem, adding other activities that involve
substantial jaw movement.
For Task2(a), SVM model on gyroscope data showed the best
performance, for teeth grinding detection yielding 73% accuracy,
and reaching 61% accuracy for teeth clenching detection. Task2(b)
proved to be a more challenging experiment, which can be observed
from reduced performance on precision, recall, and f-1 score. How-
ever, RF still performs sufficiently well on gyroscope data, yielding
a 68% and 61% precision on grinding and clenching, respectively.
SVM was incapable of detecting clenching using accelerometer
data, predicting that all the testing data do not contain clenching
instances. Therefore, no metrics are reported for this algorithm. In
general, acceleration-based performance was insufficient, proving
that gyroscope provides more valuable data for bruxism detection.
Detailed results for these experiments can be seen in Tables 2 and 3.
We also evaluated which tasks have the most impact on detection
of bruxism, concluding that head movements and reading out loud
have the most impact on correct classification of grinding events,
and head movements, walking, and drinking have the most impact
on clenching detection.
Table 1: Detection of grinding (denoted as Gr.) and clenching
(denoted as Cl.) by SVM and RF algorithms on Task 1. The
values reported are mean±stdev.
Gyroscope Accelerometer
SVM RF SVM RF
Gr.
Accuracy 0.88±0.05 0.85±0.08 0.66±0.12 0.70±0.11
Precision 0.89±0.04 0.87±0.07 0.69±0.19 0.70±0.16
Recall 0.88±0.05 0.84±0.09 0.63±0.12 0.67±0.12
f1-score 0.88±0.05 0.83±0.10 0.57±0.17 0.63±0.15
Cl.
Accuracy 0.60±0.06 0.57±0.06 0.58±0.05 0.55±0.06
Precision 0.56±0.13 0.54±0.10 0.40±0.15 0.53±0.12
Recall 0.57±0.06 0.54±0.07 0.51±0.02 0.52±0.08
f1-score 0.52±0.11 0.52±0.11 0.40±0.06 0.49±0.08
Table 2: Performance on detection of teeth grinding and
clenching on Task2(a).
Gyroscope Accelerometer
SVM RF SVM RF
Gr.
Accuracy 0.73±0.05 0.73±0.08 0.55±0.04 0.56±0.07
Precision 0.74±0.06 0.73±0.08 0.43±0.10 0.51±0.12
Recall 0.70±0.05 0.71±0.08 0.49±0.03 0.52±0.07
f1-score 0.70±0.06 0.71±0.09 0.42±0.06 0.48±0.09
Cl.
Accuracy 0.61±0.05 0.60±0.04 0.57±0.03 0.52±0.06
Precision 0.60±0.08 0.57±0.07 0.36±0.15 0.45±0.08
Recall 0.56±0.06 0.57±0.05 0.50±0.01 0.49±0.02
f1-score 0.52±0.08 0.55±0.07 0.38±0.04 0.42±0.04
Table 3: Performance on detection of teeth grinding and
clenching on Task2(b).
Gyroscope Accelerometer
SVM RF SVM RF
Gr.
Accuracy 0.74±0.03 0.76±0.05 0.73±0.03 0.67±0.11
Precision 0.53±0.18 0.68±0.07 0.46±0.14 0.48±0.10
Recall 0.51±0.02 0.61±0.06 0.50±0.02 0.49±0.05





Precision 0.39±0.05 0.61±0.05 0.41±0.05
Recall 0.50±0.00 0.54±0.02 0.49±0.02
f1-score 0.43±0.01 0.52±0.03 0.44±0.03
5.3 Limitations and Future Work
Although this work is intended as a feasibility study to assess the
capability of in-ear wearables to detect bruxism-related events, it
is nevertheless important to highlight its limitations and discuss
some potential avenues worth exploring in the future.
Teeth grinding, which is the typical symptom of bruxism, usu-
ally happens when the person is not fully conscious, most often
exhibited in patients’ sleep. Our dataset consists of people who are
unlikely to be actually suffering from bruxism, and the data is col-
lected with the participants being awake and fully conscious, which
means that the data which would be collected from real bruxism
sufferers might be slightly different. However, earbuds for sleep
have started to appear on the market, the sole purpose of which is
to provide comfortable noise cancellation, which is very promising
for unobtrusive detection of bruxism during sleep.
Our results show that the accuracy of clenching detection is
lower than that of grinding. However, it is important to note that
grinding is an action that involves continuous movement in the jaw
joint, resulting in continuously changing IMU data. Clenching, on
the other hand, only involves changes in acceleration and angular
velocity when the action is initiated, i.e. the person clasps their
teeth together, and not when the action is in progress, i.e. the teeth
are clasped and the jaw is not moving. This may explain the poorer
performance on detection of clenching events. Going forward, ex-
ploring alternative ways of data segmentation and labelling might
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be useful, as well as more advanced machine learning approaches
that are capable of dealing with time-series data, such as recurrent
neural networks (RNNs).
From the classification perspective, given recent advances in
deep learning, it would be imperative to explore the potential of
deep learning on raw IMU data from earables for detection of
bruxism-related events.
Other potential areas of research would include exploring sensor
fusion and considering accelerometer and gyroscope data in com-
bination, as well as potentially investigating the feasibility of using
audio collected with a microphone pointing inside the ear [14].
Finally, given the complexity of collecting and labelling bruxism
data, it would be interesting to explore IMU data augmentation, as
well as potentially generating synthetic data.
6 CONCLUSIONS
This work presents a feasibility study on detection of bruxism-
related events using earables. During a bruxism epidemic, which
was potentially exacerbated by the COVID-19 pandemic, it is es-
sential to devise a low-cost, unobtrusive, and socially acceptable
method for bruxism detection, which would allow to diagnose the
patients in early stages of the disorder, before irreversible tooth
wear occurs. We compiled a first extensive dataset of teeth grinding
and clenching data collected via earbuds with a built-in IMU. In
addition to collecting these data in a controlled environment, we
also collected data mimicking in-the-wild signal by asking the users
to simulate teeth grinding and clenching while performing other
activities, or to engage in routine activities that require substantial
jaw involvement.
By using traditional machine learning methods, we concluded
that SVM and RF yield the best performance. Gyroscope data ap-
pears to be muchmore valuable than acceleration data for identifica-
tion of bruxism-related events. We achieved 88% and 66% accuracy
on teeth grinding and clenching, respectively, in a controlled en-
vironment. We also demonstrate the potential of this technology
in a mimicked in-the-wild environment, achieving 76% and 73%
accuracy on teeth grinding and clenching, respectively.
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