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Abstract: The aerospace sector is one of the main economic drivers that strengthens our present,
constitutes our future and is a source of competitiveness and innovation with great technological
development capacity. In particular, the objective of manufacturers on assembly lines is to automate the
entire process by using digital technologies as part of the transition toward Industry 4.0. In advanced
manufacturing processes, artificial vision systems are interesting because their performance influences
the liability and productivity of manufacturing processes. Therefore, developing and validating
accurate, reliable and flexible vision systems in uncontrolled industrial environments is a critical
issue. This research deals with the detection and classification of fasteners in a real, uncontrolled
environment for an aeronautical manufacturing process, using machine learning techniques based on
convolutional neural networks. Our system achieves 98.3% accuracy in a processing time of 0.8 ms
per image. The results reveal that the machine learning paradigm based on a neural network in an
industrial environment is capable of accurately and reliably estimating mechanical parameters to
improve the performance and flexibility of advanced manufacturing processing of large parts with
structural responsibility.
Keywords: advanced manufacturing; Industry 4.0; product development; product design; design for
X methods; tolerancing
1. Introduction
Every day, the aerospace industry works on developing products with high added value that
are subjected to the highest sustainability and efficiency demands in an increasingly demanding and
competitive market [1–4].
During the transition toward Industry 4.0, digital technologies like artificial vision, augmented or
virtual reality, big data and cybersecurity have aroused much interest in aeronautical manufacturing
processes [4–8].
In the specific case of manufacturing and assembly lines for large structures, manufacturers aim
to automate the entire process through adaptive robotic systems [9,10] which, together with vision and
artificial intelligence systems, will make it possible to improve the plant’s efficiency and flexibility,
and to reduce the associated cost per unit of aeronautical structures.
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One fundamental part of referencing these processes is the detection and measurement of
the parts in their real positions by artificial vision systems, which have been used in different
industrial sectors [6,11–15]. Non-contact methods are being increasingly employed during aeronautical
manufacturing processes as enabling technology in the fields of verification [6], metrology [7,10,13]
and quality analysis [11] are implemented, both for their excellent inherent performance and the saved
cost of accelerating production rates to meet production demands. However, their flexibility and
reconfiguration must balance with accuracy and reliability to find suitable applications. Therefore,
their use still remains a challenge for the aerospace industry.
In addition, another handicap of non-contact vision systems is that they work correctly under
optimal and controlled operating conditions, but their performance decreases in the following scenarios:
industrial environments with manufacturing and assembly processes, because of the diversity of
objects used (drills, rivets, countersinks, etc.) and the acquisition of images in adverse environments,
due to the presence of dirt (chips, oil drops, etc.) or incorrect lighting (shadows, changes in lighting,
etc.). These problems entail image processing that can become computationally expensive, especially
given the resolution required by images to obtain measurements with the best possible precision [13].
On the manufacturing and assembly lines of aircraft structures, non-contact vision systems are
housed in the heads of machines and play a critical role in correct robot operation during inspections
for roto-translation [16], inspection for redrilling [17] and for verifying inspections [18]. Our research
used images of the vision systems of these three robot types.
Images obtained by vision systems can be identified and classified by disruptive technology,
such as artificial intelligence [14,19–21], and machine-learning techniques specifically have been used
widely in the industry to classify objects [6–8,13].
However, machine-learning systems are based on two different stages, in which users have
to define the characteristics to be extracted. Thus, optimal network performance could be limited
by the form of selection for characteristic vectors [22]. To overcome this difficulty, our study used
convolutional neural networks (CNNs). Unlike conventional machine-learning systems, CNNs can
perform feature extraction and recognition at the same time in a single network and, therefore, optimize
the classifier’s performance [23].
CNNs have been applied to different sectors [24,25] and, although they have presented favorable
results in the classification field, very few studies have been carried out in industrial applications for
surface inspections [20] or for detecting defects [26]. To the best of the authors’ knowledge, artificial
vision systems with CNNs have not been used to design or validate a classifier for aeronautical
fastening elements on a manufacturing and assembly line of large parts with structural responsibility.
The objective of this study was to design and validate a neural network for the detection
and classification of different referencing elements for aeronautical manufacturing processes in an
industrial environment.
2. Materials and Methods
This section describes the dataset created and the convolutional network developed for classifying
the referencing elements of an aeronautical manufacturing system.
In our research study, different languages and programming libraries were used to process images.
The pre-processing of images and the generation of patches were carried out in C++ using the OpenCV
computer vision library. This programming language was chosen for its efficiency and processing
speed [27], given the large number of images to process.
The design of the neural networks, as well as their training and validation, was developed in
Python, employing Keras and Tensorflow as frameworks, which are widely used libraries in the deep
learning field [28]. Regarding the specific hardware, a GTX1070Ti GPU was utilized to accelerate the
training and execution of neural networks. The entire system was implemented into robots as part of
the aeronautical manufacturing process (Figure 1).
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Figure 1. Inspection system implemented into a robot of an aeronautical manufacturing line.
2.1.1. Raw I age Pre-Processing
Our study started with a set of 33,389 i ages captured by 12 different types of robotic achines,
such as drilling, riveting and part position referencing achines. Given that the sets of i ages ca e
fro different achines, the condition and variability of the i ages, based on their typology and
resolution, was not very ho ogeneous. Therefore, the first ain challenge of this work was to convert
this set of i ages into a structured and ho ogeneous dataset by a pre-processing stage (Figure 2).
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Figure 2. Outline of the dataset preparation and revision process.
In the pre-processing stage (Figure 3), the set of images was processed by artificial vision algorithms,
similar to those currently used in industrial applications. The detection and extraction of objects was
carried out based on the following rules (defined according to the actual features of the referencing
elements in the dataset):
1. A thresholding operation was performed at 10 different gray levels to guarantee the extraction of
all possib e areas of interest.
2. Next, an algorithm for ext ac ing connected regions (blobs) was run on each binary image from
the previous step.
3. All the blobs with sizes less than 5% or bigger than 95% of the image were eliminated, as the
referencing element would be the correct dimensions in the image. All those blobs whose aspect
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ratios (ratio between width and height, and their reciprocal) exceeded 1.20 were eliminated and,
in turn, so were all the blobs contained in other blobs.
4. Finally, the remaining blobs were analyzed by merging all those that overlapped one another.
To determine if there was any overlapping between two blobs, the intersection on union value of
their bounding boxes was calculated by merging all those blobs with an overlap value over 95%.
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Figure 3. Pre-processing for patch extraction purposes.
2.1.2. Defining Classification Categories
In aeronautical manufacturing, different types or classes of fixation and referencing elements can
be used. These elements are defined by the manufacturing and assembly lines themselves. In our
study, elements were categorized into eight different classes (Figure 4):
• Drill (D), which includes all the straight blind or through holes, ith no countersink;
• Countersink (Cs), whic includes holes with countersi
• Rivet (R), which includes rivets that are flush with the s rface;
• Protruding rivet (PR), which includes rivets that protrude from the surface;
• Temporary fastener 1 (F1), the head of temporary fasteners, which will be drilled later to insert a rivet;
• Temporary fastener 2 (F2), the tip of temporary fasteners, which will be drilled later to insert a rivet;
• Hexagonal (Hx), a category that includes all objects that are hexagonal in shape;
• Screw (S), a c tegory which includes screw imag s.
In addition to the eight categories defined by our process, an additional category, called the
background (B), was defined to group the lack of referencing elements (Figure 4). This included all
images corresponding to surface fragments, be they clean or stained with chips, oil or numbers.
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2.1.3. Image Categorization and Dataset Construction
To construct the image library, it was necessary to categorize all the patches generated in the
pre-processing stage. Manual sorting of such a large number of images can be time-consuming and
tedious and, therefore, prone to possible human error. However, the scientific literature offers studies
which have shown that validation or rejection through a binary option of a proposed classification is
much faster and more reliable than conventionally assigning a category to the image [29]. To generate
our classification, an automatic labeling algorithm based on an autoencoder-type neural network was
designed, along with clustering algorithms [30].
The neural networks known as autoencoders are a type of neural network used in unsupervised
training. The structure of the network resembles a double funnel in that, on the first network layers,
information is compressed into layers of increasingly smaller sizes until a bottleneck is achieved,
from which layers increase in size until they reach the original input size (encoder-decoder structure).
This network is trained so that its output reconstructs the values entered in the input with the highest
possible fidelity [31]. If the network has been successfully trained, we can deduce that it has been able to
extract a series of main characteristics from the original image, with which it is able to reconstruct said
image again at the output. By eliminating the decoder part of the network, a vector of characteristics
is obtained for each image, which defines it with a much smaller number of dimensions than the
original image.
Furthermore, the feature vectors extracted by the autoencoder were ordered with a clustering
algorithm (k-means). This algorithm groups the vectors in a predetermined number of categories so
that the variance of the points in the same category is minimized [32]. In our study, a set of points
with 64 classes (k = 64) was analyzed, and they were subsequently and manually assigned to all of the
nine previously defined categories. After assigning all of the images to categories, they were manually
reviewed using a classification interface (Figure 4).
During a first iteration (Figure 2), 10,000 images were manually reviewed using the interface
from this automatic labeling. The subsequent analysis of this iteration, based on the images whose
categories were corrected during the manual review, revealed that the success rate of the automatic
labeling was about 65%.
During a second iteration (Figure 2), the same images from the first iteration were used to train a
generic CNN. This network was employed to generate new automatic labeling, with which 11,000 new
images were manually reviewed. The subsequent review of this second labeling revealed a hit rate
that came close to 90%.
Therefore, the total number of images reviewed and constituting our data set was 21,000.
2.1.4. Patch Classifier
The graphic interface for image classification, called Patch Classifier (Figure 5), was developed in
HTML, PHP and JavaScript. The interface was designed following a responsive pattern for it to be
accessed from all types of electronic devices.
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Figure 5. Graphical interface for patch classification purposes. (A) the interface presented the patch
image to be classified; (B) the category proposed by the automatic labeling algorithms; (C) it offered the
user two options: accept the proposed label or reject it; (D) the application presented images of all
the categories.
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Figure 6. Categorized images using the Patch Classifier interface, with (a) drill; (b) countersink; (c) rivet;
(d) protruding rivet; (e) temporary fastener 1; (f) temporary fastener 2; (g) hexagonal; (h) screw; and (i)
background categories.
2.1.5. Dat Augmentation
From the created at set, data augmentation techniques ere a li i of
the neural network by reinforcing its detection capacity and avoiding vertraining wh ch, therefore,
made the network capable f discerning betwee the spatial invariances a d lighting i herent i the
objects to be classified [33].
Regarding the spatial invariances of the objects to be classified, which had geometries of circular
or hexagonal natures, it was possible to efficiently obtain several conceptually equivalent images from
a single image; that is, it was possible with objects belonging to the same category, but completely
different at the pixel level. Specifically, three rotations of 90◦, 180◦ and 270◦ and two symmetries
(vertical and horizontal) were applied to each original image. This process gave six samples. Therefore,
the original 21,000 image dataset was extended to 126,000 images.
Regarding variations in the lighting conditions, such as by artificially modifying the brightness
and contrast of the images, this data augmentation technique was not used because our set of images
showed enough variability under these conditions.
2.2. Convolutional Neural Network
The classification neural network was designed and trained from scratch, following a convolutional
network scheme with an architecture inspired by the LeNet family of neural models [34], known to
achieve very good results during image classification tasks while maintaining a small network size.
Our architecture design sought short execution times so they would have a minimum impact on the
overall process time.
Our network (F gure 7) consisted of a 64 × 64 pixel input layer, which was connected to several
stages f c volutional layers that were alterna ed with pooling layers. The output of the last
convolutional processing stage was c nnected to a fully connected lay r, which was directly conn cted
with the ine outputs or categories of our system. These outputs were regularized following softmax
distribution so that the output vector would resemble a probability distribution of belonging to each
class (i.e., the sum of the nine outputs must always equal 1).
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To improve the training results of the network and to avoid overfitting, the L2 regularization and
dropout techniques were followed.
L2 regularization consists of a mathematical model, added in the training phase, that reduces
overfitting by penalizing the appearance of high values in the weights of the neural network [21].
In our network, we applied a factor of 0.001 to convolutional layers.
Dropout is a technique based on omitting a certain percentage of the connections between layers
during training to force the neural network to develop redundant connections by increasing robustness
and reliability in the final classification [35,36]. In our network, we applied a factor of 10% on both the
first and last layers.
Our dataset of 126,000 images was randomized and structured following a five-fold cross-validation
scheme (Figure 8), where the set was split into five equal parts so that one of the portions would be
used during each iteration to validate, and the remaining four would be used to train. Therefore,
the training/test ratio was 80:20. This way, the category distribution influence on the training data
could be analyzed.
Appl. Sci. 2020, 10, x  8  of  13 
 i rove the training results of the network and to avoid overfitting, the L2 regul rization 
and dropout techniqu s were followed. 
 r l ri ti   i t   f    t ti l  l,   i  t  tr i i   , t t r  
rfitti    penalizing the ap earance of high values in the weights of the neural network [21]. In 
our network, we applied a f ctor  f 0.0 1 to c nvolutional layers. 
r t is   t i   s     itti     rt i   r t   f t   ti s  t  l rs 
ri   training  to  force  the  neural  network  to  develop  redundant  connections  by  increasing 
robustness and reliability in the final classification [35,36]. In our network, we applied a factor  f 10% 
on both the first and last layers. 
r  dataset  of  126, 00  images was  randomized  and  structured  following  a  five‐fold  cross‐
validation scheme (Figure 8), where the set was split into five equal parts s  that one of the portions 
would be used during each  iteration  to validate, and  the  remaining  four would be used  to  train. 








The  training of our network  showed a  categorical accuracy  for  the validation  set within  the 
interval [94.5%, 96.5%] with an average of 95.7%. The accuracy, recall and F1‐value were calculated 
on each defined category (Table 1). Moreover, the statistical distribution of the F1‐values is shown in 
Figure  9.  These  values  were  averaged  over  the  five  iterations,  and  the  confidence  interval 
encompassed 95% of the samples (2‐sigma). 
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Class  Accuracy  Recall  F1‐Value 
B  99.4 ± 0.9%  98.1 ± 1.5%  98.8 ± 0.6% 
D  98 ± 1.3%  93.5 ± 2.4%  95.7 ± 1.7% 
Cs  62.9 ± 15.5%  88.4 ± 11.2%  73.1 ± 9% 
R  77.5 ± 15.1%  95 ± 9.7%  85 ± 8.4% 
PR  86.4 ± 14.3%  84 ± 14%  85 ± 11.9% 
F1  89.7 ± 13.3%  98.7 ± 1.3%  93.9 ± 7.4% 
F2  89.6 ± 9.2%  94 ± 8.1%  91.6 ± 3.4% 
Hx  92 ± 4.5%  97.2 ± 4%  94.5 ± 2.1% 
S  70.3 ± 44.2%  98.9 ± 1.6%  80.3 ± 34% 
Figure 8. K-fold cross-validation.
The network was trained for 150 epochs using the Adadelta [37] optimizer and the categorical
cross entropy loss function. Furthermore, class balancing weights were applied during training to
reduce the differences between the number of images in each category.
3. Results
The training of our network showed a categorical accuracy for the validation set within the
interval [94.5%, 96.5%] with an average of 95.7%. The accuracy, recall and F1-value were calculated
on each defined category (Table 1). Moreover, the statistical distribution of the F1-values is shown in
Figure 9. These values were averaged over the five iterations, and the confidence interval encompassed
95% of the samples (2-sigma).
Table 1. Classification results over the validation set.
Class Accuracy Recall F1-Value
B 99.4 ± 0.9% 98.1 ± 1.5% 98.8 ± 0.6%
D 98 ± 1.3% 93.5 ± 2.4% 95.7 ± 1.7%
Cs 62.9 5.5% 88 4 11.2% 73.1 ± 9
R 77.5 15.1% 95 9.7% 85 ± 8.4%
PR 86.4 ± 14.3% 84 ± 14% 85 ± 11.9%
F1 89.7 ± 13.3% 98.7 ± 1.3% 93.9 ± 7.4%
F2 89.6 ± 9.2% 94 ± 8.1% 91.6 ± 3.4%
Hx 92 ± 4.5% 97.2 ± 4% 94.5 ± 2.1%
S 70.3 ± 44 8.9 ± 1.6% 80.3 ± 34%
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Figure 9. F1-values for each category.
The confusion matrix, averaged across the five trials and normalized for each class (Table 2),
presented a higher success rate for the background class (99.4%) and a lower success rate for the
countersink class (62.9%). However, eight of the nine defined classes obtained success rates that came
close to or above 70%.
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D 1.2 98.0 0.5 0.1 0.0 0.0 0.1 0.0 0.0
Cs 1.5 33.6 62.9 0.2 0.7 0.4 0.8 0.0 0.0
R 8.8 11.4 0.7 77.6 1.1 0.1 0.0 0.2 0.0
PR 1.2 7.4 2.6 1.4 86.6 0.7 0.2 0.0 0.0
F1 1.2 4.8 1.3 0.5 1.3 89.7 1.1 0.1 0.1
F2 0.7 6.6 2.5 0.1 0.1 0.3 89.7 0.0 0.0
Hx 3.8 3.2 0.8 0.0 0.2 0.1 0.0 92.0 0.1
S 3.3 9.2 6.2 6.9 1.4 0.1 3.0 0.0 69.8
B D Cs R PR F1 F2 Hx S
Predicted class
The defined classes can be grouped into three more generic categories (Table 3). These categories are
(1) background, (2) an empty hole including holes an countersinks, and (3) a filled hole encompassing
the other referencing elements. With these classifications, success rates were obtained for the empty hole
(98.3%) an full hole (88.5%) categ ries, and the success rate of the background class was maintained.
Table 3. Confusio matrix for cla sifying empty and filled h les (normalized).
Tr
ue
Background 99.4 0.6 0.1
Empty hole 1.3 98.3 0.5
Filled hole 3.0 8.5 88.5
Background Empty hole Filled hole
Predicted
Finally, given that the main objective of our system was to detect the referencing elements of a
manufacturing process, it was of interest to analyze the network’s effectiveness in the absolute terms
of the detected objects without considering their category (Table 4), which obtained a success rate of
98.3% for the referencing items.
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Table 4. Global confusion matrix (normalized).
Tr
ue Background 99.4 0.6




The aerospace sector is one of the main technological and economic drivers that strengthens our
present, constitutes our future and is a source of competitiveness and innovation with a huge capacity
to catalyze talent, technological development and enormous power, transforming and generating
new applications and services for our society’s welfare and progress. Specifically, the objective of
manufacturers with manufacturing and assembly lines is to automate the entire process by using
digital technologies as part of the transition toward Industry 4.0 [4,5,13,19].
Our research developed a detection neural network that analyzes and processes images in the
most efficient way, simultaneously detecting and classifying all the fasteners that may be present
during a manufacturing process in an industrial environment.
In the aerospace industry, artificial vision techniques, combined with machine learning, have been
used to identify defects and problems associated with the wear of engine components [38],
assess corrosion in metallic systems [39], measure large panels by 3D systems [8] and inspect
automated wheels [4]. However, they have not been employed to classify fastening elements of large
structures with structural responsibility because of the technological difficulties entailing their practical
application to manufacturing processes in an industrial environment.
The results of this study suggest that the Patch Classifier software can successfully extract
the characteristics of referencing elements. They also show that the convolutional neural network,
programmed for classifying referencing elements, can obtain a success rate that comes close to or
exceeds 70% in eight of the nine classes making up our network. If we consider the CNN in absolute
element detection terms, the network’s accuracy is more than 98% in an industrial environment.
Our network presented sensitivities in all classes above 80%. In particular, it presented its best
value (98.9 ± 1.6%) for the screws class (S) and its worst value (84 ± 14%) for the protruding rivet
class (PR). The main differences between these two datasets are the geometry of the head of the
fastening element and the proportion of both classes in relation to the total set of the validation sample.
This suggests that these variables could influence sample specificity. However, our study did not
exclude the possibility of other factors that could affect the network’s result, such as a certain degree of
similarity between the classes of straight and countersink drills (Table 2).
The geometrical similarity in some of these classes was reflected in the network confusion matrix
(Table 2). For the countersink and drill categories specifically, the matrix returned a value of 33.6%.
Correspondingly, the matrix gave a confusion value of around 11% between the rivet and drill categories.
This situation, however, did not occur between the hexagonal (Hx) category and other categories, as it
presented a clearly different geometry. We believe that the poor accuracy in the countersink class
(62.9 ± 15.5%) was due to these elements’ marked degree of similarity, particularly because of the
circular shape. Therefore, this aspect could be considered a limitation of our study.
High confusion values were also present among the screw, drill, countersink and rivet classes.
This was probably caused by fewer images being available in the dataset for this class. This situation
did not occur after a category regrouping was proposed (Tables 3 and 4), so we consider both these
confusion values and the poor accuracy of this class (70.3 ± 44.2%) to have been caused by an imbalance
in the dataset regarding this class. This could also be considered a limitation of our study.
In the aerospace industry, knowing if a hole is filled or empty based on subsequent machining
operations during the manufacturing process is particularly interesting. This is why our classes were
reorganized into three more generic categories (Table 3), with a success rate of 98.3% for the empty hole
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category and 88.5% for the filled hole category, respectively, while the success rate for the background
class was maintained.
In absolute referencing terms, our results indicated high success rates, with a false-positive rate
and a negative rate of 0.6% and 1.7%, respectively (Table 4). These results are similar to those presented
by other authors who used CNNs for classifying defects in thermal images of carbon fiber [20,26].
To the best of our knowledge, this is the first time that a CNN has been used for the detection and
classification of aeronautical fixation elements in an industrial environment in real time.
Finally, our development was integrated into the measurement software used on manufacturing
and assembly lines, and it was carried out in such a way that it did not interfere with the current
detection and measurement process. It was completed in an average classification time of 0.8 ms per
patch and obtained an accuracy of 98.3%.
5. Conclusions
We have developed and validated a convolutional neural network for the detection and
classification of fixation elements in a real, uncontrolled setting for an aerospace manufacturing
process. Our system achieved a 98.3% accuracy rate.
Our results show that the machine-learning paradigm, based on neural networks and run in an
industrial environment, is capable of accurately and reliably measuring fixation elements and thus
improves the performance and flexibility of the advanced manufacturing process of large pieces with
structural responsibility.
In future developments, the convolutional neural network architecture used herein will provide
not only the categorization of referencing elements, but also be able to make decisions about aborting
the manufacturing process if it locates an element that belongs to a category other than that specified
during the process. Other applications of interest for this research in the aerospace sector entail the
detection of defects on laminated carbon fiber parts in real time and in an industrial environment.
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