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Abstract
This thesis uses dynamic light scattering (DLS), two colour dynamic light scattering
(TCDLS) and differential dynamic microscopy (DDM) to understand a range of complex
colloidal suspensions. First studied is a wide concentration range of monodisperse spherical
Brownian particles, to compare the turbidity limits of DDM in relation to DLS and TCDLS.
An analysis routine is proposed for verifying results obtained from DDM, and the turbidity
limits are determined. It is found that DDM is able to handle much higher concentrations
than TCDLS, allowing naturally concentrated samples to be studied without the need for
index matching (such as bacterial suspensions). At the highest volume fractions, DDM
yields a fast dynamical component which we attribute to multiple scattering.
Attention is then turned to gold nanorods whose complicated motion and optical
properties make analysing DLS data non trivial. A novel measurement protocol is introduced
which uses multi angle DLS to select the correct range of angles that should be used to
extract the translational diffusion coefficient. This is then used as an input to depolarized
DLS data to calculate the rotational diffusion coefficient. The protocol is applied to
nanorods of four different aspect ratios with results agreeing well with calculations based
on manufactures specifications of the rods.
The nanorods used previously are then studied with DDM, as the low scattering angles
and limited frame rate allows separation of the purely translational diffusive dynamics.
When comparing DDM to DLS data at the same scattering angle, it is clear that DDM
is unable to resolve the faster decay component seen in the DLS experiments, which is
advantageous as it removes the ambiguity associated with rotational motion. This work
also strengthens the DLS measurement protocol by providing an independent technique
with which to compare.
The last chapter contains the application of DDM to two real world problems involving
motile microorganisms, which due to their size and motion are difficult to study with
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DLS. The effect of two different surfactants on the swimming motility of Pseudomonas
aeruginosa was investigated, to see if a link could be drawn to how these surfactants effect
the swarming motility. The second bacteria studied was Campylobacter concisus, and for
the first time, the swimming motilities of six strains of C. concisus were characterised, and
compared with a swarming assay of the same strains.
2
Chapter 1
Introduction
1.1 Light scattering of colloidal suspensions
Since the invention of the laser and subsequent birth of light scattering instrumentation [1,2],
it has been one of the most popular techniques to study soft matter systems. These systems
are often comprised of colloidal particles with a size range of 1 to 1000 nm. These particles
can either be naturally occurring, such as proteins, viruses and bacteria, or synthetically
prepared to have specific interaction attributes. The properties of each particle determine
how the bulk suspension will behave, allowing investigation of tailor made model systems [3].
These systems typically contain interparticle distances on the order of the wavelength of
light, and undergo Brownian motion caused by thermally induced random bombardment
of solvent molecules on each particle. Quantifying particle dynamics and structure is
most commonly done with light scattering, with the most developed of these techniques
being dynamic light scattering (DLS) and static light scattering (SLS). A light scattering
experiment uses focusing optics to send a laser through a sample, and photon detection
(such as an avalanche photo diode) to detect the scattered light. Statistics of the scattered
light are quantified using a correlator card, allowing sampling times from the ns [4]. Light
scattering is fast, non invasive, produces sample wide statistics, and has had a wealth of
development over the past 50 years.
Dynamic Light Scattering
Light scattered from a suspension of particles will create a speckle pattern at some distance
from the sample. This speckle pattern occurs because the origin of the scattered light
is from the particles which are in a random arrangement throughout the sample. This
3
randomness causes interference which results in the varying bright and dark spots of a
speckle pattern. If the particles are not stationary, but jostling around as they are in
a liquid due to Brownian motion, then so too does the intensity of the speckle pattern.
In DLS, this intensity fluctuation is recorded at a fixed scattering angle as a function of
time. The rate at which the fluctuations evolve is directly related to the speed of the
diffusing particles. This rate is quantified by an autocorrelation function which correlates
the intensity at various delay times. Over short delay times (ns), the configuration of
particles, and therefore scattered intensity, will not have changed, resulting in perfect
correlation. Over much longer delay times (ms to s), where the particles have diffused
far from their reference position, the scattered intensity will be completely different and
the autocorrelation function will reflect this by dropping to zero. Between these two
extremes, a complete description of average particle displacement is produced. DLS is
commonly employed as a particle sizing technique and complements imaging techniques
such as electron microscopy. However, there are certain challenging suspensions that are
difficult to study with DLS: concentrated suspensions, non-spherical particles, and active
colloids. We consider each in turn:
Challenge 1: Concentrated suspensions
One case where DLS fails is when samples produce multiple scattering, which happens in
concentrated (turbid) samples, and when a large refractive index difference exists between
sample and solvent. In the case of particle sizing, this may be alleviated by diluting the
sample until measurements of two subsequent dilutions show the same results. However, the
dynamics of systems in their turbid state are often of interest, such as collective behaviour
of bacteria [5], and concentrated suspensions of spherical particles [6]. Multiple scattering
occurs when a scattered photon from one particle enters another particle and induces
a new scattering event within that particle. This complicates analysis as light entering
the detector cannot be modelled as a simple plane wave, and can enter from outside the
scattering volume. This is detrimental as data analysis works under the assumption that
only single scattering is received from a single angle. Theories for higher order scattering
have been derived, but are too complicated to be of practical value. In order to successfully
measure a turbid sample, multiple scattering must be suppressed.
4
Challenge 2: Non-spherical particles
Nanoparticles play an important role across multidisciplinary fields, and one factor that
determines their chemical and physical properties is their shape. While many shapes exist,
we focus on rod shaped particles which are commonly encountered and can be synthesized
in many materials including gold [7], silicon [8] and carbon [9]. Investigations involving
nanorods include their effects on cellular toxicity [10], and how suspensions of rods influence
the diffusion of spheres [11]. Therefore, accurate characterisation of nanorods in solution
is important. Nanorods undergo both translational and rotational diffusion, and one of
the few techniques available to probe the rotational dynamics is depolarised dynamic light
scattering (DDLS). Although the theory for diffusion of rods and interpretation of DLS
data is well established, many assumptions are made and little experimental work has been
conducted to verify the range of rod sizes and materials for which the assumptions are
valid.
Challenge 3: Active colloids
The final challenging system considered are motile bacteria, which can be considered active
colloids that move in additional ways to Brownian motion. Motility is self directed motion
that bacteria use to find suitable nutrients and escape danger. Bacteria predominantly
use three motility techniques depending on their environment: swimming, swarming and
twitching. Swimming occurs in aqueous environments, swarming and twitching occur in
higher viscosity fluids and surfaces, such as the mucoid lining of the stomach [12]. Motility
is one aspect that leads to the creation of biofilms [13], which are an extracellular matrix
formed by bacterial colonies that provides them with antibacterial resistance and increased
pathogenicity. The dynamics that bacteria use to produce biofilms are not well known, such
as the link between swimming and swarming. Motile cells have been studied theoretically
linking the hydrodynamics of single cells to collective beahvour [14], but experimental
studies are lacking as it is challenging to extract dynamics from bulk suspensions of
bacteria using DLS. Characterisation of such systems requires a technique able to capture
the dynamics of concentrated samples that move in complicated ways, across a range of
time scales that span from seconds (to probe instantaneous swimming motility) to days
(long distance swarming).
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Thesis overview
This thesis will present methods for dealing with these challenges and examine the ap-
plicability and limitations of the methods. In order to do this, the state of the art is reviewed.
1.2 Current light scattering techniques
Light scattering to measure concentrated samples
Studying dynamics of concentrated suspensions across a large range of scattering angles
is possible if multiple scattering is suppressed. In two-colour dynamic light scattering
(TCDLS) [15], illumination is provided by two different wavelengths which overlap each
other in the sample. The scattered light is split into two beam paths and each one passess
through a filter and into a detector to isolate the appropriate wavelength. The signals
are cross correlated with each other to form a cross-correlation function (XCF). The XCF
contains statistics of only the singly scattered photons, and is highly dependant on the
ratio of single to multiple scattered light. TCDLS has been mostly used to study the phase
transitions of hard-sphere colloidal suspensions [6, 16].
In three-dimensional DLS (3DDLS) [17], a laser is split and each beam is tilted with
respect to each other as they proceed through the sample. The output is cross-correlated
by two detectors, essentially performing two DLS experiments simultaneously. In each
experiment, statistics of the singly scattered light will correlate, but the multiply scattered
light will not, allowing the filtering out of multiple scattering.
TCDLS and 3DDLS are technically demanding, and still suffer from minimum angle
and sample concentration limitations.
Diffusing wave spectroscopy [18] (DWS) takes a different approach, and rather than
suppressing, detects the multiply scattered light. In very turbid samples, the distribution of
photon trajectories can be modelled as a diffuse random walk, and combining this with the
photon transport mean free path in the sample (either calculated or measured separately),
a particle mean square displacement can be extracted. DWS operates in a transmission or
backscattering geometry and can handle the most opaque solutions, however it requires a
high concentration and does not provide multi-length scale dependant dynamics like DLS.
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Light scattering for characterisation of nanorods
Many molecules and particles are non spherical, and while DLS can probe the translational
diffusion of such systems, rotational diffusion also occurs and is of considerable interest.
Non spherical particles are commonly optically anisotropic due to their shape and material,
causing a depolarised light scattering component to be emitted in addition to the polarised
component. As thermal motions cause particle reorientation, there are fluctuations in the
depolarized scattering intensity, which provide information on rotational diffusion. This is
the basis of depolarized dynamic light scattering (DDLS).
DDLS has been used to study rigid and flexible macromolecules [19] and molecular
reorientation [20], and is used for particle sizing of rod and ellipsoidal shaped particles
[21–27]. For the purposes of particle sizing however, DDLS is still challenging due to the
need to separate translational and rotational motions by measuring at very low scattering
angles (< 3◦), where theory states the contribution of rotational motion is negligible relative
to translational diffusion. It has also been shown that rods made from gold show additional
decays at low scattering angle [28] which is not accounted for by DLS theory. This is
due to gold having a strong anisotropy of polarizability which causes additional intensity
fluctuations as the particle rotates.
Light scattering to study bacterial motility
Characterising motility is of significant interest, but no method currently exists to rapidly
characterise the motilities of large numbers of bacteria with good statistical accuracy.
Previously, most quantitative motility measurements have been made using a microscope,
and various tracking techniques [29–32]. These methods are slow, produce poor statistics,
and are limited in the concentrations they can handle. DLS has the potential to provide
sample wide dynamics, and was thoroughly investigated as a technique for the routine
characterisation of motile bacteria.
The model system for bacterial motility is Escherichia coli (E. coli) which exhibits
swimming motility in an aquatic environment. E. coli are rod shaped, roughly 1 µm by 2
µm, and have long tail like appendages called flagella which protrude from all over their
body. Translational movement (swimming) is achieved when a cell rotates its flagella
anticlockwise, causing them to bunch up and propel the cell forward. These motions are
interrupted by a tumble, whereby the cell reverses the rotation direction of its flagella
removing the coordinated spinning motion and causing them to flay out in all directions.
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This causes the cell body to rapidly change its orientation, and forward motion is then
resumed by the flagella returning to the anticlockwise rotation state [33].
DLS measurements were first prototyped in [34], in which the bacteria were modelled
as spherical particles which move isotropically. This assumption allowed a swimming
speed distribution to be calculated by direct inversion of the data. Further studies [35]
used the same model and investigated different methods of obtaining the swimming speed
distribution. It became apparent that the assumption of body sphericity and ballistic
motion can only be applied when experiments are conducted at very low scattering angles,
lower than what can be achieved with typical DLS set-ups.
Due to the large size (in relation to the probing wavelength), nonspherical shape, and
complicated motion of E. coli, DLS probes much more sensitive motions than only velocity
and diffusion. Data must therefore be checked to ensure it is fitted with an appropriate
model. The original model derived for motility is a function of only the scattering vector
q and delay time τ. It should therefore obtain the same parameters when fitted to data
taken at any q. In order to check if data satisfies this condition, a method called qτ scaling
can be used. With q having units of inverse distance and τ of seconds, the product qτ
relates to an effective (inverse) particle velocity. The original model predicts the particle
velocity is consistent over any distance accessible in light scattering. The multiplication of
q by τ means that correlation functions obtained at different angles can be ‘corrected’ for
the longer or shorter distance probed during the same fixed time. Experimentally, this
means that if the dynamics of E. coli were consistent this way, then correlation functions
obtained at any scattering angle should superimpose if they are rescaled by qτ (qτ scaling).
At very low scattering vectors, it takes long particle displacements for DLS to register a
system as ‘decorrelated’. The details of the motion occurring between the starting and
ending displacement points are not considered, only the overall net movement over distance
∼ 2pi/q. For this reason, low angle detection allows the more subtle motions to be ignored,
which verifies the use of the original theoretical model for bacterial motility. In low angle
experiments, the specifics of the body shape and motion are not important, as long as
the scaling predicted by the model is observed. The general model derived makes two
assumptions: (1) the E. coli cell is a spherical point scatterer, (2) the cells undergo purely
isotropic ballistic motion. Microscopic observation of E. coli reveals this is definitely not
the case.
A more rigorous analysis on the light scattering properties of E. coli revealed some
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important features. Ref. [36] describes how bacteria may be represented as nonspherical
axially symmetric structured particles. Structured means there may be several internal
components that are a different material from the surrounding bulk of the particle; in cells
these are known as chromatinic bodies. The location of the chromatin bodies may alter
depending on the habitat and culture conditions of the bacteria, e.g. there may be a single
body located at the center of the cell, or two separate bodies positioned at each end. The
location and properties of these chromatinic bodies is important from a light scattering
point of view, because when a propagating light source encounters a material change, some
scattering occurs. The strength of the scattering is dependant on the relative changes
of optical polarizabilities between the materials. Therefore, the effective particle probed
is dependent on the sections which produce the strongest scattering, and their location
within the main body. Furthermore, because the particles are not simply point scatterers,
their orientation with respect to the incident and scattered wave vector is important. The
overall picture is that E. coli may be modelled as an ellipsoidal shell of a certain refractive
index, surrounding a particle of different shape and refractive index. Several different
combinations were theoretically derived on the basis of the Rayleigh-Gans-Debye (RGD)
approximation. This opened the possibility of DLS being used to not only probe the
dynamics, but internal structure of bacteria.
A series of papers [37, 38] determined how to best model the body of an E. coli cell
for static light scattering. This is necessary for later fitting DLS data, because properties
of both the body structure and dynamics are present in DLS experiments. The angular
intensity distribution, as measured in static light scattering (SLS), is independent of the
state of motion of a sample. Therefore the dynamical peculiarities which arise in DLS
are not present in SLS. For dilute systems, the SLS data contains only the effects of
intra-particle interference, which depend on the size, shape and structure of the particle.
By obtaining SLS measurements on E. coli and fitting various models, it was found
that a coated ellipsoid best described the data. With a model and parameters that best
describe the structure of the bacteria, investigation then turned to the dynamics. As a first
approximation, the dynamics were modelled as particles which move in straight lines in the
direction of their figure axis, for distances much longer than q-1. This is not a completely
accurate description of the motion, but better than the original point scattering model.
This model agreed well with data up to angles ∼ 10◦. Above that, the approximation that
the body orientation is fixed along the direction of propagation is too restrictive.
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Because E. coli are non-spherical and large compared with the incident light, interference
effects due to particle orientation are present. As E. coli swim, their bodies jitter in a 3D
helical fashion. The impact this has on DLS data can be understood as follows. Consider
a reference ‘snapshot’ in time, relating to an initial time in a DLS experiment. A cell body
will have a certain position and orientation with respect to the scattering vector. Now
consider the next snapshot, whereby a cell has travelled ∼ 2pi/q in distance. Two motional
changes will have occurred: the cell body will have translated a certain distance, and its
orientation will have changed. The scattered light intensity is therefore dependant on these
two motions, and it is the combination of the translation and body rotation which causes
the deviation from qτ scaling. It is therefore clear when qτ scaling is upheld: if a particle
is spherical, rotations do not exist insofar as DLS is concerned. On the other hand if a
particle is non-spherical, rotations are not detected at very low scattering angles.
The problem comes down to ensuring qτ scaling of the data and model closely match.
One way to do this is simply plot the data that is obtained in DLS, the electric field
autocorrelation function (EACF: g(1)(τ)), recorded at multiple angles against qτ and visually
observe the plots. If the plots appear to collapse onto a single ‘master’ curve, then qτ
scaling is verified. The master curve could then be inverted to obtained fitting parameters
which describe universal behaviour in the sample. On the other hand, for a complicated
system like motile bacteria, there is no single master curve. Curves will be spread out with
sections where they superimpose. Quantifying scaling behaviour from visual perception is
difficult, but can be done using the scaled half-width (SHW). In this approach, a delay
time τ is obtained at a certain value of the EACF e.g. g(1)(τ1/2) = 0.5. Multiple τ1/2 values
obtained over many scattering vectors can be rescaled by q which corrects their ‘probed
distance‘ such that they can be compared with each other. Essentially, each EACF has
been reduced to one point, and the trend is now visible when plotted against q. For EACFs
which completely collapse against qτ, the plot of the SHW vs. q shows a straight line. The
idea of the SHW is illustrated in Fig. 1.1.
The concept of using the SHW to test validity of a model is used in [39]. The previous
coated ellipsoidal model was used, but the restriction that the direction of motion is fixed
along the body figure axis is dropped. The SHW was obtained for a sample of motile E.
coli, and compared against models which specify three different motions of the cell body:
wiggling, rotational and helical. The three models describe the SHW well up to ∼ 60◦
where significant deviations start occurring. This work concludes that models may be
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Figure 1.1: Checking the SHW of theoretically generated EACFs for two different models
of bacterial motility. (a) EACFs vs. τ generated using the point scattering ballistic model
from 10◦ to 140◦ in 5◦ degree steps. The angles increase from the blue to the red of
the colour spectrum. (b) The same data as in (a) but with each EACF plotted vs. qτ.
The curves superimpose perfectly (indicating perfect scaling across all scattering angles).
(c) The τ1/2 multiplied by q (SHW) plotted vs. scattering angle for the EACFs in (a).
The straight line indicates purely ballistic scaling. (d) EACFs vs. τ generated using the
translating coated ellipsoid model from 10◦ to 140◦ in 5◦ degree steps. (e) The data in (d)
plotted vs. qτ which shows no obvious scaling. (f) The SHW for the EACFs of (d) showing
an emergent oscillatory behaviour. 11
applicable only over the range of scattering vectors whereby they agree with the SHW of
the data.
Since the size of an E. coli cell body is large in relation to incident laser light, it is
questionable weather the RGD approximation predicts the correct scattering. This was
examined in [40], where the RGD calculated scattering amplitude was compared with an
analytical solution to scattering from a spheroidal particle. Results were found to deviate
by no more than 10%, and confirm that E. coli cells do not overly violate the conditions
necessary for the RGD approximation. This allows a closed analytical expression to model
the bacteria body and internal structure.
Until this point, the trajectory of the cell body has been modelled as straight lines over
q-1. For most strains of E. coli this is a good approximation. The spinning of the flagella
causes the cell body to rapidly reorient, but the net trajectory is quite smooth. This effect
may have an effect at higher scattering vectors though, where the distances sampled are
much shorter than a cell body length. In [41] the motion is changed from a straight line
to a helical trajectory. The trend of the SHW was observed as the pitch and radius of
the helical path was altered. They find that the SHW drops rapidly for spherical scatters
but stabilizes at around the same point for the trial input parameters. Ellipsoidal scatters
on the other hand show oscillations throughout the q range. One again it is necessary to
first compare the SHW of the model and data for particles which undergo this long scale
helical path. The details of the path must be accurately determined before an accurate
speed distribution can be obtained.
Most DLS & SLS experiments require the average number of scatterers present in the
scattering volume to be consistent over the course of the measurement. A substantial
change in the total number of scatterers changes the scattered intensity, this is known as
number fluctuations. An approach exploiting number fluctuations was used to measure the
translational speed of bacteria in [42, 43]. The advantage of this method is that rotational
motions do not affect the data analysis.
In DLS, most of the scattered light will retain the same polarization as the incident light,
but there is also a depolarised component (polarisation rotated by 90◦). The depolarised
component will depend on the dielectric properties of the particle, and can be ∼ 10-5
orders of magnitude weaker in intensity than the polarised counterpart. Because it is much
weaker, it is ignored in models dealing with DLS and SLS data. However, the depolarised
component can highlight other particle motions not measurable via standard DLS. The
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process of restricting the polarisation of the scattered light is done in depolarised dynamic
light scattering (DDLS), and is commonly used for sizing of non spherical or optically
anisotropic particles. The size, shape, and composition of a particle make up its effective
dielectric properties. These properties govern the preferred direction of dipole oscillations,
and therefore the polarisation of the outgoing scattered wave. The use of the depolarised
component for charactering complex motions such as motility can be understood as follows.
Consider a spheroidal bacterial cell which has lost the ability to propel itself (non motile),
but still undergoes Brownian motion. The time scale of rotational diffusion is much slower
than translational motions [44], so that from a DLS point of view rotations can be ignored
and the decay time reflects purely the translational motions. The detected intensity is
due to the different path lengths light had to travel from each scattering body, and the
intensity fluctuates because the motion of the particles alter the phase of each scattered
wave. DLS on such a system yields an average of translational diffusive motions parallel
and perpendicular to the symmetry axis. Obtaining rotational diffusion can be done by
analysing the depolarised component of the scattered light. At a specific moment in time,
the cell body will have a certain orientation with respect to the incident light. The strength
of the scattered depolarised component depends on the orientation of the body with respect
to the scattering vector, quantified by the polarisability tensor. Rotational Brownian
motion causes constant orientational changes of the particle, thereby changing the strength
of the scattered depolarised component. The fluctuations of the depolarised scattering
amplitude therefore relates to the rotational motions of a scatterer. Translational diffusive
motions are still present though, causing a phase change of the depolarised waves. A
DDLS experiment therefore probes the product of amplitude and phase induced intensity
fluctuations, however this contains rotational information no matter the scattering angle
(since the amplitude of the depolairzed scattering is not q dependant). This is in contrast
of DLS whereby rotations can be ignored by going to low enough scattering angles. DDLS
experiments are difficult as there can be leakage of other polarisation components through
a filter, and the signal can be too low to measure at all but the lowest of scattering vectors.
For this reason few attempts have been made to study motile cells using DDLS. In [45,46],
DDLS experiments were performed on motile spermatozoa, which swim in a similar rotating
fashion to E. coli. The rotational motion reorients the cell body in a periodic fashion,
which in turn modulates the amplitude of the depolarised wave. An angular frequency was
then extracted from the DDLS data. A similar study was done on human spermatozoa
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in [47, 48]. Modern detectors are much more sensitive and the depolarised component can
be measured over a much wider range of scattering angles.
A review of all attempts to model bacterial motility is in [49]. Despite the large amount
of theoretical and experimental work, the complexity of modelling cell dynamics, and
inability of DLS instrumentation to access very low scattering angles means DLS has never
been adopted as a turnkey method for the characterisation of bacterial motility.
1.3 Overcoming difficulties presented with standard DLS
To summarise, interpretation of DLS data from concentrated suspensions, nanorods and
motile bacteria is non trivial. For concentrated suspensions, custom instrumentation is
necessary to ensure multiple scattering is not affecting results. For DLS of concentrated
suspensions, the only way to mitigate multiple scattering is: ensuring adequate dilution
(not possible when it is the effect of concentration that is of interest), or refractive index
matching (only possible when samples are tailor made). Highly specialised multiple
scattering suppression techniques are used, but these have limitations of their own.
For nanorods, it is not possible to access low enough scattering angles such that rotational
information can be ignored and translational diffusion measured confidently. Although
accessing small angles would be ideal, for rods whose aspect ratio (length divided by width)
is not too large, a range of angles exists accessible by conventional DLS instruments (>12◦)
whereby the contribution of rotational information is minimised. Over these angles, theory
states that a DLS measurement should provide a single translational diffusion coefficient.
However, this theory predicts that rotational information enters only due to geometrical
properties of a long and thin (negligible diameter) rod. It does not account for anisotropy of
polarizability due to the optical properties of materials, such as gold, that also changes the
scattered field strength. Similarly to nanorods, DLS of motile bacteria is complicated due
to the different motions encoded in the data. Only by accessing very low scattering angles
may the analysis be simplified to the main properties of interest, the velocity distribution
and motile fraction of the suspension.
The lowest angle conventional DLS instruments can access is limited for several reasons:
• The illumination beam must be blocked by a beamstop before reaching the detector.
• Any interface changes that the illuminating light encounters causes scattering which
proceeds down the optical train biased in the direction of propagation. This ‘noise’
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or ‘flare’ is therefore most prevalent at low angles.
• High mechanical and sample stability is required as low angle fluctuations are generally
very slow and require long acquisition times for sufficient averaging.
To complement DLS for characterisation of these complex soft matter systems, a
technique would have to allow measurement at low scattering angles while being able to
handle moderately turbid suspensions.
1.4 The pathway to DDM: Near field scattering
The light scattering methods described so far all relate to scattering in the far-field (SIFF).
In such a scheme, the scattered light is detected far enough away from the sample so that
optical propagation forces separation of the scattered wave vectors (Frauenhofer diffraction).
This ensures that any scattering vector chosen will be associated with the correct Fourier
mode within the sample.
In order to overcome the inherit difficulties in SIFF techniques, a new breed of scattering
techniques have emerged based around near-field scattering (NFS). It must be noted that
this ‘near-field’ does not relate to the properties of electromagnetic waves within one
wavelength from a scattering object (such as evanescent waves). NFS relates to techniques
which detect the scattered light very close to the sample, before light has entered the
Fresnel and Frauenhofer regimes.
NFS techniques emerged from several groups investigating the Van Cittert and Zernike
theorem (VCZT). VCZT assumes that in the far-field, the size and shape of speckles
generated from statistical scatterers (such as a colloidal suspension) convey no information
about the physical properties of the sample (Ref. [50]). In order for the speckles to retain
such information, the scattered light must be collected at a plane close to the sample. The
distance which upholds the near-field scattering region is evaluated, and an instrument
that can operate in both a lens and lens-less mode was built to test the NFS theory. It was
shown that for a static scatterer of 140 and 300 µm etched pinholes in random positions,
the measured intensity auto-correlation function agrees with the 2D spatial autocorrealtion
function of digitized pinhole images. The technique was then tested with suspensions of
diffusing colloids of various sizes, for which the measured data was compared against the
Mie theory. The good agreement of this experiment shows that speckles in the near-field
regime directly mimic the size and shape of the scatterers.
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The instrumental setup for performing NFS measurements was improved in [51], and
tested using samples of 5 and 10 µm latex spheres. In this set-up, a lens focused the
transmitted beam onto a beam stop directly on axis, while the scattered light proceeds
onto the sensor. Images were grabbed far enough apart in time such that the temporal
dynamics, resulting from Brownian motion of the spheres, averaged to zero. Stray-light
contributions from non-fluctuating elements were subtracted out, leaving just the speckles
generated from the spheres. The speckle pattern was Fourier transformed producing the
intensity distribution, with results agreeing with data obtained from a low angle SLS
measurement.
The NFS method has several advantages over the classical low angle SIFF techniques.
Firstly, the background contribution is obtained with the scattered signal. Sufficient data
averaging therefore allows subtraction of the background signal without needing to make a
blank measurement. Secondly, the position of the sensor in the NFS regime is not critical.
Shifting the sensor only changes the plane it is imaging, so the speckle statistics recorded
will be the same provided the NFS criteria is upheld.
In low angle light scattering (LALS) instruments, the angles of interest can lie within
and outside of where the unscattered transmitted beam progresses. This introduces two
possible measurement modes – heterodyne and homodyne. The heterodyne method is
when both the transmitted beam and scattered radiation are allowed to interfere at the
detector. In the homodyne method, the transmitted beam is blocked between the sample
and detector, allowing only the scattered radiation to be detected. The first two NFS
implementations operated under the homodyne method. In [52] a heterodyne version of
the NFS instrument was introduced (ENFS). This set-up greatly relaxes the mechanical
precision and alignment of components, and can measure directly the field-field correlation
function. Using the same data processing scheme as previously, the scattered intensity
distribution is obtained and agrees with theory and the LALS instrument.
The scattering vectors of interest for most samples requiring low angle approaches may
be ∼ 1 – 10◦, which are easily accessible by the techniques reviewed so far. These setups
will unavoidably have a transfer function which can complicate data analysis at these
lower regions. For phenomena requiring investigation at ultra-low scattering vectors (<
1◦), the NFS setups can be adapted in several ways. In [53], the heterodyne NFS set-up
was adapted by placing an intensity mask (blade) between the lens and sensor, cutting off
half of the scattered light’s propagation. In doing this, correlations between the scattered
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positive and negative Fourier modes, which primarily manifest as oscillations in the transfer
function at the lower scattering vector range, are suppressed. Results from non-equilibrium
fluctuations from a free-diffusion process of a binary mixture showed that up to a decade
higher q values were obtainable, over the shadowgraph NFS technique.
Ref. [54] reviews the heterodyne and homodyne NFS configuration, and a new double-
frame differential approach of data analysis is presented in [55]. This approach, for the
first time, illustrated the idea of extracting the time-correlation function as well as the
scattered intensity distribution from a data set. By selecting frame lag times smaller than
the characteristic decay time of the diffusing colloids, the near-field speckles are correlated
to some degree. Analysis of the amount of correlation for increasing lag times allows the
dynamics of the particles to be measured. Thus, NFS techniques allow both DLS and SLS
information to be extracted from the same data set.
The similarities between NFS techniques and digital holography are outlined in [56].
In [57], free diffusion of water and urea was studied using dynamic schlieren interferometry.
The double-frame differential approach was used, in which a frame is subtracted from
an earlier reference frame. This removes unwanted static stray-light contributions, and
reveals the fluctuations. With sufficient data averaging over many delay times, a correlation
function was calculated which showed the characteristic decay curve for diffusive processes.
The decay time was obtained by fitting an exponential to the correlation function. This
experiment obtained a field-field correlation function at q = 277 cm-1, four orders of
magnitude smaller than what is available on traditional light scattering instruments.
Ref. [58] theoretically outlines how the coherence of speckles varies with increasing
distance from the source. The VCZT is generalised for a partially coherent source, and
shows the scattered waves retain their spatial coherence within the near-field (deep Fresnel)
regime. Once the propagation exceeds this distance, the classical far-field behaviour is
returned, whereby the speckle sizes vary proportionally with the distance. This formulated
VCZT holds true for X-ray sources too, as demonstrated by an X-ray NFS experiment
in [59].
NFS and other methods designed to study more complicated colloidal systems are
reviewed in [60]. These techniques focus on extending the range of accessible time and
length scales, and dealing with multiple scattering and non ergodic systems.
Schlieren NFS removes the oscillations in the transfer function which are present in the
quantitative shadowgraph method but, unlike shadowgraphy, requires precise alignment
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and stability. This is considered in [61], whereby a shadowgraph-like heterodyne NFS
setup is presented. To combat the shadowgraph oscillations, a crossover scattering vector
q* is define for which q > q* will not contain the oscillations. NFS data was obtained
for monodisperse spherical colloids of various sizes. Extraction of the SLS data yielded a
good fit to Mie theory while the DLS agreed with decaying exponentials. In Ref. [62] the
effect of altering the schlieren blades distance from the optical axis is considered. When
completely removed, the technique becomes that of shadowgraph whereby oscillations are
present in the image power spectrum (IPS).
Ref [63] theoretically outlines the properties of speckles in the deep Fresnel, Fresnel
and Frauenhofer zone. In the deep Fresnel zone the speckles mimic the size of the source
and are invariant upon propagation. Once the distance from the detector exceeds this
near field criteria, the VCZT theorem takes hold and states that the speckles no longer
carry information on the source properties, only its transverse size. To test the theories
developed, in [64] an apparatus was designed to produce different source properties and
examine the speckle properties in the three scattering zones. The tunable source properties
were obtained by focusing a laser onto a rotatable diffuser and sending the progressing
waves through a Fourier lens. The focal length of the Fourier lens marked the z = 0 plane
of a hypothetical system of scatterers. The scattered waves were passed through a beam
splitter and onto two mirrors. One mirror was movable allowing the speckle coherence
properties at different propagation distances to be investigated. The 3D coherence factors
were extracted in each zone showing good agreement to theory.
Another way to extract the dynamics in a NFS experiment is by varying the exposure
time as done in [65], obtaining the exposure time dependant spectrum (ETDS). For short
exposures the recorded image conveys the static IPS. As exposure times are increased, the
IPS captures the average frequency of fluctuations over that time, resulting in a decrease
in the power spectrum. This decrease was fitted to a decaying exponential extracting the
decay time of various sized nano-particles.
In [66] a Heterodyne NFS instrument was introduced capable of measuring the depolarised
scattered intensity. The depolarised component was obtained by passing the scattered
light through an adjustable polariser, and recording the IPS. The ETDS method was used
to calculate the correlation function and extract the rotational diffusion constant from
rod-like particles.
In NFS instruments outlined so far, the illumination, sample, and collection optics all
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lie roughly on the optical axis. When using an objective to image a plane of scattered light
onto a sensor, the angular resolution is limited by the numerical aperture (NA). A typical
NA of a 10× or 20× objective corresponds to an angle of ∼ 30◦. In this region, scattering
from large particles dominates the signal. To expand the angular range probable in a NFS
experiment, Ref. [67] designs a tilted laser microscope. The tile angle of the impinging
laser beam is adjustable and defines scattering vectors probed in the sample. The scattered
intensity distribution of angles up to 110◦ was obtained for five different sized colloids, and
agree with Mie theory.
Finally, in Ref. [68] a laser with coherence too short to conduct SIFF experiments was
diffracted of a blazed reflection grating. The diffracted light was found to contain ‘slabs’ of
spatiotemporal coherence sufficient to perform scattering experiments not possible with
the non diffracted laser. The same idea is used in [69] to perform scattering near field
measurements on polystyrene spheres at various volume fractions. Laser illumination of
the highest volume fraction sample resulted in multiple scattering causing a deviation
in results from the predicted Mie theory. But when skewed coherent illumination was
used, the multiple scattering was suppressed and the intensity distribution for all volume
fractions superimposed. NFS techniques could therefore be used on samples previously too
turbid to measure.
Differential Dynamic Microscopy
The NFS techniques described allow DLS style measurements at very low angles, however
require custom instrumentation and have mostly used model colloidal particles.
In 2008, differential dynamic microscopy (DDM) was introduced [70] as a technique to
perform light scattering experiments with a white light microscope. DDM differs from the
previous NFS experiments in the following ways: (1) Illumination is provided by a partially
coherent white light source instead of a laser; (2) Light is collected from the sample plane
rather than near it; (3) Both real and q space information is returned. In the setup, a
movie of diffusing particles was recorded and analysed using a similar approach to [57].
The dynamics of 420 nm diameter and, despite being well below the diffraction limit, 73 nm
diameter particles were successfully measured. Although the signal from these particles is
barely visible in real space, the frame subtraction process highlights the near field speckles.
DDM has been adopted and used in many studies since its first introduction.
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1.4.1 DDM in literature
White light does not contain the coherence and monochromaticity properties required for
a conventional SIFF experiment. Thus, low angle NFS techniques described so far have all
used laser illumination. In the near field however, speckle characteristics are quite different.
The implications of white light illumination, which is what most optical microscopes use,
are discussed in Ref. [71]. The main constraint imposed by the limited degree of coherence
is the accessible q-dependant depth of field. An advantage of the partial coherence is the
shadowgraph oscillations do not form. Therefore DDM behaves like the more complicated
schlieren setup but with the simplicity and stability of an optical microscope.
One of the first papers to harness the low angle capabilities of DDM is in Ref. [72].
Measurements of motile E. coli bacteria were made, allowing calculation of their velocity
distribution, motile fraction, and diffusivity of non-motile cells. The statistics of these
parameters returned from DDM are vastly superior to what would be obtained with
particle tracking analysis (PTA). PTA is the primary method of analysing such systems,
but requires much stricter imaging and sample conditions. It was also shown that increasing
concentration of motile cells enhances the diffusivity of non-motile cells.
Colloidal aggregation is studied in [73], which is difficult to do using DLS due to strong
background scattering at the low angles necessary to resolve large particle sizes. DDM on
the other hand subtracts these unwanted contributions out. The average aggregate size at
different times throughout the experiment was determined.
DDM also works using confocal fluorescence imaging (ConDDM) Ref. [74]. The capability
of ConDDM to probe very turbid suspensions was tested using refractive index mismatched
colloidal spheres. This opaque sample was too noisy to be resolved using 3D confocal
imaging, but ConDDM produced an accurate structure factor. Dense samples of motile
bacteria were also examined at varying depths, by calculating the intermediate scattering
function as was done in Ref. [72]. A 2D plane imaged close to the cover slip revealed
different dynamics at each q, but deep within the sample all curves scaled onto a master
curve. This scaling suggests the bacteria exhibit isotropic behaviour in this bulk region,
but not close to the cover slip.
Ref. [75] used DDM to characterise the swimming motion of the algae C. reinhardtii.
These algae swim in a more complicated fashion than E. coli, as they beat two flagella in
an asynchronous pattern causing an oscillatory trajectory. Long length scales provided
by DDM are necessary to probe this motion because it occurs over a spatial distance of
20
100 µm.
Non-spherical particles are notoriously hard to measure with DLS because it is difficult
to seperate the translational and rotational diffusion components. Low angle investigation
ensures that the rotational component is not included in the detected dynamics, simplifying
the data analysis. DDM was used Ref. [76] to measure the perpendicular and parallel
diffusion coefficients of 350 nm by 104 nm magnetic ellipsoidal particles. A magnetic field
aligned the particles in a specific orientation such that they could only diffuse along one
axis. The correlation functions therefore contained dynamics of only the allowed diffusion
direction.
In [77] brightfield and fluorescence DDM is compared with DLS for particle sizing of
100 nm, 200 nm and 400 nm fluorescent particles with volume fractions from 10-6 to 10-3.
DDM allows measurements well into turbidity ranges where DLS fails, however DLS is
more sensitive to systems that scatter weakly. When particle size or concentration is too
small, DDM fails due to the scattering amplitude to noise ratio being too low. To ensure
results are reliable, data fitting can be restricted to when the ratio is above a certain value.
Laser Doppler velocimetry or micro particle image velocimetry both have limitations in
measuring flow velocities of microfluidic chips, so a new technique using the DDM image
structure function is introduced [78]. Particles of diameter 40 nm, 100 nm, and 2 µm, were
flowed through a rectangular capillary and images of different delay times subtracted from
each other and their FFT calculated. Constant flow produces a fringe pattern whose
position can be related to the average distance travelled by the particles. Measurements
are extended to calculate the parabolic flow profile by performing a 1D FFT along columns
of a dataset that image the entire width of the channel.
Because DDM is an optical microscopy based method, the same video can be used for
real space particle tracking and reciprocal space scattering. Particle tracking calculates
the MSD, but provides no information on the type of motions particles exhibit. On the
other hand DDM is able to determine if dynamics change from a diffusive type motion
by looking at the functional form of the correlation functions e.g. single exponential to
stretched exponential. This is done to probe the dynamics of nanoparticles in an array
of nanoposts [79], whereby an increase in the density of nanoposts lead to a change in
diffusive characteristics reflected by the stretching exponent. An extension to this work
looks at increased post density [80].
Another slightly different implemention of DDM for mapping flow through microfluidic
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chips is presented in [81]. The approach differs slightly from the original DDM algorithm
by not subtracting frames. Instead, successive images of the near field speckle pattern are
cross-correlated resulting in a correlation peak whose position depends on the velocity of
the flow. Non uniform flow was mapped by dividing the image into a set of squares and
analysing the cross-correlation peak within each square. The coherence properties of the
microscope were shown to be tunable allowing selective depth of field, allowing a z-scan
longitudinal flow pattern to be recorded.
In DLS, the measured data is visible in real-time and it is generally obvious how long a
measurement should run for to capture enough statistics. In DDM however, results are
not generated until the video recording is finished. It is therefore advantageous to have
an idea of concentrations and chamber thicknesess that will generate enough signal for a
DDM experiment. In [82] chambers of different thicknesses containing weakly scattering
biological nanoparticles are compared, allowing an optimisation of the minimum sample
volume. Results are also contrasted with DLS at 90◦ and it was shown that larger sizes
contribute more to DDM due to the stronger low angle scattering.
An overview of applying DDM to diffusing colloids and motile bacteria is presented
in [83], whereby two different strategies for obtaining the ISF are shown. The first strategy
extracts the ISF directly from raw DDM data and has the advantage of being model
independent which allows testing of the scaling properties directly, however requires well
defined short and long time plateaus of the DICF. The second strategy involves fitting a
model to the DICF and extracting parameters from the fits, which has the advantage that
incomplete decays are more accurately represented. Discussion is then turned to narrowing
down the valid q range where the characteristic decay time is may be averaged, as the
full range of q probed by DDM is not always valid. Low q contains poor statistics and
incomplete decays, whereas at high q the signal approach the noise level.
In previous DDM applications, both the incident (unscattered) and scattered light enter
the objective. This proves to be detrimental for weakly scattering objects as the ratio of
scattered to unscattered light is insufficient, resulting in unusable correlation functions. In
darkfield this is not the case, as the illuminating light is completely rejected and only the
scattered light enters the objective. DDM was thus extended to the darkfield illumination
condition (d-DDM) in [84]. Previous illumination methods are linear space invariant, so a
new theory was developed to show that DDM works in the linear space variant regime.
Measurements using 100 nm gold nanoparticles showed d-DDM produced a higher signal
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to noise ratio than brightfield DDM on the same sample, and is therefore a promising
technique for small and weakly scattering objects.
DDM is compared against DLS in [85], using a 50 nm and 1µm mixture of polystyrene
particles with three different ratios of small to large particles. It was found that DLS
imposed a much more strict range than DDM on the ratio of small to large particles,
and scattering angles, to measure the contribution from the larger particles. This was
attributed to the form factor of larger particles introducing oscillations in the q-range
where DLS operates, contrary to the relatively flat scattering intensity profile of the 50 nm
and 1µm particles in the range where DDM operates.
A perspective article [86] reviews some very interesting applications of the DDM algorithm
including: tracking Brownian tracer particles to determine viscosity of supercooled water;
probing the multi-scale nature of dynamics during phase-separation; and investigating
the collective dynamics of motile cilla that make up airway tissues using multiscale DDM.
This works by splitting a video into smaller sub tiles and performing data analysis on each
individual sub tile in order to correlate the motion over neighbouring tiles, allowing the
temporal and spatial scales of the cilla beat frequency to be resolved.
Ref. [87] looks at artifacts caused by the numerical fast Fourier transform (FFT) of
particles at the boundary of a 2D frame. Simulations reveal that a particle crossing an image
boundary causes a big streak (‘spectral leakage’) in the Fourier spectrum due to the particle
appearing to have a straight edge. To rectify this, a Blackman-Harris window function
was applied to raw data that smoothly goes to zero at the edges of a frame, reducing the
streak artifact which primarily affects high q because it adds to the noise. Comparisons
with experimental data show that without a window, no q2τ correlation function scaling is
seen at high q, whereas applying a windowing function results in consistent scaling. The
increased scattering vector range made available revealed an oscillation around the mean
diffusion coefficient at high q, similar to the polydisperse diffusion coefficient in DLS that
occurs due to the form factor minima shifting the scattered intensity weighting from larger
to smaller particles. The drawback of the windowing function is loss of total signal in the
raw data.
DDM is applied as an alternative to multiple particle tracking (MPT) [88] using three
commonly encountered soft matter systems. Rather than fitting the diffusion coefficient,
the approach extracts the mean squared displacement (MSD) directly without assuming a
model. Measurements of 100 nm diameter gold nanoparticles using darkfield DDM and
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viscoelastic wormlike micelles using flourescent microscopy agreed well with the power
law prediction and MPT. Particles dispersed in a very high concentration of crosslinked
polyacrylamide gels didn’t displace far enough for DDM to work, illustrating strengths
and weaknesses of DDM and MPT for these systems.
Index matching can be used in DLS to filter out unwanted components of a sample. This
way, the laser only scatters from refractive index fluctuations occurring from particles of
interest. If index matching cannot be used, then fluorescence correlation spectroscopy (FCS)
can be used, as a signal can be generated from florescent dye embedded in selected particles.
In [89], DDM is used on a confocal microscope to detect 25 nm diameter fluorescent particles
within an aqueous viscoelsastic polymer with results agreeing with FCS.
The commonly used techniques to perform microrheology all have advantages and
disadvantages in the time and length scales, as well as concentration and particle size they
operate with. DDM overcomes many of these limitations, and is introduced as a tool for
microrheology (DDM-ur) in [90]. A fitting free optimisation procedure was developed and
shown to be more robust than when a model is chosen (especially evident when extracting
the MSD for short times).
Darkfield DDM is extended to probe rotational diffusion of non motile rod shaped
bacteria and aggregated spherical colloids in [91]. In brightfield, particle rotation does not
overly change the average absorption of light, leading to a consistent contrast as particles
diffuse (only fading if the particle exits the depth of field). In darkfield mode, scattered
light is collected at large angles, while the incident illumination is blocked. In this scheme,
the intensity of anisotropic particles depends on their orientation with respect to their
optical axis. Thus particles display a characteristic ‘blinking’ as they rotate in addition to
their translational motions. Two distinct decays are seen in the DDM correlation functions,
allowing extraction of both translational and rotational diffusion.
DDM is well suited to characterising microswimmers and is applied to self propelled
0.95µm Janus particles in [92]. Two different models are investigated that differ in how
they describe the reorientation of the particles. Previous studies using particle tracking
cannot distinguish from different motions such as simultaneous rotational and translational
diffusion, as the MSD calculated from the different models is identical. The multi angle
nature of DDM however allows probing of different motions that become apparent in the
correlation functions over certain spatiotemporal scales, and verifies which model is more
suited to the sample.
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1.4.2 Thesis Overview
In chapter 2 the expression for the scattered electric field is presented. The techniques of
SLS, DLS, DDM and TCDLS are then introduced, including how to analyse DLS data
from the systems we will consider. Chapter 3 describes the colloidal suspensions that
were investigated, which consists of the accurately prepared concentration range used for
DDM, and the nanorods which served as a model system for DLS and DDM experiments.
Also presented are the experimental details and instrumentation of DLS and DDM. In
Chapter 4 an analysis protocol for analysing DDM data is introduced, necessary due to
the large number of data sets generated per experiment. The protocol was used on all
following DDM measurements to allow for a consistent treatment of data. Chapter 5
tackles Challenge 1: Concentrated suspensions, with the results of the DDM experiments
on concentrated microspheres and comparisons to TCDLS. Interestingly, at high turbidities
a fast dynamical component was found in the data which is discussed. Chapter 6 addresses
Challenge 2: Non-spherical particles with a DLS method to characterise nanorods, with an
extension to this work in Chapter 7. During the course of this thesis, I contributed to two
studies by measuring motile bacteria using DDM which forms the basis for Challenge 3 :
Active colloids. Chapter 8 details the use of DDM for these contributions. The main
findings of this thesis are summarised and concluded in Chapter 9, along with suggestions
of future experiments that could improve and strengthen these results.
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Chapter 2
Theory and Techniques
2.1 Introduction
Light interacts with electrons in a molecule (or particle) causing dipole oscillations, which
in turn becomes the source of a new propagating wave. Scattering occurs when a coherent
light wave encounters a difference in refractive index (or dielectric) properties of the medium
it is travelling through. These medium variations can occur by e.g. colloidal particles
diffusing or local density fluctuations in a fluid. For colloidal particles of diameter typically
1 to 1000 nm, visible spectrum wavelengths can probe relevant length scales. The scattered
field at a point in space will be the superposition of fields scattered from an assembly of
particles illuminated by a laser. The strength of the scattered field depends on the size,
shape, configuration, and orientation of the particles, and is a function of angle. If particles
are in constant motion, the path length and therefore phase of the scattered light will be
changing, resulting in electric field fluctuations. Light scattering therefore provides us with
two measurement possibilities; the structure of particles and their average displacement
from each other from the angular distribution of the scattered intensity, and the speed that
particles diffuse from the intensity fluctuations at a single point.
2.2 Light Scattering from particles
Solutions for the scattered electric field by a dielectric particle are obtained by applying
Maxwell’s equations with appropriate boundary conditions. The general formulation is
derived in many books (e.g., [93–96]), so highlighted below are the important features and
key results relating to this work.
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The following assumptions are imposed:
• The dielectric response from the medium and embedded particle is linear.
• Magnetic properties do not affect the scattering process.
• We deal with only ’rigid’ colloids; there are no intra-molecular motions such a flexing
or bending.
• Scattering from the solvent is neglected.
 Figure 2.1: Geometry for light scattering with E0 as the vertically polarized incident wave
propagating in the y direction. The scattered light at angle θ can be decomposed into
parallel Es‖ and perpendicular Es⊥ polarization components.
A plane polarised monochromatic wave serves as incident radiation:
E0 (r, t) = E0 exp [i (k0 · r − ω0t)] (2.1)
where E0 is the effective field strength at point r at time t, k0 is the incident wavevector
and ω0 is the frequency. Maxwell’s equations for a time-varying electric field are:
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∇×E = −∂B
∂t
(2.2)
∇×H = ∂D
∂t
(2.3)
whereB is the magnetic induction,H is the magnetic field strength, andD is the electric
displacement. The dielectric properties of a colloid and its host medium are expressed as:
D (r, t) = ε (r) ·E (r, t) (2.4)
B (r, t) = µ0H (r, t) (2.5)
where ε is the dielectric constant and µ0 is the magnetic permeability of the medium.
Decoupling B from Eqn. (2.2) gives a general expression for the electric field strength:
−∇2E (r) = µ0ω2ε ·E (r) (2.6)
The distance a detector lies from the scattering volume is much greater than the
wavelength of incident light, so we seek the far-field solution for the scattered field strength.
Any scattering events other than those induced by the incident field are neglected (first
Born approximation). Using these facts Eqn. (2.6) becomes:
Es(r, t) =
k
2
0
4pi
eikr
r
(
Iˆ− kˆskˆs
) ∫
V
eik′·r′E(r′, t)dr′ (2.7)
where Iˆ is the identity matrix.
2.2.1 Rayleigh-Gans-Deybe Scattering
The general scattering Eqn. (2.7) must be solved to obtain the scattered electric field
strength, but an analytical solution does not exist for arbitrary shaped particles. Fortu-
nately, most samples consisting of rigid colloidal scatterers may be approximated by a
few fundamental ‘model’ shapes: spheres, rods and spheroids. Furthermore, the Rayleigh-
Gans-Deybe (RGD) approximation may be used if several conditions are met. Firstly,
the particle must be small compared to the wavelength of incident light - this is so all
elements in the particle ‘see’ essentially the same incident phase, and is realised when
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2pi|np − nf | aλ0 < 0.1. Here, np and nf are the refractive index of the particle and fluid,
and a is the radius of the particle. Secondly, there must be a small index of refraction
difference between the particle and surrounding medium such that refraction of light is
neglected eg. |np − nf | < 0.1. The RGD approximation is of practical use as it reduces
complexity by not having to compute the exact internal field E(r′, t) of the particle from
Eqn. (2.7). Instead, the particle experiences just the incident field. It is also assumed that
the particles are optically isotropic and the induced dipole moment and therefore scattered
light has the same polarization as the incident light (consider only ES‖ from Fig. 2.1).
By rewriting r′ = R+ ρ where ρ is a relative position factor and R is the centre-of-mass
position [97], Eqn. (2.7) becomes:
Es(r, t) =
k2(m2 − 1)
4pi
expikr
r
A(q, νˆ(t))E0 expi(Q·R−ωt) (2.8)
where A(q, νˆ(t)) is the dynamic form factor given by:
A(q, νˆ(t)) = 1
V
∫
ν
e(iq·ρ)d3ρ (2.9)
where νˆ(t) is a unit vector which specifies the orientation of the scatterer.
In the following sections, Eqn. (2.8) is related to what is measured in an SLS and DLS
experiment.
2.3 Static Light Scattering (SLS)
The time-averaged scattered intensity as a function of angle I(q) is measured in an SLS
experiment:
I (q) = 〈|Es|2〉 (2.10)
When concentrations are low such that no correlations exist between neighbouring
particles, the structure factor S(q) = 1 and the detected intensity is proportional to:
I(q) ∝ P (q) (2.11)
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where P (q) is the RGD form factor.
P (q) = 〈|A(q)|2〉 (2.12)
where 〈〉 is an average of the random orientation of the particle. An SLS experiment
therefore probes the size, shape and composition of particles and is independent of their
state of motion. The form factor for a sphere and thin rod are considered below.
2.3.1 Form factor of a sphere
The RGD form factor for several shapes can be found in [98–100]. The form factor for a
sphere is,
P (q) = 3(qr)3 (sin(qr)− qr cos(qr)) (2.13)
where r is the radius of the sphere.
Extending Eqn. (2.13) to account for polydispersity is important in the analysis of
experimental data, as even model colloidal systems will contain some degree of size variance.
The detected intensity will now be the sum of scattered intensities weighted by some
distribution function G(r)
I(q) =
∫ ∞
0
r6P (q, r)G(r)dr (2.14)
A common G(r) to use is Gaussian distribution
G(r) = 1
σ
√
2pi
e−(r−r¯)
2/2σ2 (2.15)
where r¯ is the mean radius and σ is the standard deviation. The polydisperse form
factor is plotted in Fig. 2.2 as a function of q. Increasing the degree of polydispersity
smooths out the form factor minima as each radius in the distribution has its minima
located at a slightly different q.
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Figure 2.2: Logarithm of the form factor P (q) vs. scattering vector q, for various values of
the standard deviation σ in %, for a 400 nm radius particle.
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2.3.2 Form factor of a thin rod
For a thin rod (qD < 0.2), the RGD approximation yields:
P (q, uˆ) =
〈
j20(12qL · uˆ)
〉
= 2
qL
∫ 1/2qL
0
(sin(z)
z
)2
(2.16)
where L is the length of the rod, D is the diameter of the rod, and j0 is the spherical
Bessel function of order 0 and uˆ is the orientation of the rod. This function is plotted in
Fig. 2.3 for three different rod lengths.
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Figure 2.3: The form factor P (q) of a thin rod of length 500 nm, 200 nm and 80 nm vs.
scattering angle.
It is clear that SLS may be used characterise rods large enough such that they display
an appreciable reduction of intensity. For rods with much smaller lengths (< 200 nm) DLS
may be used as it is much more sensitive to the orientational motions which cause time
dependant fluctuations of the scattered light.
2.4 Dynamic Light Scattering (DLS)
We now consider the scattering from a collection of particles suspended in a fluid medium.
These particles will be constantly undergoing spatial and orientational rearrangements
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due to Brownian motion. Although the Rayleigh scattering processes from within these
particles are elastic, their motion causes a Doppler shift in the frequency of the scattered
light. The detected scattering therefore contains a frequency shift which is not from the
scattering process itself, but from the motion of the scattering body. These experiments
are known as quasi-elastic light scattering, or more commonly as DLS.
Particles moving in a sample can be investigated by considering the temporal properties
of the scattered field fluctuations. This is achieved with the normalized electric field
correlation function (EACF),
g(1)(τ) = 〈E
∗
s (0)Es(τ)〉
〈|Es|2〉 (2.17)
In some fields, instead of the EACF the preferred notation to use is the intermediate
scattering function (ISF) f(q, τ). These two functions are equivalent and will be used
interchangeably throughout this thesis.
What is measured in a DLS experiment is the normalized intensity autocorrelation
function,
g(2)(τ) = 〈I(0)I(τ)〉〈I2〉 (2.18)
and when the statistics of the scattered photons is a Gaussian random process, the two
functions are related by the Siegert relation
g(2) (τ) = 1 + β|g(1) (τ)|2 (2.19)
where β is a spatial factor that depends on the number of coherence areas being detected.
By revisiting Eqn. (2.8) and making the following substitutions:
µt =
q · νˆ(t)
|q| (2.20)
µ0 =
q · νˆ(0)
|q| (2.21)
R = R(t)−R(0) = ∆r (2.22)
we may write the full EACF as:
g(1)(τ) = 〈A(q, µ0)A
∗(q, µt)eiq¯·∆r¯〉
〈|A(q¯, 0)|2〉 (2.23)
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The above equation is applicable for dilute suspensions of non-interacting particles and
is averaged over all possible motions. Figure 2.4 shows a simplified diagram of how particle
motions cause intensity fluctuations, and the autocorrelation of these fluctuations result in
the IACF.
2.4.1 Dynamics of spherical Particles
In the case of spherical scatterers, the time dependence of the dynamic form factor
disappears. Thus we need only concern ourselves with the translational phase factor
appearing in Eqn. 2.23. For identical, non interacting spherical particles, the EACF is:
g(1)(τ) = 〈eiq·∆r〉 = e−Γτ (2.24)
where Γ is the decay rate:
Γ = Dq2 (2.25)
consisting of D the diffusion coefficient and q is the magnitude of the scattering vector
defined by
q = 4pin
λ
sin
(
θ
2
)
(2.26)
where n is the refractive index of the medium, λ is the wavelength of the laser and θ is
the scattering angle. The Stokes-Einstein equation relates D to a particle radius by
D = kBT6piηr (2.27)
where kB is the Boltzmann constant, T is the absolute temperature, and η is the viscosity
of the solvent. For a real sample containing many decay processes, Eqn. (2.24) becomes
g(1)(τ) =
∫
e−ΓτG(Γ) dΓ (2.28)
where G(Γ) is the normalized distribution function of decay rates Γ.
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 Figure 2.4: Simplified diagram of how particle motion causes intensity fluctuations and the IACF.
(a) Two particles and their scattered waves at a snapshot in time. At τ = 0, maximum constructive
interference is detected. After a short delay τ = 1, the particles have moved slightly and there is a
drop in detected intensity. At τ = ...n, the particles have diffused far and their scattered waves are
destructively interfering. (b) An intensity trace correlated with itself at various delay times with τ
= 0 being the reference. When the trace is shifted by a small delay time (τ = 1), correlation is still
good (represented by the shaded purple region between the two curves). At τ = 100, correlation
has dropped but the two curves are not completely random with respect to each other. After a
long time with respect to the diffusive time scale (τ = n), there is no correlation between the initial
and shifted trace. (c) The formation of the IACF at different delay times. The statistics of the
IACF are built from the process in (b) averaged over many different reference signals.
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2.4.2 Dynamics of rod shaped particles
For freely diffusing rods, the dynamic form factor represents the contribution to the EACF
due to changes in particle orientation (rotational diffusion). As a rod rotates, it experiences
different portions of the phase from the incident field. Scattering from different segments
of the rod therefore interfere causing an additional source of intensity fluctuations at the
detector. Intensity fluctuations therefore come about from both translational and rotational
diffusion. Which of these contribute to the temporal decay of the EACF depends on the
length of the rod and the scattering angle.
Starting with Eqn. 2.23, and substituting in the form factor of a thin rod (Eqn. 2.16,
the EACF reads:
g(1)(q, τ) =
〈j0(12qL · uˆ0)j0(12qL · uˆt)〉eiq·∆r
〈j20(12qL · uˆ0〉
(2.29)
which is evaluted as [96]:
g(1)(q, τ) = exp(−Γτ)
∞∑
l=0
e−Drl(l+1)τSl(qL) (2.30)
where Sl(qL) is:
S2l(qL) =
(4l + 1)
(∫ 1
−1
P2l(x)j0
(
1
2 qLx
)
dx
)2
2
∫ 1
−1
j20
(
1
2 qLx
)
dx
(2.31)
where Pl is a Legendre polynomial of order l.
Equation. 2.31 is the generalized function for determination of appropriate weights due
to harmonic interference from scattering segments outwards from the center of a long and
thin rod.
The contribution to the EACF (Eqn. 2.30) therefore takes the form of a sum of
exponential decays of translational and rotational motions, whereby the weighting terms
depend on qL from Eqn. 2.31. The implications of this can be visualised when the
expansion coefficients are plotted over a range of qL (Fig. 2.5). Practically, this indicates
that in order to measure only Dt from rod like particles, measurements must be made at
small enough angles such that qL < 5, where the form factor is close to unity and the S0
term dominates the signal. In this regime the EACF should take the form of Equation.
2.24. As scattering angles increase, higher order rotational motions enter the EACF which
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complicates the analysis. In the case of 5 < qL < 10, the EACF reads:
g
(1)
V V (q, τ) = S0 exp(−Dtq2τ) + S2 exp(−(Dtq2 + 6Dr)τ) (2.32)
Eq. (2.32), relies on that fact that decay modes originate from only geometrical anisotropy.
For optical anisotropy, differences of refractive index parallel and perpendicular to the rods
orientation cause variations of the scattered electric field strength. There is no expression
that takes into account how both geometrical and optical properties affect DLS data for
nanorods.
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Figure 2.5: Calculated Sl coefficients of Eqn. (2.31) plotted as a function of qL (with
scattering angle θ on the top axis), for a rod of length L = 565 nm)
.
2.4.3 Dynamics of active particles
At very low scattering angles, it has been shown [34,35] that bacteria may be modelled as
a spherical homogeneous point scatterer, whose motion is rectilinear over times greater
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than qv-1. The ISF reads :
f(q, τ) = e−Dq2τ
[
(1− α) + α
∫ ∞
0
sinc(qντ)P (ν) dν
]
(2.33)
where sinc(x) = sin(x)/x is the sinc function, α denotes the motile fraction of the
sample, ν is velocity and P (ν) the swimming speed distribution. The exponential pre
factor accounts for the ubiquitous Brownian motions. Using a peaked Schulz distribution
for P (ν) as suggested by previous studies [72]:
P (ν) = ν
Z
Z!
(
Z + 1
ν¯
)Z+1
exp
[
−ν
ν¯
(Z + 1)
]
(2.34)
where σ = ν¯(Z + 1)−1/2, allows the integral in Eqn. (2.33) to evaluate to:
∫ ∞
0
sinc(qντ)P (ν) dν =
(
Z + 1
Zqν¯τ
) sin(Z arctan(Θ))
(1 + Θ2)Z/2
(2.35)
where Θ = (qν¯τ)/(Z + 1), ν¯ is the mean, and σ is the standard deviation of the velocity
distribution.
2.5 Depolarised Dynamic Light Scattering
Depolarised Scattering from rod shaped particles
In Sec. 2.4.2 intensity fluctuation from rod shaped particles come about through phase
changes of the polarised scattering component associated with both the dynamic form factor
(rotational diffusion) and centre of mass motion (translational diffusion). In reality, rod
shaped particles posses a degree of optical anisotropy due to their geometry and / or optical
properties of the material. Gold nanorods for example contain both optical (refractive
index) and geometrical anisotropy. This causes a depolarised scattering component to
be emitted in addition to the polarised component. The amplitude of the depolarised
scattering is a function of particle orientation, and therefore fluctuates as particles diffuse.
Accessing the depolarised component is done using DDLS. Standard DLS typically uses a
vertically polarised laser, and no polariser on the detector. By contrast standard DDLS
introduces a polariser before the detector, and the scattered light is measured with the
polariser in either a vertical (V ) or horizontal (H) orientation - these are known as polarised
(V V ) or depolarised (V H) scattering respectively. We will use this terminology to refer to
DLS data collected in these modes.
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By rewriting the dynamic form factor in terms of the polarizability tensor, the depolarised
scattered electric field correlation function becomes:
g
(1)
(V H) =
〈
αyz (0)αyz (t) ei·q∆r
〉
(2.36)
where α is the polarizability tensor which for a rod is:
α =

α⊥ 0 0
0 α⊥ 0
0 0 α‖
 (2.37)
with ⊥ being the perpendicular component and ‖ being the parallel component. Relating
the incident 0 and scattered s electric field polarization vectors allows the polarizability
tensor to be written as:
α0s = α¯ (nˆ0 · nˆs) + β
[
n03ns3 − 13 (nˆ0 · nˆs)
]
(2.38)
where the average polarizability is given by:
α¯ = 13
(
α‖ + 2α⊥
)
(2.39)
and the difference between the two polarizabilities is:
β = α‖ − α⊥ (2.40)
By using the relation that:
P2 (ij, t) =
[
ni3 (t)nj3 (t)− 13 nˆi (t) · nˆj (t)
]
(2.41)
where P2 is the Legendre polynomial of order 2, ayz terms in 2.36 can be written as:
〈αyz (0)αyz (t)〉 = 〈P2 (yz, 0)P2 (yz, t)〉 (2.42)
The evaluation of Eqn. (2.42) requires an explicit form of the ensemble averaged
quantity 〈P2 (yz, 0)P2 (yz, t)〉 which depends on the motion of the body. For diffusion by
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a cylindrically symmetric ellipsoid the quantity has been evaluated as [101]:
〈Pm2 (vh, τ)Pn2 (vh, 0)〉 = exp(−6Drτ) (2.43)
The EACF for VH scattering is therefore:
g
(1)
(V H) = e
[
−
(
q2Dt+6Dr
)
τ
]
(2.44)
Thus in DDLS, Dr is a constant contribution across all scattering angles, while Dt shows
a q2 dependence.
2.5.1 Summary
To summarise, Eqn. 2.23 allows description of particle dynamics from a DLS experiment.
Centre of mass motion is modelled through the exponential phase factor, and effects of
nonsphericity through the dynamic form factor. For spherical particles, Eqn. 2.23 reduces
to the exponential term since orientational changes have no effect on the scattered intensity.
For large nonspherical particles e.g. non-motile bacteria, the time-scale of rotational
diffusion only contributes to an uncorrelated background as it is too slow in relation to
translational diffusion. The diffusion coefficient therefore relates to an average of the
diffusion perpendicular and parallel to the symmetry axis. Motile bacteria on the other
hand require an explicit evaluation of Eqn. 2.9 to model orientational changes that occur
as the cell body swims, but this can be simplified by going to very low scattering angles
where orientational fluctuations are not detected.
For VV scattering, nanorods with typical dimensions of L = 100 nm and D = 20 nm are
not long enough to add rotational information to the EACF through geometrical reasons
alone. However, when made from a material (such as gold) with refractive index that
sufficiently differs perpendicular and parallel to the rod, then orientation will affect the
scattering amplitude, and rotational diffusion will contribute to the EACF.
Unlike the case of VV scattering which requires a phase change of the scattered light to
probe both rotation and translation, VH scattering uses amplitude modulation to access
rotational dynamics. The major difference is the depolarised scattering amplitude modula-
tions are not a function of angle which greatly reduces the complexity and assumptions
necessary to successfully measure rods. Center of mass motion however still contributes to
VH scattering, so the translational diffusion coefficient must be measured and used as an
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input to fitting VH data.
2.6 Two Color Dynamic Light Scattering
The theories outlined so far are only valid if no multiple scatting takes places. That is, a
scattered photon does not induce another scattering event from its origin particle or from
a distinct particle. For studies of average particle properties, sufficient dilution ensures
only single scattering is detected. But when it is of interest to study particle behaviours in
increasingly turbid regimes where multiple scattering is present, there is no general theory
for interpreting the data. As an example, for 200 nm particles measured in a cylindrical
cuvette of 4 mm inner diameter, DLS can return diffusion coefficient results up to a volume
fraction of φ = 10−2. As the concentration is further increased, multiple scattering causes
two main problems. Firstly, first order (single) scattering events leave the scattering volume
and induce a second order scattering event from a different q. Secondly, all double and
higher scattering events cause faster intensity fluctuations at the detector than there would
be for only singly scattered photons. The combination of these processes quickens the decay
time of the ACF and therefore models return a faster diffusion coefficient than is present
in the sample. The technique of TCDLS [15] was invented to overcome this limitation, and
allows studies of colloidal systems with volume fractions around 2 orders of magnitude
higher than DLS. The instrumentation of TCDLS is shown in Fig. 2.6.
The illumination laser (Spectra physics Ar+) passes through a prism where the 488 nm
and 514 nm lines are selected. Each line is focused onto a mirror assembly that must
be moved in accordance with the scattering angle. The beams are focused to overlap in
the center of the sample vat. The scattered light is sent through a pinhole, and onto
another mirror assembly which must also be moved depending on the scattering vector.
The mirror splits the light and sends each portion through a narrow band pass filter and
into a photomultiplier tube.
The main difference of TCDLS to DLS is that the incident laser is not on axis with
the scattering volume. This means that if a detector is set to a specific angle in relation
to the center of the scattering vat e.g. 90◦, as pictured in Fig. 2.6 the scattered wave
is not orthogonal to the incident one. Each mirror assembly (LPM and DPM) corrects
this by moving to an empirically determined position that ensures each detector receives
information from the same spatial Fourier component. The two scattered wavelenghts are
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 Figure 2.6: Beam path for the TCDLS instrument. The Ar+ laser passes through a prism
which splits the beam into 488 nm and 514 nm lines. Mirrors direct each line (GM = mirror
for green colour, BM = mirror for blue colour) to the laser prism mirror (LPM) which
sends the beams through lens L1 and focuses them to cross at the middle of the sample.
The scattered light is passed through lens L2, a pinhole PH, and through lens L3 onto the
detector prism mirror (DPM). The DPM directs each scattered portion to a mirror and
through an optical line filter at the same wavelength as the incident colours (GF = green
filter, BF = blue filter), which pass through a pinhole and into a photomultiplier tube
(PMT). When changing scattering angles, both LPM and DPM must be moved to correct
for the fact that the beams enter off axis at an angle of α. This ensures the scattered
wavevectors qgreen and qblue are equal. Diagram adapted from Ref. [15].
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received by a correlator card to create the cross-correlation function (XCF).
g
(2)
XCF (q, τ) = 1 + β
2β2OV β
2
MS |f(q, τ)|2 (2.45)
where β is the coherence factor, βOV is the overlap factor which corrects for the unequal
scattering volume seen by the two detectors. βMS is the multiple scattering factor and is
determined by the ratio of average intensities of single scattered and total scattered light.
The factor β2β2OV β
2
MS can be determined experimentally, allowing the determination of
the EACF.
2.7 Differential Dynamic Microscopy
In DDM, a sample is imaged under a white light microscope and a sequence of frames
is recorded to create a movie. A typical camera setup might be 1024 × 1024 pixels at
100 frames per second (fps) for 6000 frames (one minute). We assume the illumination
scheme is a linear optical system [102] such as bright field or phase contrast, and that
the illumination is a partially coherent microscope lamp. The video file serves as raw
data and is processed by the DDM algorithm which works as follows. A ‘reference frame’
corresponding to an initial time t0 is selected, and frames of increasing delay time τ are
subtracted from this reference to create a difference image:
d(r, τ) = I(r, t0 + τ)− I(r, t0) (2.46)
The difference image performs two important functions. Firstly, particle dynamics are
exposed in the form of noise similar to that of a speckle pattern. For short delay times,
small amounts of noise are visible which correspond to the short distances particles have
moved. The noise increases with delay time due to the particles having diffused further,
eventually reaching a plateau indicating that from a statistical point of view there is no
correlation to original (t0) particle positions. Secondly, static impurities (such as dust
on the sensor) are subtracted out which cleans up the data. For resolvable particles a
single frame captures the instantaneous density in the sample. This relates to all particle
positions in a hypothetical slice in the object plane, where the thickness of the slice depends
on the numerical aperture (NA) of the objective. The information transferred to the sensor
is therefore the intensity pattern resultant from refractive index differences between the
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particles and their host medium (density fluctuations). For diffraction limited samples
which show no obvious fluctuations, near-field scattering information is also transferred to
the sensor [103]. These speckles are invariant upon propagation, and mimic the size and
shape of the scatterers. The real space image generated from diffraction limited particles
is barely visible, but the frame subtraction process reveals the near field speckles. In
both cases, particle motion causes density fluctuations which are exposed by the frame
subtraction process.
An example of the real space image generated by 440 nm diameter microspheres, as well
as their correpsoding average speckle size, is shown in Fig. 2.7.
Figure 2.7: (Top Row) Brightfield images of 440 nm diameter microspheres taken at
magnifications of (a) 10× - 253 µm image side, (b) 20× - 126 µm image side, and (c) 60× -
43µm image side. An average of 1000 frames was subtracted from each image to remove
stray and unwanted contributions. (Bottom row) Average speckle size by taking the image
autocorrelation function of the real space images. In order to compare the speckle sizes,
each image on the bottom row was magnified so that the side corresponds to about 14 µm
in real space. With an increase in magnification (and NA), the speckle size decreases.
The next step is to take the fast Fourier transform (FFT) of the difference image ∆I,
averaging over many realisations of ∆I with the same τ but different t0.
D(q, τ) = 〈|FFT [d(q, τ)]|2〉 (2.47)
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τ = 0.01 s τ = 0.1 s τ = 1 s
Figure 2.8: (Top row) Frames of increasing delay time subtracted from the same reference
frame. The noise increases with delay time due to further particle displacement. Negative
numbers are treated as black (0) and intensity is scaled for visualisation purposes. (Bottom
row) Image structure function calculated from 2000 frame subtractions for the corresponding
τ . The more noise in the difference image relates to higher energy content in the structure
function.
Equation (2.47) is known as the image structure function, which is related to the photon
structure function which arises in DLS literature concerning photon counting statistics. An
example of difference images for 250 nm diameter microspheres and their corresponding
structure function is shown in fig 2.8
As τ gets longer, the noise in the difference image increases coinciding with an increased
energy content in the corresponding structure function. At a certain delay time the
structure function saturates, indicating the dynamics have lead to completely uncorrelated
image sets, resulting in a high density of spatial frequency components. For isotropic
processes, we replace q with q =
√
q2x + q2y as the structure function has an azimuthal
symmetry. The value of the structure function at each q can be plotted against τ, which
returns data similar to the IACF of DLS. This form of the structure function is known as
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the differential intensity correlation function (DICF):
D(q, τ) = A(q)[1− f(q, τ)] +B(q) (2.48)
Where A(q) = T (q)S(q)P (q) depends on a microscope specific optical transfer function
T (q), particle form factor P (q) and structure factor S(q). The overview of data generated
from a DDM experiment is shown in Fig. 2.9.
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Figure 2.9: Overview of data generated and fitting from a DDM experiment of 250 nm
diameter microspheres, imaged using 10× BF at 100 fps. (a) D(q,τ) for each pixel which is
radially averaged from the centre outwards as illustrated by Fig. 2.8, and corresponding q
vs. the delay time τ. The inset shows the value of D(q,τ) (scaled for visualisation). (b)
Structure function (D(q,τ) vs. q for a fixed τ at different delay times. (c) DICF (D(q,τ) vs.
τ for a fixed q, symbols and single exponential fit (lines), showing the rate of decay and its
dependence on q. (d) A fit to Γ vs. q2 for 300 q values, from 0.44 to 1.35µm−1, resulting
in Dt = 1.83 µm2 s−1 (247 nm diameter at 22 ◦C).
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Chapter 3
Materials and methods
Microsphere stock solution
Polystyrene microspheres for DDM experiments were purchased from Bangs Laboratories
(www.bangslabs.com, Indiana, USA), and are summarised in Table 3.1.
Name Catalog Code
Mean Diameter
(nm)
Solids Content
(wt. %)
Microspheres
per ml
SYS140 PS02N 140 10.15 6.344e+13
SYS210 PS02N 210 10.18 2.068e+13
SYS250 PS02N 250 10 1.228e+13
Table 3.1: Microsphere specifications according to manufactures datasheet.
The microsphere concentration range was created by serial dilution starting from the
stock bottle. The particles were prepared with volume fractions φ logarithmically spaced
from 0.001 to 10%. The turbidity of each sample was measured using a turbidity meter
(Hanna Instruments HI 93703). For these measurements the samples were loaded into a
10ml cylindrical glass cuvette of outer diameter 12 mm, and the average of three turbidity
readings was taken. The higher volume fraction samples were above the turbidity limit of
the instrument (1000 Formazine Turbidity Unit (FTU)), so the turbidity of these samples
was estimated by extrapolating a linear fit of the lower turbidity results as in Fig. 3.1. The
volume fraction and turbidity values are in Table 3.2. Figure 3.2 shows the concentration
range of SYS210 in 400 µm chambers.
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Figure 3.1: Measured (red) and extrapolated (blue) turbidity for SYS250 (squares), SYS210
(triangles) and SYS140 (circles). The black lines are linear fits to the measured data. The
inset shows the SYS250 in DLS tubes.
Figure 3.2: SYS210 concentration range in 400 µm chambers.
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Sample
SYS250
Vol (%)
Turbidity
(FTU)
SYS210
Vol (%)
Turbidity
(FTU)
SYS140
Vol (%)
Turbidity
(FTU)
1 10.0466 700242 10.0278 476585 9.1148 152637
2 6.3586 427454 6.3669 300140 5.8179 93769
3 4.0244 260934 4.0425 189019 3.7136 57605
4 2.5471 159284 2.5666 119039 2.3704 35388
5 1.6121 97233 1.6296 74967 1.5130 21740
6 1.0047 59355 1.0347 47212 1.0026 13355
7 0.6132 36232 0.6569 29733 0.6121 8205
8 0.3743 22118 0.4171 18725 0.3737 5040
9 0.2285 13501 0.2648 11792 0.2281 3096
10 0.1395 8242 0.1681 7426 0.1393 1902
11 0.0851 5031 0.1068 4677 0.0850 1169
12 0.0520 3071 0.0678 2945 0.0519 678
13 0.0317 1875 0.0430 1855 0.0317 437
14 0.0194 1144 0.0273 1168 0.0193 275
15 0.0118 657 0.0173 736 0.0118 172
16 0.0072 419 0.0110 463 0.0072 105
17 0.0044 264 0.0070 292 0.0044 65
18 0.0027 164 0.0044 184 0.0027 40
19 0.0016 100 0.0028 116 0.0016 23
20 0.0010 62 0.0018 73 0.0010 14
Table 3.2: Volume fraction and turbidity values for the three systems.
Nanorods
Gold nanorods were purchased from Nanopartz (www.nanopartz.com, Loveland, CO), and
are summarised in Table 3.3. The nanorods were suspended in water with <100mmol of
Hexadecyltrimethylammonium bromide (CTAB) as a capping agent to prevent aggregation.
Name Product Number
Length
(nm)
Diamater
(nm)
Aspect Ratio
Concentration
(nanoparticles/mL)
Rod4.1 A12-10-808 41 10 4.1 6.2e+11
Rod1.7 A12-40-600 69 40 1.7 3.7e+10
Rod2.9 A12-40-700 118 40 2.9 2.2e+10
Rod10.2 A12-25-1400 256 25 10.2 2.1e+10
Rod8.1 A13-500 565 69 8.1 1.2e+09
Rod10 A14-750 750 75 10 8.1e+08
Table 3.3: Nanorod specifications according to manufactures datasheet.
For both DDM and DLS experiments, the nanorods were used directly from their stock
bottles which were stored at 3 ◦C. To ensure the rods were well suspended, prior to each
measurement they were transferred to a centrifuge tube and put on a rotating tumbler for
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a day. They were then sonicated for five minutes followed by a two minute vortex. This
resulted in a very consistent and monodisperse suspension with very little aggregation. It
must be noted that when calculating nominal particle size using TEM images, the resultant
size will ignore the CTAB surfactant and take into account only the particle core. This is
in contrast to DLS which infers particle size from their diffusive speed in solution, which
will be affected by the ligands. The CTAB ligands surrounding the gold nanorods are
very small (∼ 2 nm) when related to the spread of lengths and diameters present in the
suspensions, however should be considered. The theoretical Dt and Dr calculations taking
into account the addition of a 2 nm coating are presented in Addendum 9.6.
3.1 Light Scattering Experiments
Dynamic Light Scattering
All measurements on dilute samples were performed on an ALV-5022F DLS spectrometer
(ALV, Germany) as pictured in Fig. 3.3, with a schematic showing the beam path. Samples
were measured in a cylindrical glass cuvette (inner diameter 8mm, LSI Instruments,
Fribourg) held in a scattering vat temperature controlled by a water bath (Thermo Neslab
RTE 10). For DDLS measurements, a Glan–Thompson prism (extinction ratio >105) was
used to select the polarization of the scattered light.
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 Figure 3.3: ALV CGS-5022F Fast DLS spectrometer, and beam path schematic. The
helium-neon 632.8 nm laser (REO) is focused through the centre of a sample inside the
scattering vat. Scattered light is detected at angle θ, with the option of passing through
a polarizer. The scattered light is detected by two avalanche photo diodes (PerkinElmer
SPCM-CD2969 Rev G) and sent to a hardware correlator which generates the IACF.
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Two-Colour Dynamic Light Scattering
Experiments on the concentration series of SYS140 and SYS250 were performed on an ALV
TCDLS spectrometer (ALV, Germany) as pictured in Fig. 3.4. Samples were measured
in a cylindrical glass cuvette (inner diameter 4mm, LSI Instruments, Fribourg) at 30◦
in both autocorrelation and cross-correlation mode for 2 minutes. For single scattering
samples, the ACF and XCF exhibit the same decay rate, but the XCF has a reduced
amplitude [15], caused by the incomplete overlap of the scattered and detected volumes.
For turbid samples, the amount of multiple scattering can therefore be quantified by the
reduction in the instrumental constant β (Eqn. (2.45)) from its nominal (single scattering)
value. At the concentration where TCDLS failed (due to an insufficient number of singly
scattered photons), an additional reading was made in a 1.5mm glass X-ray capillary
(Charles Supper Company, Natick, MA), however the smaller path length did not produce
any additional data points.
53
Figure 3.4: ALV TCDLS instrument. Note that in this picture the instrument is using a
new setup of two individually coloured lasers. The experiments were performed when the
instrument had a single Argon Ion laser (Spectra-Physics) whose output was sent through
a prism to split the two wavelengths (as pictured in 2.6).
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Chapter 4
Improved DDM analysis:
Implementation and validation
The theory outlined in Chapter Sec. 2.7 is the standard representation for DDM, which
holds under the assumption that the sample scatters sufficiently, the frame rate can capture
the sample dynamics across all q values, and the speckle size is comparable to the pixel
size [104]. However, due to the large number of data sets generated per experiment,
care must be taken when selecting an appropriate data analysis range. This chapter
describes the implementation of DDM and an improved analysis routine which is used on
all measurements throughout this thesis. Practically, DDM and DLS both differ due to
the different ways the ACF is produced. In DLS, the intensity fluctuations which serve as
the raw data are transformed into the statistically significant IACF in real time. During
the measurement, the count rate can be monitored to ensure no dust or aggregates have
passed through the beam and caused a spike in intensity. The statistics of this ‘burst’ of
photons are added to the IACF causing an unfaithful representation of the true sample
dynamics. Another issue that may arise is a count rate with good local statistics but that
trails downwards due to particle settling, which causes the number of scatterers in the
scattering volume to decrease significantly during measurement time. A count rate that
resembles random noise throughout the duration of the experiment ensures the IACF will
contain robust, reproducible statistics. On the other hand, DDM data acquisition requires
two steps. Firstly, a measurement of the raw data (e.g. video of diffusing colloids), and
then processing of the raw data to generate the DICFs. Apart from visually inspecting the
video during the recording to ensure no dust or aggregates appear in the suspension, no
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feedback is presented which may indicate if a video is not suitable for processing. There is
further difficulty with diffraction limited samples as no diffusing particles are visible at all.
Additionally, DDM produces a large number of distinct DICFs that each contain statistics
of fluctuations from different q values. The decays of the DICFs are limited at low q by
the length of the video and poor statistics due to limited averaging, and at high q by the
frame rate available, so the full range is not always usable. The magnification also plays
a role, since the speckle size is dependent on the NA and will have a different optimum
value for different sized particles. Fortunately, initial uses of DDM indicate that this is not
too crucial, but there are no experimental studies on optimal sample size to magnification
combinations.
Two data validation approaches are commonly used to validate which range should be
analysed. The first uses the q range where A(q)/B(q) is large enough to signify the sample
signal is much greater than that of the background noise. This is done in Ref. [105] where
fits above an empirically determined ratio of A(q)/B(q) was found to return good results.
This forms a good starting point, but is microscope and sample specific, and has not been
tested across a wide range of sample types and illumination schemes. It is therefore not
appropriate for an automated rotuine which is designed to be applicable regardless of the
experimental conditions. The second is mostly used for analysis of motile bacteria and tests
the scaling properties of f(q, t) against qτ as done in [72,74,75,83] with [83] showing for
diffusing particles how both scaling and A(q) can be examined to determine the appropriate
fitting range. Scaling validates that detected dynamics agree with the model used, but is
mostly a visual technique that can be hard to interpret if f(q, t) does not scale across all q.
In this chapter, we present an unambiguous, objective method of analysing DDM data.
The chapter is structured as follows. Firstly, the microscope set up, calibration, sample
handling, and measurement protocol are discussed. Then, the improved data processing
and analysis is demonstrated, which involves the ability to apply and visualise various
fitting models, and an automated estimation of the minimum and maximum q values for
fitting. We extend the idea of scaling to include the SHW for ISFs extracted from DDM
data, and show it is a powerful method for validating data sets, especially when multiple
decays are evident. We demonstrate the method by analysing DICFs from videos which
contain raw data that is a) optimal, b) too concentrated, and c) too dilute for DDM.
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4.0.1 DDM Microscope setup
The microscope is an IX-71 (Olympus, Japan) inverted optical microscope as displayed
in Fig. 4.1, with a 100W halogen lamp (U-LH100L-3) plus ground glass diffuser, power
supply (TH4-200), and condensor stage (IX2-LWUCD, NA 0.55, 27mm working distance).
Objectives equipped and the pixel sizes are given in Table 4.1.
Figure 4.1: The Olympus IX-71 inverted optical microscope used in the DDM experiments.
The microscopes camera is a Mikrotron MC-1362 (CMOS sensor) with a resolution of
1280 ×1024 pixels (sensor diagonal 22.9mm with 14 µm square pixels). The camera is
connected to a Euresys Grablink Full frame grabber card which buffers the high speed
video to computer RAM (16 GB total). The software MC Control Tool is used to adjust
the cameras resolution, frame rate, and exposure. At maximum resolution, the maximum
frame rate available is 506 fps. In order to increase available frame rate, the resolution
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Illumination Mode
(magnification / NA)
Pixel size
(px / µm)
q range at 1024 frame size
(µm−1)
632.8 nm DLS equivalent
scattering angle (◦)
Brightfield
10 / 0.30 0.71 0.0044 - 2.23 0.02 - 9.70
20 / 0.45 1.42 0.0087 - 4.45 0.04 - 19.3
60 / 0.70 4.10 0.0252 - 12.9 0.11 - 55.7
Phase Contrast
4 / 0.13 0.24 0.0015 - 0.75 0.007 - 3.30
10 / 0.30 0.71 0.0044 - 2.23 0.019 - 9.70
40 / 0.55 2.84 0.0174 - 8.91 0.075 - 38.6
Table 4.1: Objectives, pixel size, q range and equivalent DLS scattering angle range for the
DDM microscope.
must be reduced. A frame size of 1024 pixels was commonly used for recordings at 100 fps,
whereas a frame size of 512 was used for 1000 fps. Recording was done using Streampix
64-bit software, which allowed recording of sequence files which were saved as uncompressed
.avi files for data processing.
4.0.2 Microscope calibration
A microscope calibration slide with 100×0.01mm spacings was imaged under each illumi-
nation mode at maximum frame size. Each image was loaded into ImageJ, and a horizontal
line was drawn across the entire width of the image (1280 pixels), counting the number
of spacings crossed to obtain the real space distance the horizontal line measures. The
information is entered into ImageJ’s Set Scale tool, which calculates the pixels per micron
for each objective. This process was repeated three times for three different calibration
slide locations to obtain an average value. These values are in Table 4.1.
4.0.3 Sample loading
Samples were pipetted into a rectangular capillary tube (Vitrocom), with chamber thickness
of 100, 200, and 400µm available. Care was taken to ensure no air bubbles remained, and
the sides were sealed with Vaseline petroleum jelly. Samples were left to rest for 1 minute
before measurements were taken. An image of a turbid sample being imaged is in Fig. 4.2
4.0.4 Imaging samples and fit models
For brightfield imaging, Köhler illumination was achieved using the following process:
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Figure 4.2: Polystyrene microspheres in a 400 µm chamber being imaged at 60× BF.
• The capillary was centered in the middle of the microscope stage, and microscope
field and aperture diaphragms were fully opened.
• The objective was slowly raised until the bottom of the capillary was in focus. The
fine height adjustment was then used to locate the distance to focus on the top of
the capillary. This distance was then used to focus on the middle of the capillary,
and corresponded to roughly half the inside diameter of the capillary.
• The field diaphragm was closed and the condenser height adjusted until the edge of
the diaphragm leaves were sharp. The field diaphragm was then opened until the
leaves were just out of the view of the camera.
• An eyepiece was removed and microscope changed to eyepiece viewing to view the
aperture diaphragm. The exact size of the aperture was found not to be critical, but
was adjusted to 50% for brightfield observation.
• The lamp intensity was adjusted so the Streampix intensity histogram was centred
on 128.
• To record videos, the number of frames was selected, e.g. 6000 frames at 100 fps for
a 1 minute video.
For phase contrast imaging, the same Köhler illumination was used, but with the aperture
diaphragm fully opened and the appropriate phase plate in place.
The video files were loaded into a Labview program (provided by Laurence Wilson, Rowland
Institute, Harvard), which extracted the DICFs as per Eqn. (2.47). Because the DICF is
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proportional to the ISF, models that are commonly used to fit DLS data can be applied to
DDM data. A custom MATLAB program (code is provided in appendix A) was written
that allows the following models to be fitted to the DICF:
Single Exponential Decay:
f(q, τ) = e−Γτ (4.1)
Double Exponential Decay:
f(q, τ) = A1eΓ1τ +A2eΓ2τ (4.2)
where A1 is the amplitude of decay rate Γ1 and A2 is the amplitude of decay rate Γ2.
Cumulant Fit [106] (DLS):
f(q, τ) = e−Γ¯τ
(
1 + µ22! τ
2 − µ33! τ
3
)
(4.3)
where Γ¯ is the average decay rate, µ2 measures the width, and µ3 the skewness of the
distribution.
Stretched Exponential Decay:
f(q, τ) = exp
(
τ
tr
)β
(4.4)
where tr is the relaxation time and β the stretching factor.
Double Stretched Exponential Decay:
f(q, τ) = α exp
(
τ
tr1
)β1
+ (1− α) exp
(
τ
tr2
)β2
(4.5)
where α is the relative contribution of the short-time process, tr is the time and β the
exponent of the stretched exponential. Index 1 refers to the fast process and index 2 to
the slow process.
Motile bacteria with diffusive pre factor:
f (q, τ) = e−Dq2τ
[
(1− α) + α
∫ ∞
0
sinc (qντ)P (ν)dν
]
(4.6)
P (ν) = ν
Z
Z!
(
Z + 1
ν¯
)Z+1
exp
[
−ν
ν¯
(Z + 1)
]
(4.7)
Z = ν¯
2 − σ2
σ2
(4.8)
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where D is the diffusion coefficient of the non-motile cells, α is the fraction of motile cells,
ν¯ is the mean swimming speed of the Schulz distribution P (ν), and σ is the standard
deviation of the velocity distribution.
4.0.5 Data processing and fitting
In order to verify the q range over which to average fitted parameters, we employ a two
stage fitting criteria. The first stage is selection of the minimum and maximum q range
where decays have been fit to a sufficient degree, and the second stage is selecting which
q values, within the range provided by stage one, to average the parameters based on
expected dynamics. Stage one is applied to any raw data set, whereas stage two depends
on if the sample under analysis is undergoing diffusive or ballistic dynamics. The method
is microscope and sample independent and requires no calibration.
Stage one
For samples with low polydispersity undergoing diffusion, Eqn. (4.1) is applicable and will
return (along with other parameters), a decay rate Γ for each q. It should be noted that
Eqn. (4.3) is slightly more realistic as it allows for a small size variance present in samples,
however both models return similar results for nominally monodisperse samples. Firstly,
a model is chosen and each q fitted using the least squares fitting routine in MATLAB.
For each curve fitted, the normalized root mean square error (NRMSE, 1 = perfect fit) is
calculated to provide an indication of the goodness of fit. Two cases typically stand out
when fitting data: (1) For very low q values, the particles have not diffused far enough for
the long time baseline to be established which results in a poor fit. Statistics are also limited
due to the low number of pixels radially averaged. (2) The higher magnifications increase
the total q range (shorter length scales), but the frame rate used (e.g. 100 fps giving a
time resolution of 0.01 s) is not fast enough to capture such short particle displacements at
the higher q values. The DICFs have few decay points and ultimately resemble noise. The
ratio A(q)/B(q) also drops as samples scatter less at higher angles.
The fitting protocol then undergoes the following steps:
1. Selection of minimum q. Empirically determined, the peak value of A(q) divided by
2 provides a good estimation of the minimum q where decays are sufficient and fits
are good. A(q) is fit with a spline and the lowest q value closest to max(A(q))/2 is
used as the first location.
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2. Selection of maximum q. The location of the maximum q is determined as the point
before the NRMSE drops below 0.95. For 10× and 20× magnifications, often the
entire upper q range is usable given the limited length scales being probed. At 60×,
decorrelation can occur too fast for the frame rate to capture, so the maximum q
can be only a fraction of the available range.
This criteria does not make use of the ratio of A(q)/B(q), as the ratio is sample and
illumination mode specific, and is generally useful only after fits have taken place and
results have been compared to reference values.
Stage two
For diffuse processes, Γ is plotted vs. q2, and fitted with a linear fit of the form:
p(x) = p1x+ p0 (4.9)
The slope p1 gives the average diffusion coefficient of the sample, and for translational
diffusion the intercept p0 should be ≈ 0. The first point used is determined by stage one,
however the final q over which the fit is performed is not necessarily the maximum q
established in stage one. The algorithm fits from the first to the maximum point, and then
backwards until it reaches a cut-off criteria of NRMSE > max(NRMSE)-0.01. This ensures
the fitted data points display linear scaling as expected for a purely diffusive process.
The analysis protocol is demonstrated in Figure. 4.3, using SYS250 at φ = 0.16% loaded
into a 400 µm capillary, imaged at 1024 resolution 60× BF 100 fps. In (a) selection of the
minimum q by locating A(q)/2 is shown, and in (b) selection of the maximum q. It is clear
that both the A(q) and NRMSE drops correlate with each other, which is due to the time
resolution being too limited to capture decays above a certain q. The displacement of a
250 nm diameter particle over a time long enough to achieve 10 points of decay 0.1 s will
be l ≈ √6Dτ ≈ 1 µm, which is met at q ≈ 6.28µm−1. The decays above this q will still
register a decay, but with fewer and fewer data points, until ultimately there is complete
decorrelation before the first time step. This is clear in Fig. 4.3 (d) where the ISF at q =
5.74 µm−1 shows few decaying data points that can be robustly fit.
Stage two is shown in Fig. 4.4, where the minimum and maximum valid Γ are further
refined. The double arrow (b) shows the entire range of q as established from stage one,
which if fitted over returns an inaccurate Dt of 1.69 µm2 s−1. Stage two returns a much
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shorter range indicated by the double arrow (a) where the gradient of the linear fit agrees
exactly with the calculated Dt based on manufactures specification of average diameter
250 nm = 1.81 µm2 s−1. This fitting is automated and objective, requiring no user input,
but can be tweaked for the final range.
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Figure 4.3: 60×BF DDM analysis protocol on 250 nm diameter microspheres. (a) A(q)
(red circles), B(q) (blue dashed line) vs. q from a fit of Eqn. (4.3) inserted into Eqn. (2.47),
and spline fit (black line). A(q)/2 was found closest to q ≈ 0.13 µm−1 which will be the
location of the first Γ value. (b) NRMSE vs. q for the fits to the raw DICFs. The final
point where the NRMSE > 0.95 was located at q ≈ 5.7 µm−1 which will be the location of
the final Γ in the Γ vs. q2 fit range. (c) DICFs (symbols) and fits (lines) at four q values
from the minimum to the maximum q range. (d) Extracted ISFs using Eqn. (2.48) with
the fitted parameters showing the incomplete decay at the extreme minimum (red circles)
and maximum (black diamonds) q values.
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Figure 4.4: Γ vs. q2 (red circles) from the fits of the raw data. The double arrow (b) shows
the entire range of q as established from stage one of Fig. 4.3, (dashed line) which returns
an inaccurate Dt. The refined q range of stage two (double arrow (a)) with linear fit (solid
black line) resulting in Dt = 1.81± 0.01 µm2 s−1. Dilute DLS Dt= 1.81± 0.02µm2 s−1.
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For the ballistic process, the ISFs are generated from the fitting parameters obtained in
stage one, and checked to ensure dynamics are consistent with expected decay time trends.
Figure 4.5 shows DICFs, ISFs and fits from a sample of motile E. coli recorded at 10×
BF for 60 seconds. In order to check the scaling properties, the data is plotted against qτ
and q2τ (Fig. 4.6 (a) and (b)). As expected, the fast decay collapses in (a) and the slow
process in (b). To further verify the behaviour of the motile component of the ISFs across
all q, the qτ SHW is calculated at a value of f(q, t) = 0.7, a value chosen to ensure the q
dependence only stems from cell velocity and not diffusion. The value chosen is not too
critical, as long as it is well above the transition to diffusion at f(q, t) ≈ 0.25. Due to the
limited number of τ values that span the region where f(q, t) = 0.7, the SHW is measured
from an interpolated ISF generated using a much finer τ range. This ensures the trend is
easier to compare to the SHW calculated directly from the model.
To generate the theoretical SHW, ISFs are simulated using Eqn. (4.6) with trial input
values which can be obtained from direct observations of cells, or even from DDM results.
The SHW is then calculated from the simulated ISFs in the same fashion as from the
experimental ISFs. Fig. 4.6 (c) compares the experimental SHW with the one generated
from Eqn. (4.6) using typical parameters for E. coli of ν¯ = 10µms−1, σ = 5 µms−1, D =
0.5 µm2 s−1, and α = 0.6. The SHW calculated from the raw data agrees well with the
one from generated from simulated ISFs, signifying the dynamics detected across all q
are consistent with the assumption that cells are spherical point scatterers which move
long distances in relation to q-1 before changing direction. At the highest q values a slight
divergence is seen, and is expected to increase with q due to the more finite details of
the cell body and motion becoming detected causing quicker decorrelation. The good
agreement of the experimental and theoretical SHW means the fitted parameters are
consistent and valid across all q (Figure. 4.7). The SHW is used in Chapter 8 where it is
found that only a fraction of the total q values scale as expected. The SHW has previously
been used for comparing models to data from DLS experiments, but this is the first time it
has been applied to DDM data.
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Figure 4.5: (a) DICFs (symbols) and fits (lines) using Eqn. (4.6) for a sample of E. coli at
three values of q that span the usable range. (b) Extracted ISFs for 7 values of q. The
arrow indicates the ISFs quicker decay as q increases.
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Figure 4.6: ISFs extracted from the data in Fig. 4.5 plotted against (a) qτ and (b) q2τ. (c)
qτ SHW (symbols) calculated at f(q, τ) = 0.7 from ISFs of (a) that have been interpolated.
The solid line is the SHW calculated from theory (Eqn. (4.6)) using parameters ν¯ =
10µms−1, σ = 5 µms−1, D = 0.5 µm2 s−1, and α = 0.6. There is good agreement across
all q as expected from the long length scales probed, only starting to diverge at the highest
angles where tumbling and path curvature lead to faster decaying ISFs. (d) q2τ SHW
calculated from the ISFs of (b).
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Figure 4.7: E. coli fitting parameters vs. q of (from top to bottom) ν¯, σ, D, α. The good
agreement of the experimental and calculated SHW in Fig. 4.6 (c) indicates data is reliable
across all q values.
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Verification of the system and analysis protocol
To verify the system and analysis protocol, SYS250 and SYS140 at φ = 0.052% were loaded
into a 400 µm capillary, sealed with Vaseline and imaged using 10× BF, 10× PC, 20×
BF, and 60× BF using 1024 × 1024 resolution at 100 fps. The final fitting range and
extracted diffusion coefficient for SYS250 is shown in Fig. 4.8, and for SYS140 in Fig. 4.9.
Each magnification returns a slightly different value, with PC slightly overestimating Dt
for both sizes. We believe the different imaging concepts of PC (phase absorbance) and
BF (transmission + scattering) play a roll in the different speeds measured. However, no
study exists on the effect of different magnifications and illumination modes for particle
sizing using DDM. The 20× and 60× data shows a linear trend across a wide range of q
values, only becoming unreliable when the time resolution is the limiting factor. At 10×,
despite the total q probed being well within the time resolution for these two sizes, the
valid linear range is less than in the case of 20× and 60×. This is attributed to the speckle
size being suboptimal for these particles, with the magnified 20× and 60× speckles more
suitable. Despite these nuances, as long as particles are not too small (' 100 nm), they can
be studied successfully with most illumination modes and magnifications. This is provided
the fitted q range displays the characteristic decay time expected by the dynamical process
under investigation.
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Figure 4.8: Γ vs. q2 (red circles) and linear fit (black line) over the range determined by
the analysis protocol for the φ = 0.052% 250 nm diameter microspheres for (a) 10× BF,
(b) 10× PC, (c) 20× BF, and (d) 60× BF. Plot annotations are the extracted diffusion
coefficients from the fit. Dilute DLS Dt = 1.81± 0.02 µm2 s−1.
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Figure 4.9: Γ vs. q2 (red circles) and linear fit (black line) over the range determined by
the analysis protocol for the φ = 0.052% 140 nm diameter microspheres for (a) 10× BF,
(b) 10× PC, (c) 20× BF, and (d) 60× BF. Plot annotations are the extracted diffusion
coefficients from the fit. Dilute DLS Dt = 3.31± 0.01 µm2 s−1.
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Using the objective fitting routine, we then investigated the effect of illumination
conditions on SYS250 (φ from 0.010% to 10%), and SYS140 (φ from 0.01% to 10%), to
determine optimal conditions for further studies of these particles. Each concentration was
imaged using the same settings described previously, and fit with the cumulant model of
Eqn. (4.3).
Figure 4.10 shows the results for SYS250 (panel a) and SYS140 (panel b). Both 10×
BF and 10× PC return similar results which overestimates D by 8-12% compared to the
dilute DLS measurement, with 10× BF having a much narrower concentration range where
there is sufficient scattering to generate a reliable fit. 10× PC continues to work well as φ
decreases but overestimates D when compared with 20× and 60× BF. When compared to
the dilute DLS reference lines, 60× BF is the most accurate for both particles. It is likely
that the higher magnification is needed for these diffraction limited particles so that the
speckle size is comparable to the pixel size, thus improving the coherence area over which
the scattering data is averaged.
To gain further insight, in Fig. 4.11 the signal to noise ratio A(q)/B(q) is plotted for
each illumination mode at three different volume fractions of SYS250: (i) highly turbid
(φ = 1.6%); (ii) a concentration ideal for DDM (φ = 0.13%); and (iii) highly dilute (φ =
0.027%). For the latter two cases, 10× PC shows the strongest signal, with 60× BF the
second strongest. The scattering amplitude for 10× BF is the lowest in all cases, and the
first one to become unreliable as indicated by panel (c), where the DICFs over the majority
of q values show a very low plateau in relation to their short time value. The solid line in
each plot is approximately the limit below which poor fits are expected. We conclude that
for imaging these particles, phase contrast should be ideal, however the overestimation of
D using 10× PC means 60× BF is best suited.
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Figure 4.10: Diffusion coefficient vs. volume fraction for SYS250 (a) and SYS140 (b) for
each illumination mode. 10× BF (blue up-triangle), 10× PC (orange down-triangle), 20×
BF (yellow circle), 60× BF (purple square). The dashed grey line is a reference value
obtained by dilute DLS.
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Figure 4.11: The (log of) signal divided by noise A(q)/B(q) vs. q for SYS250 φ = 1.6% (a),
φ = 0.13% (b), and φ = 0.027% (c). Each panel shows 10× BF (blue up-triangles), 10×
PC (orange down-triangles), 20× BF (yellow circles), and 60× BF (purple squares). The
solid line is the value 0.1 which indicates a very noisy DICF where fits become unreliable.
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Illustration of when DDM fails
As with DLS, DDM requires a sample concentration such that sufficient scattered photons
reach the sensor, so the IACF contains suitable statistics. The lower limits of scattering
necessary, either through concentration of refractive index difference, are unknown for
DDM and are likely to change depending on illumination mode, acquisition time, and
the sensor used. For highly concentrated samples, the transmission of scattered light
can be too low and contain multiple scattering. In both upper and lower concentration
limits, the signal to noise ratio A(q)/B(q) diminishes, warning that the DICFs may be
unreliable. Additionally, checking the q dependence of Γ vs. q2 is done to ensure scaling
that is predicted by theory is upheld. It is therefore important for the analysis routine to
present data and allow determination of the validity of results. Despite having a larger
illumination area and therefore containing more particles than 60×BF, 10×BF was the
first mode that lost reliability as concentration decreased. Fig. 4.12 shows two examples
of samples where the data processing routine cannot determine robust results. The left
column illustrates a too dilute sample of SYS250 at φ = 0.001% 10× BF. The right column
shows the extremely turbid sample SYS250 φ = 6.36% 10× BF.
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Figure 4.12: 10×BF DDM analysis protocol on SYS250 showing results when concentration is too
dilute (left column, φ = 0.001%) and too concentrated (right column, φ= 6.36%). (Left column)
(a) Noisy DICFs and (b) ISFs result in a trend of Γ values that does not pass through 0. Forcing
a linear fit through 0 (c) results in Dt = 1.18± 0.02 µm2 s−1, far from the nominal value of Dt =
1.83± 0.01 µm2 s−1. (d) A(q) (blue line) being dominated by the noise term B(q) (red line). (Right
column) (e) DICFs which appear to show a full decay and (f) unreliable extracted ISFs. (g) No
meaningful trend of Γ vs. q2. (h) The low amount of singly scattered transmitted light causes A(q)
to be much lower then B(q).
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Chapter 5
DDM of concentrated colloidal
suspensions
This chapter is a paper in preparation to be published titled
Probing the dynamics of turbid colloidal suspensions using Differential
Dynamic Microscopy
Supplementary information available in appendix D.
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of multiple scattering on DDM signal’.
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Probing the dynamics of turbid colloidal suspensions using 
Differential Dynamic Microscopy  
Reece Nixon-Luke a, Vincent A. Martinez b, Jochen Arlt b, Wilson Poon b and Gary Bryant a 
Current optical methods to measure the dynamics of colloidal suspensions or other soft materials only work reliably for 
samples with either very low or extremely high turbidity. Here we systematically investigate the capability of Differential 
Dynamic Microscopy to characterise particle dynamics in turbid colloidal suspensions based on brightfield optical 
microscopy. We measure the Intermediate Scattering Function (ISF) of polystyrene microspheres suspended in water over 
a range of concentrations, turbidity, optical path,  and up to 5 order of magnitudes in time-scales. These results are compared 
to data obtained from both Dynamic Light Scattering (DLS) and Two-colour Dynamic Light Scattering (TCDLS). The latter 
allows for suppression of multiple scattering for moderately turbid suspensions. We find that DDM can obtain reliable radii 
at up to 10 times higher particle concentrations than TCDLS. More detailed analysis reveals the appearance of a short-time 
process as turbidity is increased, which we associate with multiple scattering. The long-time process corresponds to the 
particle dynamics from which particle-size can be estimated in the case of non-interacting particles. 
Introduction 
 
Dynamic light scattering (DLS) is a well-established technique 
for particle sizing and investigation of colloidal systems [1, 2]. 
Standard DLS measures an autocorrelation function (ACF) at a 
desired scattering vector 𝑞, which dictates the length scale 
being probed in the sample. For monodisperse spherical 
particles undergoing diffusion, the ACF yields the characteristic 
decay time, from which the diffusion coefficient and particle 
size can be calculated.  
However, DLS works under the assumption that the detected 
photons have only been scattered once. Thus conventional DLS 
can only be applied where the concentration is low, or where 
the solvent and particles have very similar refractive indices so 
that the turbidity is negligible. Dynamics in concentrated 
samples may also be studied, but only after care is taken to 
eliminate multiple scattering by careful refractive index 
matching [3]. This is not possible for most samples, so other 
methods have been developed which can effectively suppress 
multiple scattering, to enable the study of suspensions with 
moderate turbidity. Examples include two colour DLS (TCDLS) 
[4]  and three-dimensional DLS [5, 6]. X-ray based techniques 
such as XPCS are generally not affected by multiple scattering, 
however this technique is not very accessible as it requires a 3rd 
generation synchrotron, and there are considerable problems 
of beam damage [7]. At the other extreme, Diffusing wave 
spectroscopy (DWS) can be used to extract the mean squared 
displacement (MSD) of particles in turbid suspensions, but 
requires knowledge of the mean free path and carries no 
information on the q-dependant dynamics [8] .  
 
All of the techniques for studying moderately turbid 
suspensions require non-trivial instrumentation. The recently 
introduced technique of differential dynamic microscopy 
(DDM) [9, 10] may overcome some of these limitations, and has 
been successfully applied to concentrated samples. In DDM, 
samples are imaged using optical microscopy and videos are 
used to extract dynamical information on the assumption that 
the fluctuations in image intensity are proportional to the 
fluctuations in local sample density. This has been shown to be 
true for standard bright field imaging as well as a wide variety 
of other contrast mechanisms, such as phase contrast or 
fluorescence microscopy.  Applying the DDM algorithm to the 
recorded videos enables extraction of dynamics in 𝑞 space, 
much like DLS, but giving simultaneous access to a range of 𝑞 
including very low scattering vectors. Here correlation functions 
that capture the full decay of the system occur over the 
millisecond time scale and are accessible using a digital camera. 
Furthermore, access to very small scattering vectors allows 
studies of larger scale motion, for example motile bacteria  [11, 
12].  
 
Recent studies [13-15] have shown that DDM appears to be less 
affected by multiple scattering than DLS, giving the technique 
great promise in investigating concentrated colloidal 
suspensions without the need for index matching. Indeed it has 
recently been shown that the related technique of heterodyne 
near field scattering is less affected by multiple scattering [16] 
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than DLS. However, that technique requires laser illumination 
and a more complex setup than DDM. 
 
In this paper we perform DDM on colloidal suspensions as a 
function of turbidity for two different sized particles. We 
compare the results with both traditional DLS and TCDLS, and 
discuss both the advantages of the technique and its limitations. 
Attention is then turned to the emergence of an additional 
short-time decay process that appears as volume fraction 
increases, and we examine the source of this process. 
Theoretical background 
Dynamic Light Scattering Theory 
The theory of DLS is well established [1, 2], and only the key 
details are presented here. In a traditional DLS experiment, one 
measures the normalised intensity autocorrelation function 
(ACF) of the scattered light: 
𝑔(2)(𝜏) = 1 + 𝛽|𝑔(1)(𝜏)|
2
(1) 
where 𝛽 is an instrumental constant, and 𝑔(1)(𝜏) is the 
normalised electric field autocorrelation function. The 
instrument geometry selects for a fixed scattering angle 𝜃, 
which in turn defines the scattering vector ?̅?. Its magnitude also 
depends on the laser wavelength 𝜆 and the refractive index 𝑛: 
𝑞 =
4𝜋𝑛
𝜆
sin(𝜃/2) (2) 
Under appropriate experimental conditions the electric field 
correlation function 𝑔(1)(𝜏) is equal to the intermediate 
scattering function 𝑓(𝑞, 𝜏) (ISF). 
 
For non-interacting monodisperse Brownian particles the ISF 
takes the form of an exponential: 
𝑓(𝑞, 𝜏) = exp(−𝛤𝜏) (3) 
where the decay rate is given by Γ = 𝐷𝑞2. The diffusion 
coefficient 𝐷 depends on the particle radius 𝑟 as expressed by 
the Stokes-Einstein equation 
𝐷 =
𝑘𝐵𝑇
6𝜋𝜂𝑟
(4) 
where 𝑘𝐵 is the Boltzmann constant, 𝑇 is the absolute 
temperature, and 𝜂 is the viscosity of the solvent. 
In practice samples will always have a degree of polydispersity 
in radius, which is most commonly addressed by analysis based  
the cumulant expansion method [17], which models the ISF as 
𝑓(𝑞, 𝜏) = exp(−Γ̅𝜏) (1 +
μ2
2!
𝜏2 −
𝜇3
3!
𝜏3) (5) 
where 𝜇2 quantifies the degree of polydispersity, and 𝜇3 the 
variance of the distribution. 
 
 
 
Two Colour Dynamic Light Scattering Theory 
The details of two-colour dynamic light scattering (TCDLS) are 
extensively outlined in [4], and the application to accurate 
particle sizing is presented in [18], so only the key points are 
presented here. The difference between conventional DLS and 
TCDLS is the addition of a second illuminating wavelength at the 
same scattering vector. This essentially allows two DLS 
experiments to take place simultaneously whereby each 
wavelength sees the same spatial Fourier component of the 
sample. The scattered fields are received by a correlator card to 
create the cross-correlation function (XCF). 
𝑔𝐶
(2)(?̅?, 𝜏) = 1 + β2𝛽𝑂𝑉
2 𝛽𝑀𝑆
2 |𝑓(?̅?, 𝜏)|2 (6) 
where β is the coherence factor, 𝛽𝑂𝑉
  is the overlap factor which 
corrects for the unequal scattering volume seen by the two 
detectors. 𝛽𝑀𝑆
  is the multiple scattering factor and is 
determined by the ratio of average intensities of single 
scattered and total scattered light. The factor 𝛽2𝛽𝑂𝑉
2 𝛽𝑀𝑆
2  can be 
determined experimentally, allowing the determination of the 
ISF 𝑓(?̅?, 𝜏). 
 
 
Differential Dynamic Microscopy Theory 
In a DDM experiment, real space images are recorded as a 
function of time, using a set frame rate and frame size. Both 
object plane and near field scattering information are imaged 
on the sensor. The dynamics of the recorded signal are exposed 
via a Fast Fourier transform (FFT) of the resulting intensity 
pattern from two images subtracted by a time delay 𝜏: 
 
𝐼𝑠(?̅?, 𝜏) = ∫[𝐼(𝑟, 𝑡 + 𝜏) − 𝐼(𝑟, 𝑡̅̅ ̅̅ )]𝑒
−𝑖𝑞∙𝑟  𝑑𝑟 (7)
     
Where 𝐼 = 𝐸∗𝐸 is the intensity recorded on the focal plane. For 
an isotropic process, 𝐼𝑠 attains a circular symmetry which allows 
the scattering vector to be azimuthally averaged by ?̅? =
√?̅?𝑥2 + ?̅?𝑦2. The power spectrum is averaged over image pairs of 
the same delay time 𝜏 but different initial times 𝜏0 , giving the 
image structure function: 
 
𝐹𝐷(?̅?, 𝜏) = 〈|𝐼𝑠(?̅?, 𝜏)|
2〉 (8)
      
It has been shown [10] that the structure function and field 
correlation function 𝑓(?̅?, 𝜏) are related by: 
 
𝐹𝐷(?̅?, 𝜏) = 𝐴(?̅?)[1 − 𝑓(?̅?, 𝜏)] + 𝐵(?̅?) (9)
     
Under appropriate experimental conditions the field correlation 
function is equal to the Intermediate Scattering Function (ISF), 
which can be retrieved from equation (9). An appropriate model 
may be inserted for 𝑓(?̅?, 𝜏) to enable further analysis.  
 
Effects of multiple scattering 
Mie theory provides an exact theoretical description for 
scattering and absorption of electromagnetic radiation by a 
single spherical particle [19]. Freely available computer code, 
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such as [20] makes numerical evaluation easily accessible and 
gives a full description of scattering in the dilute limit based on 
the radius and (complex) refractive index of the particles and 
the suspending medium and the wavelength of light.  
Qualitatively, multiple scattering leads to a faster decay of the 
correlation functions measured in dynamic light scattering 
experiments. However, apart from the extreme limit of fully 
diffusive light propagation, this effect is very difficult to quantify 
in a way that is simple and general enough for practical use. 
Similarly, the main effects of scattering on (static) image 
formation are easy to appreciate on a qualitative level from 
everyday experience: attenuation of overall light levels, 
reduction of contrast and loss of resolution. Although this is of 
tremendous practical relevance from medical imaging through 
tissue to visual perception in fog, a closed quantitative 
description is again very difficult to achieve even for imaging 
well-defined high contrast objects through some turbid 
medium. To further complicate matters, in DDM the imaged 
scene is actually a plane within the scattering medium itself. 
So we revert to a somewhat simplistic description to capture 
the qualitative trends: the image is formed by light scattered 
from particles in the object plane and unscattered light giving 
rise to a spatially and temporally varying intensity 𝐼𝑜(𝑥, 𝑦, 𝑡) 
which captures changes in local sample density 𝜌(𝑥, 𝑦, 𝑡). As the 
turbidity of the sample increases, the intensity recorded by the 
camera will also contain increasing contributions from light 
scattered at least once outside the object plane, i.e. 
 
𝐼(𝑥, 𝑦, 𝑡) = 𝐼𝑜(𝑥, 𝑦, 𝑡) + 𝐼𝑠(𝑥, 𝑦, 𝑡) . (10) 
 
This extra scattered light 𝐼𝑠 is temporally uncorrelated from 𝐼0 
and is also spatially no longer directly linked to 𝜌, as evidenced 
for example from the diffuse pedestal of the effective point 
function  [18]. 
Using the standard DDM formalism applied to the Fourier 
transform 𝐼(𝑞) of eq. 10 gives rise to the following expression: 
 
𝑔(𝑞, 𝜏) = 2 〈(|Δ𝐼𝑜(𝑞, 𝑡)|
2
− 𝑅𝑒{Δ𝐼𝑜(𝑞, 𝑡) ∗ Δ𝐼𝑜
∗(𝑞, 𝑡 + 𝜏)}) +
(|Δ𝐼𝑆(𝑞, 𝑡)|
2
− 𝑅𝑒{Δ𝐼𝑆(𝑞, 𝑡) ∗ Δ𝐼𝑆
∗(𝑞, 𝑡 + 𝜏)})〉𝑡, 
 
Where Δ𝐼𝑜(𝑞, 𝑡) = 𝐼𝑜(𝑞, 𝑡) − 𝐼𝑜(𝑞, 𝑡)
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ , Δ𝐼𝑠(𝑞, 𝑡) = 𝐼𝑠(𝑞, 𝑡) −
𝐼𝑠(𝑞, 𝑡)
̅̅ ̅̅ ̅̅ ̅̅ ̅̅  and cross terms have already been omitted as they are 
temporally uncorrelated. By exploiting the fact that Δ𝐼𝑠(𝑞, 𝑡) ∝
Δ𝜌(𝑞, 𝑡) this leads to 
 
𝑔(𝑞, 𝜏) = 2 (|Δ𝐼𝑜(𝑞)|
2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅
(1 − 𝑓(𝑞, 𝜏)) + |Δ𝐼𝑠(𝑞)|
2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅
−
〈𝑅𝑒{Δ𝐼𝑠(𝑞, 𝑡) ∗ Δ𝐼𝑠
∗(𝑞, 𝑡 + 𝜏)}〉𝑡) , 
 
where 𝑓(𝑞, 𝜏) is the intermediate scattering function. The first 
terms are the standard DDM expression, but multiple scattering 
introduces an additional delay time dependent term (together 
with a constant offset). Decorrelation of multiple-scattered light 
is expected to be faster, so this term is expected to be most 
relevant at very short delays 𝜏.  
To get a feel for the relative magnitudes of the contributions we 
can use the fact that |Δ𝐼(𝑞)|
2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅
= |Δ𝐼𝑜(𝑞)|
2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅
+ |Δ𝐼𝑠(𝑞)|
2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅
  (as  𝐼𝑜 
and 𝐼𝑠 are uncorrelated), leading to:  
 
𝑔(𝑞, 𝜏) = 2|Δ𝐼(𝑞)|
2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅
(1 − 𝛼𝑓(𝑞, 𝜏) − 〈𝑅𝑒{Δ𝐼𝑀(𝑞, 𝑡) ∗
Δ𝐼𝑀
∗ (𝑞, 𝑡 + 𝜏)}〉𝑡/|Δ𝐼(𝑞)|
2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅
) , 
 
with 𝛼 =  |Δ𝐼𝑜(𝑞)|
2
/|Δ𝐼(𝑞)|
2
  representing the fraction of the 
image variance contributing to the standard DDM signal. 
Materials and Methods 
Microsphere solutions and turbidity measurement 
Stock solutions of charge stabilized polystyrene spheres of 
diameter 250, 210 and 170 nm (Bangs Labs, Fishers, IN, PS02N) 
were prepared at a range of concentrations. Sample volume 
fractions were calculated using the manufacture’s specification 
of the stock volume fraction 𝜙0 = 10% and serial dilution. The 
particles were prepared with volume fractions Φ logarithmically 
spaced from 0.001 to 10%. The turbidity of each sample was 
measured using a HI 93703 turbidity meter (Hanna Instruments) 
– for these measurements the samples were loaded into a 10 
ml cylindrical glass cuvette of outer diameter 12 mm, and the 
average of three turbidity readings was taken. The highest 
volume fraction samples were above the turbidity limit of the 
instrument (1000 FTU), so the turbidity of these samples was 
estimated by extrapolating a linear fit to the lower turbidity 
results (Figure 1.) The 250 nm samples in DLS tubes are shown 
as an inset in figure 1 to illustrate the extreme turbidity of these 
samples. The sample number, volume fractions and turbidites 
for each sphere size is in the supplementary information table 
S6. Samples hereafter are labelled with the convention “SYS 
particle size – sample number” (e.g. SYS250-10). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: Measured (red) and extrapolated (blue) turbidity for SYS250 (squares), SYS210 
(triangles) and SYS140 (circles). The black lines are linear fits to the measured data. The 
inset shows SYS250 samples in DLS tubes. 
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DLS and TCDLS measurements 
Measurements were performed on an ALV TCDLS instrument to 
compare the concentration limits with DDM. Samples were 
prepared in a cylindrical cuvette of 4 mm inner diameter (LSI 
Instruments), and held in a scattering vat temperature 
controlled to 22°C. Data was recorded for two minutes at θ = 
30° in both autocorrelation (eq. (1)), and cross-correlation 
mode (eq. (10)) . For single scattering samples, the ACF and XCF 
exhibit the same decay rate, but the XCF has a reduced 
amplitude [4] caused by the incomplete overlap of the scattered 
and detected volumes. For turbid samples, the amount of 
multiple scattering can therefore be quantified by the reduction 
in the instrumental constant β (equation 6) from its nominal 
(single scattering) value. At the concentration where TCDLS 
failed (due to an insufficient number of singly scattered 
photons), an additional reading was made in a 1.5 mm glass X-
ray capillary (Charles Supper Company, Natick, MA). 
 
Differential dynamic microscopy 
DDM experiments were performed using an Olympus IX-71 
microscope equipped with a Mikrotron MC-1362 camera 
connected to a Euresys Grablink Full frame grabber card. The 
camera is equipped with a 1280x1024 pixel CMOS sensor 
(sensor diagonal 22.9mm with 14 μm square pixels). Köhler 
illumination was used and measurements were taken using 
Brightfield (BF) 20× and 60× objectives.  
For the comparative study, samples were loaded into a 
rectangular capillary tube (Vitrocom 2548, 8 mm width × 0.4 
mm height), and sealed, and measurements commenced after 
a minimum of one minute equilibration. Samples were imaged 
at the midway point between the inner top and bottom walls. 
Videos were recorded with a frame size of 1024×1024 pixels at 
100 frames per second for 60 s. Under these conditions the 
image pixel size is 4.10 pixels / um. A program written in 
LABVIEW (provided by Laurence Wilson, University of York) was 
used to extract the DICFs from the videos. The statistics of the 
DICF are dependent on the number of frames over which 
averaging is conducted. Samples with larger or more 
concentrated particles required less averaging for a stable DICF. 
To keep the analysis consistent, in this work we averaged all 
videos over 2000 frames, a number chosen based on how many 
frames are required to produce reliable results for the lowest 
concentrations studied. Curve fitting is then performed in a 
completely objective manner using a custom MATLAB program. 
Details of the objective curve fitting routine are provided in the 
supplementary information. 
 
Investigation of the short-time process  
To investigate the appearance of a short-time process at high 
volume fractions, further measurements were performed with 
SYS210 and SYS250 using 60x BF at 100 fps (512 frame size, 
10000 frames) and 1000 fps (512 frame size, 20000 frames). 
Measurements performed were:  
• SYS210 and SYS250 as a function of concentration (sample 1-
10) in 400 um chamber, and a 200 um chamber. For these 
measurements, the illumination intensity was set to achieve 
enough signal to have the histogram centred at 128 for the 
highest concentration where D is measureable. As Φ decreased, 
the exposure was reduced to keep the detected histogram 
consistent. 
• A 400 um chamber z-stack using SYS210 at 29 positions 
spanning focal points from below the bottom wall to above the 
top wall. 
• A 100 um chamber z-stack using SYS210 at 23 positions 
spanning focal points from below the bottom wall to above the 
top wall. 
Results 
Comparative study 
Diffusion coefficients obtained by DDM, DLS and TCDLS are 
normalized against the reference value obtained from dilute 
DLS (𝐷0) and shown in Figure 2 (SYS250, 𝐷0 = 1.83 μm
2𝑠−1) 
and Figure 3 (SYS140, 𝐷0 = 3.31 μm
2𝑠−1). The measured TCDLS 
intercept (which is a measure of multiple scattering) is shown as 
plus symbols using the right hand axis. The graph is divided into 
four ’zones’, each of which correspond to a volume fraction 
range where the techniques can produce reliable results. Zone 
1 indicates where the TCDLS intercept remains at its nominal 
value of 0.6, indicating that only single scattered light is being 
detected. In this zone, all techniques return a very similar 
apparent diffusion coefficient. In zone 2 the intercept drops as 
φ increases, indicating an increase in multiple scattering. As 
multiple scattering produces faster intensity fluctuations, the 
apparent diffusion coefficient measured by DLS increases. As 
TCDLS suppresses multiple scattering contributions, it still 
returns a valid apparent diffusion coefficient in this range. 
 
As the volume fraction (and therefore multiple scattering) 
increases, eventually a point is reached where the number of 
singly scattering photons reaching the TCDLS detector is 
Figure 2: 𝐷/𝐷0 vs. volume fraction for SYS250 in a 400 um chamber: DLS (red up 
triangles), TCDLS (magenta circle), and DDM 60xBF (blue squares). The purple line is the 
(normalized) reference 𝐷0 value measured by dilute DLS. The plus symbol is the intercept 
obtained by the TCDLS measurement (right axis). Turbidity values are shown on the top 
axis. 
1 2 3 4 
Journal Name  ARTICLE 
This journal is © The Royal Society of Chemistry 20xx J. Name., 2013, 00, 1-3 | 5 
Please do not adjust margins 
Please do not adjust margins 
insignificant, so it cannot obtain useful statistics. This occurs at 
the beginning of zone 3, where the intercept approaches zero. 
Note that in this range TCDLS produces no result (rather than a 
false result as in the case of DLS).  
In Zone 3, only DDM is able to return an accurate apparent 
diffusion coefficient. To investigate if sample thickness plays a 
significant role, an attempt was made to measure using TCDLS 
at φ = 0.14 using a 1.5 mm glass capillary (Hilgenberg), but no 
additional data points were measurable. DDM continues to 
produce good results up until φ = 1.6% (zone 4). In this zone, 
the DDM capillary is extremely turbid and only a small fraction 
of incident light is transmitted to reach the camera. 
Figure 4 shows DICFs at 𝑞 = 0.52 𝜇𝑚−1 for the highest volume 
fraction samples. The most obvious effect of increased turbidity 
is a rapid drop in signal amplitude as the density approaches 
1.6%. Wherever there is a significant signal amplitude the 
cumulant model fits well over a wide range of 𝑞 values. 
However, closer inspection reveals that increasing volume 
fractions leads to a systematic deviation at short delay times, 
which the fitting routine absorbs by increasing the background 
parameter 𝐵(𝑞) above its true value. This is especially evident 
at lower 𝑞 values such as shown in Figure 4.  
 
As can be seen from Figure 2 and 3, DDM is able to measure 
reliable diffusion coefficients for samples which are an order of 
magnitude more turbid than TCDLS, and 2 orders more turbid 
than DLS. When DDM starts to return unreliable data, the 
diffusion coefficients are overestimated. For turbidities just 
beyond this (where no data points are visible in zone 4 of Figure 
2) , decays can be calculated but they do not scale with 𝑞2, so 
no value can be determined – it is likely that particle 
interactions are beginning to contribute here and the samples 
are no longer undergoing purely Brownian motion. For the most 
turbid samples where the microscope light source is set to 
maximum, only a very low signal is detected on the CCD, and 
the resulting DICFs are simply noise as B(q) dominates A(q). At 
the other extreme of very low turbidities, particularly for the 
smaller particles, the DDM data is very noisy and the protocol 
does not provide robust fits, so a consistent diffusion coefficient 
cannot be obtained. Measurements under these conditions 
may be possible with longer videos, but this is not explored 
here. 
 
 
Effects of multiple scattering on DDM signal  
As discussed in the preceding section, the main effect of 
turbidity is a rapid drop in signal amplitude, but with very little 
apparent effect on the measured time scales (and thus diffusion 
coefficient and particle size). However, repeating the DDM 
measurements at a much higher frame rate (1000 fps) reveals a 
2nd decorrelation process on a faster time scale (Figure 5).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
To get some insight on the timescale and amplitude this data 
was fitted with a double stretched exponential: 
𝑔(𝑞, 𝜏) = 𝐴(𝑞) [1 − 𝛼 𝑒𝑥𝑝 (− (
𝜏
𝜏𝑟1
)
𝛽1
) − (1 − 𝛼) 𝑒𝑥𝑝 (− (
𝜏
𝜏𝑟2
)
𝛽2
) ] (6) 
where α is the relative contribution of the short-time process, 
𝜏𝑟𝑥  are the decay times and 𝛽𝑥  the stretch exponents. Within 
a small 𝑞 range, where the 2 timescales are clearly separated, 
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Figure 5: DICF of SYS250 at 𝑞 =  0.52 𝜇𝑚−1 recorded at a higher frame rate (1000 
fps) reveals a 2nd decorrelation process which at this 𝑞 is much faster than diffusion 
and has a very low amplitude (note log scale for amplitude). 
Figure 4: DICF for volume fractions of SYS250 in zone 3 & 4 at 𝑞 = 0.52 𝜇𝑚. 
Beyond 𝜙 =  1.6% the signal amplitude 𝐴 drops to background level. Not the log 
scale on the y-axis which highlights an apparent increase in 𝐵.
Figure 3: Details as figure 2 but for SYS140. 
1 2 3 4 
ARTICLE Journal Name 
6 | J. Name., 2012, 00, 1-3 This journal is © The Royal Society of Chemistry 20xx 
Please do not adjust margins 
Please do not adjust margins 
we found that a model with a diffusive decay (i.e. 𝜏𝑟1
−1 = 𝐷𝑞2) 
and a component with a 𝑞-independent  timescale 𝜏𝑟2 ≈ 10 𝑚𝑠 
and relative amplitude 𝛼. 
The values of 𝑡𝑟2  and  are presented in Figure 6 as functions of 
volume fraction. The top panel shows that the fast decay speeds 
up with increasing volume fraction. The bottom panel shows 
that the relative contribution of the fast process increases with 
volume fraction. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
All DDM data shown so far had been acquired by imaging the 
mid plane of a 400 𝜇𝑚 thick capillary, so the images will be 
affected by having to propagate through a 200 𝜇𝑚 thick turbid 
layer after the image plane. 
By imaging closer to the edge of the sample, the thickness of 
this turbid layer directly degrading the image can be reduced. 
This leads to a larger overall signal amplitude due to the 
improved contrast in the images, while the overall intensity 
reaching the camera is virtually unchanged (Figure 7). 
Somewhat surprisingly, the fractional contribution 𝛼 of the fast 
process does not seem to change with 𝑧, and neither does its 
characteristic timescale 𝜏𝑟. So the fast contribution does not 
seem to depend on the thickness of the intervening sample 
layer. Comparing measurements in capillaries of different 
heights we found that 𝛼 increases with sample thickness 𝐿, 
whereas 𝜏𝑟 remains very similar within our uncertainties. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
For optimal performance of DDM an imaging plane which is as 
close to the objective lens as possible (while avoiding any 
effects of the chamber boundary on the dynamics) results in the 
largest overall signal.  
Conclusions 
We have demonstrated experimentally that differential 
dynamic microscopy (DDM) correctly characterises the 
dynamics of much more strongly scattering samples than DLS 
and TCDLS. This improved performance is mainly due to the fact 
that DDM works with thin layers of samples: i.e. we found that 
both TCDLS and DDM fail once the optical thickness exceeds 
𝐿/ℓ ≈ 2, but whereas DLS based techniques require sample 
dimensions on the order of millimetres, DDM typically works 
with samples where 𝐿 ≲ 100 𝜇𝑚. Thus the useful working 
range of DDM is extended to samples which have an order of 
magnitude smaller mean free path ℓ.   
Furthermore we found that multiple scattering within the 
sample has little effect on the dynamic signature extracted by 
DDM analysis. Indeed, the most dominant effect is the 
attenuation of the signal amplitude due to reduced contrast, 
which together with the reduced resolution in the images also 
leads to a reduction of the useful 𝑞 range. 
A small effect of highly scattering samples on the signal 
dynamics only becomes apparent at very short timescales. For 
very small wavevectors 𝑞 we detected an additional decay in 
correlation with a 𝑞-independent timescale below 𝜏𝑀𝑆 ≲ 10  
ms. The relative amplitude of this process appears to increase 
together with the sample thickness 𝐿, so the spurious 
contribution from the signal can easily be minimised by working 
with thin samples.   
 
 
Figure 6: Average fast relaxation time (top) and relative amplitude contribution 
(bottom) as a function of volume fraction.
Figure 7: Effects of depth 𝑧 of the imaged plane within the sample (relative to the 
interface closest to the objective in a 400 𝜇𝑚 height capillary). The DDM signal 
amplitude 𝐴 (normalised to its value at 𝑧 ≈  7 𝜇𝑚) drops the deeper the image plane 
moves into the sample, but the fractional contribution 𝛼 and timescale 𝜏𝑟 are largely 
unaffected. 
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translational and rotational Brownian 
motion.[12]
Theory suggests that for long rods 
whose diameter is small compared to the 
illuminating wavelength, the rotational 
contribution to the EACF can be calcu-
lated as a function of scattering angle.[13] 
According to this theory, at low scattering 
vectors (q) the ratio of translational to 
rotational diffusion ≫1 and therefore the 
EACF should exhibit a single exponen-
tial decay. However, this theory does not 
take into account optical anisotropy of 
gold nanoparticles which has been shown 
to add a second decay mode from rods 
which, when considering only their geo-
metric properties, should have only one.[14] This raises ques-
tions of which diffusion coefficient this decay mode relates to, 
and how scattering angle influences this.
The difficulty lies in determining the range of scattering 
angles whereby only translational motions make a significant 
contribution to the temporal decay of the EACF before applying 
models which make this assumption. In this article, we present 
a method to characterize rod like particles in an objective and 
unambiguous manner. We use the scaling of q2τ of the verti-
cally polarized data to validate over which q range the assump-
tions are valid, and do this for both single and double decays. 
We then unambiguously determine the translational diffusion 
coefficient, and then use this as an input into the analysis of the 
horizontally polarized data to unambiguously determine the 
rotational diffusion coefficient.
1.1. DLS Theory
In DLS, the experimental quantity measured is the normalized 
intensity autocorrelation function g(2)(q, τ), where τ is the delay 
time. Under appropriate conditions, this can be used to calcu-
late the EACF (g(1)(q, τ)) using the Siegert relation[15]
( ) 1 | ( , ) |(2) (1) 2g g qτ β τ= +  (1)
where β is an instrumental constant, and q is the scattering 
vector defined by
4
sin
2
q
npi
λ
θ
=
   (2)
where n is the refractive index of the medium, λ is the wave-
length of the laser, and θ is the scattering angle.
A new analysis of depolarized dynamic light scattering data is presented, 
which allows the unambiguous determination of rotational and translational 
diffusions coefficients of nanorods in suspension. By visualizing data scaling, 
purely translational diffusive motions can be isolated from vertically polarized 
scattering, allowing the unique determination of rotational diffusion from the 
depolarized scattering. The method is applied to nanorods with four different 
aspect ratios, and compared with theoretical predictions. Diffusion coeffi-
cients obtained show good agreement with calculations based on the direct 
measurements of rod length and diameter. Where the theories are shown 
to be valid, the method allows the measurement of statistically meaningful 
particle sizes and aspect ratios.
Dynamic Light Scattering
1. Introduction
Dynamic light scattering (DLS) provides information on the 
diffusivity of colloidal particles via analysis of the electric field 
autocorrelation function (EACF). Extraction of particle size 
may be done using Cumulant expansion or Laplace inversion 
methods, whereby the latter attempts to obtain the full par-
ticle size distribution (PSD). These models work best when 
describing spherical scatterers, where no contribution from 
rotational diffusion is present in the EACF.
Synthesis and characterization of nonspherical nanoparticles 
has increased in recent years due to their interesting optical 
properties[1] and their potential in biomedical applications.[2]
Depolarized dynamic light scattering (DDLS) is a viable 
method for characterizing nonspherical particles, and has been 
applied to optically anisotropic particles such as the tobacco 
mosaic virus,[3] gold nanorods,[4] spheres with symmetric optical 
anisotropy,[5–7] carbon nanotubes,[8] and cellulose nanocrystals.[9] 
Recently, DDLS has also been used for studying more subtle 
anisotropy effects.[10,11] Despite this, DDLS remains challenging 
as data processing requires several assumptions that have not 
been thoroughly tested across a range of particle sizes, shapes, 
and materials. The interpretation is also complicated by the low 
depolarized signal, and angular dependent coupling between 
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g(1)(q, τ) is the quantity of interest as it is related to the par-
ticle displacement by
( , )
( , ) ( ,0)exp( )
| ( ,0) |
(1)
*
2g q
A q A q iq
A q
r
τ
τ
=
〈 ⋅ ∆ 〉
〈 〉
 (3)
where 〈〉 denotes a time average, A(q) is the scattering ampli-
tude of the particle, and Δr = R(τ) − R(0) describes the trans-
lational motion of the particle. For identical uniform particles, 
A(q) = 1 so g(1)(q, τ) reads
( , ) exp(i ) exp( )(1)g q q rτ τ= ⋅ ∆ = −Γ  (4)
where Γ is the decay rate
t
2D qΓ =  (5)
where Dt is the translational diffusion coefficient.
In practise, to fit the data, we use the Siegert relation
( ) 1 ( , )(2) (1)g g qτ β τ− =  (6)
to extract g(1)(q, τ) and the intercept β .
Standard DLS typically uses a vertically polarized laser, and 
no polarizer on the detector. By contrast standard DDLS intro-
duces a polarizer before the detector, and the scattered light is 
measured with the polarizer in either a vertical (V) or horizontal 
(H) orientation—these are known as polarized (VV) or depolar-
ized (VH) scattering, respectively. We will use this terminology 
to refer to DLS data collected in these modes.
1.2. Polarized DLS
Standard DDLS analysis of rod-like particles involves obtaining 
an VV angular dependent set of data at scattering angles low 
enough that rotational motions do not overly contribute to 
the decay of the EACF. A VH data set is taken over the same 
range, whereby the contribution from the rotational motion is 
constant. Rotational diffusion coefficients can then be obtained 
by determining the intercept where θ = 0. The analysis works 
under the assumption that rotational information is not present 
in the VV data over the range of scattering angles chosen.
Since conventional multiangle DLS instrumentation typically 
cannot reach scattering angles low enough to allow complete 
separation of rotational and translational components, new 
schemes to measure rotational diffusion have been devised. 
The recent addition of near field scattering (NFS) techniques[16] 
opened the door to custom built low angle light scattering 
(LALS) instruments.[17] Rodlike particles are measured using 
a laser NFS set-up,[18] where ultralow angle data was obtained 
allowing complete separation of the rotational and translational 
motions. A custom photon counting scheme[19] was used to 
overcome the low depolarized scattering signal. A novel zero 
angle confocal DDLS instrument capable of processing sam-
ples with much higher turbidity than conventional DLS has 
been devised.[20] These methods overcome some of the prob-
lems associated with traditional low angle light scattering, but 
require custom implementations, and the more common white 
light microscope based differential dynamic microscopy[21] suf-
fers from sensitivity issues with diffraction limited samples.
For rod-like samples, VV contains information about the 
translational and rotational motions of a sample. The rotational 
component is described by the dynamic form factor,[22] and is 
dependent on the aspect ratio (length (L)/diameter (D)) of the 
rods. For very long thin rods, where qD ≪ 1, the form factor is[23]
( , ˆ) ( ˆ)0
2 1
2P q u j qL u= ⋅  (7)
where L is the length of the rod, j0 is the spherical Bessel func-
tion of order 0, and uˆ  is the orientation of the rod.
When inserted into Equation (3) the EACF becomes
( , ) exp( ) e ( )(1) ( 1)
0
rg q S qLD l l l
l
∑τ τ= −Γ τ− +
=
∞
 (8)
where Sl(qL) is
( )
( )
(4 1) ( ) d
2 d
2
2
1
1
0
1
2
2
0
2
1
1
1
2
S qL
l P x j qLx x
j qLx x
l
l∫
∫
( )
( )
=
+
−
−
 (9)
where Pl is a Legendre polynomial of order l.
Equation (9) is the generalized function for determination 
of appropriate weights due to harmonic interference from scat-
tering segments outward from the center of a long and thin 
rod.[24]
The contribution to the EACF therefore takes the form of 
a sum of exponential decays of translational and rotational 
motions, whereby the weighting terms depend on qL. The 
implications of Equation (9) can be visualized when the expan-
sion coefficients are plotted over a range of qL (Figure 1). 
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Figure 1. Calculated Sl coefficients of Equation (9) plotted as a func-
tion of qL (with scattering angle θ on the top axis), for a rod of length 
L = 565 nm).
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Practically, this indicates that in order to measure only Dt 
from rod like particles, measurements must be made at small 
enough angles such that qL < 5, where the form factor is close 
to unity and the S0 term dominates the signal. In this regime 
the EACF should take the form of Equation (4). As scattering 
angles increase, higher order rotational motions enter the 
EACF which complicate the analysis. In the case of 5 < qL < 10, 
the EACF reads
( , ) exp( ) exp( ( 6 ) )VV
(1)
0 t
2
2 t
2
rg q S D q S D q Dτ τ τ= − + − +  (10)
1.3. Depolarized DLS
In DDLS, the intensity of depolarized light at the detector 
depends on two separate components: the phase caused by the 
center of mass motion, and the amplitude caused by rotation of 
the particle. When depolarized scattering is measured, interpre-
tation is easier as Dr is a constant contribution across all scat-
tering angles.
The depolarized correlation function takes the form[25]
( , ) (vh, ) (vh,0)exp( )VH
(1)
2 2g q P P iq
m n
nm
r∑∑τ τ= 〈 ⋅ ∆ 〉  (11)
where 2P
m is a Legendre polynomial of order 2. The evalua-
tion of Equation (11) requires an explicit form of the ensemble 
averaged quantity (vh, ) (vh,0)2 2P P
m nτ〈 〉  which depends on the 
motion of the body. For diffusion by a cylindrically symmetric 
ellipsoid the quantity has been evaluated as[13]
(vh, ) (vh,0) exp( 6 )2 2P P D
m n
rτ τ= −  (12)
The VH EACF is therefore
( , ) exp( ( 6 ) ))VH
(1) 2g q q D Dt rτ τ= − +  (13)
Thus Dr may be calculated as long as Dt can be measured 
independently.
1.4. Comparisons with Theory
In order to compare DDLS measured values with theory, we 
use relations that allow calculation of a theoretical Dt and Dr 
based on manufacturers measurements of L and D taken from 
transmission electron microscopy (TEM). It is noted that in 
the micrographs presented, small size polydispersity is evident 
(see Figure S6 in the Supporting Information). The Tirado and 
Garcia de la Torre (TG)[26,27] theory is suggested to be applicable 
to rod like particles with an aspect ratio p = L/D of 2 < p < 30, 
whereas the Broersma relations[28] are estimated to be valid 
in the range of p > 5. We compare our results to both theo-
ries, although our rods have aspect ratios which lie within the 
range where the TG theory should be more applicable. Rod1.7 
lies slightly out of the range for the TG theory, although it may 
still be suitable as it is not clear exactly where the theory breaks 
down and by how much.
Tirado and Garcia de la Torre (TG) theory may be summa-
rized in the following equations[26,27]
D
k T
L
L
D
D
L
D
L
3
ln
0.312 0.565 0.1
t
B
2
2
piη
ν
ν
=
  +


= + −
 (14)
where kB is Boltzmann’s constant, T is the absolute tempera-
ture, and η is the solvent viscosity
3
ln
0.662 0.917 0.05
r
B
3
2
2
D
k T
L
L
D
D
L
D
L
piη
σ
σ
=
  +


= − + −
 (15)
Broersma’s relations (BR) may be summarized as[28]
3
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δ
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1.5. Scaling of the EACF
An angular dependant set of EACFs can be checked for scaling 
by replotting each curve by the scaled time variable q2τ. The 
existence of scaling indicates that detected motions conform to 
a diffusive type in accordance to Dtq2. When multiple decays 
are evident in the EACF, only the decay mode which corre-
sponds to Dt will scale (superimpose). By scaling the EACFs 
obtained from suspensions of rod like particles, it is possible 
to determine the range of scattering angles where decays due to 
Dt and Dr are clearly separable. Over this range, if purely trans-
lational motions are evident, the decay modes due to Dt will all 
collapse. Equation (10) can be applied to these angles, obtaining 
q-independent decay rates. The extracted Dt can be averaged, 
and used as an input to the DDLS data to obtain Dr.
2. Results
2.1. Data Processing example with Rod4.1
We present a protocol that makes uses of data visualization 
to extract Dt and Dr of rod-like particles using VV and VH 
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multiangle DLS. Below we illustrate the method for Rod4.1, 
and show examples for the other three samples in supplemen-
tary material.
First, correlation functions g(2)(q, τ) are recorded in both VV 
and VH modes over a range of scattering angles (12°–140°). 
g(1)(q, τ) is obtained from g(2)(q, τ) calculated from Equation (6) 
after determining β by averaging the first 20 points (VV) or 
10 points (VH) in order to enable visualisation.
The VV EACFs typically display a single or double decay 
mode, depending on whether or not the intensity fluctua-
tion time scales from different motions are separable. These 
processes could include translational diffusion perpendicular 
or parallel to the symmetry axis, rotational diffusion, or a com-
bination of both. VV EACFs of Rod4.1 are shown in Figure 2 
whereby two distinct decays are apparent with the shoulder 
(transition from the first decay to the second) being more pro-
nounced at lower q. In order to gain insight as to what physical 
processes may be behind the decays of the multiangle EACFs, 
we turn to the q2τ scaled data.
In Figure 3a, the entire range of data from 12° to 140° is 
plotted as a function of q2τ. The scaling of the EACFs allows 
visualization of curves that superimpose when plotted together. 
For spherical optically isotropic diffusive scatterers, the EACF 
will be a single exponential decay, and curves collected across 
the entire range of scattering angles will collapse onto a single 
“master curve.” In VV mode, if the EACF is a combination 
of Dt and Dr, a collapse will only be evident over the range of 
angles where the decay is purely from Dt. Two features stand 
out when plotting the data against q2τ. The first decay shows 
no apparent scaling across all scattering angles, and is likely a 
combination of translational and rotational diffusion. However, 
it is unclear how much each process contributes to the decay of 
the EACF. If only geometric properties of the rods are consid-
ered, then Figure 1 (generated from Equation (9)) suggests that 
in VV mode, the lower angles should be dominated by transla-
tional motion (the S0 term) giving a single exponential decay. 
The emergence of a clear double decay across all scattering 
angles highlights the importance of q2τ scaling to check from 
which range of angles Dt may be obtained.
The second decay on the other hand shows a clear scaling 
across the higher scattering angles, indicating that detected 
motions agree with theory of Dt. EACFs are removed until only 
those that collapse at the second decay remain, demonstrated 
in Figure 3b. These EACFs are fitted with Equation. (10), and 
over delay times where the curves superimpose, the resulting 
decay rates can be averaged to give a value of Dt.
Figure 4 illustrates two fits to the EACFs that show scaling. 
Fitting is performed on g(1)(τ) with the intercept as a fitting 
parameter. The shoulder is much more pronounced at low scat-
tering angle, as the time scales between the faster rotational 
and slower diffusive processes are more separable. The diffu-
sion coefficients calculated from all the EACFs are shown in 
Figure 5, which highlights that the curves that do not scale lead 
to inconsistent values of Dt. However, consistent results are 
obtained from the EACFs that collapse, confirming that the Dt 
measured is purely from translational motions.
The VH EACFs are shown in Figure 6, and appear to match 
up almost perfectly across all scattering angles showing one clear 
decay. The VH data contains contributions from both Dt and 
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Figure 2. VV EACFs for Rod4.1 taken from 12° to 140° at 2° steps. The 
angles increase from the blue to the red end of the color spectrum.
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Figure 3. a) VV EACFs of Rod4.1 plotted against q2τ. b) The same data 
as (a), but with curves that do not collapse at the second decay removed. 
Data that remains is from θ = 60° to 140°.
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Dr, but as Dr is not dependant on scattering angle, the Dt value 
obtained from the VV data can be used as an input. The data 
is fitted with Equation. (13) and Dr is calculated as 27 804 s−1. 
An example of a fitted VH EACF is shown in Figure 7. The 
fit is good considering no polydispersity is accounted for in 
Equations (10) and (13), which are often applied in DDLS studies. 
As mentioned previously, the rods have a very low (but nonzero) 
polydispersity which is not included in this analysis. Including a 
distribution of both Dt and Dr is beyond the scope of this paper.
2.2. Comparing DLS Results to Theory
The results obtained from this method are summarized in 
Table 1 and compared with the theoretical results. For the two 
largest nanorods (Rod8.1 and Rod2.9), the TG theory shows 
good agreement with the experimental results, whereas the 
BR theory significantly underestimates Dt (Rod8.1) and Dr 
(Rod2.9).
For Rod1.7, the TG theory again shows good agreement. 
The aspect ratio for this sample is below where the BR theory 
should apply, so it is not compared.
Despite good fits for Rod4.1, values of Dr and Dt were 
overestimated by both theories. However, experimental 
values agree well to a spheroidal model,[29] which resulted in 
Dt = 9.78 µm2 s−1 and Dr⊥ = 22 900 s−1. As these are the smallest 
rods, size and shape polydispersity as well as the relative contri-
bution of the stabilization layer have a much larger impact on 
dynamics than for bigger rods, so the spheroidal approximation 
is probably closer to the real shape of the rods in solution.
The EACFs from Rod8.1 were in fact the most difficult to 
analyze as they did not display a clear double exponential decay 
(see Figure S1C in the Supporting Information). They were fitted 
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Figure 4. Raw data (symbols) and fits (line) for lowest (blue squares, 
θ = 60°, NRMSE = 0.97) and highest (red circles, θ = 140°, NRMSE = 0.98) 
scattering angles that scale from Figure 3b.
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Figure 5. Fitted Dt using Equation (10) for curves that do not collapse 
(red circles), and the curves that do (blue squares). The curves that col-
lapse in accordance with q2τ return a consistent result for Dt of average 
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Figure 6. VH EACFs for Rod4.1 taken 12°–140° at 2° steps. The angles 
increase from the blue to the red end of the spectrum.
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Figure 7. VH EACF at θ = 90° (red circles) and fit (blue line, 
NRMSE = 0.96) with Equation (13) using Dt = 9.61 µm2 s−1. Calculated 
Dr = 27 804 s−1.
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with the single exponential decay of Equation (4), and Dt was 
obtained from 70° to 140° where scaling was best. This again 
raises questions as to the range of L and D for which Equation (9) 
is applicable and what effect the optical anisotropy has on top 
of this, as the form factor of Rod8.1 should introduce rotational 
contributions from around θ = 70°. The VH data from Rod8.1 
was also interesting as it does not overlap. When calculating Dr 
from the VH EACFs from Rod8.1, consistent results were found 
from θ = 12° to 80°. Above this angle, the values become nonsen-
sical. It is likely that this is due to the form factor approaching its 
minimum and therefore affecting the contribution of Dt.
3. Conclusion
We have presented a new analysis protocol for measuring 
nanorods using DDLS. The method ensures that purely trans-
lational diffusive motions are obtained from the vertically 
polarized scattering data by visualisation of q2τ scaling. For the 
systems that display two decay modes (Rod2.9, Rod1.7, Rod4.1), 
the angles for which translational diffusion dominates are 
easily identifiable, allowing the calculation of Dt. For Rod8.1, 
which displayed only a single decay mode, scattering data at 
higher angles returns a consistent Dt, while lower angles are 
required to calculate Dr.
The existing theoretical models have not been thoroughly 
experimentally tested, due to ambiguities in the interpretation 
of the scattering data. The method proposed here overcomes 
these difficulties, and diffusion coefficients obtained from this 
method show good agreement with calculations based on the 
direct measurements of L and D. Further studies over a wider 
range of particle sizes, materials, and aspect ratios are needed 
to further examine the range of validity of these theories.
Moreover, for rods with dimensions where the theories are 
shown to be valid, the method proposed here will allow the 
measurement of statistically meaningful particle sizes and 
aspect ratios. This will complement real space methods, which 
provide high resolution but where statistical averaging is neces-
sarily limited.
4. Experimental Section
Gold nanorods of four different aspect ratios were purchased from 
Nanopartz (Loveland CO). Reported aspect ratios are based on 
manufacturer’s specification measured via TEM. Rod measurements 
are as follows (long diameter (nm)–axial diameter (nm)–aspect ratio). 
Rod8.1(565–69–8.1), Rod2.9(118–40–2.95), Rod1.7(69–40–1.73), and 
Rod4.1(41–10–4.1). Experiments were performed on an ALV-5022F light 
scattering spectrometer with a laser wavelength of 633 nm. Samples 
were suspended in water with <100 × 10−3 m cetrimonium bromide 
(CTAB) as stabilizing agent and measured in a cylindrical glass cuvette 
(inner diameter 8 mm) (LSI Instruments, Fribourg) held in a scattering 
vat temperature controlled to 20 °C (Thermo Neslab RTE 10). A 
Glan–Thompson prism (extinction ratio >105) was used to select the 
polarization of the scattered light. DLS measurements of 120 s duration 
were obtained in IVV and IVH modes at scattering angles from 12° to 140° 
with an angular step of 2°. The data is processed with a custom graphic 
user interface written in MATLAB (Mathworks, Natick, NA). Curve fitting 
is done using MATLAB’s least-squares fitting algorithm, and fit quality is 
checked with the normalized root mean square error (NRMSE) option 
of MATLAB’s goodness of fit function. The NRMSE have been provided 
(where 1 = perfect fit) in the figure captions where fits are shown.
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Table 1. Summary of the nanorods used, and comparisons of DDLS measured values with theory. The percentages are the discrepancies between the 
theoretical and our experimental results. Units of Dt are µm s−2 and Dr are s−1.
Specification (L, D) [nm] Aspect ratio (L/D) Tirado and Garica de la Torre Broersma DDLS measured
Rod8.1 565, 69 8.1
Dt 1.88 (−29.32%) 1.56 (−41.35%) 2.66
Dr 33.2 (1.53%) 30.06 (−8.07%) 32.7
Rod2.9 118, 40 2.95
Dt 5.71 (12.62%) 4.76 (−6.11%) 5.07
Dr 1714 (−6.24%) 1087 (−40.54%) 1828
Rod1.7 69, 40 1.73
Dt 7.15 (13.67%) 6.29
Dr 4852 (17.97%) 4113
Rod4.1 41, 10 4.1
Dt 19.4 (101.87%) 15.1 (47.86%) 9.61
Dr 54 282 (95.23%) 47 858 (72.13%) 27 804
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Introduction
Rod shaped nanoparticles are commonly encountered and 
can have interesting properties compared to their spherical 
counterparts. They can be synthesised from many materials, 
with gold being the most well understood [1]. Depolarized 
dynamic light scattering (DDLS) is one of the few techniques 
that allows characterisation of suspensions of nanorods due to 
its ability to detect only the depolarized scattered light (light 
with a polarization rotated by 90° with respect to the incident 
light), whose intensity strongly depends on a rod’s orienta-
tion. In order to fit DDLS data, polarized DLS measurements 
(with a polarizer oriented in the same direction as the incident 
light) are required to obtain the translational diffusion coef-
ficient of the rods. While the technique has been applied suc-
cessfully to such systems as DNA [2], measurements on gold 
nanorods can be difficult to interpret as multiple decays can 
hinder confident data fitting [3, 4].
Differential dynamic microscopy (DDM) [5] is a scattering 
method that extracts dynamic data similar to DLS, but uses 
white light optical microscopy. This setup inherently accesses 
much lower scattering angles than DLS, with the range deter-
mined by the numerical aperture (NA) of the objective, and the 
pixel size and resolution of the sensor. The homodyne nature 
of most DLS instruments makes low angle detection geom-
etries difficult, however DDM is a heterodyne technique and 
thus does not have these difficulties, with scattering angles 
of 0.1–10° being easily achievable. DDM therefore has the 
possibility to make low angle measurements not possible with 
standard DLS.
DDM has been applied to non-spherical particles [6, 7], and 
both DDM [8, 9] and heterodyne near-field scattering (HNFS) 
[10] have been applied to optically anisotropic spherical par-
ticles. However, the potential for low angle measurements to 
separate the translational diffusion of nanorods with different 
aspect ratios has not previously been explored. Moreover, the 
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sizes of the nanorods studied here are much smaller than the 
diffraction limit, whereas previous studies have used particles 
at or above the diffraction limit.
In this paper, we show that DDM measurements on suspen-
sions of gold nanorods enables the separation of the purely 
translational diffusive dynamics, something that is not easy to 
do with conventional DLS. We show that these measurements 
can be used as an input for DDLS, enabling the unambiguous 
characterization of both translational and rotational diffu-
sion coefficients. An interesting feature when comparing data 
between the two techniques at the same scattering angle is that 
the double decay observed in DLS is not observed in DDM. 
We provide an explanation for this difference and discuss 
implications for testing theories of scattering from nanorods.
Theory
DLS theory
The theory for polarized and depolarized dynamic light scat-
tering of rods is outlined in our previous work [3], and is sum-
marised here. Scattering from a vertically polarized laser is 
passed through either a vertical polarizer (subscript VV), or a 
horizontal polarizer (subscript VH)—for the latter case only 
depolarized light is detected. For low scattering vectors q, or 
when rod lengths L are not too long (5 < qL < 10), the 
normalized electric field autocorrelation function (EACF) 
takes the form:
g(1)VV (q, τ) = A1 exp (−Γtτ) + A2 exp (−Γtrτ) (1)
Γt = Dtq2 (2)
Γtr = Dtq2 + 6Dr (3)
where A1 is the amplitude of the decay governed by purely 
translational diffusive motions, Γt  is the decay rate of the 
translational diffusion, Dt  is the translational diffusion coeffi-
cient, A2 is the amplitude of the second decay, Γtr is the decay 
rate associated with a combination of translational and rota-
tional diffusion, Dr is the rotational diffusion coefficient, and 
q is the magnitude of the scattering vector given by:
q = 4pinλ sin
(
θ
2
)
 (4)
where n is the refractive index of the solution, λ is the wave-
length of the laser and θ is the scattering angle.
It must be noted that despite some of our rods possessing 
qL 5 over the scattering angles probed by DLS, in practice 
equation (1) is still applicable.
If low enough angles can be reached such that rotational 
diffusion does not make a contribution, the A2 decay can be 
ignored and the EACF is simply:
g(1)VV (q, τ) = exp (−Γtτ) . (5)
For DDLS, Dr is a constant contribution across all scattering 
angles:
g(1)VH (q, τ) = exp (−Γtrτ) . (6)
Data from mildly polydisperse samples will not be a single 
exponential, and is better modelled by a cumulant fit [11] to 
extract the mean values of Γt  and Γtr. The double decay of 
equation (1) will be fit as:
g(1)VV (q, τ) = A1 exp
(−Γtτ ) (1+ µ22! τ 2 − µ33! τ 3)
+A2 exp
(−Γtrτ ) (1+ µ22! τ 2 − µ33! τ 3)
 
(7)
where µ2 measures the width of the distribution and µ3 the 
skewness of the distribution. The single decay of equations (5) 
and (6) is modelled by
g(1)VV (q, τ) = exp
(−Γtτ ) (1+ µ22! τ 2 − µ33! τ 3) (8)
g(1)VH (q, τ) = exp
(−Γtrτ ) (1+ µ22! τ 2 − µ33! τ 3). (9)
DDM theory
DDM theory has been covered elsewhere, [5, 12] and is sum-
marized briefly here. A sample is imaged under a white light 
microscope and a sequence of frames is recorded to create a 
video. Each frame corresponds to an initial time t0, and frames 
of increasing delay times τ are subtracted from each initial 
frame to create difference images:
d (r, τ) = I (r, t0 + τ)− I (r, t0) (10)
where I is the intensity of the image at position (r) = (x, y). 
For diffraction limited samples, such as some of the nanorods 
used here, the video shows no discernible fluctuations. 
However, near field scattering information is transferred to 
the sensor and is highlighted by the frame subtraction as a 
speckle pattern. Next, a fast Fourier transform (FFT) of the 
difference image is taken, averaging over many realisations 
of d (r, τ) with the same τ but different t0 to create the image 
structure function:
D (q, τ) =
¨
|FFT [d (r, τ)]|2
∂
. (11)
For isotropic processes, we replace q with q =
»
(q2x + q2y)  as 
the structure function has an azimuthal symmetry. The value of 
the structure function at each q can be plotted against τ , which 
returns data similar to the intensity autocorrelation function 
from DLS. This form of the structure function is known as the 
differential intensity correlation function (DICF):
D (q, τ) = A (q)
[
1− g(1) (q, τ)]+ B (q) (12)
where A (q) = T (q) S (q)P (q) depends on a microscope spe-
cific optical transfer function T (q), particle form factor P (q) 
and structure factor S (q), and B (q) accounts for camera noise. 
Fitting DDM data involves selecting a model for g(1) (q, τ) in 
equation (12).
Comparison with theory
In order to compare measured values with theory, we use rela-
tions of Tirado and Garcia de la Torre [13, 14] and Broersma 
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[15, 16] that allow calculation of a theoretical Dt and Dr based 
on rod dimensions. For a full discussion see [3].
Experimental
Gold nanorod samples
Gold nanorods were purchased from Nanopartz (Loveland, 
CO) and are summarised in table 1. Samples were suspended 
in water with  <100 mM cetrimonium bromide (CTAB) as 
stabilizing agent. Reported aspect ratios are based on man-
ufactures specification measured via transmission electron 
microscope (TEM).
DLS measurements of gold nanorods
DLS experiments have been described in detail in [3], only 
a brief summary is provided here. Samples were measured 
using an ALV-5022F light scattering spectrometer which 
uses a vertically polarized incident laser with a wavelength of 
633 nm. VV and VH measurements were obtained from 12° 
to 140° in 2° steps for 2 min. Count rates were monitored to 
ensure no dust or large aggregates were detected, which can 
artificially alter decay times.
VV EACFs were plotted against q2τ  to determine over 
which range of angles the slow decay mode collapse onto a 
single curve. Our previous approach used only this range to 
determine Dt  using simple exponential fits. However, when 
fitting the curves with the cumulant expansion (equation (7)) 
over Γt  versus q2, reliable fits were obtained over a wider 
range of angles possible. We therefore fit a linear fit through 
the range of Γt  that show a linear trend through zero, and 
extract Dt  from the gradient. Confirming q2τ  behaviour is 
still necessary to ensure that the fitted range does correspond 
to Dt , as some rods (supplementary info figures  S7(b)–(d) 
(stacks.iop.org/JPhysCM/32/115102/mmedia)) show a 
second linear range at low q, which if used as the fitting range 
vastly overestimates Dt .
DDM measurements of gold nanorods
DDM experiments were performed using an Olympus IX-71 
(IX2-LWUCD condenser stage, NA 0.55, 27 mm working 
distance) microscope equipped with a Mikrotron MC-1362 
camera connected to a Euresys Grablink Full frame grabber 
card. Köhler illumination was used and measurements were 
taken using 60×  brightfield (BF, NA 0.70) and 40×  phase 
contrast (PC, NA 0.55) objectives. Samples were loaded 
into a rectangular capillary tube (Vitrocom 2548 8 mm 
width  ×  0.4 mm ID height), sealed with Vaseline, and left to 
rest for one minute before measuring. Samples were imaged 
at the midway point between the inner top and bottom walls. 
Videos were recorded with a frame size of 512  ×  512 pixels 
at 1000 frames per second (fps) for 30 s. Due to its larger size, 
Rod8.2 was recorded at 100 fps for 60 s.
DICFs were fit with equation (8) inserted into equation (12) 
to extract Γt  for each q using MATLAB’s least-squares fitting 
algorithm. For each fit, the normalized root mean square error 
(NRMSE) option of MATLAB’s goodness of fit function is 
calculated which gives an indication of the range of q values 
that show a sufficient decay and fit well. This is important 
as very low q values probe long particle displacements that 
do not decorrelate sufficiently given the length of the video. 
Secondly, higher magnification objectives increase the total q 
range (shorter length scales), but the frame rate used (1000 fps 
giving a time resolution of 0.001 s) is not fast enough to cap-
ture such short particle displacements at the higher q’s. The 
NRMSE gives an indication of the minimum and maximum q’s 
that a plot of Γt  versus q2 can be used to extract Dt .
Results and discussion
DDM measurements of gold nanorods
The fitting procedure on Rod4.1 using 60×  BF is demon-
strated in figure  1. Fits for three values of q are shown in 
figure 1(a) that fall within a suitable NRMSE. The NRMSE 
indicates that data are only valid up to q ≈ 2µm−1 due to 
insufficient decorrelation at later delay times. The displace-
ment of Rod4.1 (rough spherical approximation size of 
∼ 30 nm) over a time long enough to achieve 10 points of 
decay (0.01 s) will be l ≈ √6Dtt ≈ 3µm, which is met at 
q ≈ 2µm−1. Around this value, decays are still evident but 
with few points. Noise also increases at higher q values due 
to the signal to noise ratio A (q) /B(q) diminishing. Figure 1b 
shows the extracted EACFs from equation (12) and their fits. 
Due to the low polydispersity of the rods, the single cumulant 
model of equation (8) describes the data well. In figure 2(a) 
the plot of Γt versus q2 shows linear scaling through zero 
as expected for a diffusive process. A linear fit through zero 
results in Dt = 10.72± 0.13µm2 s−1. To check for validity 
of applying the cumulant model, the polydispersity index 
(PDI - defined as µ2/Γ
2
) is also calculated for each q value, 
and shown in figure 2(b). The PDI describes the deviation an 
EACF has from single exponential behaviour, and therefore a 
Table 1. Average nanorod specifications according to manufactures datasheet. Nanorods are estimated to have a low (but non zero) 
polydispersity.
Name Length (nm) Diameter (nm) Aspect ratio Concentration (nanorods ml−1)
Rod4.1 41 10 4.1 6.2 × 1011
Rod1.7 69 40 1.7 3.7 × 1011
Rod2.9 118 40 2.9 2.2 × 1010
Rod10.2 256 25 10.2 2.1 × 1010
Rod8.2 565 69 8.2 1.2 × 109
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measure of the particle size distribution width. A PDI  <  0.1 
indicates a monodisperse sample which would be well rep-
resented by a narrow Gaussian distribution [17]. Generally, 
for the cumulant fit to be valid the PDI should fall between 
0.01 (almost perfectly exponential) to 0.5 (broad distribu-
tion). Above 0.5 the EACF is likely broad sum of exponen-
tial decays and requires other methods to properly fit. The 
extracted EACFs versus q for the other nanorods are provided 
in figure S1, and Γtversus q2 plots as well as PDI in figures S2 
and S3.
DLS measurements of gold nanorods
As previously reported, DLS measurements on gold nanorods 
with short aspect ratios, such as the ones used here, show a clear 
double decay at low scattering angles. By plotting the EACFs 
versus q2τ  it is possible to determine the range of angles where 
a decay mode corresponds to purely translational motions. In 
figure 3 the VV EACFs of Rod4.1 are fitted with the double 
cumulant model of equation (7) for three q values where q2τ  
scaling applies (VV EACFs of other rods shown in figure S6). 
Figure  4(a) shows Γt versus q2 and the linear fit, which 
Figure 1. (a) DICFs of Rod4.1 60×  BF (symbols) and fits (solid lines) using the cumulant fit of equation (8) inserted into equation (12). 
Shown is the min (red circles, q  =  0.25 µm−1), middle (blue squares, q  =  1.01 µm−1), and max (black triangles, q  =  1.56 µm−1) values of 
q where Γt versus q2 indicated reliable data (figure 2(a)). (a inset) NRMSE for fitted Γt  values showing fits are only valid up to q = 2µm−1. 
(b) g(1) (q, τ) extracted from equation (12) using fitted parameters for A(q) and B(q) showing the same decays and fits as in (a).
Figure 2. Fitted parameters of Rod4.1 60×  BF. (a) Γt versus q2 (red cicles) and linear fit (black line) fitting 26 q values from q  =  0.25 
µm−1 to q  =  1.56 µm−1. The fit results in Dt = 10.72± 0.13µm2 s−1. Error bars are the 95% confidence intervals on the fitted parameter 
estimates. (b) The PDI (µ2/Γt) versus q. Values below the dotted line (0.1) indicate a highly monodisperse sample.
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results in Dt = 10.85± 0.09µm2 s−1, close to the DDM 
value of 10.72± 0.13µm2 s−1. These values are compared to 
the Tirado and Garcia de la Torre and Broersma theories in 
table 2, with both theories overestimating Dt  for these rods.
Comparing the DDM results to those obtained previously 
with DLS give further confirmation of the validity of the 
DLS fitting protocol. Interestingly, the plot of Γtr versus q2 
(figure 4(b), other rods in figure  S8) shows a linear trend 
at high q values and a linear fit yields an intercept of 
Dr = 3.14 × 104 ± 0.12 × 104 s−1, a value similar to 
what is obtained from DDLS measurements (figure 5(b)) of 
Dr = 2.76× 104 ± 0.03× 104 s−1. The EACFs from Rod4.1 
show a clear double decay, despite the values of qL being 
within the range ∼ 0.1− 1, which are sufficiently low that no 
rotational motions should contribute to the decay of the EACF 
solely because of the length. The explanation for this is that 
gold nanorods exhibit optical polarizability [18] which intro-
duces a strong orientation dependence on the strength of the 
scattered field, in addition to contributions from their centre 
of mass motion. Thus, equation (1) can be used in the case of 
gold nanorods, assuming that q2τ  scaling applies and that Γt  
can be extracted from the VV measurements.
Using DDM results as an input to fitting DDLS data are 
shown in figure 5, where the rotational diffusion coefficient 
of Rod4.1 is determined using a fit of equation (9) (using 
Dt  measured by 60×  BF DDM) to the VH EACFs (other 
nanorods shown in figures  S9 and S10). Table  3 outlines 
the rotational diffusion coefficient obtained this way for all 
nanorods, as well as comparisons to theory.
Comparison of DDM and DLS at the same q
Using objectives with a higher magnification increases NA 
and therefore the total q range probed by DDM. A 60×  BF 
objective and 512 frame size corresponds to a q range of 
0.0503 µm−1 to 12.8 µm−1 (equivalent to an angle of 0.22°–
55.5° of a 632.8 nm laser setup in DLS). There are therefore 
some crossover q values which can be used to compare the 
two techniques. For Rod2.9, DDM data are only useable up to 
q  =  4.6 µm−1, so the highest angle at which we can compare 
DDM and DLS is at 20° (q  =  4.63 µm−1). Figure 6 displays 
EACFs from each technique for Rod2.9 at 12° and 20° scat-
tering angles. It is evident that the timescale accessible in the 
DDM experiment is unable to resolve the faster decay mode 
seen in the DLS experiments, which is advantageous in this 
case as it removes the ambiguity associated with decorrelation 
due to rotational motion. Unlike DLS where q2 scaling was 
only observed at higher scattering angles (figure S7(b)), DDM 
scales for all angles that fit well (figure S2(b)).
Comparison of 40×  PC and 60×  BF DDM
Figure 7 compares measurements of Rod4.1 taken at 60×  BF 
and 40×  PC. For this sample, PC shows a greater signal to 
noise ratio and larger range of DICFs that are less noisy to 
their BF counterpart. However, PC has the disadvantage that 
any small scratch on the glass capillary, or settled aggregate, 
will produce a large diffraction ring whose size depends on the 
focus location inside the capillary. Despite the frame subtrac-
tion process removing these during data processing, the ring 
caused by a large aggregate that moves will contribute to the 
statistics of the DICFs. These mostly seem to affect the larger 
sized particles, as the 40×  PC data from Rod10.2 and Rod8.2 
showed a clear double decay across all scattering angles, and 
Figure 3. VV EACFs (symbols) and fits (line) using the double 
cumulant model of equation (7) for Rod4.1. The resultant Γt  for all 
q’s are plotted in figure 4.
Figure 4. (a) Γt  versus q2 (red circles) using equation (7) for 
DLS VV measurements of Rod4.1, and linear fit (black line) over 
the Γt  that scale to q2τ  to extract a Dt = 10.85± 0.093µm2 s−1. 
(b) Γtr versus q2 (blue triangles) and linear fit (black line) to give 
Dr = 3.14× 104 ± 0.12× 104 s−1.
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we were unable to analyse the data. We are unsure if the slow 
decay is diffusion due to aggregates being much more dis-
cernible than in BF, or simply poor data quality. The 40×  PC 
Γt versus q2 plots for the other rods are shown in figure S4, 
with the PDI is figure S5. The PDI for the 40×  PC measure-
ments of Rod1.7 and Rod2.9 (figures S5(a) and (b)) appears 
more consistent than the same rods measured at 60×  BF 
(figures S3(a) and (b)). This is likely due to the stronger signal 
of PC which covers a greater range of q, when compared to 
BF (figure 7(d)). High magnification PC is therefore recom-
mended for DDM on diffraction limited nanorods.
Comparison of DDM to DLS with theory
Table 2 compares the Dt  values obtained from DDM and 
DLS measurements, with Dt  calculated from the Tirado and 
Garcia de la Torre and Broersma theories. For Rod4.1 both 
techniques agree well however are lower than both theoretical 
predictions. The sizes and range over which these theories are 
accurate has not previously been thoroughly tested, and this 
is apparent when comparing our results with other authors 
who have used DLS to study similar sized rods such as 
[19] (42  ×  12 nm  –  9.3 µm2 s−1), and [20] (44  ×  11.6 nm  – 
9.98 µm2 s−1). The theories and measurements of Rod1.7, 
Figure 5. (a) VH EACF for Rod4.1 at 90° (symbols) and fit using equation (9) (line). (b) Linear fit to extract 
Dr = 2.76× 104 ± 0.03× 104 s−1.
Table 3. Dr as predicted by theory, and from DDLS using Dt measured by DDM. Units of Dr are s−1.
Sample name Tirado and Garcia de la Torre Dr Broersma Dr DDLS measured Dr
Rod4.1 5.43× 104 4.79× 104 2.76× 104 ± 0.03× 104
Rod1.7 4.85× 103 NA 4.05× 103 ± 0.08× 103
Rod2.9 1.71× 103 1.09× 103 1.83× 103 ± 0.03× 103
Rod10.2 4.03× 102 3.68× 102 1.44 × 103 ± 0.07× 103
Rod8.2 33.2 30.1 36.0 ± 7.00
Table 2. DDM and DLS measurements of Dt, compared with theoretical calculations based on the theories of Tirado and Garcia de la 
Torre, and Broersma at 20 °C in water. Units of Dt are µm2 s−1. The percentage values in the DLS column are the difference between the 
DLS and 60×  BF DDM results.
Sample 
name
Mean dimensions 
calculated from 
TEM (L, D) (nm)
Mean 
aspect 
ratio (L/D)
Tirado and 
Garcia de 
la Torre Dt 
Broersma 
Dt 
40  ×  PC 
DDM Dt 
60  ×  BF 
DDM Dt DLS measured Dt
Rod4.1 41, 10 4.1 19.4 15.1 9.65  ±  0.06 10.70  ±  0.13 10.85  ±  0.09 (0.93%)
Rod1.7 69, 40 1.7 7.15 NA 6.85  ±  0.02 6.30  ±  0.02 6.59  ±  0.05 (4.6%)
Rod2.9 118, 40 2.9 5.71 4.76 5.51  ±  0.01 5.30  ±  0.02 5.71  ±  0.11 (7.74%)
Rod10.2 256, 25 10.2 4.50 3.84 NA 5.30  ±  0.09 6.37  ±  0.26 (20.2%)
Rod8.2 565, 69 8.2 1.88 1.56 NA 2.00  ±  0.01 2.77  ±  0.05 (38.5%)
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Figure 6. EACF versus τ  for DDM (red circles), DLS (blue squares), and DLS normalized to the amplitude of Γt  (black triangles) in order 
to compare with purely diffusive DDM measurements. (a) Comparison at an equivalent 12° scattering angle shows DLS underestimates 
Dt  with a measurement of 3.79µm2 s−1, where as DDM measures 5.38µm2 s−1. (b) Comparison at an angle of 20° where DLS measures 
Dt = 5.67µm2 s−1, and DDM measures Dt = 5.10µm2 s−1. The better agreement with DDM at 20° is consistent with the fact that q2τ  
shows better scaling at higher scattering angles.
Figure 7. Comparison of Rod4.1 DICFs from 60×  BF (black circles) and 40×  PC (blue triangles). In (a) and (b) both modes show a full 
decay however PC has increased signal to noise over BF. (c) At q = 2.5µm−1 BF resembles only noise while PC shows a clear decay. (d) 
The signal term (A(q)) for both BF (black line) and PC (red line). Both functions show a low q peak and then decay as q increases, however 
the PC signal is overall stronger and encompasses a greater range of useable q values as indicated by the double sided arrows. (Inset) The 
NRMSE from fitting the 60×  BF DICFs (black line) and 40×  PC DICFs (red line).
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Rod2.9 and Rod8.2 all agree well, taking into account the 
fact that the theories are calculated for a single size, whereas 
the nanorods have a low polydispersity. DDM measurements 
are closer to theory than DLS measurements for Rod10.2 and 
especially Rod8.2 which is the longest of the rods studied. 
This may be due to the tumbling causing a phase change of the 
scattered light (as predicted in the case for VV scattering by 
optically isotropic rods) in addition to centre of mass motion 
and orientational polarizability fluctuations. DDM however 
does not detect a clear double decay in any of the rod samples 
(figure S1) which removes the ambiguities when multiple 
decays are evident.
Conclusions
It has been shown that brightfield DDM is able to probe the trans-
lational diffusion of gold nanorods, providing an unambiguous 
determination of the translational diffusion coefficient. This 
contrasts with DLS, which exhibits two decay modes  —  a fast 
decay caused by rotation of the optically anisotropic nanorods, 
and a slow decay due to centre of mass motions (translational 
diffusion). Comparison of the two techniques at the same scat-
tering angle showed that the fast decay observed in DLS is not 
captured by the limited frame rate of DDM, which is advan-
tageous in resolving the ambiguity of the two decays. It was 
shown that the Dt value measured with DDM could be used as 
an input to DDLS, to unambiguously extract the rotational dif-
fusion coefficient Dr. Few low angle light scattering techniques 
exist, with most of them requiring custom instrumentation 
[21–23] and precise alignment. Moreover, most of these tech-
niques have been applied to characterising slow dynamics of 
spherical particles [24] and have not been applied to nanorods. 
The conventional DLS approach must be applied with care, as 
optically anisotropic particles, even for qL  <  1, do not exhibit a 
single exponential decay [3, 4, 19, 20]. As rod lengths increase 
(qL  >  5), further contrib utions to the EACF are predicted [25], 
and it is expected that DDM will still provide reliable data in 
this regime, provided qL is minimised. Moreover, this method 
should work regardless of the rod’s composition, as long as the 
refractive index differences between the sample and solvent are 
enough to generate sufficient scattering. Materials that have 
low optical polarizability should in fact show identical results 
between DLS and DDM measurements at the same q. The 
advantages of DDM are not limited to nanorods, but could be 
applied to any system of anisotropic particles.
In terms of measurements, more care must be taken with 
DDM as it is much less sensitive than DLS, especially for the 
smaller sized nanorods used in this study (for weakly scat-
tering samples, darkfield DDM is suggested [26]). Unlike 
DLS correlators which can essentially average an unlimited 
amount of intensity fluctuations, DDM requires significant 
RAM to capture uncompressed full resolution images at high 
speed. RAM therefore limits the amount of raw data obtain-
able and the quality of extracted EACFs. This is evident in 
figure  1(b) whereby a longer input video would reduce the 
noise (especially at higher q). Performing DDM on diffrac-
tion limited particles is challenging. The main difficulty is 
that it is not possible to determine if sufficient statistics have 
been collected until after the experiment has been completed 
and the results processed. Future implementations of DDM 
(such as using graphical processing units for calculation) may 
allow a pseudo real-time DDM, allowing the determination 
of whether or not longer run times (or higher concentrations) 
are needed.
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Chapter 8
DDM studies of bacterial motility
This chapter contains my applications of DDM to two real world problems involving
bacterial motility. The work contributed to part of a published paper by primary author
Wenyue Zou, and part of a chapter in a PhD thesis by Khaled Allemailem.
103
8.1 DDM measurements of Campylobacter concisus
Contribution to PhD thesis
Colonisation and virulence characteristics of Campylobacter concisus oral
and clinical strains
by Khaled Saleh A Allemailem
Published by RMIT University 2016, available at the following location:
http://researchbank.rmit.edu.au/view/rmit:161757
Relevant chapter: Chapter Five Motility and invasion capability as virulence factors in C.
concisus (page 142).
My contribution was a reliable method for measuring the swimming motility of
Campylobacter concisus. Because they don’t behave in a simple run and tumble motion it
required a different type of analysis from DDM measurements of bacteria that have
previously been conducted. This was the first time Campylobacter concisus motility was
characterised.
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The bacterium Campylobacter concisus is of significant interest, and is thought to be
responsible for oral cavity infections such as gingivitis and periodontitis, and gastrointestinal
disorders [109].
C. concisus have a spiral shaped body roughly 0.5 µm by 3 µm, with a single flagellum
which gives them self propelled motility. This allows them to translocate through the
mucus layer of the intestinal epithelium, and aids in the formation of biofilms, which is
thought to increases their pathogenicity [110].
Motility studies in the past [111] have investigated weather higher motility is linked to
more successful invasion and therefore greater potential to cause disease. These studies
have focused on swarming motility, which involves measuring the distance bacteria travel
from an initial inoculation point over a certain period of time (e.g. 72 hours). This is
performed on an agar plate in order to simulate the similar viscosity the cells experience in
the mucus lining.
Much less is known about the swimming motility of C. concisus due to the limited
number of techniques available to make such a measurement. It is also unclear how
swimming and swarming motility are related. For the first time, we characterised the
swimming motility of six strains of C. concisus using DDM, and compared with a swarming
assay of the same strains.
Previous DDM studies of motility on E. coli found that modelling the cell body as a
spherical point scatterer that moves long distances in relation to q-1 was sufficient. E. coli
move many cell body lengths (∼10µm) before changing direction, and suspensions also
contain non-motile cells that move only under Brownian motion. Two distinct decays are
visible in the DICF as modelled by Eqn. (4.6), the slow processes (exponential - diffusion)
from the non-motile cells and the fast process (sinc integral - velocity) from the motile
cells.
The shape and flagella arrangement of C. concisus causes them to move in very different
ways to E. coli. Microscopic observation reveals the cells dart forward and backwards at
much higher speeds than E. coli (∼60 µms−1 vs. ∼15 µms−1), and can have curved paths.
Fig. 8.1 shows DICFs for C. concisus strain RMIT-O2 at three different q values and
fits using the ballistic model of Eqn. (4.6), and the double diffusive model of Eqn. (4.2).
The ballistic model does not fit well indicating that the assumption of distances being
straight lines in relation to q-1 over the correlation time is not correct. In this case, the
complicated motion is averaging out to a random-walk similar to Brownian motion. In
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order to extract meaningful parameters, we instead fit the data with a double exponential,
modelling the motion as two diffusive processes. The slow (D) from the non motile cells,
and the fast (Dmot) from the motile cells. The two fitted D parameters from the double
exponential fit are displayed in Fig. 8.2, and result in Dmot = 3.20± 0.24µm2 s−1 and D
= 0.44± 0.03 µm2 s−1.
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Figure 8.1: DICFs (symbols) and fits (lines) to a motile strain of C. concisus. (a) Fits
using Eqn. (4.6). (b) Fits using Eqn. (4.2).
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Figure 8.2: D vs. q from fits of Fig. 8.1 (b) for the fast component corresponding to
motile cells (red circles) Dmot = 3.20± 0.24 µm2 s−1, and slow component corresponding
to diffusing cells (blue squares) D = 0.44± 0.03µm2 s−1. Error bars are ± SD.
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Using this procedure, the motility behaviour of six strains of C. concisus (ATCC 51561
reference strain, RMIT-O2, RMIT-O16, RMIT-O17, RMIT-O22 and RMIT-O23) were
characterised. In Table 8.1 the average diffusion coefficients Dmot and D are displayed.
The motile cell diffusion coefficient was interpreted as a MSD using MSD = 6Dmotτ, and
plotted as a function of time for comparison of the six strains in Fig. 8.3.
Strain Dmot (µm2 s−1) D (µm2 s−1)
ATCC 51561 0.46 ± 0.35 0.12 ± 0.04
RMIT-O2 2.12 ± 1.83 0.3 ± 0.07
RMIT-O17 4.19 ± 1.61 0.38 ± 0.02
RMIT-O16 0.51 ± 0.23 0.11 ± 0.02
RMIT-O22 1.12 ± 0.43 0.4 ± 0.79
RMIT-O23 1.6 ± 0.22 0.18 ± 0.07
Table 8.1: Average diffusion coefficient of the fast decay (Dmot) and slow decay (D) for the
six strains of C. concisus.
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Figure 8.3: MSD for the six strains of C. concisus calculated from Dmot of Table 8.1. Strain
RMIT-O17 had the highest MSD and therefore was the most motile.
The MSD was compared to two other qualitative assays commonly used to determine
mechanisms of cell virulence. The first was a swarming motility assay which looked at
the distance travelled from an inoculation point on an agar plate over three days. The
second was an invasion assay in which the percentage of C. concisus cells which invade into
intestinal cell lines is determined (full details at [112] page 145). The swimming motility of
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C. concisus is compared with these two assays in Fig. 8.4. The swimming, swarming and
invasive index results correlated well, with RMIT-O17 producing the biggest swarming halo
and also having the highest MSD when compared to the reference. Motility speeds were
also consistent among different genomospecies, with the fastest RMIT-O17 and RMIT-O2
both belonging to genomospecies A, and slower RMIT-O23, RMIT-O22 and RMIT-O16 to
genomspecies B.
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Figure 8.4: Comparison of C. concisus swimming motility MSD (blue bars, left axis),
invasion index (orange bars, right axis), and swarming motility assay (yellow bars, right
axis, units in mm). RMIT-O17 and RMIT-O2 of genomospecies A both had the highest
motilities and invasive index. For all strains there exists a correlation between swimming
and swarming motility.
This is first time to our knowledge the swimming motility of C. concisus has been
characterised. Moreover, to my knowledge this is the first direct comparison of the relation
between swimming motility and traditional swarming and invasion assays. This comparison
demonstrates that swimming motility may be a key factor in contributing to C. concisus
virility. Further studies of the relation between virulence and swimming motility are
therefore strongly justified.
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8.2 DDM measurements of Pseudomonas aeruginosa
Contribution to the publication
Photomodulation of bacterial growth and biofilm formation using
carbohydrate-based surfactants [113]
by Yingxue Hu, Wenyue Zou*, Villy Julita, Rajesh Ramanathan, Rico F. Tabor, Reece
Nixon-Luke, Gary Bryant, Vipul Bansal and Brendan L. Wilkinson.
Published in 2016, available at the following location:
https://pubs.rsc.org/en/content/articlelanding/2016/sc/c6sc03020c#!divAbstract
* The work was conducted with Wenyue Zou - RMIT University, who grew the bacteria.
Relevant section: Bacterial motility studies (page 6), and supplementary information
section: Differential dynamic microscopy (DDM) (page 23).
My contribution was using DDM to measure the motility characteristics of Pseudomonas
aeruginosa in the presence of different surfactants. First, an overnight run to see how long
the control sample remains motile, and then a time series of the bacteria and surfactant
mixes. The relevant plots are published in the supplementary material and reproduced in
this section. The bacteria and surfactant mixes were prepared by Wenyue Zou.
Measurements, analysis, discussion and DDM section draft was done by Reece Nixon-Luke.
The draft was proof read and edited by Gary Bryant.
Photomodulation of bacterial growth and biofilm
formation using carbohydrate-based surfactants†
Yingxue Hu,‡a Wenyue Zou,‡b Villy Julita,a Rajesh Ramanathan,b Rico F. Tabor,a
Reece Nixon-Luke,c Gary Bryant,c Vipul Bansal*b and Brendan L. Wilkinson*d
Naturally occurring and synthetic carbohydrate amphiphiles have emerged as a promising class of
antimicrobial and antiadhesive agents that act through a number of dynamic and often poorly
understood mechanisms. In this paper, we provide the first report on the application of azobenzene
trans–cis photoisomerization for effecting spatial and temporal control over bacterial growth and biofilm
formation using carbohydrate-based surfactants. Photocontrollable surface tension studies and small
angle neutron scattering (SANS) revealed the diverse geometries and dimensions of self-assemblies
(micelles) made possible through variation of the head group and UV-visible light irradiation. Using these
light-addressable amphiphiles, we demonstrate optical control over the antibacterial activity and
formation of biofilms against multi-drug resistant (MDR) Pseudomonas aeruginosa, methicillin-resistant
Staphylococcus aureus (MRSA) and Gram-negative Escherichia coli. To probe the mechanism of
bioactivity further, we evaluated the impact of trans–cis photoisomerization in these surfactants on
bacterial motility and revealed photomodulated enhancement in swarming motility in P. aeruginosa.
These light-responsive amphiphiles should attract significant interest as a new class of antibacterial
agents and as investigational tools for probing the complex mechanisms underpinning bacterial adhesion
and biofilm formation.
Introduction
Antimicrobial drug resistance represents a global health
emergency and there is now an urgent and unmet need for
new clinical agents and preventative strategies that possess
unconventional modes of action.1 This problem is exacerbated
by the ability of many pathogenic bacteria to form matrix-
enclosed communities that are immobilized on biotic and
abiotic surfaces, or biolms, which confer enhanced resis-
tance toward host immune responses and antibiotic treat-
ments.2 Naturally occurring biosurfactants are a structurally
diverse class of amphiphilic compound with promising anti-
microbial and anti-biolm activity. In particular, microbial
glycolipids and their synthetic analogues have attracted
considerable interest as selective antibacterial agents and as
mechanistic tools for expanding our understanding of bacte-
rial physiology and biolm formation.3,4 In many cases, this
bioactivity can be attributed to the ability of these molecules
to lower interfacial tension, thereby mediating bacterial
motility, cellular and protein adhesion, signalling and
communication, pH regulation, nutrient uptake, and degra-
dation of harmful metabolites.3–6 These multifaceted
responses are dependent on the bacterial strain and surfac-
tant used, and our current understanding is limited to
a handful of well-characterized systems. Access to chemical
tools with tuneable properties that could selectively inuence
bacterial growth and biolm formation offers new opportu-
nities to develop novel therapies for biolm-associated
diseases, and to study the mechanisms governing bacterial
adhesion and biolm formation.
In recent years there has been considerable interest in light
as an external stimulus for effecting spatial and temporal
control over the conformational dynamics of biomolecules7
and the biological activity of small molecules.8 Toward this
goal, the well-studied azobenzene chromophore has been
actively pursued, owing to the facile and reproducible trans–cis
photoisomerization, and the ease of molecular synthesis for
enabling new light-addressable materials with tailored pho-
toswitching wavelengths and potential in vivo applications.9,10
In parallel with these developments, azobenzene photochro-
mism has been widely reported as a means for modulating
aSchool of Chemistry, Monash University, Victoria 3800, Australia
bIan Potter NanoBioSensing Facility, NanoBiotechnology Research Laboratory, School
of Science, RMIT University, Victoria 3000, Australia. E-mail: vipul.bansal@rmit.edu.
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cCentre for Molecular and Nanoscale Physics, School of Science, RMIT University,
Victoria 3000, Australia
dSchool of Science and Technology, The University of New England, New South Wales
2351, Australia. E-mail: Brendan.wilkinson@une.edu.au
† Electronic supplementary information (ESI) available: Experimental procedures,
supplementary tables, gures and spectra. See DOI: 10.1039/c6sc03020c
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Pseudomonas aeruginosa (P. aeruginosa) is a commonly found bacterium responsible for
many kinds of human infections [114]. One reason for this is their increased antimicrobial
drug resistance when in a biofilm [115]. The mechanics of biofilm production are still not
well understood, and combating bacterial biofilm production is of significant interest due
to the increased bacterial resistance. Synthetic carbohydrate amphiphiles are a new class
of promising antimicrobial agent, and their effects on the biofilm growth of P. aeruginosa
were investigated.
Surfactants display interesting properties such as inhibiting or promoting biofilm growth
depending on their concentration. The study tested six compounds for their effect on
biofilm production, two in particular (D-mannose (AzoMan) and L-rhamnose (AzoRha) in
both cis and trans photoisomerization) were selected for an additional study on swimming
motility. The effect of AzoMan on P. aeruginosa showed that biofilm production was
weakly inhibited at low concentration and promoted at high concentration. AzoRha showed
a similar trend but with less promotion at high concentration. DDM was used to determine
if AzoMan and AzoRha had an effect on the swimming motility of P. aeruginosa, and if
there was any relation between the swimming and swarming motilities.
8.2.1 Experiments
Experiments were conducted on the Olympus IX-71 optical microscope as described in
Sec. 4.0.1. Videos were recorded with a frame size of 1024 × 1024 using 10× phase
contrast for 60 seconds at 100 fps. For each surfactant, five videos were recorded per
time step: the control, and mixtures with two trans and two cis concentrations. AzoRha
compounds were made up as trans 25 µg/mL, trans 100 µg/mL, cis 100 µg/mL, cis 300
µg/mL, and measured at an initial time (0min), 15min, 30min, 60min, 120min. AzoMan
concentrations were trans 50 µg/mL, trans 100 µg/mL, cis 100 µg/mL, cis 500 µg/mL, and
measured at an initial time (0min), 50min, 75min. The bacteria suspension were gently
mixed with the surfactant solutions before being transferred into a rectangular capillary
tube (Vitrotube W2540 8 mm width, 0.4 mm internal diameter height) and sealed with
Vaseline. Samples were imaged midway between the inner top and bottom walls, and left
for one minute before videos were recorded.
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8.2.2 Results
First studied was the control sample of P. aeruginosa which should be at its most motile,
to ensure the model of Eqn. (4.6) accurately represents the motions these bacteria display.
Limited previous DDM measurements on P. aeruginosa revealed they exhibit the same run
and tumble motion as E. coli, but with a much faster mean velocity. Figure. 8.5 shows the
DICFs, ISFs and fits for the initial measurement of the control sample, with the extracted
fitting paramaters in Fig. 8.7. The DICFs (Fig 8.5 (a)) display the characteristic double
decay expected of motile cells (the fast decay) mixed with non motile diffusers (the slow
decay). The data is well fit by Eqn. (4.6), allowing extraction of the ISF (Fig. 8.5 (b))
which allows easier comparison of data at different q values.
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Figure 8.5: (a) DICFs (symbols) and fits (lines) using Eqn. (4.6) for the control P.
aeruginosa at three values of q that span the usable range. (b) Exctracted ISFs for 7 values
of q. The arrow indicates the ISFs decay more rapidly as q increases.
Note that the ISFs do not all have a consistent short time intercept of 1 especially at
higher q values due to the DICFs not reaching their short time limits. This indicates care
must be taken when selecting the range of fitted DICFs to use for parameter extraction of
ν¯, as an incomplete decay hinders curve fitting. Similarly, at low q values the slow decay
has not reached the transition to the long-time baseline needed to robustly fit the diffusion
exponential.
In order to determine which range of q is best for parameter extraction, the ISFs are
replotted against qτ and q2τ (Fig. 8.6 (a,b)), and their SHW visualised (Fig. 8.6 (c,d)).
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The fast decay qτ collapse is evident at low q values, but not over the entire range of
DICFs. For the q2τ data, there is a range where the slow decay superimposes, however it
is unclear when displaying data in this form. The SHW as discussed in Sec. 1.2 is used,
and provides a clearer indication of where the data agrees with the theory, and therefore of
a valid fitting range.
10-2 10-1 100 101
q  (s/µm)
0
0.2
0.4
0.6
0.8
1
f(q
,)
(a)
0.5
1
1.5
2
q (µm-1)
10-2 10-1 100 101
q2  (s/µm2)
0
0.2
0.4
0.6
0.8
1
f(q
,)
(b)
0.5 1 1.5 2
q (µm-1)
0.04
0.05
0.06
0.07
0.08
q
 
SH
W
 (s
/µm
)
(c)
SHW Experimental
SHW Theory
0.5 1 1.5 2
q (µm-1)
0
2
4
6
8
q2
 
SH
W
 (s
/µm
2 )
(d)
Figure 8.6: Control P. aeruginosa ISFs from 0.44≤q≤2.2 µm−1 with a step of 0.0044 µm−1
plotted against (a) qτ and (b) q2τ. The angles increase from the blue to the red end of
the spectrum. (c) Theoretical (solid line) and experimental (circles) SHW from ISFs of
(a) that have been interpolated calculated at a value of f(q, τ) = 0.7. The roughly linear
range indicated by the double arrow indicates good scaling where ν¯ within this range may
be averaged. (d) SHW from the ISFs of (b) calculated at a value of f(q, τ) = 0.1. The
linear region indicated by the double arrow agrees with scaling predicted by theory, and
fits within this range may be averaged for the value of Dt.
Fig. 8.6 (c) compares the experimental (extracted from Fig. 8.6 (a)) and theoretical
SHW, with a scaling value of τ chosen at f(q, τ) = 0.7. The value chosen is not critical,
as long as it is is above the shoulder transition of ballistic to diffusive motions. The
experimental qτ SHW is calculated from an interpolated ISF (using MATLAB spline
interpolation) as the quick decay (especially at higher q) does not cover many τ values,
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and the ISFs do not necessarily meet a value at 0.7. Interpolation gives easier to visualise
τ values where the ISF is close to 0.7. The experimental and theoretical SHW agree well
between q = 0.5 µm−1 to 1.5 µm−1, however with different slopes. This is due to the time
resolution used (100 FPS) not capturing the early decay of the ISFs due to the speed of
the bacteria, which is more evident as q increases. A large divergence is then seen from q >
1.5 µm−1 as too few τ points are available to separate ballistic and diffusive motions. From
this, the SHW gives us an indication of the q range (0.5 µm−1 to 1.5 µm−1) that can be
used to extract ν¯, as indicated by the double headed arrow. Similarly, the SHW of the q2τ
data is extracted using a scaling value at f(q, τ) = 0.1, chosen to ensure only the diffusive
decay is represented. The range where q2τ scaling is upheld is pictured in Fig. 8.6 (d) as
the linear region indicated by the double headed arrow. Using this range for averaging of
parameters gives ν¯ = 37.8± 2.2 µms−1, σ = 32.1± 1.5 µms−1, D = 0.25± 0.04µm2 s−1
and α = 0.82± 0.03.
The time series ISF comparisons of the control, trans 100 µg/mL, and cis 300 µg/mL
AzoRha suspensions are shown in Fig. 8.8, with the extracted parameters of ν¯, σ and
α in Fig. 8.9. For the initial measurement, the trans 100 µg/mL and cis 300 µg/mL
suspensions have a lower motile fraction than the control sample (Fig. 8.9 (c)), which may
be due to the initial mixing with the surfactant and explain the weak biofilm inhibited
at low concentration. As the time series continues, it appears that the motile fraction
increases, especially evident in t = 32min of Fig. 8.8 where all three ISFs superimpose
well and α ≈ 0.9 for all three samples. This is due to the relatively quick settling rate of
the non-motile cells exiting the focus volume of the capillary, and therefore measurements
detecting mostly motile cells and few diffusers. The average ν¯ for each video (Fig. 8.9
(a)) shows an initial drop off in velocity from ∼ 38µms−1 to ∼ 12 µms−1 at the ≈ 30min
mark, where it remains constant for the rest of the experiment time.
The results for all concentrations of cis and trans AzoRha and AzoMan surfactants are
shown in Fig. 8.10. Throughout the series, ν¯ remained consistent between the samples
indicating the surfactants were not changing the biofilm growth through the swimming
motility of the bacteria. This is an important finding as it eliminates one possible mechanism
for the antimicrobial effects of these surfactants.
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Figure 8.7: P. aeruginosa control fitting paramaters vs. q using Eqn. (4.6) of (from top to
bottom) ν¯, σ, D, α. The range is from the lowest q that shows a full decay (q ∼ 0.5 µm−1)
to the highest q of 2.23 µm−1). The double arrows indicate the range of values that will
produce reliable results as determined by the SHW in Fig. 8.6.
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Figure 8.8: ISFs at q = 0.87µm−1 (symbols) and fits using Eqn. (4.6) (lines) of P.
aeruginosa control (red circles), trans 100 µg/mL (blue squares) and cis 300 µg/mL (black
triangles) AzoRha suspensions. The annotation in each plot is the wait time after the
initial measurement. 115
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Figure 8.9: Averaged fitting parameters for the P. aeruginosa control (red circles), trans
100 µg/mL (blue squares) and cis 300 µg/mL AzoRha suspensions (black triangles). (a)
Mean swimming speed ν¯, (b) swimming speed variance σ, (c) motile fraction α. Errors are
on the order of the symbol size.
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Figure 8.10: Influence of cis and trans-dominated photostationary state of AzoRha (a) and
AzoMan (b) on swimming motility of P. aeruginosa. Error bars are the range of swimming
speeds.
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Chapter 9
Conclusion and Outlook
This thesis presented methods for successfully characterising challenging colloidal suspen-
sions by DLS and DDM. This chapter summarises the main findings of each experimental
chapter, and discusses possible future research directions for DLS and DDM.
9.1 DDM analysis protocol
Firstly, Chapter 4 described the implementation of DDM at RMIT University which
included the development of an objective analysis routine for processing and validating
data. This was necessary as DDM does not show data in real time, and generates many
data sets per experiment which span many q values. For each data set, there is a minimum
and maximum q that can be robustly fit. The minimum q is where the DICF reaches its
long time baseline, which depends on the speed of the particles and length of the video.
The maximum q depends on if the time resolution is able to capture a sufficient number of
decay points at the shorter length scales. Parameters obtained between this range must
be further checked so that their q dependence yields expected trends. For characterising
diffusing colloids, the protocol is the first (to our knowledge) completely objective DDM
analysis routine - shown to be successful for spheres of varying concentration as well as
nanorods. For bacterial motility, this is the first time the SHW has been applied to DDM
data, confirming over which range the mean swimming speed may be averaged.
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9.2 DDM of concentrated colloids
DDM was tested using microspheres at a range of volume fractions logarithmically spaced
from 0.001 to 10%, and compared against DLS and TCDLS in Chapter 5. DDM was
able to measure reliable diffusion coefficients for samples which are an order of magnitude
more turbid than TCDLS, and two orders more turbid than DLS. At high turbidites, a
second short-time decay mode appeared whose time constant showed no q-dependence and
decreased with increasing volume fraction. Both of these behaviours are consistent with
multiple scattering which we attribute as the source of the short-time decay. This is the
first time the fast decay component has been discovered - a paper is in preparation to
report these findings.
9.3 DDLS of Nanorods
In Chapter 6 a novel analysis protocol for DLS measurements of rod shaped particles was
presented, and applied to gold nanorods of four different aspect ratios. The conventional
approach valid when 5 < qL < 10 cannot be applied to gold nanorods, as they show a strong
optical anisotropy which adds rotational information to the EACF causing a double decay
most prominent at low angles. It was found that applying q2τ scaling to polarized DLS
data allowed determination of the range of angles where the purely translational diffusion
coefficient could be extracted. Scaling was best for the rods from ∼ 40◦→140◦, except for
Rod8.1 where angles of ∼ 80◦→140◦ provided the most consistent data. These results were
contrary to theory based upon optically isotropic rods, where low angles are not supposed
to contain contributions from rotational motions. The translational diffusion coefficient
was used as an input allowing fitting of DDLS data to extract the rotational diffusion
coefficient. The results agreed well with values based upon the manufacturers specifications
of the average length from TEM measurements. This work resulted in a published paper,
with the analysis protocol being applicable to rods of any size and material.
9.4 DDM of Nanorods
Chapter 7 successfully applied DDM to the measurement of the translational diffusion
coefficient of the same nanorods used in Chapter 6. The results agreed well with the DLS
measurements further strengthening the DLS protocol, and it was shown that DDM can
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obtain the translational diffusion coefficient more easily than DLS. Comparing DDM and
DLS measurements at the same q revealed that DDM does not capture the fast decay
associated with rotational motions, which is advantageous in resolving the ambiguity of the
two decays. For the longest rods (Rod10.2 and Rod8.2), DDM was closer to the theoretical
predictions, measuring a lower Dt than DLS. This is attributed to the high angles used
to obtain Dt from DLS, which has contributions from end to end tumbling in addition to
centre of mass motion, which leads to faster decay times. DDM does not detect these decays
at the low angles used, and obtained a single decay for all rods used. Additional analysis
of the DLS data revealed that the fast decay component is well modelled by Eqn. 2.32
despite some of the rods possessing qL < 1. Practically, DDM measurements of diffraction
limited particles are more difficult than DLS, as the lack of a real time count rate gives no
indication of data quality. However, the analysis routine used in Chapter 4 allowed valid
and robust results to be obtained. From this work, a paper has been submitted.
9.5 DDM of bacterial motility
Bacterial swimming motility was studied using DDM in Chapter 8. The six strains of C.
concisus could not be fit with the ballistic model due to their rapid forward and backwards
movements and curved trajectories, so the short time motility decay was modelled as a
diffuse process and their mean squared displacement extracted. All but one strain were
significantly faster than the control, with bacteria that belong to certain genomspecies
having consistently different motilities. The mean squared displacements extracted from
the DDM measurements correlated with swarming motility and invasion tests, indicating
that swimming motility is a virulence factor.
Extracting relevant parameters from the DDM data of P. aeruginosa required evaluating
the SHW, and showed a different range of q suitable for the velocity and diffusive parameters.
The motility of P. aeruginosa showed no change under the influence of two different
surfactants, although the initial motile fraction was highest in the control. This work
formed a section of a paper, and concluded that the mechanism by which the surfactants
were affecting biofilm growth is not related to any effect on swimming motility.
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9.6 Future work
A useful feature to implement for DDM experiments would be the ability to preview data in
pseudo real time, allowing sample concentration and imaging conditions to be optimized per
experiment. The ratio of incident to transmitted light could predict if sufficient scattering
is reaching the sensor, and give an indication of the appropriate video length e.g. an
experiment at 100 fps 6000 frames 1024 × 1024 resolution may not be successful, but one
at 50 fps 60000 frames 512 × 512 resolution may be. Recent papers looked at adding a
window to DDM videos before data processing [87], and dividing each frame into tiles to
allow for spatially resolved results [116] - adding both of these features to the analysis
protocol would improve the range of samples possible to process.
Insight would also come from experiments that delve into the optimal imaging conditions
for different sized particles, as well as the effect that different concentrations and different
chamber thicknesses has on DDM data quality.
Comparing DDM and multiple scattering suppression techniques with sample volumes
that have the same photon mean free path would allow a more direct comparison of
the effectiveness of each technique. Further investigation into the short-time fast decay
component is needed as we can only speculate about its origin. DDM is also well suited
to studying the behaviour of concentrated suspensions of non-spherical particles (such
as rods), of which there is limited previous work [117, 118]. Access to small scattering
vectors for these complex systems reduces the amount of dynamical modes measured by
the autocorrelation function.
To extend the DLS work on nanorods, the analysis protocol could be applied to a wider
range of rod sizes and aspect ratios, including those made of an optically isotropic material.
Using the measurement protocol, Dt and Dr from well characterised rods could be used
to validate the theories across a range of L and D, since the theories are approximations
and different theories can have significantly different results for the same input variables.
Extending the routine to allow for polydispersity would allow a more accurate representation
of the spread of L and D values present in a nanorod solution.
A challenge presented during the DDM measurements of nanorods was the minimum
concentration required to obtain valid results. Further tests of optimal illumination modes
and concentration ranges for DDM measurements of diffraction limited samples, taking into
account the scattering properties of the particles, would assist with experimental design for
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these cases. Since DDM can reach much lower angles than DLS, DDM measurements of
nanorods could be used to test theories on the q dependence of the translational-rotational
coupling effect where there is very little experimental work. Using a camera with higher
frame rate would allow a more even comparison between DDM and DLS data at the same
q. Comparing the two methods over a wider q range would answer an important question:
it was noted previously that the fast decay observed in DLS is not observed in DDM. The
question remains, is this a fundamental difference between the two techniques, or is it
simply due to the different q range probed?
So far, DDM measurements of bacterial motility have been restricted to the point
scattering model of purely ballistic motion, due to low angle data not containing the more
subtle effects of cell motions evident in higher angle DLS ISFs. Extending models for
different types of motion would allow a vast array of motile cells to be studied, such as
the rapid oscillations of C. concisus where the relative speed differences were able to be
compared, but not a quantitative velocity. Additionally, earlier DLS investigations of
motile cells, which saw substantial oscillations of the SHW [37] could be revisited. DDM
could be used to obtain the ‘bulk’ parameters of a cell suspension, and these values used
as an input to fitting DLS data recorded at higher scattering angles where the cells have
to be represented as ellipsoids.
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Appendix A
MATLAB Code
The following is the MATLAB code discussed in section 4.0.1.
Code used to fit DICFs with a chosen model. Model shown is the cumulant model of Eqn.
(4.3).
clear all
clc
k = 2.84; %10x 0.71, 20x 1.42, 40x 2.84, 60x 4.10
[FileName ,PathName ,FilterIndex] = uigetfile('.txt','MultiSelect ','on','
DefaultName ','C:\Users\Korben\Google Drive\Research_2019\DDM Nanorods '); %
select input files (raw DICF)
options = optimset('MaxFunEvals ',1000,'MaxIter ',1000,'TolFun',1e-10,'Display','
off');
if iscellstr({FileName}) == 1
numOfFiles = 1;
else
numOfFiles = length(FileName);
end
for jj = 1:1:numOfFiles
if iscellstr({FileName}) == 1
filename = FileName;
else
filename = FileName{jj}
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end
rawDICF = importdata([PathName filename], '\t');
frameSize = (size(rawDICF ,2)-1).*2; % calculate frame size of original
video
startP = 1;
endP = (frameSize./2)-1;
tau = rawDICF(:,1);
DICF = rawDICF(:,2:end);
Astart = max(DICF)-min(DICF);
Bstart = min(DICF);
testx = tau;
x = tau;
ii = 1; %reset pixel index
for pixel = startP:endP
pixel
pp(ii) = pixel;
q = (2.*pi.*k./(frameSize)).*pixel; %works out q in um^-1 for the array
testy = DICF(:,pixel); %DICF for each pixel
model = @(p,x) p(2) - p(1).*(exp(-x.*p(3)).*(- (p(5).*x.^3)./6 + (p(4)
.*x.^2)./2 + 1) - 1);
% Aq := p(1);Bq := p(2); Gamma := p(3); mu2 := p(4); mu3:=p(5); t := x;
% A(q) B(q) Gamma mu2 mu3
sv = [Astart(pixel) Bstart(pixel) 1 0.5 0.5 ];
lb = [Astart(pixel)./2 Bstart(pixel)./2 0 0.0 0.0 ]; %lower
bounds
ub = [Astart(pixel).*2 Bstart(pixel).*2 100 1000 1000]; %upper
bounds
[fittedValue(ii,:),resnorm(ii),residual(:,ii),exitflag(ii),output(ii),
lambda,jacobian{ii}] = lsqcurvefit(model,sv,testx,testy,lb,ub,
options);
fittedGraph(:,ii) = model(fittedValue(ii,:),x);
fitGoodnessNRMSE(:,ii) = goodnessOfFit(testy,fittedGraph(:,ii),'NRMSE')
; %MATLAB normalized root meane squared error goodness of fit
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qq(ii) = q;
ii = ii+1;
end %pixel loop
finalFit(:,1) = pp; %radially averaged pixel
finalFit(:,2) = qq; %pixel q value in um^-1
finalFit(:,3) = 360*asin((1/4)*qq*(632.8e-9)/(pi*1.333))*10^6/pi; %
corresponding theta value in °
finalFit(:,4) = fittedValue(:,1); % A(q) p(1)
finalFit(:,5) = fittedValue(:,2); % B(q) p(2)
finalFit(:,6) = fittedValue(:,3); % Gamma p(3)
finalFit(:,7) = fittedValue(:,4); % mu2 p(4)
finalFit(:,8) = fittedValue(:,5); % mu3 p(5)
finalFit(:,9) = fitGoodnessNRMSE;
finalFit(:,10) = output(:).iterations;
fittedGraph = cat(1,fittedGraph ,residual);
buf = length(filename);
[pathstr, basename , ext] = fileparts(filename);
outname = [basename , '_fitParamCumDLSFit ', ext];
save([PathName outname], 'finalFit', '-ascii', '-tabs'); %save fit
parameters file
outname = [basename , '_fitGraphsCumDLSFit ', ext];
save([PathName outname], 'fittedGraph ', '-ascii', '-tabs'); %save fitted
graphs
clear finalFit fittedGraph fittedValue fitGoodnessNRMSE residual
end
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Automated fitting routine for the determination of appropriate Γ vs. q2 range.
clc; clear all;
PathName = 'C:\Users\Korben\Google Drive\Research\DDM_Multiple_Scattering\
Matlab\DDM Fitting\250nm\Sample12\';
FileName = 'experiment01_Ut ';
rawDICF = importdata([PathName FileName , '.txt'], '\t'); %for tau and DICF
fitParamsData = importdata([PathName FileName , '_fitParamCumDLSFit.txt'], '\t')
; %for fitted values
fitCurveDataRaw = importdata([PathName FileName , '_fitGraphsCumDLSFit.txt'], '\
t'); %for fitted values
load([PathName FileName '_jacobianCumDLSFit.mat']');
tau = rawDICF(:,1);
x = rawDICF(:,1); %tau
dicf = rawDICF(:,2:end); %raw DICF
fitted = fitCurveDataRaw(1:(length(fitCurveDataRaw(:,end))/2),:); %fitted
Data
residual = fitCurveDataRaw(((length(fitCurveDataRaw(:,1))/2)+1):end,:); %
residual plots for each data set
G1 = fitParamsData(:,6); %fitted
diffusion coefficcient
fitGoodnessNRMSE = fitParamsData(:,9); %MATLAB
calculated NRMSE
q = fitParamsData(:,2);
angle = fitParamsData(:,3);
Bq = fitParamsData(:,5);
Aq = fitParamsData(:,4);
Temp = 23+273.15;
kb = 1.380650*10^-23;
eta = (2.414*10^-5)*10^(247.8/(Temp -140)); % viscosity p/s
for ii = 1:length(fitParamsData)
ci = nlparci(fitParamsData(ii,4:8),residual(:,ii),'Jacobian',jacobian{ii});
G1_err(ii) = (ci(8)-ci(3))./2;
end
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[xData, yData] = prepareCurveData(q,Aq);
% Set up fittype and options.
ft = fittype( 'smoothingspline ' );
opts = fitoptions( 'Method', 'SmoothingSpline ' );
opts.SmoothingParam = 0.999;
% Fit model to data.
[fitresult , gof] = fit( xData, yData, ft, opts );
[val1 ind1] = max(fitresult.p.coefs(:,4));
[minValue ,closestIndex] = min(abs(bsxfun(@minus,fitresult.p.coefs(1:ind1,4),
val1./2)));
%%
test = fitGoodnessNRMSE >0.95;
[ind val] = find(test);
max_q = ind(end)
%% Gamma vs q^2
fitRangeStart = closestIndex;
currentPixel = max_q;
fitRangeEnd = max_q;
for ii = fitRangeEnd:-1:fitRangeStart+1
x = q(fitRangeStart:currentPixel).^2;
y = G1(fitRangeStart:currentPixel);
p = polyfitZero(x,y,1);
y1 = polyval(p,x);
goodness_of_D(ii) = goodnessOfFit(y,y1,'NRMSE');
currentPixel = currentPixel -1;
end
%%
target = max(goodness_of_D);
target = round(target ,2) -0.01;
test = goodness_of_D >target;
[val ind] = find(test);
128
bestFitRange = [fitRangeStart:ind(end)];
hfig = figure('Position ',[1317 474 665 665],'Color','white');
hax = subplot(2,2,1);
plot(q.^2,G1,'ro','HandleVisibility ','off')
set(gcf, 'Color', 'w');
hold on
x = q(bestFitRange).^2;
y = G1(bestFitRange);
p1 = polyfitZero(x,y,1);
y1 = polyval(p1,x);
disp(['Diffusion Coeff (from polyfitzero) (um^2/s): ' num2str(p1(1))]);
[b,bint] = regress(y,x);
disp(['Uncertainty (um^2/sec): ' num2str((bint(2)-bint(1))./2)]);
plot(x,y1,'k-','LineWidth ',1.5)
axis tight
ylim([0 12])
hold off
xlabel('q^{2} (µm^{-2})');
hylab = ylabel('\Gamma (s^{-1})','Interpreter ','tex');
[hh,icons,plots,txt] = legend({['D = ' num2str(p1(1),'%0.2f') ' \pm ' num2str
((bint(2)-bint(1))./2,'%0.2f') ' µm^{-2}s^{-1}']},'location','northwest ','
Fontsize ',10);
p1 = icons(1).Position;
icons(1).Position = [0.12 p1(2) 0];
icons(2).XData = [0.02 0.1];
hh.Title.NodeChildren.Position = [0.4 1.5 0];
hh.Title.String = '10x BF';
hh.Title.Visible = 'on';
hh.Position(2) = hh.Position(2) -0.02;
legend boxoff
drawnow
text(hax,hylab.Position(1),max(ylim),'(a)','HorizontalAlignment ','right');
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Supplementary Information 
Probing the dynamics of turbid colloidal suspensions using Differential 
Dynamic Microscopy  
Reece Nixon-Luke a, Vincent A. Martinez b, Jochen Arlt b, Wilson Poon b and Gary Bryant a 
Analysis protocol 
Curve fitting is then performed in a completely objective manner using a custom written MATLAB program. 
Firstly, the decay rate (Γ) vs q. is obtained for each data set using MATLAB’s least-squares fitting algorithm. To ensure a 
good fit, the normalized root mean square error (NRMSE) option of MATLAB’s goodness of fit function was used with a 
cutoff of 0.95, whereby any fit with a NRMSE below that value is rejected. The results are then averaged over many q 
vectors by plotting Γ vs q2, and applying a linear fit to the region where the NRMSE of this line is a maximum over the 
maximum number of points. The algorithm provides a fit only if at least ten q values satisfy these criteria, and starts at the 
q where the DICF has fully decayed (a point chosen empirically based on each particle size). This ensures that results are 
only obtained in the region where Γ scales in accordance with q2, as it must for translational diffusive motion. The 
algorithm is automated and objective, with no user input required. 
 
First the DICFs are extracted from a target video; 511 unique correlation functions are generated per experiment (for L = 
1024). Fig. S1 illustrates the fitting method for SYS250 60X BF. Panel (a) shows the DICFs for three q’s, highlighting the 
different decay times. Panel (b) shows the fitted Γ values and corresponding NRMSEs, with those points in green being 
accepted by the fit procedure. Panel (c) shows the resulting Γ values, as a function of q. A straight line fit to this data yields 
the q independent diffusion coefficient. 
 
Figure S1: (a) DICF and fit for SYS250-10 at three different q values: 1.23, 2.51 and 3.77 um-1 (black, red, blue respectively), 
illustrating the different decay rates. (b) Fitted Γ for each q for SYS250-10 (left axis, circles) and NRMSE values for each DICF 
(a) 
(b) 
(c) 
(right axis, line). Fits with NRMSE below 0.95 are rejected (red colour) before proceeding to the next fitting step. (c) The 
accepted Γ values from the middle panel versus q2 for (blue circles). The straight line is a fit using the Stokes-Einstein 
equation, and gives a diffusion coefficient of 1.83 𝜇𝑚2𝑠−1. 
 
The ISFs for all accepted q values are shown in Figure S2. Panel (a) shows the ISF plotted against tau. However, if the 
behaviour being observed is truly diffusive, then according to equation 3 the ISF should scale with q2 as shown in panel (b). 
The fact that the data collapse onto the same curve illustrates the q2 dependence.  
 
Figure S2: (a) Extracted ISF vs τ for SYS250-10 for the q values where Γ was accepted and averaged in Fig 2 (b). The q values 
increase from blue to the red. There are 54 q values that range from 1 𝑢𝑚−1 to  2.34 𝑢𝑚−1. (b) The same ISFs plotted vs 
𝑞2𝜏, showing a good collapse over most angles. The collapse indicates that diffusive motion is measured over the full range 
of q values used to extract D.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(a) 
(b) 
Estimating mean free path 𝓵  
 
The mean free path of SYS210 was measured using the apparatus picture in figure S3. The laser (Aerotech) was sent 
through a 10 mm quartz cuvette containing the sample, and the transmission 𝐼 was measured using a power meter 
(Thor labs S130C) for φ = 0.068%, φ = 0.027%, φ = 0.011%, φ = 0.0044%, and φ = 0.0017%. 𝐼0 was measured using 
the cuvette filled with water. Three measurements were averaged for the final value of 𝐼. Figure S4 shows the plot 
of 𝐼/𝐼0 vs. 𝜙 from these measurements.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
This gives  
ℓ =  189 𝜇𝑚 ∗ %/𝜙  
25mW He-Ne laser 
Sample 
Aperture 
Aperture 
Power meter 
Figure S3: Apparatus for measurement of mean free path of SYS210. 
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Figure S4. Plot of 𝐼/𝐼0 (blue circles) vs. 𝜙 for the calculation of the mean free path. 
 
We also can use the relative transmittance of the samples as quantified by the mean intensity of our microscopy 
movies to get an estimate of ℓ. We acquired movies for DDM analysis for a range of (dilute) samples of 𝑟 = 105 nm 
polystyrene spheres keeping all the experimental settings identical. In particular, the exposure time of the camera 
and the illumination settings were kept fixed, which allowed us to estimate the relative transmission of the samples 
by looking at the ratio on the mean intensity of these movies compared to that of an ‘empty’ sample (i.e. a capillary 
containing pure water). 
 
From the decay constant of the exponential we arrive at ℓ(𝜙)  =  0.49% ∗ 400𝜇𝑚/𝜙 =  196 𝜇𝑚 ∗ %/𝜙, in good 
agreement with the laser based estimate. 
 
Online Mie Scattering calculators such as https://omlc.org/calc/mie_calc.html make it straightforward to calculate 
scattering parameters. Using 𝑑 = 210 𝑛𝑚, 𝜆 = 633 𝑛𝑚, 𝑛𝑤𝑎𝑡𝑒𝑟 = 1.332 and 𝑛𝑃𝑆 = 1.586 gives us the scattering 
coefficient as a function of sample concentration, leading to ℓ(𝜙)  =  164 𝜇𝑚 ∗ %/𝜙, which we consider very good 
agreement considering the uncertainties in the parameters involved in the calculation. 
 
 
Figure S5: Mean intensity of movie normalise to that of an 'empty' sample as a function of volume fraction for 𝑟 = 105 nm 
samples. Blue data points are taken with exactly the same instrument setting. Turquoise line shows that the initial drop is 
well approximated by an exponential decay. Green points are for data recorded with fixed illumination settings but 
different exposure time to keep the mean intensity on the camera approximately the same. By using the known exposure 
time to rescale the intensity we can estimate the transmittance for these samples as well.
 Table S6. Volume fraction and turbidity values for the three systems. 
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Figure S1: V V EACFs that conform to scaling plotted against q2τ for three rods. (a) Rod1.7
θ = 36◦ to 140◦, (b) Rod2.9 θ = 26◦ to 140◦, (c) Rod8.1 θ = 70◦ to 140◦. The angles increase
from the red to the blue end of the spectrum at 2◦ intervals.
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Figure S2: Raw data (symbols) and fits (line) for lowest (blue squares) and highest (red
circles) scattering angles displayed in Fig. S1.
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Figure S3: Fitted Dt values for curves that do not collapse (red circles), and the curves
that do collapse (blue squares), as displayed in Fig. S1. Resulting Dt’s are (a) Rod1.7
6.29 µm2 s−1, (b) Rod2.9 5.07 µm2 s−1, (c) Rod8.1 2.66 µm2 s−1.
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Figure S4: V H EACFs for (a) Rod1.7 θ = 12◦ to 140◦, (b) Rod2.9 θ = 12◦ to 140◦, (c)
Rod8.1 θ = 12◦ to 80◦. The angles increase from the red to the blue end of the spectrum at
2◦ intervals.
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Figure S5: V H EACFs (red circles) and fit (blue line) for (a) Rod1.7 θ = 90◦, (b) Rod2.9
θ = 90◦, (c) Rod8.1 θ = 50◦.
6
Figure S6: Transmission Electron Microscope images (obtained from Nanopartz) showing
polydispersity for (a) Rod1.7 and (b) Rod8.1
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Figure S1. Extracted 𝑔(1)(𝑞, 𝜏) from 60x BF DDM data of gold nanorods. Shown is data (symbols) and fits (lines) of the 
min, middle and max q’s that the plot of 𝛤  𝑣𝑠. 𝑞
2 of Fig. S2 was fitted over. (a) Rod1.7 red circles 0.25 µm-1, blue squares 
1.91 µm-1, black triangles 3.57 µm-1. (b) Rod2.9 red circles 0.25 µm-1, blue squares 1.91 µm-1, black triangles 3.57 µm-1 (c) 
Rod10.2 red circles 0.25 µm-1, blue squares 0.90 µm-1, black triangles 1.50 µm-1, (d) Rod8.2 red circles 0.38 µm-1, blue 
squares 1.71 µm-1, black triangles 3.02 µm-1. 
 
 
Figure S2. 60x BF DDM data of gold nanorods. 𝛤𝑡  𝑣𝑠. 𝑞
2 (red circles) and resultant 𝐷𝑡  from linear fit (black line). 
 
 
 
 
 
 
 
 
 
Figure S3.  40x PC DDM data of gold nanorods. 𝛤𝑡  𝑣𝑠. 𝑞
2 (red circles) and resultant 𝐷𝑡  from linear fit (black line). 
 
 
 
 
 
 
 
 
 
 Figure S4. VV EACFs (symbols) and fits (line) using the double cumulant model for (a) Rod1.7, (b) Rod2.9, (c) Rod10.2, (d) 
Rod8.2. Displayed q’s show the minimum and maximum that the plot of 𝛤𝑣𝑠. 𝑞2 in Fig. S4 was fitted over. 
 Figure S5. 𝛤𝑡  (symbols) from a fit of the double cumulant model for all VV EACFs plotted vs q
2. The black line is a fit 
through the range of q’s determined to be from translational diffusive motions by visualising the VV EACFs vs. q2t (not 
shown). 
 Figure S6. 𝛤𝑡𝑟 (symbols) from a fit of the double cumulant model for all VV EACFs plotted vs q
2,  and line of best fit to give 
an estimate of 𝐷𝑟  of (a) Rod1.7 𝐷𝑟 = 4502 ± 465 𝑠
−1, (b) Rod2.9 𝐷𝑟 = 2102 ± 161 𝑠
−1, (c) Rod10.2 𝐷𝑟 = 1564 ±
145 𝑠−1, (d) Rod8.2 𝐷𝑟  unmeasurable. 
 
 
 
 
 
 
 
 
 
 
 
  Figure S7. VH EACFs (symbols) and a fit at one angle (line) using the single cumulant model of Eqn. (9) to extract 𝛤𝑡𝑟.  
 
 
 
 
 
 
 
 
 Figure S8. Fitting parameter from the VH EACFs  𝛤𝑡𝑟 vs. 𝑞
2, and linear fit to extract the intercept 6𝐷𝑟 .  
Addendum
Addendum to chapter 6
This is an addendum to chapter 6, which shows the theoretical Dt and Dr of the nanorods
when a 2 nm coating has been added (Table 1). The coating represents the additional size
added by the CTAB surfactant which is likely to influence the DLS measured diffusion
rates. The coating is assumed to be a uniform ligand layer adding a total of 4 nm (2 nm
either side) to the length and diameter of the rods.
Core size
[+CTAB]
(L, D) (nm)
AR
[CTAB AR]
(L/D)
TG TG + CTAB BR BR + CTAB DDLS
Rod8.1
565, 69
[569, 73]
8.1
[7.8]
Dt 1.88 (−29.3%) 1.84 (-30.8%) 1.56 (−41.4%) 1.51 (-43.2%) 2.66
Dr 33.2 (1.5%) 31.6 (-3.4%) 30.06 (−8.1%) 28.6 (-12.5%) 32.7
Rod2.9
118, 40
[122, 44]
2.95
[2.77]
Dt 5.71 (12.6%) 5.35 (5.5%) 4.76 (−6.1%) 4.60 (-9.3%) 5.07
Dr 1714 (−6.2%) 1449 (-20.7%) 1087 (−40.5%) 714 (-60.9%) 1828
Rod1.7
69, 40
[73, 44]
1.73
[1.66]
Dt 7.15 (13.7%) 6.59 (4.8%) 6.29
Dr 4852 (18.0%) 3757 (-8.7%) 4113
Rod4.1
41, 10
[45, 14]
4.1
[3.2]
Dt 19.4 (101.9%) 15.7 (63.4%) 15.1 (47.9%) 12.7 (32.2%) 9.61
Dr 54 282 (95.2%) 33281 (19.7%) 47 858 (72.1%) 25361 (-8.8%) 27 804
Table 1: Summary of nanorods used and comparisons with measured and theoretical
values. Columns from left to right are: Nanorod core size, and core size with addition of a
2 nm CTAB surfactant layer (square brackets). Aspect ratio (AR) based upon core size,
and aspect ratio with the CTAB surfactant layer taken into account (square brackets).
Theoretical diffusion coefficients calculated using the Tirado and Garcia de la Torre theory
(TG) and Broersma relations (BR), with and without the addition of the surfactant layer.
The percentages are the discrepancies between the theoretical and DDLS measured results.
Units of Dt are µm2s-1 and Dr are s-1.
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The reduced diffusion coefficient is minimal for Rod8.1, due to the additional 4 nm being
a small percentage of the rods overall size. For the three other rods, the TG calculations
which include the CTAB layer brings Dt closer to what is measured by DDLS. The TG
+ CTAB Dr calculations are closer for Rod1.7 and Rod4.1, but not for Rod2.9. When
comparing the BR + CTAB values to those measured by DDLS, Rod2.9 worsens, but
Rod4.1 is greatly improved, with the BR + CTAB value being the closest out of all the
models.
These results show that taking into account a surfactant layer is important, especially
for smaller size rods. However, theoretical values used for comparison still largely depend
on the model, which signifies the importance of further validation of these models when
comparing them to experimental results.
Addendum to chapter 7
Chapter 7 table 3 shows a large discrepancy for Rod10.2 of the theoretical Dr value
calculated using the TG theory (403 s-1), and BR relation (368 s-1), both of which are
far lower than the DDLS value of 1444 s-1. To explain this we consider chapter 7 table 2,
which shows both DLS and DDM returning a higher Dt than theory suggests. A sample of
Rod10.2 was then investigated using a TEM (JOEL 2100F) and it was found to contain
many fragments of an unknown origin with an anisotropic shape (Figure 9.6). We therefore
put forward that much of the signal is coming from these fragments, which would increase
the measured translational and rotational diffusion rate compared to theory.
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Figure 1: TEM image of Rod10.2, showing fragments of an unknown material much smaller
than the nominal rod size of 256 by 25 nm.
158
References
[1] R d Pecora. Doppler shifts in light scattering from pure liquids and polymer solutions.
The Journal of Chemical Physics, 40(6):1604–1614, 1964.
[2] R Foord, E Jakeman, CJ Oliver, ER Pike, RJ Blagrove, E Wood, and AR Peacocke.
Determination of diffusion coefficients of haemocyanin at low concentration by
intensity fluctuation spectroscopy of scattered laser light. Nature, 227(5255):242,
1970.
[3] Anand Yethiraj and Alfons van Blaaderen. A colloidal model system with an
interaction tunable from hard sphere to soft and dipolar. Nature, 421(6922):513,
2003.
[4] Robert Pecora. Dynamic light scattering: applications of photon correlation spec-
troscopy. Springer Science & Business Media, 2013.
[5] Jens Elgeti, Roland G Winkler, and Gerhard Gompper. Physics of microswim-
mers—single particle motion and collective behavior: a review. Reports on progress
in physics, 78(5):056601, 2015.
[6] W Van Megen, TC Mortensen, SR Williams, and J Müller. Measurement of the
self-intermediate scattering function of suspensions of hard spherical particles near
the glass transition. Physical Review E, 58(5):6073, 1998.
[7] Jorge Pérez-Juste, Isabel Pastoriza-Santos, Luis M Liz-Marzán, and Paul Mulvaney.
Gold nanorods: synthesis, characterization and applications. Coordination chemistry
reviews, 249(17-18):1870–1901, 2005.
[8] Andrew T Heitsch, Colin M Hessel, Vahid A Akhavan, and Brian A Korgel. Colloidal
silicon nanorod synthesis. Nano letters, 9(8):3042–3047, 2009.
[9] Pradip Pachfule, Dhanraj Shinde, Mainak Majumder, and Qiang Xu. Fabrication of
carbon nanorods and graphene nanoribbons from a metal–organic framework. Nature
chemistry, 8(7):718, 2016.
159
[10] Catherine Carnovale, Gary Bryant, Ravi Shukla, and Vipul Bansal. Size, shape and
surface chemistry of nano-gold dictate its cellular interactions, uptake and toxicity.
Progress in Materials Science, 83:152–190, 2016.
[11] Kyongok Kang, J Gapinski, MP Lettinga, J Buitenhuis, G Meier, M Ratajczyk,
Jan KG Dhont, and A Patkowski. Diffusion of spheres in crowded suspensions of
rods. The Journal of chemical physics, 122(4):044905, 2005.
[12] Cesare Montecucco and Rino Rappuoli. Living dangerously: how helicobacter pylori
survives in the human stomach. Nature Reviews Molecular Cell Biology, 2(6):457,
2001.
[13] Hans-Curt Flemming, Jost Wingender, Ulrich Szewzyk, Peter Steinberg, Scott A
Rice, and Staffan Kjelleberg. Biofilms: an emergent form of bacterial life. Nature
Reviews Microbiology, 14(9):563, 2016.
[14] Eric Lauga and Thomas R Powers. The hydrodynamics of swimming microorganisms.
Reports on Progress in Physics, 72(9):096601, 2009.
[15] PN Segre, W Van Megen, Peter N Pusey, K Schätzel, and W Peters. Two-colour
dynamic light scattering. Journal of Modern Optics, 42(9):1929–1952, 1995.
[16] PN Pusey, PN Segre, OP Behrend, SP Meeker, and WCK Poon. Hard-sphere colloidal
suspensions studied by two-colour dynamic light scattering. In Optical Methods and
Physics of Colloidal Dispersions, pages 8–11. Springer, 1997.
[17] Lisa B Aberle, Peter Hülstede, Simone Wiegand, Wolffram Schröer, and Wilfried
Staude. Effective suppression of multiply scattered light in static and dynamic light
scattering. Applied Optics, 37(27):6511–6524, 1998.
[18] DJ Pine, DA Weitz, JX Zhu, and E Herbolzheimer. Diffusing-wave spectroscopy:
dynamic light scattering in the multiple scattering limit. Journal de Physique,
51(18):2101–2127, 1990.
[19] Karl Zero and R Pecora. Dynamic depolarized light scattering. In Dynamic Light
Scattering, pages 59–83. Springer, 1985.
[20] J Gabriel, F Pabst, A Helbling, T Böhmer, and T Blochowicz. Depolarized dynamic
light scattering and dielectric spectroscopy: Two perspectives on molecular reorienta-
tion in supercooled liquids. In The Scaling of Relaxation Processes, pages 203–245.
Springer, 2018.
[21] Takeshi Eitoku, Masayoshi Tange, Haruhisa Kato, and Toshiya Okazaki. Depolarized
dynamic light scattering study of multi-walled carbon nanotubes in solution. Materials
160
Express, 3(1):37–42, 2013.
[22] Michael Glidden and Martin Muschol. Characterizing gold nanorods in solution
using depolarized dynamic light scattering. The Journal of Physical Chemistry C,
116(14):8128–8137, 2012.
[23] Abhishek M Shetty, Georgina MH Wilkins, Jagjit Nanda, and Michael J Solomon.
Multiangle depolarized dynamic light scattering of short functionalized single-walled
carbon nanotubes. The Journal of Physical Chemistry C, 113(17):7129–7133, 2009.
[24] Stéphane Badaire, Philippe Poulin, Maryse Maugey, and Cécile Zakri. In situ
measurements of nanotube dimensions in suspensions by depolarized dynamic light
scattering. Langmuir, 20(24):10367–10370, 2004.
[25] Naomi Chayen, Matthias Dieckmann, Karsten Dierks, and Petra Fromme. Size and
shape determination of proteins in solution by a noninvasive depolarized dynamic light
scattering instrument. Annals of the New York Academy of Sciences, 1027(1):20–27,
2004.
[26] Dieter Lehner, Helmut Lindner, and Otto Glatter. Determination of the translational
and rotational diffusion coefficients of rodlike particles using depolarized dynamic
light scattering. Langmuir, 16(4):1689–1695, 2000.
[27] Vittorio Degiorgio, Roberto Piazza, Tommaso Bellini, and Francesco Mantegazza.
Dynamic depolarised light scattering studies of anisotropic brownian particles. In
Light Scattering and Photon Correlation Spectroscopy, pages 7–21. Springer, 1997.
[28] Jessica Rodríguez-Fernández, Jorge Pérez-Juste, Luis M Liz-Marzán, and Peter R
Lang. Dynamic light scattering of short au rods with low aspect ratios. The Journal
of Physical Chemistry C, 111(13):5020–5025, 2007.
[29] Howard C. Berg. How to Track Bacteria. Review of Scientific Instruments, 42(6):868,
1971.
[30] Howard C. Berg. Chemotaxis in Escherichia coli analysed by Three dimensional
Tracking. 1972.
[31] J Adler. A method for measuring chemotaxis and use of the method to determine op-
timum conditions for chemotaxis by Escherichia coli. Journal of general microbiology,
74(1):77–91, January 1973.
[32] W R Schneider and R N Doetsch. Effect of viscosity on bacterial motility. Journal
of bacteriology, 117(2):696–701, February 1974.
[33] Howard C Berg. E. coli in Motion. Springer Science & Business Media, 2008.
161
[34] R Nossal, SH Chen, and CC Lai. Use of laser scattering for quantitative determinations
of bacterial motility. Optics communications, 4(1):35–39, 1971.
[35] G.B. Stock and T.C. Jenkins. The measurement of bacterial translation by photon
correlation spectroscopy. Biophysical Journal, 22(1):79–96, April 1978.
[36] B J Berne and R Nossal. Inelastic light scattering by large structured particles.
Biophysical journal, 14(11):865–80, November 1974.
[37] S H Chen, M Holz, and P Tartaglia. Quasi-elastic light scattering from structured
particles. Applied optics, 16(1):187–94, January 1977.
[38] M Holz and S H Chen. Structural effects in quasi-elastic light scattering from motile
bacteria of E. coli., June 1978.
[39] M Holz and S H Chen. Rotational-translational models for interpretation of quasi-
elastic light scattering spectra of motile bacteria., October 1978.
[40] M Kotlarchyk, S H Chen, and S Asano. Accuracy of RGD approximation for
computing light scattering properties of diffusing and motile bacteria. Applied optics,
18(14):2470–9, July 1979.
[41] T Craig, F R Hallett, and S H Chen. Scaling properties of light scattering spectra
for particles moving with helical trajectories. Applied optics, 21(4):648–53, February
1982.
[42] D W Schaefer. Dynamics of number fluctuations: motile microorganisms. Science
(New York, N.Y.), 180(4092):1293–5, June 1973.
[43] G Banks, D W Schaefer, and S S Alpert. Light-scattering study of the temperature
dependence of Escherichia coli motility. Biophysical journal, 15(3):253–61, March
1975.
[44] S-H Chen, Michael Holz, and P Tartaglia. Quasi-elastic light scattering from struc-
tured particles. Applied optics, 16(1):187–194, 1977.
[45] G Matsumoto, H Shimizu, J Shimada, and A Wada. Depolarized laser light scattered
by motile spermatozoa. Optics Communications, 22(3):369–373, 1977.
[46] H Shimizu and G Matsumoto. Observation of flagellation of spermatozoa by depolar-
ized laser light scattering. Biophysical journal, 29(1):167–76, January 1980.
[47] P Thyberg and R Rigler. Rotational and translational motions of human spermatozoa:
angle dependence of dynamic laser light scattering. European biophysics journal :
EBJ, 23(1):21–7, January 1994.
[48] R Rigler and P Thyberg. Rotational and translational swimming of human sper-
162
matozoa: a dynamic laser light scattering study. Cytometry, 5(4):327–32, July
1984.
[49] Sow-Hsin Chen and Frederick Ross Hallett. Determination of motile behaviour of
prokaryotic and eukaryotic cells by quasi-elastic light scattering. Quarterly reviews
of biophysics, 15(1):131–222, 1982.
[50] M Giglio, M Carpineti, and A Vailati. Space intensity correlations in the near field
of the scattered light: a direct measurement of the density correlation function g (r).
Physical review letters, pages 1416–1419, 2000.
[51] M Giglio, M Carpineti, a Vailati, and D Brogioli. Near-field intensity correlations of
scattered light. Applied optics, 40(24):4036–40, August 2001.
[52] Doriano Brogioli, Alberto Vailati, and Marzio Giglio. Heterodyne near-field scattering.
Applied Physics Letters, 81(22):4109, 2002.
[53] Doriano Brogioli, Alberto Vailati, and Marzio Giglio. A schlieren method for ultra-
low–angle light scattering measurements. EPL (Europhysics Letters), 63(2):220,
2003.
[54] Marco a. Potenza, Davide Magatti, Dario Pescini, Fabio Ferri, and Marzio Giglio.
<title>A novel particle sizing technique based on near field scattering</title>.
5249:461–470, February 2004.
[55] F. Ferri, D. Magatti, D. Pescini, M. a. C. Potenza, and M. Giglio. Heterodyne near-
field scattering: A technique for complex fluids. Physical Review E, 70(4):041405,
October 2004.
[56] M.a.C. Potenza, D. Pescini, D. Magatti, F. Ferri, and M. Giglio. A new particle
sizing technique based on near field scattering. Nuclear Physics B - Proceedings
Supplements, 150:334–338, January 2006.
[57] Fabrizio Croccolo, Doriano Brogioli, Alberto Vailati, Marzio Giglio, and David S
Cannell. Use of dynamic schlieren interferometry to study fluctuations during free
diffusion. Applied optics, 45(10):2166–73, April 2006.
[58] Roberto Cerbino. Correlations of light in the deep Fresnel region: An extended Van
Cittert and Zernike theorem. Physical Review A, 75(5):1–4, May 2007.
[59] R. Cerbino, L. Peverini, M. a. C. Potenza, a. Robert, P. Bösecke, and M. Giglio. X-ray-
scattering information obtained from near-field speckle. Nature Physics, 4(3):238–243,
January 2008.
[60] F Scheffold and R Cerbino. New trends in light scattering. Current Opinion in
163
Colloid & Interface Science, 12(1):50–57, February 2007.
[61] D. Magatti, M. D. Alaimo, M. a. C. Potenza, and F. Ferri. Dynamic heterodyne
near field scattering. Applied Physics Letters, 92(24):241101, 2008.
[62] Fabrizio Croccolo and Doriano Brogioli. Quantitative Fourier analysis of schlieren
masks: the transition from shadowgraph to schlieren. Applied optics, 50(20):3419–27,
July 2011.
[63] a. Gatti, D. Magatti, and F. Ferri. Three-dimensional coherence of light speckles:
Theory. Physical Review A, 78(6):063806, December 2008.
[64] D. Magatti, a. Gatti, and F. Ferri. Three-dimensional coherence of light speckles:
Experiment. Physical Review A, 79(5):053831, May 2009.
[65] Doriano Brogioli, Fabrizio Croccolo, Valeria Cassina, Domenico Salerno, and
Francesco Mantegazza. Nano-particle characterization by using exposure time depen-
dent spectrum and scattering in the near field methods: how to get fast dynamics
with low-speed ccd camera. Optics express, 16(25):20272–20282, 2008.
[66] D Brogioli, D Salerno, V Cassina, S Sacanna, a P Philipse, F Croccolo, and F Man-
tegazza. Characterization of anisotropic nano-particles by using depolarized dynamic
light scattering in the near field. Optics express, 17(3):1222–33, February 2009.
[67] D Brogioli, D Salerno, V Cassina, and F Mantegazza. Nanoparticle characterization
by using tilted laser microscopy: back scattering measurement in near field. Optics
express, 125(1999), 2009.
[68] D Salerno, D Brogioli, F Croccolo, R Ziano, and F Mantegazza. Photon correlation
spectroscopy with incoherent light. Optics express, 19(27):26416–22, December 2011.
[69] D Brogioli, D Salerno, F Croccolo, R Ziano, and F Mantegazza. Speckles generated
by skewed, short-coherence light beams. New Journal of Physics, 13(12):123007,
December 2011.
[70] Roberto Cerbino and Veronique Trappe. Differential dynamic microscopy: prob-
ing wave vector dependent dynamics with a microscope. Physical review letters,
100(18):188102, 2008.
[71] Fabio Giavazzi, Doriano Brogioli, Veronique Trappe, Tommaso Bellini, and Roberto
Cerbino. Scattering information obtained by optical microscopy: Differential dynamic
microscopy and beyond. Physical Review E, 80(3):031403, September 2009.
[72] L. G. Wilson, V. a. Martinez, J. Schwarz-Linek, J. Tailleur, G. Bryant, P. N. Pusey,
and W. C. K. Poon. Differential Dynamic Microscopy of Bacterial Motility. Physical
164
Review Letters, 106(1):018101, January 2011.
[73] F Ferri, A D’Angelo, M Lee, A Lotti, MC Pigazzini, K Singh, and R Cerbino. Kinetics
of colloidal fractal aggregation by differential dynamic microscopy. The European
Physical Journal Special Topics, 199(1):139–148, 2011.
[74] Peter J. Lu, Fabio Giavazzi, Thomas E. Angelini, Emanuela Zaccarelli, Frank
Jargstorff, Andrew B. Schofield, James N. Wilking, Mark B. Romanowsky, David a.
Weitz, and Roberto Cerbino. Characterizing Concentrated, Multiply Scattering, and
Actively Driven Fluorescent Systems with Confocal Differential Dynamic Microscopy.
Physical Review Letters, 108(21):218103, May 2012.
[75] Vincent a Martinez, Rut Besseling, Ottavio a Croze, Julien Tailleur, Mathias Reufer,
Jana Schwarz-Linek, Laurence G Wilson, Martin a Bees, and Wilson C K Poon.
Differential dynamic microscopy: a high-throughput method for characterizing the
motility of microorganisms. Biophysical journal, 103(8):1637–47, October 2012.
[76] Mathias Reufer, Vincent A Martinez, Peter Schurtenberger, and Wilson CK Poon.
Differential dynamic microscopy for anisotropic colloidal dynamics. Langmuir,
28(10):4618–4624, 2012.
[77] Kai He, Melissa Spannuth, Jacinta C Conrad, and Ramanan Krishnamoorti. Diffusive
dynamics of nanoparticles in aqueous dispersions. Soft Matter, 8(47):11933–11938,
2012.
[78] Maria Dienerowitz, Michael Lee, Graham Gibson, and Miles Padgett. Measuring
nanoparticle flow with the image structure function. Lab on a Chip, 13(12):2359–2363,
2013.
[79] Kai He, Firoozeh Babaye Khorasani, Scott T Retterer, Darrell K Thomas, Jacinta C
Conrad, and Ramanan Krishnamoorti. Diffusive dynamics of nanoparticles in arrays
of nanoposts. ACS nano, 7(6):5122–5130, 2013.
[80] Jack Deodato C Jacob, Kai He, Scott T Retterer, Ramanan Krishnamoorti, and
Jacinta C Conrad. Diffusive dynamics of nanoparticles in ultra-confined media. Soft
Matter, 11(38):7515–7524, 2015.
[81] Stefano Buzzaccaro, Eleonora Secchi, and Roberto Piazza. Ghost particle velocimetry:
accurate 3d flow visualization using standard lab equipment. Physical review letters,
111(4):048101, 2013.
[82] Mohammad S Safari, Maria A Vorontsova, Ryan Poling-Skutvik, Peter G Vekilov,
and Jacinta C Conrad. Differential dynamic microscopy of weakly scattering and
165
polydisperse protein-rich clusters. Physical Review E, 92(4):042712, 2015.
[83] David Germain, Mathieu Leocmach, and Thomas Gibaud. Differential dynamic
microscopy to characterize brownian motion and bacteria motility. American Journal
of Physics, 84(3):202–210, 2016.
[84] Alexandra V Bayles, Todd M Squires, and Matthew E Helgeson. Dark-field differential
dynamic microscopy. Soft Matter, 12(8):2440–2452, 2016.
[85] Mohammad S Safari, Ryan Poling-Skutvik, Peter G Vekilov, and Jacinta C Conrad.
Differential dynamic microscopy of bidisperse colloidal suspensions. npj Microgravity,
3(1):21, 2017.
[86] Roberto Cerbino and Pietro Cicuta. Perspective: differential dynamic microscopy
extracts multi-scale activity in complex fluids and biological systems. The Journal
of chemical physics, 147(11):110901, 2017.
[87] Fabio Giavazzi, Paolo Edera, Peter J Lu, and Roberto Cerbino. Image windowing
mitigates edge effects in differential dynamic microscopy. The European Physical
Journal E, 40(11):97, 2017.
[88] Alexandra V Bayles, Todd M Squires, and Matthew E Helgeson. Probe microrheology
without particle tracking by differential dynamic microscopy. Rheologica Acta,
56(11):863–869, 2017.
[89] Namita Shokeen, Christopher Issa, and Ashis Mukhopadhyay. Comparison of
nanoparticle diffusion using fluorescence correlation spectroscopy and differential
dynamic microscopy within concentrated polymer solutions. Applied Physics Letters,
111(26):263703, 2017.
[90] Paolo Edera, Davide Bergamini, Véronique Trappe, Fabio Giavazzi, and Roberto
Cerbino. Differential dynamic microscopy microrheology of soft materials: A tracking-
free determination of the frequency-dependent loss and storage moduli. Physical
Review Materials, 1(7):073804, 2017.
[91] Roberto Cerbino, Davide Piotti, Marco Buscaglia, and Fabio Giavazzi. Dark
field differential dynamic microscopy enables accurate characterization of the roto-
translational dynamics of bacteria and colloidal clusters. Journal of Physics: Con-
densed Matter, 30(2):025901, 2017.
[92] Christina Kurzthaler, Clémence Devailly, Jochen Arlt, Thomas Franosch, Wilson CK
Poon, Vincent A Martinez, and Aidan T Brown. Probing the spatiotemporal dynamics
of catalytic janus particles with single-particle tracking and differential dynamic
166
microscopy. Physical review letters, 121(7):078001, 2018.
[93] Craig F Bohren and Donald R Huffman. Absorption and scattering of light by small
particles. John Wiley & Sons, 2008.
[94] Hendrik Christoffel Hulst and Hendrik C van de Hulst. Light scattering by small
particles. Courier Corporation, 1981.
[95] Milton Kerker. The scattering of light and other electromagnetic radiation: physical
chemistry: a series of monographs, volume 16. Academic press, 2013.
[96] Jan KG Dhont. An introduction to dynamics of colloids, volume 2. Elsevier, 1996.
[97] Sow-Hsin Chen and Michael Kotlarchyk. Interactions of photons and neutrons with
matter. World Scientific Publishing Company, 2007.
[98] H. C van de Hulst. Light Scattering by Small Particles. Wiley, New York, NY, 1957.
[99] Milton Kerker. The scattering of light, and other electromagnetic radiation. Academic
Press, New York, NY, 1969.
[100] Craig Bohren. F. and Donald Huffman, R. Absorption and scattering of light by
small particles. Wiley, New York, NY, 1983.
[101] Bruce J Berne and Robert Pecora. Dynamic light scattering: with applications to
chemistry, biology, and physics. Courier Corporation, 2000.
[102] Joseph W Goodman. Introduction to Fourier optics. Roberts and Company Publishers,
2017.
[103] Duncan W Bruce, Dermot O’Hare, and Richard I Walton. Multi length-scale charac-
terisation. John Wiley & Sons, 2013.
[104] Roberto Piazza. Optical correlation techniques for the investigation of colloidal
systems. In Colloidal Foundations of Nanoscience, pages 233–266. Elsevier, 2014.
[105] Kai He, Melissa Spannuth, Jacinta C. Conrad, and Ramanan Krishnamoorti. Diffusive
dynamics of nanoparticles in aqueous dispersions. Soft Matter, 8(47):11933, 2012.
[106] Barbara J Frisken. Revisiting the method of cumulants for the analysis of dynamic
light-scattering data. Applied optics, 40(24):4087–4091, 2001.
[107] Reece Nixon-Luke and Gary Bryant. A depolarized dynamic light scattering method
to calculate translational and rotational diffusion coefficients of nanorods. Particle &
Particle Systems Characterization, 36(2):1800388, 2019.
[108] Reece Nixon-Luke and Gary Bryant. Differential dynamic microscopy to measure
the translational diffusion coefficient of nanorods. Journal of Physics: Condensed
Matter, 2019.
167
[109] Nadeem Omar Kaakoush and Hazel Marjory Mitchell. Campylobacter concisus–a
new player in intestinal disease. Frontiers in cellular and infection microbiology, 2:4,
2012.
[110] Nadeem O Kaakoush, Nandan P Deshpande, Marc R Wilkins, Chew Gee Tan, Jose A
Burgos-Portugal, Mark J Raftery, Andrew S Day, Daniel A Lemberg, and Hazel
Mitchell. The pathogenic potential of campylobacter concisus strains associated with
chronic intestinal diseases. PLoS One, 6(12):e29045, 2011.
[111] Peter Lavrencic, Nadeem O Kaakoush, Karina D Huinao, Nupur Kain, and Hazel M
Mitchell. Investigation of motility and biofilm formation by intestinal campylobacter
concisus strains. Gut pathogens, 4(1):22, 2012.
[112] K Allemailem. Colonisation and virulence characteristics of campylobacter concisus
oral and clinical strains. 2016.
[113] Yingxue Hu, Wenyue Zou, Villy Julita, Rajesh Ramanathan, Rico F Tabor, Reece
Nixon-Luke, Gary Bryant, Vipul Bansal, and Brendan L Wilkinson. Photomodulation
of bacterial growth and biofilm formation using carbohydrate-based surfactants.
Chemical science, 7(11):6628–6634, 2016.
[114] Jeffrey B Lyczak, Carolyn L Cannon, and Gerald B Pier. Establishment of pseu-
domonas aeruginosa infection: lessons from a versatile opportunist. Microbes and
infection, 2(9):1051–1060, 2000.
[115] Thien-Fah Mah, Betsey Pitts, Brett Pellock, Graham C Walker, Philip S Stewart,
and George A O’Toole. A genetic basis for pseudomonas aeruginosa biofilm antibiotic
resistance. Nature, 426(6964):306, 2003.
[116] Luigi Feriani, Maya Juenet, Cedar J Fowler, Nicolas Bruot, Maurizio Chioccioli,
Steven M Holland, Clare E Bryant, and Pietro Cicuta. Assessing the collective dy-
namics of motile cilia in cultures of human airway cells by multiscale ddm. Biophysical
journal, 113(1):109–119, 2017.
[117] Johan Buitenhuis, Jan KG Dhont, and Henk NW Lekkerkerker. Static and dy-
namic light scattering by concentrated colloidal suspensions of polydisperse sterically
stabilized boehmite rods. Macromolecules, 27(25):7267–7277, 1994.
[118] Georgina MH Wilkins, Patrick T Spicer, and Michael J Solomon. Colloidal system
to explore structural and dynamical transitions in rod networks, gels, and glasses.
Langmuir, 25(16):8951–8959, 2009.
168
