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Abstract. This paper presents a fast algorithm for robust registra-
tion of shapes implicitly represented by signed distance functions(SDFs).
The proposed algorithm aims to recover the transformation parame-
ters(scaling, rotation, and translation) by minimizing the dissimilarity
between two shapes. To achieve a robust and fast algorithm, linear
orthogonal transformations are employed to minimize the dissimilarity
measures. The algorithm is applied to various shape registration prob-
lems, to address issues such as topological invariance, shape complexity,
and convergence speed and stability. The outcomes are compared with
other state-of-the-art shape registration algorithms to show the advan-
tages of the new technique.
1 Introduction
Shape registration can be viewed as the result of a point-wise transformation
between an observation and a reference shape. It is a fundamental task used to
match two or more shapes taken, for example, at diﬀerent times, from diﬀerent
viewpoints, or from diﬀerent scenes. Virtually all large systems which evaluate
images require the registration or a closely related operation as an intermedi-
ate step [1]. Shape registration is an essential requirement shared among many
computer vision domains and applications, such as, pattern recognition, remote
sensing, medical image analysis, and computer graphics to name a few.
The quality of registration is controlled using a similarity/dissimilarity mea-
sure. Also, the representation of the shape plays a crucial role in the registration
process, and can signiﬁcantly inﬂuence the overall performance of the regis-
tration algorithm. Active contours[2], Fourier descriptors[3] and active shapes
models[4] are among the methods using explicit representations to describe ar-
bitrary shapes. Although, these representations are powerful enough to capture a
certain number of local deformations, they require a large number of parameters
to deal with important shape deformations[5]. Non-parametric shape representa-
tions such as the signed distance functions(SDFs), are becoming a more popular
choice, due to their implicit handling of various shape topologies , and the simple
extension to describe higher dimensions than curves and surfaces[5].
Contour-based registration methods [6,7] are among the techniques used
widely in shape registration, due to their fast convergence. These techniques
however require point correspondence for the boundary of the shapes. However,
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contour-based methods fall short, if two shapes to be registered have diﬀerent
Euler numbers.
Gradient descent-based registration techniques [5,8,9] widely used with
segmentation applications are mostly characterized by low speed due to their
iterative nature, instability and convergence to local minima, diﬃculty in imple-
mentation due to the need to tune the time step and stopping parameters for
each transformation, and the limited extent of transformations these techniques
can handle.
This paper presents a level set based shape registration algorithm. The al-
gorithm proposed here employs linear transformation and shape moments to
compute the parameters individually. We show that the registration technique
presented here is robust, fast, and suitable for a wide range of registration prob-
lems with shapes’ complexities. The results presented here are compared with
state-of-the-art registration algorithms in the literature.
In the rest of the paper, we state the transformation problem in section 2,
describe the proposed algorithm in section 3, present the experimental results
in section 4, and conclude the paper in section 5.
2 The Statement of the Problem
Let φp(x,y):Ω → and φq(x,y):Ω → denote Lipschitz functions rep-
resenting SDFs of shapes p(x,y)a n dq(x,y). These functions are deﬁned as,
φP(x,y)=

DE((x,y),P), (x,y) ∈ IP,
−DE((x,y),P), (x,y) ∈ Ω − IP,

(1)
where DE represents the minimum Euclidean distance between the shape bound-
ary IP and each point in the domain Ω.
Parameters s, θ, Tx and Ty representing scaling, rotation, and translations
in x and y directions respectively are required to transform φq to minimize the
distance between φp and the transformed φq, i.e.:
(ˆ θ,ˆ s, ˆ Tx, ˆ Tx) = argmin
θ,s,Tx,Ty

|φp(x,y) − φq(sRθ(x + Tx,y+ Ty))|
2 dxdy. (2)
where,
Rθ =

cosθ −sinθ
sinθ cosθ

.
The minimization of Eq.2 leads to a set of non-linear equations with respect
to the desired parameters as discussed in [5]. The algorithm minimizing the
distance measure (2) is slow to converge, can fall into local minima and requires
continuously tuned parameters for smooth convergence [8]. The objective of this
paper is therefore to propose a robust algorithm minimizing (2) and avoiding
local minima with fast convergence, and no requirement for parameter tuning.254 M.S. Al-Huseiny, S. Mahmoodi, and M.S. Nixon
3 Shape Registration
3.1 Rotation
In order to ﬁnd the optimal angle for rotation we conveniently employ polar co-
ordinates. We use the notion that a rotation in Cartesian domain is displacement
in polar domain [10]. Here we employ the translation invariance of the shapes’
SDFs,
ˆ φp(x,y)=φp(x − px,y− py), (3)
ˆ φq(x,y)=φq(x − qx,y− qy), (4)
where (px,p y)a n d( qx,q y) are respectively the centroids of φp and φq.As i m p l e
and eﬃcient algorithm[11] is used to map ˆ φp(x,y)a n dˆ φq(x,y) to polar coor-
dinates, to obtain ˆ φp(ρ,ω)a n dˆ φq(ρ,ω), so that: x = ρcosω,a n dy = ρsinω.
These 2D centralized SDFs contain some redundancy in terms of their radial
parameterization ρ which has no impact on the angle diﬀerence between the two
SDFs. In order to remove the dependency of ˆ φp(ρ,ω)a n dˆ φq(ρ,ω)o nρ,w ei n -
tegrate ˆ φp(ρ,ω)a n dˆ φq(ρ,ω) with respect to ρ according to (5) and (6) We also
notice that this dependency removal of ρ increases the computational speed.
˜ φp(ω)=

ρ
ˆ φp(ρ,ω)dρ, (5)
˜ φq(ω)=

ρ
ˆ φq(ρ,ω)dρ. (6)
Let ¯ φp denote a normalized instance of ˆ φp, i.e.:
¯ φp(ω)=
ˆ φp(ω) 
ω
ˆ φp(ω)dω
. (7)
The unknown angle will be estimated by minimizing the dissimilarity measure
in (8),

ω


˜ φq − β¯ φp



2
dω =

ω


˜ φq − β¯ φp



T 

˜ φq − β¯ φp



	
dω,
=

ω


(˜ φq)T ˜ φq − β(˜ φq)T ¯ φp − β˜ φq(¯ φp)T + β2(¯ φp)T ¯ φp

dω,
=

ω

 ˜ φq

 
2
− 2β

˜ φq · ¯ φp

+ β2 
¯ φp

2
	
dω, (8)
where β is deﬁned as, β :=

˜ φq · ¯ φp

.Rigid Shape Registration Using a Level Set Formulation 255
Since

¯ φp

2
=1( E q . 7 ) ,w eh a v e ,

ω


˜ φq − β¯ φp



2
dω =

ω


˜ φq



2
dω − β2. (9)
Hence the minimization of (8) is achieved by maximizing β. The optimal rotation
angle is therefore calculated by ﬁnding θ that maximizes β,o r ,
ˆ θ =a r g m a x
θ
β. (10)
The maximum β is computed using the Fourier transform. Let the Fourier trans-
form of ˆ φq and ¯ φp be respectively ˆ ψq(ξ)a n d ¯ ψp(ξ), such that,
¯ ψp(ξ)=

ξ
¯ φp(ω)e
−i(ωξ)2πdω. (11)
˜ ψq(ξ)=

ξ
˜ φq(ω)e
−i(ωξ)2πdω, (12)
Therefore, by using Parseval’s theorem, we can write:
β(θ)=

˜ φq(ω) · ¯ φp(ω + θ)

=

ω


˜ φq(ω)¯ φp(ω + θ)

dω
=

ξ


˜ ψq(ξ) ¯ ψ
∗
p(ξ)e
i(ξθ)2π

dξ, (13)
where (∗) denotes the complex conjugate. Hence, ˆ θ is computed as:
ˆ θ =a r g m a x
θ
β =a r g m a x
θ

ξ


˜ ψq(ξ) ¯ ψ∗
p(ξ)ei(ξθ)2π

dξ. (14)
3.2 Scale
We use the geometric moments of SDFs to characterize the shapes’ features to
calculate the scaling parameter. It can be shown that if one shape is a scaled
version of another then the corresponding SDFs are proportional to the scale
factor[5],
sˆ φp(x,y)=ˆ φq(sx,sy), (15)
where s is the scale parameter. The geometrical moments of the reference SDF
ˆ φp and the observed SDF ˆ φq are computed as:
M ˆ q
m =


x2 + y2
m
ˆ φq(x,y)dx dy, (16)
M
ˆ p
m =


x2 + y2
m
ˆ φp(x,y)dx dy, (17)256 M.S. Al-Huseiny, S. Mahmoodi, and M.S. Nixon
where m represents the degree of the moment. Substituting Eq.15 into Eq.17,
we arrive at Eq.18:
M ˆ p
m =
1
s


x2 + y2
m
ˆ φq(sx,sy)d xdy. (18)
By changing variables, X = sx,a n dY = sy, Eq.18 can be written as,
M ˆ p
m =
√
X2 + Y 2m
sm
ˆ φq(X,Y)
dX dY
s2 ,
=
1
s(m+3)


X2 + Y 2
m
ˆ φq(X,Y)dX dY,
=
1
s(m+3)M ˆ q
m. (19)
Let E b et h ee r r o rd e ﬁ n e di nE q . 2 0 :
E =

m

M
ˆ q
m − s
m+3M
ˆ p
m

2
. (20)
Since Eq.20 is non-linear with respect to variable s, with a change of variable,
the above non-linear least squares problem is reduced to a linear one, i.e.:
´ E =

m


 log

M ˆ q
m
M
ˆ p
m
	
− (m +3 )l o gs


 
2
. (21)
Hence the optimal scale parameter ˆ s is estimated by minimizing ´ E:
ˆ s =a r g m i n
s
´ E. (22)
It should be noted that the use of Chebyshev or Zernike moments leads to a non-
linear least squares problem whose minimization is more diﬃcult and demanding
than the current method proposed here. In the case of Chebychev and Zernike
moments, the non-linearity does not reduce to a linear problem by using a change
of variables.
3.3 Translation
Using the scaling and rotation parameters calculated in 3.1 and 3.2, we optimize
Eq.2 to calculate Tx and Ty:
φp(x,y)=φq(x − Tx,y− Ty). (23)
By employing the same method explained in 3.1, the translation parameters are
calculated as:

´ Tx ´ Ty

=argm ax
Tx,Ty

φq, ˇ φp

,
=argmax
Tx,Ty

ωx

ωy


ψq(ωx,ω y) ˇ ψp(ωx,ω y)ei(Txωx+Tyωy)2π

dωxdωy,(24)Rigid Shape Registration Using a Level Set Formulation 257
where ˇ φp is a normalized instance of φp, ´ Tx and ´ Ty represent the estimated op-
timal translation parameters, ψq(ωx,ω y)a n d ˇ ψp(ωx,ω y) represent respectively
the 2D Fourier transform of φq and ˇ φp,a n dωx and ωy are the spatial frequencies.
Remark: Since images in practice are in discrete domain, we employ Fast Fourier
transform(FFT) instead of continuous Fourier transforms employed in this sec-
tion. We are therefore required to modify the deﬁnition of SDFs to cope with
the periodicity property imposed by FFT.
Let Ω be the image domain. This domain is partitioned by the shape perimeter
into two regions, the shape interior (convex hull) IP and the background, and
let ¨ φ : IP →  + be a Lipschitz function that represents the distance transform
for the interior of the shape P. This is expressed in (25):
¨ φP(x,y)=

DE((x,y),P), (x,y) ∈ IP,
0, (x,y) ∈ Ω − IP,

(25)
This modiﬁed SDF representation is induced by the periodicity requirements of
the FFT used in Section 3.
4 Results and Discussions
In the following we present a set of examples, each of which is intended to
show the advantage of the shape registration method presented here over other
known registration methods in a particular shape registration problem. For bet-
ter demonstration, the ﬁgures show the contours of the observed and reference
shapes before and after registration.
(a) (b)
Fig.1. The registration of shapes with diﬀerent topologies. (a)The observation is a
transformed open ’4’ with Euler characteristic 1, while the reference is a closed one with
Euler characteristic 0. (b)The two shapes superimposed optimally using the proposed
approach.258 M.S. Al-Huseiny, S. Mahmoodi, and M.S. Nixon
(a) (b)
Fig.2. The registration of shapes with diﬀerent number of shape components. (a)The
reference shape has clock hands and compass point indicators, whereas the observed
shape has smaller hands and more conventional indicators. (b)The result after applying
our technique.
(a) (b) (c)
(d) (e) (f)
Fig.3. The registration of identical shapes with synthetic transformations. (a and d)
The observed shape is a replica of the reference shape with θ=-60, s=0.7, Tx=-90,
Ty=20, and θ=75, s=1.5, Tx=-50, Ty=50 respectively. (b and e) The registration
using gradient descent method [5], notice the inaccuracy of registration caused by the
local minima issue. (c and f) The registration using the new method, the shapes are
almost perfectly registered.Rigid Shape Registration Using a Level Set Formulation 259
– Contour Methods:
In the ﬁrst example we use two shapes with diﬀerent Euler characteristics. Such
shapes have completely diﬀerent contours (topologies) and hence the contour
based methods fail to calculate the correct transformation parameters, also it
is hard to establish automatic contour points correspondences. In Figure 1, the
observed shape is an open number four with Euler characteristic one, and the
reference shape is a closed four with Euler characteristic zero. These shapes
have diﬀerent topologies, however they have been correctly registered using the
registration approach proposed in this paper.
In the second example we register two complex shapes each having diﬀerent
number of components. The employment of contour methods to register such
shapes for example by registering the individual objects in the observed shape
to their counterparts in the reference shape may do partially, wherein the objects
with no counterparts remain unregistered. In Figure 2 the observed shape is a
clock face with conventional indicators while the reference shape has compass
point indicators, this example demonstrates the registration algorithm proposed
here can register two shapes, even if there is no one to one correspondence among
components forming the shapes.
– Gradient Descent Methods:
In the third example we test a gradient descent based method proposed by
Paragios et al.[5] using various transformation parameters. Figure 3 shows the
local minima problem associated with these methods which leads to inaccurate
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(a) (b)
Fig.4. The registration of similar shapes with synthetic translations. (a) The observed
shape is a replica of the reference shape R with ten diﬀerent translations numbered
ascendingly according to the radial distances from R. (b) A plot of the convergence
time for each translation, it shows that the average convergence time for the gradient
descent method is (16) seconds, while for our technique the average time is (0.012)
seconds.260 M.S. Al-Huseiny, S. Mahmoodi, and M.S. Nixon
registration. In the ﬁgure, two diﬀerent sets of transformation parameters are
used to transform a shape and then gradient descent method is used to ﬁnd these
parameters. This is compared to the result of the same registration problem using
our technique with two pass registration for more accuracy.
In the fourth example we study the issue of speed. The observed shape is a
replica of the reference shape having the same rotation angle and scale. We
employ ten randomly chosen translations for the observed shape. Both our al-
gorithm and the gradient descent method cited in [5] are used to recover the
translation parameters. The choice to test the convergence time for translation
parameters is induced by the fact that translation is a linear transformation.
Figure 4 shows the registration of the observed shape with ten arbitrarily chosen
translations. The shapes are numbered according to their radial distance (r = 
(xr − xo)2 +( yr − yo)2) to the reference shape, where (xr,y r)a n d( xo,y o)a r e
respectively the center coordinates of the reference and the observed shapes. In
Figure 4-(b), we plot the convergence time for both techniques against the radial
distance r. From this plot we observe that the proposed method is faster and the
speed is almost constant for all translations. The convergence time depends only
on the size of the shape domain. The gradient descent method [5] on the other
hand has variable speed of convergence. This depends on the actual translation
and the magnitude of the gradient in each direction, such factors justify the non
linear convergence time noticed in this ﬁgure.
5 Conclusions
This paper presents a shape registration algorithm which uses a modiﬁed signed
distance function to represent the shapes. The proposed algorithm estimates
the parameters using closed form expressions. This algorithm exploits Parseval’s
theorem to estimate the rotation and the translation parameters, and uses the
geometric moments to estimate the scale parameters. The registration technique
has been tested on shapes selected to demonstrate successful extraction and per-
formance. Our method is robust in registering complex shapes and shapes with
various topologies which can not be registered using contour based methods.
The experimental results show that our registration algorithm is fast, accurate,
stable, and does not fall into local minima.
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