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Introducción
“Lo último que uno sabe, es por donde empezar”.
Blaise Pascal.
Las ecuaciones diferenciales, en particular las parciales (EDP), son una herramienta útil
para modelar diversos fenómenos de la física, la ingeniería, la economía y otras ciencias.
Es común, en el estudio de las ecuaciones diferenciales, encontrar dificultades para la ob-
tención explícita de las soluciones, sin embargo, aún en los casos en los que es posible
exhibir la solución no se tiene garantía de que ésta sea acotada o suave, y estas condi-
ciones suelen ser físicamente relevantes. En general, lo que se busca es poder garantizar
que soluciones de alguna clase existen (problema de existencia), y probada la existencia,
aparecen problemas adicionales como la unicidad de la solución y la dependencia conti-
nua de los datos. También es importante, especialmente en las aplicaciones, obtener una
forma explícita o aproximada de la solución, y estudiar el comportamiento asintótico de
las mismas.
El interés del presente trabajo se concentra en mostrar una prueba de existencia de
soluciones de un problema en ecuaciones diferenciales no homogéneo y se abordará
usando una expansión clásica en series de Fourier, conforme a [6]. Específicamente se
estudiará la solución de un problema hiperbólico del tipo:
utt  uxx +u = cq(x; t) + r(x; t) + g(u); (x; t) 2 [0;]R; (1)
u(0; t) = u(;t) = 0; t 2 R; (2)
u(x; t) = u(x; t +2); (x; t) 2 [0;]R; (3)
1
2donde  2 R  fk2   j2 : k = 1;2;3; : : : ; j = 0;1;2; : : :g y g es una función de clase C1 tal que
lı´m
juj!1
g 0(u) = 0: (4)
La ecuación (1) se conoce como una ecuación de onda no lineal y no monótona, y las
condiciones auxiliares (2) y (3) representan las condiciones en la frontera espacial y la
periodicidad de la variable temporal respectivamente.
La idea principal es explicar con detalle los resultados obtenidos en el artículo [6] acerca
de la existencia de cierta clase de soluciones débiles de (1)-(3). Concretamente, se preten-
de mostrar que si la derivada de la proyección ortogonal pertenece a L2 y su derivada es
acotada con una medida adecuada, entonces existe una constante positiva c0 tal que si
jcj > c0, existe una función u 2 H1 \ L1 que satisface el problema (1)-(3) en un sentido
débil, que será definido posteriormente.
Ecuaciones de este tipo pueden modelar fenómenos como vibraciones libres [11], y han
sido ampliamente estudiadas a partir de la segunda mitad del siglo XX. En particular, H.
Brezis [3] considera el problema8>>>><>>>>:
utt  uxx + g(u) = f (x; t); 0 < x < ; t 2 R
u(x; t) = 0; x = 0; x = ; t 2 R
u(x; t + T ) = u(x; t); 0 < x < ; t 2 R
(5)
donde g denota una función continua sobre R tal que g(0) = 0 y f (x; t) es una función
de periodo T sobre t, dada. Se dedujo que la ecuación (5) tiene una solución débil, bajo
condiciones fuertes.
F. Caicedo y A. Castro [5], demostraron la existencia de una solución débil u 2 H1 \ L1
para el problema con periodicidad
p
28>>>><>>>>:
utt  uxx +u + h(u) = p(x; t)
u(0; t) = u(;t)
u(x; t) = u(x; t +
p
2); x; t 2 R
(6)
donde h : R ! R es de clase C1 tal que lı´mjuj!1h0(u) = 0. Descomponiendo p(x; t) =
cq(x; t)+ r(x; t) y asumiendo condiciones sobre q, para |c| suficientemente grande (6) tiene
solución débil u 2H1 \L1([0;]R). Se observa que el operador @tt  @xx en la ecuación,
sujeto a las condiciones dadas en (6), tienen por lomenos un valor propio demultiplicidad
infinita.
3Recientemente R. Duque [2011], en su tesis doctoral [7], considera el problema8>>>>>>><>>>>>>>:
utt  uxx = (u2k + h(x; t) +R(x; t;u))
utt  uxx + u + h(u) = f (x; t); x 2 [0;]; t 2 R;
u(0; t) = u(;t) = 0;
u(x; t) = u(x; t +2); x 2 [0;]; t 2 R;
(7)
en el cual estudia dos ecuaciones de onda no lineales, con parte no lineal no monótona
sujetas a las condiciones de frontera u(0; t) = u(;t) = 0, donde u es una función periódica
(en el tiempo) con periodo 2. En este trabajo se establecen condiciones que permiten
garantizar la existencia de solución débil en cada problema.
El trabajo estará organizado de la siguiente forma:
El primer capítulo contiene los preliminares, con las definiciones, las desigualdades y
los teoremas necesarios para abordar el problema, contiene un resumen sobre series de
Fourier, espacios de Hilbert, Lp y Sobolev. En esta parte no serán presentadas las demos-
traciones de los resultados, con el fin de facilitar la lectura y comprensión de los mismos.
En el segundo capítulo se presentan las estimativas y resultados detallados necesarios pa-
ra la solución del teorema principal, objetivo del artículo [6] y en consecuencia de esta
tesis.
El tercer capítulo presenta la demostración sobre la existencia de una solución débil
u 2H1 \L1 al problema (1) - (3).
CAPÍTULO1
Preliminares
“Defiende tu derecho a pensar, porque incluso pensar
de manera errónea es mejor que no pensar”.
Hipatia.
En este capítulo se presenta la notación que se trabajará en el documento; un resumen
sobre espacios de Hilbert, espacios Lp y espacios de Sobolev, algunas definiciones, de-
sigualdades y teoremas importantes que se requieren para la comprensión del resto del
texto, adicionalmente se trabajará con series de Fourier y operadores compactos.
Las bases teóricas descritas a continuación están basadas principalmente en los libros [3],
[8], [9] y en la tesis doctoral [7], en donde se puede consultar para mayor detalle.
1.1. Notación
Se denotará conA al operador de D’Alambert @tt @xx. Con
 = [0;][0;2]. La condición(
u(0; t) = u(;t) = 0
u(x; t) = u(x; t +2); (x; t) 2 [0;]R (1.1)
representa la condición Dirichlet-periódica.
El espectro del operador A, sujeto a las condiciones dadas en (1.1) es
 (A) = fk2   j2;k = 1;2;3; : : : j = 0;1;2; : : :g:
4
5Se observa que todos los valores propios tienen multiplicidad finita, excepto el 0, que tie-
ne multiplicidad infinita.
1.2. Espacios Lp
Definición 1. Sea p 2 R con 1  p <1; se define
Lp(
) = ff :
! R;f medible y jf jp 2 L1(
)g
y se nota la norma como
kf kLp =
"Z


jf (x)jpdx
#1=p
Definición 2. Se define
L1(
) =

f :
! R;f es medible y existe una constante C tal que jf (x)j  C
para casi todo punto en


Dotado con la siguiente norma
kf (x)kL1 = ı´nffC; jf (x)j  C para casi todo punto en
g
Nota: Si f 2 L1, entonces
jf (x)j  kf kL1 para casi todo punto en

Los espacios de Sobolev H1(
), L2(
), y L1(
) se denotarán respectivamente por H1, L2
y L1.
La norma en H1, L2 y L1 se notará respectivamente por k k1;k k, y k k1.
Sea N el subespacio cerrado en L2(
) generado por
N =
(
u 2 L2 : u =
1X
k=1
ak senkx senkt + bk senkxcoskt
)
Este espacio N , es el núcleo del operador A sujeto a las condiciones dadas en (1.1).
N?  L2 denotará el complemento ortogonal de N en L2(
), es decir, N? es el subespacio
de L2(
) generado por
6N? =
(
u 2 L2 : u =
1X
k=1
j=0
ak senkx sen jt + bk senkxcos jt
)
P corresponde a la proyección ortogonal sobre N y Q la proyección ortogonal sobre N?.
En este caso L2 = N
L
N?, así, todo elemento q 2 L2 se puede escribir como
q =
P
k;j
qkjukj + q0kjvkj , donde
P
k;j
qkjujk 2 N y P
k;j
q0kjvkj 2 N?, y esta escritura es única co-
mo elemento de N y su ortogonal N?.
Desigualdad de Hölder. Sean f 2 Lp con 1  p 1 y g 2 Lq con 1  q 1, donde q denota
el exponente conjugado de p, es decir
1
p
+
1
q
= 1:
Entonces f  g 2 L1 y Z
jf g j  kf kLpkgkLq
Desigualdad deMinkowski. Sean f y g 2 Lp con 1  p 1 se tiene la siguiente desigualdad
kf + gkLp  kf kLp + kgkLp
Definición 3. Sea H un espacio vectorial. Un producto interno (u;v) es una forma bilineal de
H H en R, simétrica, definida positiva [es decir (u;v)  0;8u 2H y (u;u) > 0 si u , 0].
Desigualdad de Cauchy Schwarz. Si H es un espacio vectorial con producto interno,
entonces vale la siguiente desigualdad
j(u;v)j  (u;u)1=2(v;v)1=2 8u;v 2H (1.2)
Ejemplo 1. Sean f y g dos funciones a valor real, de cuadrado integrables sobre un espacio
,
entonces
(f ;g) =
Z


f gdt
satisface todas las propiedades del producto interno.
7En particular si f = g entonces
(f ; f ) = kf k2L2 = kf k2
En consecuencia L2 es un espacio de Hilbert
Definición 4. Un espacio de Hilbert es un espacio con producto interno (H;h;i) que es completo
para la norma definida por ese producto interno.
Teorema 1 (Teorema de la función inversa). Suponga f es un función de clase C1 de un
conjunto abierto E  Rn en Rn, f 0(a) es invertible para algún a 2 E y b = f (a). Entonces
1. Existen conjuntos abiertos U y V en Rn tal que a 2 U  E, b 2 V , f es uno a uno sobre
U y f (U ) = V .
2. Si g es la inversa de f (la cual existe) definida en V , es decir g(f (x) = x), x 2 U entonces
g 2 C1(V ).
1.3. Ecuación de onda de una dimensión
La ecuación más simple de todas las ecuaciones diferenciales hiperbólicas es la ecuación
de onda unidimensional [9].
Lu = utt   c2uxx = 0; (1.3)
donde u es una función de dos variables independientes x e t y c denota una constante
positiva.
Las curvas características son dos familias de líneas x  ct = constante en el plano xt.
Haciendo cambio de coordenadas se tiene
x+ ct = ; x   ct =  (1.4)
Derivando y reemplazando en la ecuación (1.3) se convierte
u = 0
Asumiendo que el dominio de u es convexo y u es una función
u = F() +G() = F(x+ ct) +G(x   ct) (1.5)
Para las condiciones iniciales
u(x;0) = f (x)
ut(x;0) = g(x)
(1.6)
8se tiene el siguiente sistema de ecuaciones8>><>>: F(x) +G(x) = f (x)cF0(x)  cG0(x) = g(x) (1.7)
solucionando dicho sistema para F0(x) y G0(x) e integrando, resulta
F(x) =
1
2
f (x) +
1
2c
Z x
0
g()d +  y G(x) =
1
2
f (x)  1
2c
Z x
0
g()d + 
Sumando F(x) y G(x) se deduce que +  = 0.
De manera general, para f 2 C2 y g 2 C1, la solución u 2 C2 del problema (1.3) con
condiciones iniciales (1.6) está dada por
u(x; t) = F(x+ ct) +G(x   ct)
=
1
2

f (x+ ct) + f (x   ct)

+
1
2c
Z x+ct
x ct
g()d:
(1.8)
A dicha solución se le conoce como la solución de D’Alambert.
1.4. Series de Fourier
Cuando se trabaja con funciones periódicas, surgen de forma natural representaciones en
series trigonométricas y dentro de éstas las series de Fourier resultan de gran importancia
porque facilitan la manipulación de las expresiones.
Cuando una función periódica f : R! R puede ser expresada de la forma
f (x) =
1
2
a0 +
1X
n=1
0BBBB@an cos nxL
!
+ bn sen
 
nx
L
!1CCCCA;
los coeficientes de Fourier an y bn se definen como
an =
1
L
Z L
 L
f (x)cos
 
nx
L
!
dx; n  0; bn = 1L
Z L
 L
f (x)sen
 
nx
L
!
dx; n  1
Lo anterior se tiene como consecuencia de la ortogonalidad de las funciones trigonomé-
tricas, es decir si n ,m y n;m  1, entonces
9Z L
 L
cos
nx
L
cos
mx
L
dt = 0Z L
 L
cos
nx
L
sen
mx
L
dt = 0Z L
 L
sen
nx
L
sen
mx
L
dt = 0
Observación 1. En particular se puede notar que an = 1L

f ;cos nxL

y bn = 1L

f ;sen nxL

.
A partir de esta observación se tiene la identidad de Parseval.
Teorema 2. Identidad de Parseval
Dada una función f : R! R periódica de periodo 2L tal que f y jf j son integrables, donde se
pueden calcular sus coeficientes de Fourier an y bn. La identidad de Parseval dice que
1
2
a20 +
1X
n=1
(a2n + b
2
n) =
1
L
Z L
 L
jf (x)j2dx:
Una pregunta natural es acerca de la convergencia de la serie de Fourier, esta inquietud
queda resuelta utilizando el teorema de Fourier y las siguientes proposiciones.
Teorema 3. Teorema de Fourier
Sea f : R! R una función seccionalmente diferenciable y de periodo 2L. Entonces la serie de
Fourier de la función f converge en cada punto x para 12 [f (x+0) + f (x   0)], esto es
1
2
[f (x+0) + f (x   0)] = 1
2
a0 +
1X
n=1
 
an cos
nx
L
+ bn sen
nx
L
!
Proposición 1. Suponiendo que las funciones un son continuas y que la serie
P1
n=1un(x)
converge uniformemente. Entonces la suma de la serie u(x) =
P1
n=1un(x) también es una
función continua.
Proposición 2. Suponiendo que las funciones un son integrables en un intervalo I y que la
serie
P1
n=1un(x) converge uniformemente. EntoncesZ
I
 1X
n=1
un(x)
!
dx =
1X
n=1
Z
I
un(x)dx
10
Proposición 3. Suponiendo que las funciones un definidas en un intervalo I son continuamente
derivables y que la serie
P1
n=1u
0
n(x) de derivadas converge uniformemente. Supongamos ahora
que, para un dado x0 2 I , la serie P1n=1un(x0) converge. Entonces
d
dx
 1X
n=1
un(x)
!
=
1X
n=1
u
0
n(x)
Las proposiciones 2 y 3 garantizan la integrabilidad y derivabilidad término a término
de una serie de Fourier, sin embargo, es importante resaltar que la integrabilidad se
obtiene aún si se elimina la condición de convergencia uniforme [8], mientras que para la
derivación es más complicada, y se hace necesario introducir una noción más débil, para
esto se presentarán algunos conceptos básicos acerca de los espacios de Sobolev.
1.5. Espacios de Sobolev
Consideremos
  Rn un conjunto abierto, p 2 R con 1  p 1
Definición 5 (Soporte). Sea
 2 Rn un abierto y sea f una función definida en
 con valores
en R. Se considera la familia de todos los abiertos (wi)i2I , wi  
 tales que para cada i 2 I ,
f = 0 en casi toda parte (c.t.p) en wi . Se define w = [i2Iwi . Entonces f = 0 c.t.p en w.
Definición 6 (Soporte Compacto). Se dice que una función tiene soporte compacto si la
adherencia del conjunto donde no es nula conforma un conjunto cerrado y acotado.
Definición 7. El espacio de SobolevW 1;p(
) se define por: u 2W 1;p(
) sii u 2 Lp(
) y existen
funciones g1; g2; : : : ; gn 2 Lp(
) tales queZ


u
@'
@xi
dx =  
Z


gi'dx (*)
para todo ' 2 C1c = C1(
)\C(
); i = 1;2; : : : ;n
Se define H1(
) =W 1;2(
).
Para u 2W 1;p(
) se nota @u@xi = gi y ru =

@u
@x1
; @u@x2
; : : : ; @u@xn

, que resultan ser las derivadas
parciales en el sentido débil o en el sentido distribucional (*) de u.
El espacioW 1;p(
) está dotado de la norma
kukW 1;p = kukLp +
nX
i=1
 @u@xi

Lp
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En el espacio H1(
) se considera el producto interno
(u;v)H1 = (u;v)L2 +
nX
i=1
 @u
@xi
;
@v
@xi

L2
y la norma asociada
kukH1 =
 
kuk2L2 +
X
i=1
 @u@xi
2
L2
!1=2
la cual es equivalente a la norma establecida enW 1;2(
).
Proposición 4. El espacio W 1;p(
) es un espacio de Banach para 1  p  1. El espacio
W 1;p(
) es reflexivo para 1 < p < 1 y separable para 1  p < 1. El espacio H1(
) es un
espacio de Hilbert separable.
Definición 8. Las funciones k veces continuas de soporte compacto sobre un dominio 
,
denotadas por Ck0(
) están definidas de la siguiente forma
Ck0(
) := f' 2 Ck(
) : sop(')es compactog
donde, sop(') := fx 2
 : '(x) , 0g es el soporte de ', 0  k 1.
Los siguientes dos resultados enuncian las importantes propiedades de inmersión que
tienen los espacios de Sobolev en donde se requiere regularidad sobre la frontera de
.
Proposición 5. Suponiendo
  Rn un abierto de clase C1 con frontera @
 acotada. Entonces
(i) Si 1  p  n, entoncesW 1;p(
)  Lp(
) donde 1p = 1p   1n .
(ii) Si p = n, entoncesW 1;p(
)  Lq(
) para todo q 2 [p;+1).
(iii) Si p > n, entoncesW 1;p(
)  L1(
).
con inyecciones continuas.
Además, si p > n; se verifica para toda u 2W 1;p(
)
ju(x) u(y)j  C kukW 1;p jx   yj
para casi todo x; t 2
 con  = 1  np y C dependiente sólo de 
, p y n. En particular tenemos
W 1;p(
)  C(
)
Teorema 4. (Rellich and Kondrachov) Suponiendo 
  Rn un abierto de clase C1 con
frontera @
 acotada. Entonces
12
(i) Si p < n, entoncesW 1;p(
)  Lq(
), para todo q 2 [1;p) donde 1p = 1p   1n .
(ii) Si p = n, entoncesW 1;p(
)  Lq(
), para todo q 2 [1;+1).
(iii) Si p > n, entoncesW 1;p(
)  C(
).
con inyecciones compactas.
En particularW 1;p(
)  Lp(
) con inyección compacta para todo 1  p 1.
Como consecuencia del Teorema de Rellich-Kondrachov, si
  RN es un abierto acotado
de clase C1, en particularW 1;p(
) ,! Lp(
) con inyección compacta, para todo p 2 [1;1].
A la vez, las conclusiones del teorema de Rellich-Kondrachov son también válidas
sustituyendoW 1;p(
) porW 1;p0 (
), y en este caso para todo abierto acotado
  RN .
Teorema 5. Condición de Palais-Smale [Evans - Página 477]
Un funcional I 2 C1(H;R) satisface la condición de compacidad de Palais-Smale si cada
sucesión fukg1k=1 H tal que
1. fIfukgg1k=1 es acotada y
2. I 0[uk]! 0 en H , entonces fukg1k=1 es precompacta en H .
1.6. Operadores compactos
Definición 9. Un operador acotado T 2 L(E;F), donde E y F son de Banach, se dice ser
compacto si T (BE) tiene cerradura compacta en F.
1.6.1. Espectro de un operador compacto
Sea T 2 L(E), con E espacio de Banach.
Definición 10. El conjunto resolvente es
(T ) = f 2 R; (T  I) es biyectiva de E sobre E
Definición 11. El espectro  (T ) es el complemento del conjunto resolvente,
 (T ) = R  (T )
Se dice que  es valor propio (o autovalor) si
N (T  I) , 0;
N (T  I) es el espacio propio asociado a 
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Es importante tener presente que si  2 (T ) entonces (T  I) 1 2 L(E)
Proposición 6. El espectro  (T ), de un operador acotado es un conjunto compacto y
 (T )  [ kT k;+kT k]
Lema 1. Si v1;v2; : : : ;v2k+1 2N (A) y v1  v2   v2k+1 2 L1(
), entoncesZ


v1  v2   v2k+1 = 0:
En particular, v1  v2   v2k 2N?
1.6.2. El operador inverso
Con argumentos basado en expansión de series de Fourier, se puede ver que para cada
w 2N? existe una única y 2 Y , tal que Ay = w en el sentido de las distribuciones. Sea
w(x; t) =
1X
k=1
1X
j=0
k,j
sen(kx)(ajk sen(jt) + bjk cos(jt));
entonces kwk2 = CP jajk j2 + jbjk j2, se tiene que
A 1w = y =
1X
k=1
1X
j=0
k,j
sen(kx)
 
ajk
k2   j2 sen(jt) +
bjk
k2   j2 cos(jt)
!
;
obteniendo de aquí las desigualdadesZ 
0
y2xdx  Ckwk2; para todo tZ 2
0
y2t dt  Ckwk2; para todo x;
por tanto, existe C tal que kyk1  Ckwk.
1.6.3. Operador Autoadjunto
Teorema 6. Si T : H ! K es una aplicación lineal continua, existe una y sólo una aplicación
lineal continua T  : K ! H tal que (T x;y) = (x;T y), para todo x 2 H , y 2 K , tal que
kT k = kT k.
Definición 12. La aplicación T  se llama la adjunta de T
Definición 13. Se dice que un operador T es autoadjunto cuando T  = T , es decir
(T u;v) = (u;T v); 8u;v 2H:
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1.7. Observaciones
Sea ' una solución al problema
'tt  'xx +' = q(x; t); (x; t) 2 [0;] [0;2];
'(0; t) = '(;t) = 0; '(x; t) = '(x; t +2)
(1.9)
Por lo tanto, la solución tiene la forma ' =
P
akjukj + bkjvkj , de donde,
'tt  'xx =
X
akj [(ukj )tt   (ukj )xx] + bkj [(vkj )tt   (vkj )xx]
=
X
(akj [(k
2   j2)ukj ] + bkj [(k2   j2)vkj ])
=
X
(k2   j2)(akjukj + bkjvkj )
ahora,
'tt  'xx +' =
X
(k2   j2)(akjukj + bkjvkj ) +
X
(akjukj + bkjvkj )
=
X
(k2   j2 +)(akjukj + bkjvkj ) = q(x; t)
lo que implica que q(x; t) se puede escribir como una combinación lineal y por lo tanto es
la expansión de q(x; t) que satisface la condición de Dirichlet.
CAPÍTULO2
Estimativas y resultados
“Algunos trucos de cálculo son bastante fáciles, otros son muy difíciles.
Los tontos que escriben los libros de matemáticas avanzadas pocas veces se toman
la molestia de mostrar cuán fáciles son los cálculos fáciles”.
Silvanus P. Thompson
Los resultados mostrados aquí son extraídos de [6], y en este capítulo se abordarán de
manera detallada los cálculos necesarios para la demostración del teorema principal, el
cual se enunciará en el próximo capítulo.
En [6] se ve que para cualquier función u 2N , se tiene que utt uxx = 0 en el sentido de las
distribuciones, notando el operador de D’Alambert Au = utt  uxx se tienen las siguientes
propiedades:
1. A es autoadjunto al considerar las funciones que satisfacen las condiciones (2) y (3).
2. El rango de A es cerrado en L2.
3. R(A) =N?.
4. Los autovalores de A restringido a (2) y (3) forman el conjunto
fk2   j2 : k = 1;2;3; : : : ; j = 0;1;2; : : :g:
5. Las autofunciones correspondientes son sen(kx)sen(jt) y sen(kx)cos(jt).
6. El operador A 1 es compacto de N? en N? \H 0.
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7. Existe un número real c tal que
kA 1f k1  ckf k para todo f 2 R(A);
kA 1f k1  ckf k para todo f 2 R(A):
Usando series de Fourier se demuestra que si u 2H1, v 2N \H1 y P denota la proyección
entonces "
(P (u))tvt =
"
utvt ; (2.1)
2Z
0
(v)2(x;s)ds 
"


(v)2dxdt para todo x 2 [0;] (2.2)
enunciando esto como un lema
Lema 2. Sea P : L2 !N la proyección ortogonal. Sea u 2H1 y v 2N \H1 entonces"


P (u)tvtdxdt =
"


utvtdxdt
y Z 2
0
(v)2(x;s)ds 
"


(v)2dxdt para todo x 2 [0;]
Demostración. Escribiendo
u(x; t) =
1X
k=1
j=0
(akj sen(kx)sen(jt) + bkj sen(kx)cos(jt))
y
v(x; t) =
1X
l=1
(l sen(lx)sen(lt) + l sen(lx)cos(lt))
Por definición de P ;u;v y la ortogonalidad de las trigonométricas ukj y vkj por un lado se
tiene
"


(P (u))tvtdxdt =
"


1X
k=1
k(akk sen(kx)cos(kt)  bkk sen(kx)sen(kt))

1X
l=1
l(l sen(lx)cos(lt)  l sen(lx)sen(lt))dxdt ()
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=
1X
k=1
"


(k2 sen2(kx)(akk cos
2(kt) + bkkk sen
2(kt)))dxdt
=
1X
k=1
Z 
0
k2 sen2(kx)dx (akkk + bkkk)
=
2
2
1X
k=1
k2(akkk + bkkk)
Por otro lado,"


utvtdxdt =
"


1X
k=1
j=1
j(akj sen(kx)cos(jt)  bkj sen(kx)sen(jt))

1X
l=1
l(l sen(lx)cos(lt)  l sen(lx)sen(lt))dxdt
Lo cual es igual a () y así queda de esta manera demostrada la primera parte del lema.
Para demostrar la segunda parte, por la definición de v y la identidad de Parseval se tiene
que para todo x 2 [0;]Z 2
0
v2(x;s)ds = 
0BBBBB@ 1X
k=1
(2k + 
2
k )sen
2(kx)
1CCCCCA  22
1X
k=1
(2k + 
2
k ) =
"


v2(x; t)dxdt:
Sea A1 el operador definido en L2 por
A1
0BBBBBB@X
k,j
(akj sen(kx)sen(jt) + bkj sen(kx)cos(jt)
1CCCCCCA
=
1X
k=1
j=0
k,j
"
akj
k2   j2 + sen(kx)sen(jt) +
bkj
k2   j2 + sen(kx)cos(jt)
#
Por definición de A1, se observa que si f 2 L2, entonces w = A1(f ) es una solución débil al
problema wtt  wxx +w = f .
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w =
1X
k=1
j=0
k,j
"
akj
k2   j2 + sen(kx)sen(jt) +
bkj
k2   j2 + sen(kx)cos(jt)
#
wt =
1X
k=1
j=0
k,j
j
"
akj
k2   j2 + sen(kx)cos(jt) 
bkj
k2   j2 + sen(kx)sen(jt)
#
wtt =
1X
k=1
j=0
k,j
 j2
"
akj
k2   j2 + sen(kx)sen(jt) +
bkj
k2   j2 + sen(kx)cos(jt)
#
Por otro lado,
wx =
1X
k=1
j=0
k,j
k
"
akj
k2   j2 + cos(kx)sen(jt) +
bkj
k2   j2 + cos(kx)cos(jt)
#
wxx =
1X
k=1
j=0
k,j
 k2
"
akj
k2   j2 + sen(kx)sen(jt) +
bkj
k2   j2 + sen(kx)cos(jt)
#
Ahora, reemplazando se tiene que
wtt  wxx +w =
1X
k=1
j=0
k,j
 j2
"
akj
k2   j2 + sen(kx)sen(jt) +
bkj
k2   j2 + sen(kx)cos(jt)
#
+
1X
k=1
j=0
k,j
k2
"
akj
k2   j2 + sen(kx)sen(jt) +
bkj
k2   j2 + sen(kx)cos(jt)
#
+
1X
k=1
j=0
k,j
"
akj
k2   j2 + sen(kx)sen(jt) +
bkj
k2   j2 + sen(kx)cos(jt)
#
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=
1X
k=1
j=0
k,j
(k2   j2 +)
"
akj
k2   j2 + sen(kx)sen(jt) +
bkj
k2   j2 + sen(kx)cos(jt)
#
=
1X
k=1
j=0
k,j
h
akj sen(kx)sen(jt) + bkj sen(kx)cos(jt)
i
= f
Otra manera de abordar esta situación es en el sentido de las distribuciones, es decir, u es
solución débil de (1) - (3) si para todo v 2 C1c [0;] [0;2] entoncesZ


(uxvx  utvt +uv)d
 =
Z


(cgv + rv + g(u)v)d

Lema 3. Si   < fk2   j2 : k = 1;2;3; : : : ; j = 0;1;2; : : :g, entonces existe M que depende sólo de
 tal que
k2 + j2
(k2   j2 +)2 M 8k , j
Demostración. Si k = 1;2;3; : : :, j = 0;1;2; : : : y  , k2   j2 y k , j se tiene
k2 + j2
(k2   j2 +)2 =
(k2 + j2)(k2   j2)2
(k2   j2 +)2(k2   j2)2
=
(k2 + j2)(k2   j2)2
(k2   j2 +)2((k   j)(k + j))2
=
(k2 + j2)(k2   j2)2
(k2   j2 +)2(k   j)2(k + j)2
 (k
2   j2)2
(k2   j2 +)2
=
1  k2   j2 +
2
 2+ 2
2
jk2   j2 +j2
Como   , k2   j2, entonces
20
 = ı´nffj+ (k2   j2)j; k = 1;2;3; : : : ; j = 0;1;2; : : :g > 0
Por consiguiente
(k2 + j2)
(k2   j2 +)2  2+
22
2
=M
Lema 4. Sea Q = I   P (P como antes es proyección sobre el núcleo). Si w = A1(Q(f )) entonces
2Z
0
((wx)
2(x; t) + (wt)
2(x; t))dt  b20kQ(f )k2 para todo x 2 [0;] (2.3)
donde
b0 =ma´x
(
(2=)(k2 + j2)
(k2   j2 +)2 : k , j;k = 1;2;3; : : : ; j = 1;2;3; : : :
)
:
En particular
kA1(Q(f ))k1  b01=2kQ(f )k: (2.4)
Demostración. f (x; t) =
1P
k=1
j=0
(akj sen(kx)sen(jt) + bkj sen(kx)cos(jt))
Por la identidad de Parseval se tiene
Z 2
0
(wx)
2(x; t) + (wt)
2(x; t)dt = 
266664 1X
k=1
j=0
k,j
 
k
k2   j2 +akj cos(kx)
!2
+
1X
k=1
j=0
k,j
 
k
k2   j2 +bkj sen(kx)
!2
+
1X
k=1
j=0
k,j
 
j
k2   j2 +akj sen(kx)
!2
+
1X
k=1
j=0
k,j
 
j
k2   j2 +bkj sen(kx)
!2377775
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 
1X
j=0
1X
k=1
k,j
k2 + j2
k2   j2 + 
X
k=1
k,j
(a2kj + b
2
kj )
ma´x
(
k2 + j2
(k2   j2 +)2 : k , j;
k=1;2;3;:::;
j=0;1;2;:::
)
2
2
1X
k=1
j=0
k,j
(a2kj + b
2
kj )
= b20kQ(f )k2
Así queda demostrado el lema.
Lema 5. Si f 2 L2 entonces
kA(Q(f ))k1  b1kQ(f )k: (2.5)
donde
b1 =
0BBBBBBBBBBBBBBBBB@
1X
k=1
j=0
k,j
2
(k2   j2 +)2
1CCCCCCCCCCCCCCCCCA
1=2
Demostración. Sea nuevamente f (x; t) =
1P
k=1
j=0
(akj sen(kx)sen(jt) + bkj sen(kx)cos(jt))
Por definición de A y utilizando la desigualdad de Cauchy - Schwarz se obtiene
kA1(Q(f )k1 =

1X
k,j
akj
k2   j2 + sen(kx)sen(jt) +
bkj
k2   j2 + sen(kx)cos(jt)


1X
k,j
 
1
(k2   j2 +)2
!1=2 0BBBBBB@ 1X
k,j
(a2kj + b
2
kj )
1CCCCCCA
1=2
= b1kQ(f )k:
con lo que se demuestra lo enunciado.
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Reescribiendo la ecuación (1) de la siguiente manera
utt  uxx +u = cRRq(x; t) + r(x; t) + g(u) (2.6)
donde R =
ma´xf2(2)1=2dk;2(2)1=2;16d4kg 0k31; 16kg
0k31
 g
k'tk1 +21=2
; K = b01=2 + b1 y d > 0 es una
constante tal que kukL4  dkuk1 y kuk  dkuk1 para todo u 2 H1 (la existencia de d > 0, se
sigue del hecho que los encajes H1 ! L4 y H1 ! L2 son continuos y aplicando el teorema
de Rellich - Kondrachov al ser p = n = 2, H1 =W 1;2(
)  L2(
) para todo q 2 [1;+1), en
particular cuando q = 4).
Sea w = Ruc y  =
R
c . Entonces reemplazando en la ecuación (2.6) se tiene
utt  uxx +u = cRRq(x; t) + r(x; t) + g(u)w


tt
 
w


xx
+
w


=
1

Rq(x; t) + r(x; t) + g
w


wtt  wxx +w = Rq(x; t) + 
 
r(x; t) + g
w

!
: (2.7)
Inductivamente definiendo w0 = 0, w1 como una solución al problema
(w1)tt   (w1)xx +w1 = (r(x; t) + g
R'


;
w1(0; t) = w1(;t) = 0; w1(x; t) = w1(x; t +2);
(2.8)
donde ' ya es conocida como solución a la ecuación (3) y wn+1 como la solución a
(wn+1)tt   (wn+1)xx +wn+1 = 

r(x; t) + g
R' +wn


;
wn+1(0; t) = wn+1(;t) = 0; wn+1(x; t) = wn+1(x; t +2);
(2.9)
Nótese que en (2.8) al escribir w1 = v1 + z1, con v1 2N y z1 2N? resulta
z1 = A1
 
Q



r(x; t) + g
r'

!
También de (2.9), al escribir wn+1 = vn+1 + zn+1, donde vn+1 2N , zn+1 2N? se obtiene
zn+1 = A1 (Q((r(x; t) + g(r' +wn))))
Se supondrá por simplicidad que  > 0, y c > 0. El caso  < 0 o c < 0 requiere solo unas
obvias modificaciones.
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Lema 6. Si v 2N \H1 entonces
kvtk = kvxk
Demostración. Escribiendo v(x; t) en su expansión trigonométrica como antes y usando la
identidad de Parseval
kvtk2 = 
2
2
1X
k=1
k2(2k + 
2
k )
=
"


1X
k=1
k(k cos(kx)sen(jt) + k cos(kx)cos(kt))
2dxdt
= kvxk2
Lema 7. Sea fwngn definida como en (2.8) y (2.9). Bajo las hipótesis del Teorema Principal 7,
(ver Capítulo 3), existe 1 > 0 tal que si  2 (0;1) entonces para todo n = 1;2;3; : : : se tiene
kwnk1 + kwnk1  1 (2.10)
Demostración. Ya que para toda característica  , mf(x; t) 2  : j'(x; t)j < g ! 0 si  ! 0
uniformemente en  entonces existe 0 > 0 tal que si 0 <  < 0 entonces
mf(x; t) 2  : j'(x; t)j < g <
 

(32R(kg 0k1 +1)(k'tk1 +21=2)
!2
(2.11)
para toda característica  .
Por (4) existe L  0 tal que para todo u 2 R
jg(u)j  juj
64KR(k'k1 +1) +L (2.12)
y existeM > 0 tal que si juj >M entonces
jg 0(u)j  
642R(k'tk1 +21=2)
: (2.13)
Definiendo 1 por
1 =mı´n
(
1
32(M + (L+1)K +Kkrk) ;

32(krtk+1) ;
R0
M
)
: (2.14)
Se demuestra (2.10) por inducción. Primero se observa que
24
gR' 
2 ="



g
R'

2
 2
"


L2 +
2
!



R
'
2
(64KR(k'k1 +1))2
 2L2
Z 2
0
Z 
0
dxdt +
2

R
'
2
[22]
(64KR(k'k1 +1))2
 2L2(22) +
 2R'
64KR(k'k1 +1)
!2
 42L2 +
 1
32K
2
(2.15)
Escribiendow1 = v1+z1 con v1 2N y z1 2N?. De (2.4), (2.5) y (2.7) se tiene que si  2 (0;1)
entonces
kz1k1 + kz1k1 = A1
0BBBB@Q0BBBB@K krk+ gr' 
!1CCCCA1CCCCA  14 (2.16)
Proyectando (2.8) en N , diferenciando con respecto a t, multiplicando por (v1)t e
integrando sobre
 se tiene

"


((v1)t)
2dxdt = 
"



P

r + g
R'


t
(v1)tdxdt
= 
"



r + g
R'


t
(v1)tdxdt
= 
"


rt(v1)t +
"



g 0
R'


(R't)(v1)t
 
"


rt(v1)t
+ "



g 0
R'


(R't)(v1)t

 krtk:k(v1)tk+Rk'tk1k(v1)tk
 "



g 0
R'

2!1=2
:
Por tanto
k(v1)tk 
krtk:k(v1)tk+Rk'tk1k(v1)tk
!



g 0

R'

21=2

:
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Para estimar
!



g 0

R'

2
se define s = f(x; t) : jR'(x; t)j  Mg y c = 
   s . Ya que
M
R < 0 se tiene
m(s) <
2
(32R(kg 0k1 +1)(k'tk1 +21=2))2
(ver (2.11) y (2.14)); entonces
 "



g 0
R'

2!1=2
=
""
s

g 0
R'

2
+
"
c

g 0
R'

2#1=2

" kg 0k21m(s) + 222
(642R(k'tk1 +21=2))2
#1=2

"
22
(32R(k'k1 +21=2)2)
#1=2
 
16R(k'tk1 +21=2)
Por consiguiente si  2 (0;1) entonces k(v1)tk  18 . Ya que kvtk = kvxk para todo v 2N \H1,
se tiene kv1k1  14 . Porque de (2.2) se tiene
jv1(x; t)j =

tZ
0
(v1)t(x;s)ds
 
0BBBBBBB@
tZ
0
((v1)t)
2(x;s)ds
1CCCCCCCA
1=2 0BBBBBBB@
tZ
0
ds
1CCCCCCCA
1=2
 (2)1=2k(v1)tk
 (2)
1=2
8
 1
3
Asi mismo,
kv1k1 + kv1k1  712 (2.17)
Combinando (2.16) y (2.17) resulta
kw1k1 + kw1k1  1
Supóngase ahora que kwnk1 + kwnk1  1. Escribiendo wn+1 = vn+1 + zn+1 con vn+1 2 N y
zn+1 2N?. Nuevamente de (2.4), (2.5) y (2.7) se tiene
kzn+1k1 + kzn+1k1  K
 
krk+
gR' +wn 
!
:
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En orden de estimación
gR' +wn  se observa que
"



g
R' +wn

2

2
!


L2 +2
!



R'+wn)

2
(64RK(k'k1 +1))2
 42L2 +
82

Rk'k1+1
64RK(k'k1+1)
2
2
:
Por tanto si  2 (0;1) entonces
kzn+1k1 + kzn+1k1  14 (2.18)
Ahora proyectando (2.9) en N , diferenciando con respecto a t, multiplicando por (vn+1)t
e integrando sobre
 resulta

"


((vn+1)t)
2 = 
 "


(rt)(vn+1)t +
"


g 0
R' +wn

 (R' +w)n


t
(vn+1)t
!
 krtk:k(vn+1)tk+ (2Rk'tk1 +21=2)
""



g 0
R' +wn

2
((vn+1)t)
2
#1=2
:
(2.19)
Considerando ahora
I =
"



g 0
R' +wn

2
((vn+1)t)
2
=
Z 2
0
Z 
0

g 0
R' +wn

2
((vn+1)t)
2dxdt:
(2.20)
Sin pérdida de generalidad se asume que vn+1 = h(x   t) o (vn+1)t =  h0(x   t). Porque la
integral en (2.20) es de periodo 2 en t y se tiene
I =
Z 
0
Z 2+x
x

g 0
 (R' +wn)(x; t)

2
(h0(x   t))2dtdx:
Por definición  = x,  =  x + t,  = f(s; s + ) : s 2 [0;]g y A = f(x; t) 2 
 : jR'(x; t)j 
M +1g se tiene
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I =
Z 2
0
Z 
0

g 0
R'(; + ) +wn(; + )

2
(h0( ))2dd
=
Z 2
0
(h0( ))2
 Z 
0

g 0
R'(; + ) +wn(; + )

2
d

d
=
Z 2
0
(h0( ))2
"Z
\A

g 0
R'(; + ) +wn(; + )

2
d
+
Z
 (\A)

g 0
R'(; + ) +wn(; + )

2#
d
 k(vn+1)tk2
kg 0k1
(32(kg 0k1+1))2 + (
1=2
642 )
2
(2R(k'tk1 +21=2))2
:
(2.21)
Por consiguiente si  2 (0;1) entonces
k(vn+1)tk  18 :
Imitando el argumento en (2.17) se tiene
kvn+1k1 + kvn+1k1  712 : (2.22)
Combinando (2.18) y (2.22) se tiene
kwn+1k1 + kwn+1k1  1;
lo cual prueba el lema
Lema 8. Si fang es una sucesión de números reales no negativos tal que
an+1  (an + an 1); n = 2;3;4 : : :
entonces
an+1  cn+1k [n=2]
donde k = ma´xfa1; a2g y cn es el n-ésimo número de la sucesión de Fibonacci definida por
cn+1 = cn + cn 1, c2 = 2 y c1 = 0 y [x] denota el mayor entero menor o igual a x.
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Demostración. El lema se prueba por inducción. Para n = 2 se tiene
a3  (a2 + a1)
 2k
= (c2 + c1)k
= c3k
[2=2]
Suponiendo que
an  cnk [(n 1)=2]
Si n es par se tiene
an+1  (an + an 1)
 (cnk [(n 1)=2] + cn 1k [(n 2)=2])
Como n es par entonces n  1 es impar y por lo tanto [n 12 ] es n 22
 k(cn (n 2)=2 + cn 1 (n 2)=2)
 (cn + cn 1)kn=2 = (cn + cn 1)k [n=2]
De manera similar si n es impar se tiene
an+1  (an + an 1)
 (cnk [(n 1)=2] + cn 1k [(n 2)=2])
 (cnk (n 1)=2 + cn 1k (n 3)=2)
 cnk (n+1)=2 + cn 1k (n 1)=2
= (cn + cn 1)k [n=2]
En particular la serie
P
an converge si  es pequeño, esto es cierto por el criterio de la
razón y el teorema de intersección de Cantor [1].
CAPÍTULO3
Existencia de solución débil
“La matemática es el trabajo del espíritu humano que está
destinado tanto a estudiar como a conocer, tanto a buscar la verdad como a encontrarla”.
Evariste Galois.
Las herramientas suministradas en los capítulos anteriores permitirán demostrar el
teorema principal, cuyo enunciado es:
Teorema 7 (Teorema Principal). Si (P (r))t 2 L2, 't 2 L1, y la medida dada por mf(x; t) 2
 ; j'(x; t)j < g ! 0; con ! 0 se tienen, entonces existe c0 tal que para jcj > c0 el problema
(1) - (3) tiene una solución débil u 2H1 \L1 [6].
Es importante resaltar que ' es una solución al problema
'tt  'xx +' = q(x; t); (x; t) 2 [0;] [0;2];
'(0; t) = '(;t) = 0; '(x; t) = '(x; t +2)
Y que la medida es uniformemente en  , donde  es cualquier característica de operador
de D’Alambert, en este caso las curvas de la forma x+ ct = , y x   ct = .
Por ejemplo, una de tales funciones que cumple con lo anterior es senkx.
Demostración. Para n = 1;2;3; : : : se escribe wn = vn + zn donde vn 2 N y zn 2 N?. Sea n > 2
Desde el teorema de encajes de Sobolev, (2.4) y (2.5) se tiene
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kzn+1 znk2  d2kzn+1   znk21  (dK)2
"



g
R' +wn


  g
R' +wn 1

2
= (dK)2
"


g 0
R' + 

2
(wn 1  wn)2
 2(dK)2
""


g 0
R' + 

2
(vn   vn 1)2 +
"


g 0
R' + 

2
(zn   zn  1)2
# (3.1)
donde  2 [wn(x; t);wn 1(x; t)][ [wn 1(x; t);wn(x; t)]. Desde que vn y vn 1 2 N , imitando el
argumento en (2.20) - (2.21) se observa que
"
A

g 0
R' + 

2
(vn   vn 1)2

 (kvn   vn 1k)
2
(32R(k'tk1 +21=2))2
:
Así
2(dK)2
"



g 0
R' + 

2
(vn   vn 1)2
 2(dK)2
266664"
A

g 0
R' + 

2
(vn   vn 1)2 +
"

 A

g 0
R' + 

2
(vn   vn 1)2
377775
 2(dK)2
" 
32R(k'tk1 +21=2)
2
+
 
64R(k'tk1 +21=2)
2#
kvn   vn 1k2
 2(dK)2
 
16R(k'tk1 +21=2)
2
kvn   vn 1k2:
(3.2)
donde se utiliza el hecho que
R'+  > M para (x; t) 2
 A (ver (2.13). Por otra parte se
tiene
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2(dK)2
"



g 0
R' + 

2
(zn   zn 1)2
 2(dK)2
266664"
A

g 0
R' + 

2
(zn   zn 1)2 +
"

 A

g 0
R' + 

2
(zn   zn 1)2
377775
 2(dK)2
266664kg 0k21"
A
(zn   zn 1)2 + 
2kzn   zn 1k2
(642R(k'tk1 +21=2))2
377775
 2(dK)2
"
kg 0k21
"


(A (zn   zn 1)2 +
2kzn   zn 1k2
(642R(k'tk1 +21=2))2
#
 2(dK)2
"
kg 0k21
 "


((A )
2
!1=2 "


(zn   zn 1)4
!1=2
+
2kzn   zn 1k2
(642R(k'tk1 +21=2))2
#
 2(dK)
2[kg 0k21d2kzn   zn 1k2
32R(kg 0k1 +1)(k'tk1 +21=2)
+
2kzn   zn 1k2
(642R(k'tk1 +21=2))2
;
(3.3)
donde utilizando el teorema de encaje de Sobolev (ver [A]) kzn   zn 1kL4  dkzn   zn 1k1.
También porque g 0 es cerrado,g' +wn   g' +wn 1   kg 0k1kwn 1  wn 2k1:
Así, (3.2) y (3.3) se tiene
2(dK)2
"



g 0
R' + 

2
(zn   zn 1)2
 2(dK)2 kg
0k41(dK)2kwn 1  wn 2k2
32R(kg 0k1 +1)(k'tk1 +21=2)
 2(dK)2
"kg 0 j31(dK)2kwn 1  wn 2k2
32R(k'tk1 +21=2)
+ (
2
(64(k'tk1 +21=2))2
kzn   zn 1k2
#
:
(3.4)
Combinando (3.2) y (3.4) se tiene
kzn+1   znk  21=2dKkwn  wn 1k
+21=2(dK)2kg 0k3=21 kwn 1  wn 2k 
 
32R(k'tk1 +21=2)
1=2
: (3.5)
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También
2kvn+1   vnk2 
"



g 0
' + 

2
(wn  wn 1)2

"



g 0
' + 

2
[(vn   vn 1)2 + (zn   zn 1)2]:
Usando ahora (3.2) y (3.4) se tiene
2kvn+1   vnk2  2
 
16R(k'tk1 +21=2)
2
kvn   vn 1k2
+2
"kg 0k31(dK)2kwn 1  wn 2k2
32R(k'tk1 +21=2
+
 kzn   zn 1k
64R('tk1 +21=2)
2#
:
Por consiguiente
kvn+1   vnk  2
1=2kwn  wn 1k
8R(k'tk1 +21=2)
+
21=2kg 0k3=21 kwn 1  wn 2k
(32R(k'tk1 +21=2))1=2
: (3.6)
Combinando (3.5) y (3.6) y usando la definición de R se tiene
kwn+1  wnk  kwn  wn 1k+ kwn 1  wn 2k8 :
Así por el Lema 8 se tiene
kwn+1  wnk  k2n
1
8
[n=2]
; n = 2;3;4; : : :
Por lo tanto
1P
n=3
kwn  wn 1k converge.
En consecuencia la sucesión
fwn = (wn  wn 1) + (wn 1  wn 2) + : : :+ (w2  w1) + (w1  w0)g
converge en L2 para algún w 2 L2. Ya que fwng es acotado en H1 \L1, se observa también
que w pertenece a H1\L1. Por consiguiente por (2.9) se tiene que w+R' es una solución
a (2) - (3), (2.7) . Así u = c(w+R') es una solución a (1) -(3) lo cual prueba el teorema.
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