Slippery roads, especially during and after a heavy snow fall, may lead to accidents causing injuries and fatalities to vulnerable person such as the aged. In this context, it is important to keep pedestrian aware of sidewalk condition. This paper aims at proposing detection of several sidewalk conditions under different environment circumstance. At the front end, image and video processing is performed to separate background and foreground images. Background image features are extracted using several texture feature generators. In this study, factor analysis methods are employed to examine the pattern of correlations among variables, and to reduce data dimensionality. Finally, Artificial Neural Network is employed to discriminate sidewalk surface condition, i.e., dry, wet, or snow.
Introduction
During winter, when snow falls, people face hazardous walking conditions higher than other seasons. Staying safe on snow and ice is a challenge for drivers and pedestrians. However, pedestrians are particularly vulnerable when walking near vehicles on slippery surfaces. While pedestrian walks and drops on the street, the risk will increase for people who have limited physical abilities, e.g. the aged. Accidental falls for the aged are actually a serious problem for a couple of reasons. First, it frequently results in an injury that immobilizes them in bed for an extended period of time. Second, the aged have frequently other health problems like osteoporosis and other kinds of degenerative bone problems that can make them more prone to fractures when they do fall. Although the probability of injury is less, this accident could also happen to other age groups of pedestrian, i.e., adults or children. Considering such kind of condition, detection of hazardous sidewalk conditions needs to be developed.
In recent years, the development and application of Intelligent Transportation System (ITS) technologies have primarily focused on motor vehicle safety and mobility. However, current developments in ITS technologies offer the potential of improving pedestrian safety and access by addressing specific problems associated with crossing the street. For example:
Pavement lighting technologies to increase lighting.
The microwave and infrared pedestrian detector providing the capability to automatically detect the presence of pedestrians in either the targeted curbside area or within the crosswalk.
One of the keys to improving the pedestrian environment through the use of ITS technologies is making the public and those responsible for employing such devices aware of the capabilities and requirements for using such technology [1] . Currently, sensor based vision systems are widely used in traffic areas. There are many surveillance applications using sensor based vision systems. Most of them are performed for moving object detection like pedestrian, vehicle, etc. Thus, extracting static image like sidewalks, will give additional information for pedestrian safety.
Extracting some features of background image might be employed to pursue detection of several sidewalk surface conditions. However, the use of image features alone has some limitations in determining the sidewalk surface conditions. For instance, the variation of light intensity of the sun which changes over a wide dynamic range from morning till evening may cause misinterpretation. To make sidewalks surface condition discrimination reliable, the use of readily available additional information is necessary.
This paper aims at proposing a conceptual cognitive framework to discriminate surface conditions of sidewalks, which are informative to pedestrian safety, based on collective weather information and image features from sidewalk surveillance cameras. The first step is separating the foreground and the background images by using Vol.11 No. 5, 2007 Journal of Advanced Computational Intelligence 1 and Intelligent Informatics image and video processing. Foreground and background images represent pedestrian and sidewalks images, respectively as shown in Fig. 1 . Further, sidewalk images will be processed and the features will be extracted from its several texture. However, it is insufficient to detect sidewalk condition only based on image features. It is believed that several meteorological information, e.g., temperature and weather conditions, could affect image understanding. This study proposes the use of Factor Analysis to examine influential environment information and image features towards sidewalk condition, and then to evaluate the patterns of observed variables, with the goal of discovering something about the nature of the independent variables that affect them. In classification processing, Artificial Neural Network with a back propagation learning algorithm is employed to discriminate several sidewalk conditions under various environment conditions.
Image Processing

Image Segmentation
Segmentation of moving objects in image sequences is a fundamental step in surveillance application. Background subtraction method is one of well-known methods among the others. This method involves calculating the reference image, subtracting each new frame from the reference image, thresholding the result and updating the reference image. In this paper, adaptive mixture Gaussian method proposed by Stauffer et al., was adopted to separate foreground and background images [2] . They introduced a method to model each background pixel by a mixture of K Gaussian distributions. The probability of observing current intensity or pixel value X t of n dimensions at time t is
where ω k t is an estimate of the weight parameter of the k-th Gaussian in the mixture at time t. η is a Gaussian distribution of k-th component in n dimensions represented by
where μ k t is the mean and Σ k t σ 2 k I is the covariance of k-th Gaussian component at time t. Beforehand the unknown parameters, i.e., ω k , μ k , and Σ k need to be estimated from the observation of X t by expectation maximization (EM) algorithm [5] .
The background model is built by arranging K distributions using criterion ω k AE σ k which is proportional to the peak amplitude of the weighted distribution. This value increases both as a distribution gains more evidence and as the variance decreases. After re-estimating the parameters of the mixture, it is sufficient to embed the matched distribution into the most probable background distribution, because only for the matched models relative value will be changed. This ordering of the model is effectively performed as the most likely background distribution remains on top and the less probable transient background distributions gravitate towards the bottom and are eventually replaced by new distributions [2] . A distribution is deemed to be background with higher probability (lower subscript k) if it occurs frequently (high ω k ) and does not vary much (low σ k ).
The parameters of distribution which matches that pixel value are updated as follows:
where:
if ω k is the first match Gaussian component otherwise
where α is the learning rate. Then the first B distributions are chosen as the background model, where
The threshold λ is a measure of the minimum portion of the data that should be accounted for by the background. Further, the background subtraction is performed by marking a pixel as foreground if the pixel takes the value outside of [ standard deviations, i.e. 2.5σ k ) for the k-th background model distribution.
Background Image Processing
Current conventional research in surveillance applications is mainly focusing on foreground image processing rather than background image processing. Extracting background image is another challenging problem in surveillance application, like pedestrian support system. This involves extracting relevant visual environment information, such as, snowfall, sunshine, precipitation, day of time, etc., and then representing that information, and finally interpreting that information for the purpose of recognition and learning based on human knowledge. The result of processing gives additional information, e.g., sidewalk condition.
In some papers, various methods were proposed to detect road condition. Yamada et al. reported a method that uses the difference between horizontal and vertical polarization of reflected light from road by using two TV cameras provided with polarization filter [3] . Other researchers, Kuno et al., proposed detection of road condition by using absolute difference between observed and average luminance signal [4] . Those papers aimed in discriminating wet-dry road conditions based on image features.
A sidewalk image has different intensity levels or brightness depending on the sidewalk condition. Pixel intensity in a wet surface will show less brightness than in a snow surface, as illustrated in Fig. 2 . By understanding such kind of phenomenon; it is assumed that each pixel can be modeled as mixture distribution function, as shown in Fig. 3 . These distributions are subscripted to emphasize that they differ from pixel to pixel. By using that assumption, the distribution of values i x y at a pixel x y is the weighted sum α of two distributions, i.e., wet distribution p w´ix y µ and snow distribution p s´ix y µ:
Thus, the EM (Expectation-Maximization) algorithm is performed to estimate parameters of an underlying distribution from a given data set [5] . Those parameters are used to calculate average absolute deviation (ν), first type features extraction and second type features extraction of image data from each distribution. Average absolute deviation is defined as
where m is the size of column matrix, n is the size of the row matrix, μ k is the mean of the k-th distribution.
Image Texture Extraction
The image features are extracted inside the main square, which is divided into nine sub-squares as shown in Fig. 4 . From total extracted sub-square areas of each frame, three diagonal squares are used as training data; others are used as evaluation data for the neural network.
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In this study, several feature generators are employed to get effectiveness and better performance in discrimination processing.
First Type Texture Extraction
As shown in Fig. 2 , the sidewalk in snow, wet or dry condition can be taken as image textures. The texture can describe an image as fine or coarse, smooth or irregular, homogenous or inhomogeneous, and so forth. The texture of an image region is determined by the way the gray levels are distributed over the pixel in that region, i.e., image intensity histogram [6] . The histogram of a digital image with L total possible intensity levels in the range 0 G is defined as the discrete function: (10) where r l is the l-th gray intensity level in the interval 0 G and n l is the number of pixels in the image whose intensity level is r l . The image intensity distribution is obtained by dividing all elements of h´r l µ by the total number of pixels N in the image, which is defined by:
Then, using Eq. (8) the two component distributions p 1´rl µ and p 2´rl µ are estimated so that p´r l µ approximately matches with a weighted sum of the component distributions, i.e.,:
Further, the following quantities are calculated:
where μ k is the mean of k-th distribution. Used central moments are Φ k 2 and Φ k 4 . Φ k 2 is the variance which is a measure of the histogram spread or coarseness of texture. Φ k 4 is known as the kurtosis, which is a measure of the histogram sharpness. The entropy is a measure of histogram uniformity. The closer to uniform distribution is the higher entropy value. Four features, i.e. mean, covariance, kurtosis and entropy
¡ , are extracted for the two model distributions as shown in Fig. 3. 
Second Type Texture Extraction
Extracted features related to sidewalk condition, are measured by calculating the directionality of texture. The directionality of texture is extracted as the featurequantity using co-occurrence matrix. Co-occurrence matrix indicates how many times a pair of gray levels occurs in some designated spatial relationship [6] . Calculating co-occurrence matrix involves two parameters, i.e. relative distance (d) among the pixels, and their orientation (Θ). The orientation (Θ) is normally quantized in four directions, i.e., horizontal, diagonal, vertical and anti-diagonal, and for each combination of d and Θ the co-occurrence matrix is defined as:
where i j are gray values, and I r c is gray value of a pixel at row r and column c and ** stands for the cardinality of a set ** .
In practice, co-occurrence matrices are not directly useful for further analysis. Instead, numeric features are computed from the co-occurrence matrix, and define the corresponding features related to sidewalk condition. In this study, co-occurrence matrices are constructed in one direction and one apart from neighbour (d 1), then two measured texture features are computed, i.e., energy and contrast from co-occurrence matrix. These measured equations are shown as:
Energy is a measure of the smoothness of the image. The less smooth the region is, the more uniform the S Θ i j distribution is and the lower the Energy is. Contrast is a measure of local gray level variations. Indeed, Contrast takes high values for images of high contrast. Practically the given pixel intensity I r c is decomposed into two intensities I 1 r c and I 2 r c with weights α 1 and α 2 under the mixture distribution model by Eq. (8) . Then four features, i.e., mean absolute deviation, covariance, energy and contrast´ν k Σ k W k L k , k 1 2µ are extracted for the two model distributions.
Meteorological Features
However, it is difficult to use image data alone to discriminate sidewalk in various conditions because the meteorological changes in real situation, e.g., the position of sun moves along the azimuth from time to time in one day, this causes the reflected light from the road surface is changing, and as a direct impact, distribution of pixel intensity also shifts to the left or to the right side along the intensity-axis, etc. In this research, the result of the background image and the meteorological information are utilized to detect sidewalk condition. There are several issues that need to be addressed before detection of sidewalks condition is performed from background image. Temperature is the one of the most important factors in the change of road condition, as reported by Yamada et al. [7] besides extraction of image itself.
Based on human knowledge, the changing of meteorological indication has a direct impact to image quality. For example, during a cloudy day, the reflected light from the road surface will give dimmer pixels. The road surface temperature and time also give information about seasons/climate in that area. For example, during summer, autumn or spring, road surface is not covered by snow. Or the position of sun in daytime will make the road surface brighter than during evening or morning. Such kind of natural phenomenon information in addition to image information will be aggregated to estimate sidewalk condition. This study utilizes weather data from Japan Meteorological Agency (JMA) website as additional information for sidewalk detection. Several meteorological information, i.e., snowfall, sunshine, precipitation, temperature and daytime is extracted as environment features and then they are analyzed using Factor Analysis together with image texture features.
Discrimination Method
Factor Analysis
Factor Analysis is a technique used to examine how underlying constructs influence the responses on a number of measured variables. Factor analyses are performed by examining the pattern of correlations between the observed measures. Measures that are highly correlated (either positively or negatively) are likely influenced by the same factors, while those that are relatively uncorrelated are likely influenced by different factors. The inferred independent variables are called common factors [8] . The object of factor analysis is to represent each of these variables as a linear combination of a smaller set of common factors plus a factor unique to each of response variables. The representation of equation is defined as
where the following assumptions are defined as:
x k is the k-th variable, k 1 2 p p is the number of variables m is the number of common factors F j is the j-th common factor score l k j is factors loading of the j-th factor to the k-th variable e k is the k-th unique factor score.
Thus, each of these response variables is composed of a part due to the common factors and a part due to its own unique factors. The part due to the common factors is assumed to be linear combination of these factors. Unique factors express the individual variation on each test score.
Factor Analysis could also be used for reducing the dimensionality of the problems, i.e., reduce the number of variables without losing much of the information. This objective can be achieved by choosing to analyze only the first few common factors. The number of common factor is, ideally, known prior to the analysis. In practical use, the number common factor required is based on the Kaiser criterion, i.e., a number of factors equal to the number of the Eigen values of the correlation matrix that are greater than one [9] . In this study, the number of components selected is determined by examining the proportion of total variance explained by each factor.
As shown in Table 1 , three kinds of variable sets, i.e., the image texture features with and without meteorological information, and only the meteorological information were employed for factor analysis. First, the extracted variables of two types, i.e., four features of first and second type texture extraction of each distribution were initially set by Iterated Principal Factor Analysis independently, and estimated the prior communality by Maximum Likelihood method to equalize rates of factor convergences. The data was analyzed by repeatedly arranging combinations of Varimax factor rotation and attained solutions comprising a group of factors yielding a meaningful interpretation. Second, fifteen variables that consist of four features generated by first and second type texture features extraction from each distribution and seven meteorological features were processed as the first step. Finally, only meteorological information was utilized for factor analysis. Afterwards, the new variables, which were transformed as factor scores by Factor Analysis, were used as input for classification processing.
Artificial Neural Network
Factor Analysis is a technique for finding patterns in data of high dimension, but in many cases not optimized for class separability. Pattern recognition can be viewed as a nonlinear mapping process that maps an input features vector to output class membership space. Neural Network with a back propagation learning algorithm is well known as a supervised classifier method and suitable for building adaptive pattern recognition system [10] . Mapping function of a neuron in a network can be written as
where y is the output, f a is activation function, w i is weight of input x i and b is a bias term. In order to determine the mapping function, first, the network needs to be trained by using sample data. Learning via backpropagation involves the presentation of pairs of input and output vectors. Activation functions for the hidden units are required to introduce nonlinearity into the network. The nonlinearity, i.e., the capability to represent nonlinear functions makes multilayer networks robust [11] . By employing back-propagation learning, the activation function must be differentiable. Among several activation functions of Neural Networks, this study uses sigmoid function as activation function for hidden layers. The advantages of sigmoid functions are easier to train than threshold units, because of better smoothing function in specific range input-output and have upper-lower bound.
With sigmoid function, a small change in the weights will usually produce a change in the outputs, which makes it possible to tell whether that change in the weights is good or not. The selection of an activation function of the output units should suit with the distribution of the target values. In this study, the identity or linear activation functions are employed. In this work, Neural Network Toolbox of MATLAB was employed to make use of neural network for pattern recognition. The networks were built by three layers for employing image features only or meteorological information only, and four layers for combination of image features and meteorological information. The activation function used was tangent-sigmoid for the neurons of the input layer and hidden layers. Linear activation function was employed for the neurons of the output layer.
The epoch and the learning rate were set to 10,000 and 0.05, respectively. The weights were initialized arbitrarily. Further, the network was trained by resilient backpropagation algorithm until the error between the desired and the actual outputs below than the threshold value or until the maximum epoch was reach. Once the weights have been determined, the network can be used as a classifier. The network structure was built based on the experiment by testing several networks model and the designed layers were confirmed as the effective network structure for this problem.
The Experiment and Result
This experiment is an attempt to find the relationship between meteorological information and image features towards discrimination of sidewalk surface conditions by employing Factor Analysis. Additionally, discrimination of sidewalk surface is also performed by Artificial Neural Network. The meteorological information is accessed from Japan Meteorological Agency website [12] . The meteorological information consists of temperature, time, precipitation, sunshine, and snowfall. Each variable of meteorological information is used directly as input variables in discrimination process, with the exception of precipitation and time variables. Precipitation variable is decomposed into three variables, i.e., precipitation at t minus two hour, precipitation at t minus one hour, and precipitation at current t. Time variables are categorized into four categories before it is used in the discrimination process.
The sidewalk images were captured from several conditions at Nagaoka -Japan for several days in two months, i.e. 4 days in February, and 6 days in April. The images data were gathered every 15 minute. It was started from 6.00 a.m. until 6.00 p.m. in April, and at 7. The image data was analyzed by first and second type texture feature generators and produced four texture features for each distribution. Then all the image features were examined independently by Factor Analysis to find influential underlying factor among variables. The combination of the image features and meteorological information were also performed to show the effectiveness of information fusion. Based on the experiment; in descending order of contribution rate, there are four underlying factors by utilizing first type texture generators, and there were four underlying factors obtained by using the second type texture generator as shown in Table 2 . Table 3 shows the results of factor analysis using only image texture features without meteorological information. There are two variables that represent all the underlying factor of first type texture generator as shown in Table 3 (a). Covariance and Kurtosis of each distribution are the most affected variables by the first and the second factor, while entropy and mean are influenced variables by the third and the fourth factor. In Table 3 (b), two variables, i.e., Contrast of each distribution, are the most influenced variables by the first factor, while the others factor affect to one variable. Table 4 shows the results of factor analysis which utilizing image features and meteorological information. There are eight underlying factors obtained by using the first type texture extraction. There are two items that represent factor one, factor two, factor three, factor four and factor seven; four items for factor five; and one item for factor six as shown in Table 5 (a). The extracted data which is generated by the first type texture features, shows that snowfall and temperature are the most affected variables by the first factor; covariance and kurtosis of distribution one and of distribution two are the most influenced variables by factors two and three, respectively; entropy is the most affected variables by factor four. Based on that result, it is concluded that factors two, three, four and seven are related to image texture. Factors one and five are connected to environment condition, i.e. weather; while factor six represents degree of underlying sunlight at that time.
There are eight factors obtained using second type tex- ture extraction as shown in Table 4 . There are two items that represent factor one, factor three, factor four, and factor five; four items for factor two; and one item for factor six, for factor seven and for factor eight as shown in Table 5(b). The extracted data, which is generated by second type texture features, shows that the temperature and snowfall are the variables highly influenced by the first factor. Precipitation is the higher variable influenced by factor two. Contrast gives higher contribution value in factor three. Based on that table, it is hypothesized that factors three, four, five, seven and eight are related to image texture. Factors one and two are relevant to environ- ment condition, i.e. weather; while factor six represents degree of underlying sunlight at that time.
In Table 6 the results of factor analysis using meteorological information is shown. There are three variables that represent first factor, two variables that represent second factor and one variable that represent third factor. Precipitations are the most influenced variables by the first factor, Temperature and Snowfall are variables affected by the second factor, while Time is variables influenced by the third factor, as shown in Table 7 .
Furthermore, the neural networks were constructed with three layers for the input set derived from the image texture features only or for the input set derived from the meteorological information only. The networks were built with four layers for the input set derived from the image texture features and the meteorological information. The input layer is fully connected to input data, i.e., fac- tor scores obtained by Factor Analysis. The output layer consists of three output neurons which represent sidewalk conditions. Then, the input variables were normalized by mean and standard deviation for preparing the inputs of Neural Networks. The total training data used were obtained from 1290 square areas and the total evaluation data used were obtained from 2580 square areas which were extracted from 430 images. The result of the classification is shown in Tables 8-10 .
In Tables 8(a) and 10, the identification results which were performed by trained network are shown with medium discriminated accuracy for all conditions, while the results in Table 9 (a) show highly discriminated accuracy for all the sidewalk surface conditions.
Concerning the evaluation results, Table 8 (b) shows the result of classifications where the data was extracted by first and second type texture generators without employing meteorological information. It shows that the results have rather low degree of accuracy. Table 9 (b) shows the result of discrimination where the data was extracted by first and second type texture generators using meteorological information. It shows that the results have a higher degree of accuracy than the features not employing meteorological information. Table 10 shows the results of the discrimination where the utilized data are the meteorological information.
The accuracy rate is the degree of agreement between the actual sidewalks condition confirmed by visual observation and the discrimination result.
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Discussion
Based on the discrimination results, image texture features, weather, and degree of underlying sunlight are recognized as the factors discriminating sidewalk condition. Image texture is a factor that reflects attributes of sidewalk surface itself, e.g., how wide or narrow the distribution of snow, wet and dry areas is. It is also a factor that represents how homogeneity the sidewalk surface is. Weather is a factor representing the condition of the atmosphere at a particular place and time, then affects road surface condition itself and the image texture. Degree of underlying sunlight is a factor representing the total spectrum of electromagnetic radiation given by the Sun which affects surface brightness at that time. The discrimination results also show that along with the variables, snowfall and temperature are the most influenced variables by the first factor as shown in Table 5 , and the first factor may be considered the highest contribution rate for discrimination of surface condition. It means that snowfall and temperature are the most important weather information closely related with the change in the sidewalk condition.
The result of classification by using Neural Network has shown rather low discrimination when employing image texture features or meteorological information only. In the case employing image texture features only it shows that the classification results of the case employing the first feature generator are higher than the case employing the second feature generator. Further the reliability of the results has increased when the meteorological information and image textures are combined in pursuing sidewalk surface detection discrimination. In these cases, both of methods for the image texture feature generators, i.e., first and second type generator, have comparable results. One reason is, the meteorological information is more dominant than the image texture features. Between the two types of proposed image texture feature generators, however, the first type feature generator may be recommended owing to complexity in processing steps from the given image data. In this experiment, six until eight factors were tested in discriminant processing by combining image textures features and meteorological information, and the results show that eight factors give higher accuracy than others.
The discrimination of wet condition shown has lower result compared to others. One of the reasons could be caused by overlapping intensity distributions between wet and dry conditions in such certain of times. For upcoming research, other conditions like icy is essential to be detected to realize pedestrian consciousness.
Based on these results, there are several issues that are needed to be improved to realize intelligent monitoring based vision system. First, method for background image processing should be further developed, where current processing of image pixel to classify different condition has some limitations. Second, the use of some discriminant analyses and non-linear classification methods are recommended to obtain better results.
Conclusion
This paper proposed several feature generators and mixture model for extraction of image texture. It was shown that the results of first and second type texture feature generators combine with meteorological information give the highly reliable results in discrimination processing. It was shown that meteorological information highly affects discrimination of sidewalk surface condition. It was verified that three sidewalk surface conditions could be well discriminated by Neural Network considering several influential factors in that area.
In the future, the possibility of soft computational approaches to set degree of risk based on sidewalk conditions and specific features of pedestrian can be generated to develop information support systems for pedestrian safety.
