Abstract. In this paper we show how to construct an efficient fat-tail measurement framework based on conditional second moments. We construct a powerful statistical goodness-of-fit test that has a direct financial interpretation and can be used to assess the impact of fat-tails on central data normality assumption. We derive asymptotic distributions for conditional trimmed mean and variance estimators, and use this to show asymptotic normality of the proposed test statistic. Using financial empirical data, we compare our framework to various statistical tests including the JarqueBera test that is based on third and fourth moments. We show that our methodology outperforms existing methods on market-stock data.
Introduction
In Jaworski and Pitera (2016) , it has been shown that for a normal random variable and a unique ratio close to 20/60/20 the conditional dispersion in the tail sets is the same as in the central set. In other words, if we split the large normal sample into three sets -one corresponding to worst 20% outcomes, one corresponding to the middle 60% outcomes, and one corresponding to best 20% outcomes -then the conditional variance on those subsets should be approximately the same.
In this paper we show that this property could be used to construct an efficient goodness-of-fit testing framework that has a direct (financial) interpretation. The impact of tail dispersion on central dispersion is a natural measure of tail heaviness and can serve as an alternative to other methods which are typically based on tail limit analysis or higher order moments; see Alexander (2009) and Jarque and Bera (1980) . In particular, in contrast to the Jarque-Bera normality test that is based on third and fourth moments, our test relies on the conditional second moments which are often easier to estimate and have a more natural interpretation, especially in the risk management context. Also, quite surprisingly, we show that 20/60/20 division leads to a very accurate market data clustering when it comes to the tail assessment performed in reference to the central set normality assumption. In fact, the good performance of our test statistic on market data (see Section 4 for details) could be linked to a popular financial stylised fact saying that typical financial asset returns can be seen as normal, but the extreme returns are more frequent and with greater magnitude than the ones resulting from the normal fit; see Cont (2001) and Sheikh and Qiao (2009) for details. This paper is organised as follows: In Section 2 we briefly recall the concept of the 20-60-20 rule, while in Section 3 we outline the construction of the test statistic and discuss its basic properties. Section 4 is devoted to a simple case-study. In Section 5, we explain in details the mathematical background and derive the asymptotic distribution of the proposed test statistic. We conclude in Section 6. For brevity, we moved the closed-form formula for the normalising constant to Appendix A.
In particular, it should be noted that Sections 2-4 are focused on the idea outline rather than technical and mathematical details. We kept those sections as high-level as possible so that they are accessible to non-expert reader. On the other hand, in Section 5 we set the mathematical framework, focus on the details, and proof all claims.
where F −1 X (α) is the α-quantile of X. It has been shown in Jaworski and Pitera (2016) that 2) for this unique 20/60/20 ratio, where σ 2 A denotes the conditional variance of X on set A.
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This specific division together with the associated set of Equalities (2.2) create a dispersion balance for the conditioned populations. This property might be linked to the statistical phenomenon known as the 20-60-20 Rule: a principle that is widely recognised by the practitioners and used e.g. for efficient management. In fact, a similar statement is true in the multivariate case: the conditional covariance matrices of multivariate normal vector are equal to each other, when the conditioning is based on the values of any linear combination of the margins, and 20/60/20 ratio is maintained; for details see Jaworski and Pitera (2016) and references therein.
Statistical test
Let us assume we have a sample from X at hand. Then, based on (2.2), we define a test statistic
whereσ 2 is the sample variance,σ 2 A is the conditional sample variance on set A (where the conditioning is based on empirical quantiles), n is the sample size, and ρ ≈ 1.8 is a fixed normalising constant; see Figure 1 for the R implementation code. We refer to Section 5 for more details.
1 In fact, this equality is true for the ratio very close to 20/60/20, i.e. for upper and lower quantiles equal to approximately 0.198. For transparency, we have decided to use the rounded numbers here; see Section 5 for details.
1 Test .N <− f u n c t i o n ( x ) { q1 <− q u a n t i l e ( x , 0 . 2 ) 3 q2 <− q u a n t i l e ( x , 0 . 8 ) n <− l e n g t h ( x )
N <− N * s q r t ( n ) / ( v ar ( x ) * 1 . 8 ) r e t u r n (N) } Figure 1 . Simplified R source code, that was used to create a function that computes test statistic N .
It is not hard to see that under the normality assumption N is a pivotal quantity. In fact, in Section 5 we show that the distribution of N is asymptotically normal; see Theorem 5.1 therein. In Figure 2 , we illustrate this by computing the Monte Carlo density of N under the normality assumption for samples of size 50, 100, and 250. Figure 2. The distribution of N under the normality assumption for n = 50, 100, 250, for strong Monte Carlo sample of size 10 000 000. The obtained empirical density (red curve) is very close to standard normal density (grey curve); the table compares empirical quantiles with theoretical normal quantiles.
Test statistic N has a clear financial interpretation: if we assume that the central part is normal then the difference between tail and central conditional variances could be seen as a measure of tail fatness, i.e. the bigger the value of N , the fatter the tails.
Our framework is a nice alternative to the standard measures of fat-tails that are based on skewness and kurtosis; see e.g. Jarque and Bera (1980) . In a nutshell, instead of estimating the third and fourth moment of the whole distribution we compare conditional second moments. This makes N very attractive from the practical point of view, as the measurement of fat-tails in reference to the normal framework is the key task in many risk measurement problems.
Before we introduce mathematical framework and study N asymptotics we present a case study that might serve as a motivational example.
Case study: market stock returns
In this section we apply the proposed framework to stock market returns. Before we do that, let us comment on the connection between the 20-60-20 Rule and financial time series. This phenomenon clarifies a popular financial stylised fact saying that average financial asset returns tend to be normal, but the extreme returns are not, i.e. the distribution of return rates has tails that are fatter than the ones resulting from the normal fit; see Cont (2001) and Sheikh and Qiao (2009) for details.
Assuming that X describes a financial asset return rates we can split the population using 20/60/20 ratio and check the behaviour of returns within each subset. If non-normal perturbations are observed only for extreme events, the 20/60/20 break might identify the regime switch and provide a good spatial clustering. The easiest way to verify this hypothesis is to take stock return samples for different periods, make the quantile-quantile plots (with standard normal as reference distribution) and check if the clustering is accurate. In Figure 3 , we present exemplary results for two major US stocks, namely GOOGL and AAPL, and two major stock indices, namely S&P500 and DAX; we took time-series of length 250 for different times intervals ranging in the period from 10/2015 to 01/2018.
The results indicate that this division is surprisingly accurate: a very good normal fit is observed in the M set (middle 60% of observations), while the fit in the tail sets L and R (bottom and top 20% of observations) sets is bad. By taking different sample sizes, different time-horizons, and different stocks we can confirm that this property is systematic, i.e. the results are almost always similar to the ones presented in Figure 3 .
Due to authors best knowledge, this statistical property was not discussed in the literature before; in the following the claim is backed with additional statistical arguments based on test statistic N . While the presence of fat-tails in asset return distributions is a well known fact in the financial world, it is quite surprising to note that the non-normal behaviour could be observed for approximately 40% of the data.
Test statistic N can be used to formally quantify this phenomenon and to measure tail heaviness: the bigger the conditional standard deviation in the tails (in reference to the central part) the fatter the tails.
In the following, we focus on assessing the performance of test statistic N on market data. We perform a simple empirical study and take returns of all stocks listed in S&P500 index on 16.06.2018 that have full historical data in the period from 01.2000 to 05.2018. This way we get full data (4610 daily adjusted close price returns) for 381 stocks. Next, for a given sample size n ∈ {50, 100, 250} we split the returns into disjoint sets of length n, and for each subset we compare the value of N with the corresponding empirical quantiles presented in Figure 2 .
To assess test performance, we compare the results with other benchmark normality tests: Jarque-Bera test, Anderson-Darling test, and Shapiro-Wilk test; see Thode (2002) for a comprehensive overview of normality tests and other possible choices. While the non-normality of returns is a well known fact, and all testing frameworks should show good performance, we want to check if our framework leads to some new interesting results. We check the normality hypothesis at confidence level α ∈ {1.0%, 2.5%, 5.0%} and compute three supplementary metrics that are used for performance assessment: -Statistic T gives the total rejection ratio of a given test at confidence level α, i.e. it tells for what proportion of all subsets the normality assumption was rejected. -Statistic U gives the unique rejection ratio of a given test at confidence level α, i.e. it tells for what proportion of all subsets the normality assumption was rejected only by a given test (among all four tests). -Statistic A gives the acceptance ratio of a given test at confidence level α, i.e. it tells for what proportion of all subsets the normality assumption was not rejected by any tests if it was not rejected by a given test.
The combined results for all values of n and α are presented in Table 1 .
One can see that statistic N performs quite well, especially for α = 5% where it gives best results for all choices of n. Surprisingly, our testing framework allows to detect non-normal behaviour in cases when other tests fail: the outcomes of measure U are material in all cases. For example, for n = 50 and α = 5%, our test rejected normality for 5.9% of samples where all other tests did not -this corresponds to almost 13% of all rejected samples. The results are especially striking for n = 250, where the normality assumption was rejected in almost all cases (ca. 90%). While one might think that for such a big sample size the three classical tests should detect all abnormalities, our test still uniquely rejected normality in multiple cases. For α = 2.5% the normality was rejected for additional 178 samples (2.8% of the population). For transparency, in Figure 4 we show exemplary data subset for which this happened.
Next, we compare p-values between different tests. For brevity, we consider only samples that were rejected by at least one test at level 5%. We present two performance measures based on p-values: The results show a good performance of test N. In the first two cases (n = 50, 100) in approximately 20% of the cases our framework lead to (materially) best p-values. Results of S show that our framework provides robust results. For n = 250, we see that the p-values obtained for test N were the best in most of the cases.
Mathematical framework and asymptotic results
In this section, we provide the explicit formulas for the conditional sample variance estimators, study their asymptotic behaviour, and show that N is asymptotically normal.
First, we introduce the basic notation and provide more explicit formulas for sets L, M , and R that were given in Section 2; see (2.1).
We assume that X ∼ N (µ, σ) for mean parameter µ and standard deviation parameter σ. We use F X to denote the distribution of X, Φ to denote the standard normal distribution, and φ to denote the standard normal density. Following the usual convention, for any n ∈ N, we use (X 1 , . . . , X n ) to denote the random sample from X and for i = 1, . . . , n, we use X (i) to denote the sample ith order statistic.
For fixed partition parameters α, β ∈ R, where 0 ≤ α < β ≤ 1, we define the conditioning set
For brevity and with slight abuse of notation, we often write A instead of A [α, β] . Then, the explicit formulas for sets L, M , and R given in (2.1) are
whereq := Φ(x), and x is the unique negative solution of the equation
The approximate value ofq is 0.19809; we refer to (Jaworski and Pitera, 2016 , Lemma 3.3) for details. Next, we give the exact definition of the conditional sample variance. For a fixed set A, where A = A[α, β], the conditional sample variance on set A is given bŷ
where
is the conditional sample mean and
denotes the floor of x ∈ R. In particular, we set
Recall that the test statistic N is given by
where the normalising constant ρ in (5.5) is approximately equal to 1.8186; we refer to Appendix A for the closed form formula for ρ. Now, we are ready to state the main result of this section, i.e. Theorem 5.1.
where N is given in (5.5), and ρ is a fixed normalising constant independent of µ, σ, and n.
Before we present the proof of Theorem 5.1 let us introduce a series of Lemmas and additional notation; proof techniques are partially based on those introduced in Stigler (1973) . To ease the notation, for a fixed set A where A = A[α, β], we define
Additionally, we set
where ½ C is the indicator function of set C. It is useful to note that A n and B n follow the binomial distributions B(n, α) and B(n, β), respectively; note that for α = 0 and β = 1 the distributions are degenerate with A n ≡ 0 and B n ≡ n. Finally, for any sequence (a i ) we introduce the notation of the directed sums that are given by
In Lemma 5.2, we show the consistency of the conditional sample expectation. Note that the statement of Lemma 5.2 does not explicitly rely on normality assumption. In fact, the proof is true under very weak conditions imposed on X (e.g. continuity of the distribution function of X); similar statement is true for other lemmas presented in this section. It should be noted that Lemma 5.2 and Lemma 5.3 show consistency and asymptotic distribution of the standard non-parametric Expected Shortfall estimator; see e.g. McNeil et al. (2010) for details.
Lemma 5.2. For any A = A[α, β] it follows that
i=Bn X (i) . Now, we show that
Due to the consistency of the empirical quantiles, we have X ([nα]) P − → a and X (An) P − → a, as n → ∞. Thus, using inequality
to prove (5.6), it is sufficient to show that
Noting that
7) and, by the Law of Large Numbers,
we conclude the proof of (5.6). The proof of
is similar to the proof of (5.6) and is omitted for brevity. Next, observe that
Consequently, noting that
and using the Law of Large Numbers, we get
By combining (5.6), (5.8), and (5.9), we conclude the proof.
Next, we focus on the asymptotic distribution of the conditional sample mean; note that Lemma 5.3 is a slight modification of the result of Stigler (1973) for trimmed means. For completeness, we present full proof.
Lemma 5.3. For any
where 0 < η A < ∞.
Proof. For brevity, we assume that α > 0 and β < 1. The remaining degenerate cases could be treated in the similar manner.
As in the proof of Lemma 5.2, observe that
Now, we show that
Due to the consistency of the empirical quantiles, we have
as n → ∞. Thus, using inequality
it is sufficient to show that An−[nα] mn/ √ n converges in distribution to some non-degenerate distribution. Note that
(5.12) and, by the Central Limit Theorem applied to
Thus, using the Slutsky's Theorem (see e.g. (Ferguson, 1996 , Theorem 6')) we get
which concludes the proof of (5.11). Similarly, one can show that
Combining (5.11) with (5.13), and noting that
we can rewrite (5.10) as
where r n P − → 0. Next, we have
where for i = 1, . . . , n we set
Finally, noting that for n → ∞ we get
and combining the Central Limit Theorem applied to (Z A i ) with the Slutsky's Theorem we conclude the proof; note that (Z A i ) are i.i.d. with zero mean and finite variance.
Next, we show that for sample variance estimator one can substitute the sample mean with the true mean without impacting the asymptotics. For any A, where A = A[α, β], the sample variance estimator with known mean is given bŷ
Proof. As in the proof of Lemma 5.3, we restrict our attention to the case 0 < α < β < 1. Let A = A[α, β] and note that
where the last summand equals 0 since
Consequently, we get
Thus, using Lemma 5.2 combined with Lemma 5.3, we conclude the proof. Now, we study the asymptotic behaviour of the conditional sample variance estimator; this is a key lemma that will be used in the proof of Theorem 5.1. Moreover, this result may be of independent interest since it allows to construct the asymptotic confidence interval for the conditional variance.
Proof. Due to the Lemma 5.4 it is enough to con-
By the arguments similar to the ones presented in the proof of Lemma 5.3 we get
2 Note that for degenerate cases α = 0 and β = 1, we get a = −∞ and b = ∞, respectively. In those cases, the convention 0 · ∞ = 0 should be used.
Thus, recalling (5.14), we can rewrite (5.16) as
where r n P − → 0. Next, for i = 1, . . . , n we set 17) and by straightforward computations obtain 18) and using the Central Limit Theorem combined with the Slutsky's Theorem, we conclude the proof.
Finally, we are ready to show the proof of Theorem 5.1.
Proof of Theorem 5.1. For conditioning sets L, M , and R, given in (5.1) we define the associated sequences of random variables (Y L i ), (Y M i ), (Y R i ) using (5.17). For any n ∈ N, we set
whereq is defined via (5.2). By the multivariate Central Limit Theorem (cf. (Ferguson, 1996 , Theorem 5)) we get
Now, let
2), it is easy to see that
(5.19) Consequently, by the arguments similar to the ones presented in the proof of Lemma 5.5 (see (5.18)) we can rewrite (5.19) as
where r n P − → 0 and
Next, observing that M n P − → [1, −2, 1] and using the multivariate Slutsky's Theorem (cf. (Ferguson, 1996 , Theorem 6)) we get Observing that σ 2 /σ 2 n P − → 1, and again using the Slutsky's Theorem we get
To conclude the proof of Theorem 5.1, we need to show that ρ is independent of µ and σ.
To do so, let us first show that for any A, where A = A [α, β] , and the corresponding random variable Y A 1 given in (5.17) we get
whereX 1 := (X 1 − µ)/σ and
is some fixed measurable function. From (Johnson et al., 1994, Section 13.10 .1) we know that
Consequently, the standardised mean and varianceμ
depend only on α and β. Recalling (5.17), we get
Combining this with equalities
we conclude the proof of (5.21).
3 For α = 0 or β = 1 the convention 0 · ±∞ = 0 is used. Now, using (5.21) for L, M , and R, and expressing Σ/σ 4 as
we see that Σ/σ 4 does not depend on µ and σ. Finally, recalling (5.20) and the definition of ρ we conclude the proof of Theorem (5.1); we refer to Appendix A for the closed-form formula for ρ.
The results presented in this section could be directly applied to various other non-parametric quantile estimators and to the unbiased variance estimators.
4 This is summarised in the next two remarks.
Remark 5.6. The standard formula for the whole sample (unbiased) variance uses n−1 instead of n in the denominator. In the conditional case, this would be reflected in different formula for (5.3), where m n is replaced by m n − 1. Note that the statement of Theorem 5.1 remains valid for the modified conditional variance estimator due to combination of the Slutsky's Theorem and the fact that (m n − 1)/m n → 1.
Remark 5.7. When defining conditional sample variance estimator (5.3) we used [nα]+1 and [nβ] as limits of the summation in (5.3) and (5.4). This choice corresponds to the non-parametric α-quantile estimator given by X ([nα] ) .
In the literature, there exist many different formulas for non-parametric quantile estimators, most of which are bounded by the nearest order statistics; see Hyndman and Fan (1996) Consider sequences (α n ) and (β n ) such that nα − α n and β n − nβ are bounded, and definẽ m n := β n − α n . The corresponding conditional sample mean and variance is given bȳ
Then, we can replace X A andσ 2 A byX * A andσ 2, * A in Theorem 5.1 as well as in all lemmas presented in the section. Instead of showing a full proof, we briefly comment how to show consistency of quantile estimators as well as comment on counterparts of (5.7) and (5.12). All proofs could be translated using a very similar logic.
First, noting that for some k ∈ N we get
, it is straightforward to check that X (αn) and X (βn) are consistent α-quantile and β-quantile estimators; see e.g. (Serfling, 1980, Section 2.3) .
Second, to show the analogue of (5.7) it is enough to use the boundedness of nα − α n and β n − nβ, and note that nα − α n n → 0,
Third, to show (5.12) it is enough to use boundedness of nα − α n and note that for some k ∈ N we get
Concluding remarks and other applications
We showed that the 20-60-20 rule explains the financial stylised fact related to tail non-normal behaviour and provides surprisingly accurate clustering of asset return time series. Quite surprisingly, non-normality is visible for almost 40% of the observations.
The test statistic N introduced in (3.1) could be used to measure the heaviness of the tails in reference to the central part of distribution. The proposed goodness-of-fit test is based on conditional second moments, performs quite well on market financial data, and allows to detect nonnormal behaviour where other benchmark tests fail.
In Theorem 5.1 we showed the asymptotic distribution of N under the null normality hypothesis. This allows us to study the shape of rejection intervals for sufficiently large samples. To complement this result, in Lemma 5.5 we derived the asymptotic distribution of the conditional sample variance.
In summary, we believe that tail-impact tests based on the conditional second moments are very promising and provide a nice alternative to classical framework based on the third and fourth moments.
For example, the multivariate extension of test statistic N could be defined using the results presented in Jaworski and Pitera (2016) , e.g. to assess the adequacy of using the correlation structure for dependence modeling. Also, this could be extended to any multivariate elliptic distribution using the results from Jaworski and Pitera (2017) .
The construction of N shows how to use conditional second moment for statistical purposes. In fact, one might introduce various other statistics that test underlying distributional assumptions. Let us present a couple of examples: -We can test only the (left) low-tail impact on the central part by considering one of test statistics
-For any quantile-based conditioning sets A and B, and any elliptical distribution, one can introduce the statistic
where λ ∈ R is a constant depending on the quantiles that define conditioning sets and the underlying distribution. Assuming that A = L and B = R (whole space), we get the proportion between the tail dispersion and overall dispersion. In this specific case, in the normal framework, we get
see (Jaworski and Pitera, 2016 , Section 3) for details. Note that under the normality assumption all proposed statistics are pivotal quantities which allows an easy and efficient hypothesis testing; the asymptotic distribution for all statistics could be derived using similar reasoning as the one presented in Theorem 5.1. 
