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We conduct a theoretical study of the bistable optical response of a nanoparticle heterodimer com-
prised of a closely spaced semiconductor quantum dot and a metal nanoparticle. The bistable nature
of the response results from the interplay between the quantum dot’s optical nonlinearity and its self-
action (feedback) originating from the presence of the metal nanoparticle. The feedback is governed
by a complex valued coupling parameter G = GR + iGI. We calculate the bistability phase diagram
within the system’s parameter space: spanned by GR, GI, and 1, the latter being the detuning be-
tween the driving frequency and the transition frequency of the quantum dot. Additionally, switching
times from the lower stable branch to the upper one (and vice versa) are calculated as a function of
the intensity of the driving field. The conditions for bistability to occur can be realized, for exam-
ple, for a heterodimer comprised of a closely spaced CdSe (or CdSe/ZnSe) quantum dot and a gold
nanosphere. © 2013 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4811181]
I. INTRODUCTION
Optical bistability is a fascinating nonlinear phe-
nomenon, the essence of which is controlling the flow of light
by light itself. It is of great importance for optical technolo-
gies, in particular, for optical logic and signal processing. The
key ingredients for bistable response to occur are optical non-
linearity of the material and a positive feedback. Interplay of
the two can result in a multi-valued nonlinear output within
a certain range of the system parameter space. A generic op-
tical bistable element exhibits two stationary stable states for
the same input intensity, a property which, in principle, opens
the door to applications such as all-optical switches, optical
transistors, and optical memories.
The phenomenon of optical bistability was predicted by
McCall1 in 1974 and demonstrated experimentally for the
first time in 1976 by Gibbs, McCall, and Venkatesan2 (see
also Refs. 3–5 for an overview). A Fabry-Perot cavity with
potassium atoms was used to verify the effect.2 It has been
demonstrated that cavities filled with semiconductor materi-
als as well as semiconductor microcavities can reveal similar
behavior.6–9
A vast amount of literature has been devoted to ex-
plore the topic (an extensive bibliography can be found in
Ref. 10), especially on the micro- and nanoscale. The devel-
opment of new (meta-) materials, such as photonic crystals,11
surface-plasmon polaritonic crystals,12 and materials with a
negative index of refraction,13 has opened new routes to re-
alize bistable optical elements. Recently, it was suggested
that heterodimers of a closely spaced semiconductor quan-
a)E-mail: j.knoester@rug.nl
tum dot (SQD) and metal nanoparticle (MNP) would be
interesting nanoscale systems that exhibit bistable optical
response.14–16 In fact, such systems have a variety of interest-
ing optical properties that may revolutionarize nanophotonics
and optoelectronics.17,18 Amongst these are possible control
of the SQD’s exciton emission and relaxation properties,19–22
nonlinear Fano resonances,14,23, 24 gain without inversion,25
and several other effects.26–31 All these effects are driven by
the strong coupling between excitons in the SQD and plas-
mons in the MNP and they are governed by the geometrical
and material parameters of the hybrid cluster, thus providing
the perspective to control in detail the optical spectra and dy-
namics of nanoscale devices.
In this paper, we present an important step in a further
understanding of the optical response of a SQD-MNP het-
erodimer. We add bistable to previous work14–16 a compre-
hensive analysis of the system’s parameter subspace where
bistability may occur (the so-called phase diagram), examples
of realistic conditions under which bistability may actually be
achieved with existing materials (CdSe quantum dot and gold
nanoparticle at various distances), a fundamental understand-
ing of the mechanism of bistability, and a study of the switch-
ing time of the system between both stable branches.
With regards to the mechanism of bistability, we focus
on the role of the SQD-MNP (complex) coupling parameter
G = GR + iGI, which quantifies the self-action (feedback)
for the SQD in the presence of the MNP. We distinguish be-
tween the roles of the real and imaginary parts of G (GR and
GI) and show that they result in two different mechanisms of
the SQD bistability. In the case of GR 6= 0 and GI = 0, the
feedback is provided by the population-dependent resonance
frequency of the SQD, while in the other case, GI 6= 0 andGR
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= 0, it originates from the destructive interference of the driv-
ing field with the secondary field produced by the SQD.When
GR ∼ GI, a complicated interplay between both comes into
play. We calculate the bistability phase diagram within the
system’s parameter space spanned by GR, GI, and 1, the lat-
ter being the detuning between the driving frequency and the
transition frequency of the quantum dot, and uncover a pecu-
liar behavior of the bistability threshold as a function of GR
and GI. The switching time between both stable branches is
calculated as a function of intensity of the driving field, which
is important from the viewpoint of practical applications as an
all-optical switch.
This paper is organized as follows. In Sec. II, we present
the system setup and analyze the fields experienced by
the SQD and the MNP, both exposed to a driving field.
Section III deals with the density matrix formalism for de-
scribing the optical dynamics of the SQD coupled to theMNP.
In Sec. IV, we discuss in detail the conditions for bistability
to occur in the SQD optical response, based on calculations of
the bistability phase diagrams. The physical interpretation of
the influence of the SQD-MNP coupling parameter G = GR
+ iGI and the detuning away from the SQD resonance is pre-
sented. In Sec. V, we study the switching time of the system
when subjected to a sudden change in the driving intensity. In
Sec. VI, we summarize and conclude.
II. SYSTEM SETUP
The system of our interest is schematically shown in
Fig. 1. It is comprised of a single spherical SQD, charac-
terized by a bare dielectric constant εs, coupled to a closely
positioned spherical MNP with polarizability α(ω). This het-
erodimer is assumed to be embedded in a dielectric back-
ground with dispersionless permittivity εb and driven by a
monochromatic external field E = (1/2)E0exp ( − iω t) + c.c.
which is linearly polarized along the SQD-MNP axis. The fre-
quency of the incident field ω is assumed to be close to the
bare exciton transition frequency ω0 which, in turn, is close to
the plasmon resonance peak ωSP. We denote the radii of the
MNP and the SQD as a and r, respectively, while the center-
to-center distance between the particles is d. These three pa-
FIG. 1. Schematics of a SQD-MNP heterodimer embedded in a homoge-
neous dielectric host with permittivity εb and subjected to an external field of
amplitude E0, polarized along the system axis. εs is the SQD bare dielectric
constant, α(ω) is the polarizability of the MNP. ESM and EMS, respectively,
denote the electric fields produced by the polarization of the SQD at the po-
sition of the MNP and vice versa.
rameters (a, r, and d) are assumed to be small as compared
to the SQD emission wavelength, allowing us to neglect re-
tardation effects and to consider both nanoparticles as point
dipoles.
The dominant optical excitations of the SQD are con-
fined excitons with a discrete energy spectrum. We restrict
ourselves to taking into account only one (lowest) exciton en-
ergy level characterized by a narrow absorption line width and
a transition dipole moment µ. The optical dynamics of the
exciton transition will be described quantum mechanically by
making use of the Maxwell-Bloch equations for the 2 × 2
density matrix ρmn, where m and n may be 0 (for the ground
state) or 1 (for the excited state).
The MNP is considered classically in the quasistatic
approximation; its response is described by the frequency-
dependent polarizability α(ω) within the point dipole approx-
imation (this can be easily generalized to the case of more
complex MNP shapes by using an appropriate polarizability
tensor). The SQD-MNP interaction will be treated within the
point dipole-dipole approximation.
Now, let us calculate the fields experienced by the SQD
and MNP. The external field polarizes the nanoparticles. The
polarization of the SQD generates an additional field ESM
at the position of the MNP and vice versa EMS, see Fig. 1.
These fields are superposed on the external field E0, so that
the fields acting upon the SQD andMNP are E0 + EMS and E0
+ ESM, respectively (acting along the system axes). Note that
all above relationships are written for the field amplitudes; the
oscillations with the optical frequency ω already have been
extracted.
Considering the SQD’s induced dipole moment PSQD as
a point dipole, the field ESM can be written in the form (see,





Here, it is assumed that the SQD is a uniformly polarized
sphere, the field of which is screened only by the dielectric
constant εb of the host medium.16 Within the density matrix
formalism, PSQD = −iµR, where R is the amplitude of the off-
diagonal density matrix element ρ10 = −(i/2)R exp (− iωt).
The MNP dipole moment is now determined by the total field








α(ω) = 4pia3 εm(ω) − εb
εm(ω) + 2εb
. (2b)
Here, εm is the permittivity of the MNP. The peak of the
MNP polarizability α(ω), when the denominator is minimal,
determines the MNP (surface) plasmon resonance. We do not
take into account the corrections to α due to the depolariza-
tion shift and radiative damping,34 which are both negligible
for the MNP sizes of our interest (≤ 10 nm). The thermal dy-
namics of the MNP is also neglected: heating of the MNP for
the driving field magnitudes of our interest is negligible.
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The field produced by the MNP at the SQD, EMS, takes
the same form as Eq. (1), with PSQD replaced by PMNP. The
total field experienced by the SQD equals E0 + EMS. How-
ever, the field inside the SQD should be reduced by an effec-
tive SQD dielectric constant ε′s = (εs + 2εb)/(3εb) (see, e.g.,
Chap. V and p. 138 of Ref. 32, and Ref. 33). Taking all this













Equation (3) shows two effects for the SQD due to the pres-
ence of the MNP. In the first term, one can see a renor-
malization of the external field amplitude E0 by a factor
(1/ε′s)[1 + α(ω)/(4pi d3)]. The second term reveals a self-
action of the SQD via the MNP: the field that the SQD expe-
riences, depends on its own state through its dipole moment
amplitude PSQD. As we will show below, this drastically af-
fects the SQD-MNP heterodimer optical response.
Here, a comment on the second term in Eq. (3) is in order.
In a number of recent publications, dealing with the same sys-
tem, a different formula for this term was used, in which the
factor ε′s in the denominator appeared squared.14,15, 20, 23, 25–27
We do not agree with this and follow the arguments of
Ref. 16 that the above factor should be linear.
III. DESCRIBING THE SQD OPTICAL DYNAMICS
As we already mentioned in Sec. II, the SQD is as-
sumed to be a two level system, having its filled valence
band as ground state |0〉 and the lowest exciton level as its
excited state |1〉; both states are separated by the transition
frequency ω0. This approximation is justified when the fre-
quency of the external field ω is close to the exciton resonance
(ω ≈ ω0). Throughout this paper, we use the rotating-wave
approximation, so that the time-dependent quantities are the
amplitudes of the density matrix elements. The corresponding
set of equations reads






˙R = − (0 + i1)R + ÄZ, (4b)
where Z = ρ11 − ρ00 is the population difference between
the excited and ground states of the SQD and R is the am-
plitude of the off-diagonal density matrix element defined
as ρ10 = −(i/2)Rexp (− iωt). The population difference Z
and the amplitude R of ρ10 are quantities slowly varying on
the scale of an optical period. The constants γ and 0 repre-
sent the rates of population and phase relaxation, respectively,
1 = ω0 − ω is the detuning away from the SQD resonance,
and Ä = µESQD/¯ is the total electric field inside the SQD (in
frequency units).
According to Eq. (3), the total field Ä acting inside the
SQD can be written in the form
Ä = Ä˜0 − i GR, (5)












4pi2 ¯ ε0 εb ε′s d6
. (6b)
Here, Ä˜0 is the Rabi frequency of the external field renormal-
ized because of the SQD-MNP coupling, with Ä0 = µE0/¯
being the bare Rabi frequency. As we already mentioned
in Sec. II, the second term in Eq. (5) describes the self-
action of the SQD via the MNP. The complex-valued constant
G = GR + iGI is a feedback parameter which is determined
by the dimer’s geometry and material properties. Its real part
describes the near-zone feedback field, while the imaginary
part is a radiation (far-zone) feedback field (see below). The
parameterG contains all information governing the SQD self-
action, such as material constants, geometry of the system,
and/or details of the interaction (e.g., contributions of higher
multipoles35).
In order to shed light on the effect of self-action on the
SQD optical dynamics, we substitute Eq. (5) into Eq. (4b) and
obtain
˙R = − [(0 − GIZ) + i (1 + GRZ)]R + ˜Ä0Z. (7)
From Eq. (7), it becomes apparent that the SQD self-action
has two consequences: (i) the renormalization of the SQD
resonance frequency ω0 → ω0 + GR Z and (ii) the renor-
malization of the dipole dephasing rate 0 → 0 − GI Z; both
renormalizations depend on the population difference Z. This
makes Eqs. (4a) and (4b) nonlinear. Similar renormalizations
have been reported in relation with the nonlinear optical re-
sponse of dense solid state36,37 and gaseous38 assemblies of
two-level atoms, optically dense thin films,10,39–42 and lin-
ear molecular aggregates.43,44 The population dependencies
of both the SQD resonance frequency and the dipole dephas-
ing rate provide feedback mechanisms that can give rise to
bistability (see below).
IV. BISTABILITY OF THE OPTICAL RESPONSE
A. Steady state regime
First of all, we are interested in steady-state solutions of
Eqs. (4a) and (4b), which the system reaches after turning on
the driving field and waiting until the transient processes are
over. Formally, this can be done by setting the time deriva-













(0 − GI Z) + i (1 + GR Z)
. (8b)
As is seen, Eq. (8a) is a closed equation which is of third
order in Z. This means that, depending on the values for 1, γ ,
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FIG. 2. (a) Bistability phase diagram of the SQD optical response in the pa-
rameter subspace [GR; 1; GI = 0]. The colored area shows the parameter
subspace where bistability exists. The boundaries between white and col-
ored regions represent the bistability threshold within the corresponding pa-
rameter sub-space. (b) Steady state solution of Eq. (8a) with 1 = 30 for
various GR (see the legend). (c) Schematics of excitation when bistability
may occur (ω > ω0 − GR) and (d) when bistability does not occur at all
(ω < ω0 − GR).
0, and G it may have three real solutions. The same applies to
the dipole moment amplitude R. It should be noticed that the
possibility of having a three-valued solution to Eq. (8a) im-
plies three-valued optical response of the SQD-MNP hybrid
dimer. However, one branch of the solution turns out to be un-
stable, as we show below [see Fig. 2(b)]. Because of that, we
are speaking about bistability (not tristability).
B. General study: Bistability phase diagram
It is of interest to perform a general study of the system’s
bistability, examining the occurrence of the effect in the pa-
rameter spaceGR,GI, 1, and 0. As follows from Eq. (8a), the
relaxation constant 0 can be used as a unit for GR, GI, and 1
and thus is not a relevant parameter.
Our study is based on Eq. (8a) which is of the third order
in Z. Therefore, this equation may have three real roots for
specific values of GR, GI, and 1. The solutions are different
when |Ä˜0|2/(γ 0) in Eq. (8a), formally considered as a func-
tion of Z, has a minimum and maximum. The threshold for
bistability is determined by the condition that the derivative of
|Ä˜0|
2/(γ 0) with respect to Z has a degenerate root (merged
extrema). We used this definition to calculate the bistability
phase diagram.
To understand the role of the real and the imaginary part
of the feedback parameter G, Eq. (6b), in the mechanism of
bistability, we calculate the phase diagram setting GI = 0,
whereas GR 6= 0 and 1 6= 0, and GR = 0, but now GI 6= 0
and 1 6= 0, respectively. The results are shown in Figs. 2
and 3. Colored areas denote the parameter sub-space where
bistability occurs and the boundaries between white and
colored regions represent the bistability threshold for given
parameters.
































GI = 22Γ (b)
FIG. 3. (a) Bistability phase diagrams of the SQD optical response in the
parameter subspace [GI; 1; GR = 0]. The colored area shows the parameter
subspace where bistability exists. The boundaries between white and colored
regions represent the bistability threshold within the corresponding parameter
sub-space. (b) Steady state solution of Eq. (8a) for 1 = 30 and several GR
(see the legend). (c) Schematics of the total field in the SQD at low excitation
when −iGIR compensates Ä˜0 and (d) when the SQD is saturated.
Figure 2(a) shows the bistability phase diagram within
the parameter sub-space [GR; 1; GI = 0]. First, we observe
that there is an absolute threshold for the occurrence of bista-
bility with respect to GR: the effect exists only if GR > 40.
This is in agreement with the analytical result derived by
Friedberg et al.38 for a dense gaseous medium.
In Fig. 2(b), we also present the solutions of Eq. (8a)
with 1 = 30 for GR below, above, and at exactly the bista-
bility threshold. As is seen, for GR = 20 (below the bista-
bility threshold), the dependence of the SQD population dif-
ference Z on the external field intensity, | ˜Ä0|2/(γ0), is single
valued (bistability does not occur). At GR = 5.20, one ob-
serves an inflection in the Z-vs-intensity dependence, which
denotes that the derivative of Z with respect to | ˜Ä|2/γ0
has degenerate root. For the higher value of GR = 70,
Eq. (8a) reveals a three valued solution, and the population-
vs-intensity curve has a S-like shape: a signature of the
bistable behavior.
The bistability mechanism in the present case (when GI
= 0 or GR À GI) is similar to the one known for a thin
film of two-level atoms, where the feedback is provided by
the Lorentz-Lorentz local field. In the case of a SQD-MNP
nanodimer, the field produced by the MNP plays a role of
a local field. As is seen from Eq. (7), the feedback, origi-
nating from G, gives rise to a population dependence of the
SQD resonance frequency via the GRZ term; the resonance
will be redshifted (renormalized) to ω0 + GRZ, ranging from
ω0 − G to ω0 (remember that under steady state conditions,
−1 ≥ Z ≤ 0, i.e., Z is negative, whereas we assume that
GR > 0). As the population difference Z grows (become less
negative) when increasing the applied intensity | ˜Ä0|2/(γ0),
the renormalized resonance frequency ω0 + GRZ approaches
ω0. Thus, when the detuning 1 falls within the window
[ω0 − GR, ω0] (1 < GR), the incident intensity will bring the
system closer to resonance. This underlies the occurrence of
bistability [see Fig. 2(c)]. Increasing the detuning 1 requires
a larger GR to get bistable response. When 1 is outside the
window [ω0 − GR, ω0] (1 > GR), the excitation drives the
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system out off resonance upon increasing the incident inten-
sity [see Fig. 2(d)].
Note that the phase diagram in the present case is strongly
asymmetric with respect to changing 1 to −1. The reason is
that at a positive detuning (ω0 > ω), the SQD can get in reso-
nance with the external field: tuning the population difference
within −1 < Z < 0 allows this. At a large negative detuning
(ω0 < ω), the situation is different: the resonance condition
requires a significant positive population difference Z, which
is unreachable under steady state excitation.
Within the parameter sub-space [GI; 1; GR = 0], the
absolute threshold for bistability turns out to be GI = 80
[see Fig. 3(a)]. At smaller GI, the effect is absent. This re-
sult can be verified analytically by setting GR = 1 = 0 in (8a)
and analyzing the derivative of |Ä˜0|2/(γ 0) with respect to
Z, as explained above.42 Increasing the detuning 1 requires
larger values of GI. However, unlike the previous sub-set of
parameters [GR; 1; GI = 0], the bistability phase diagram
here is symmetric upon changing the sign of 1, as is also
evident from Eq. (8a). In Fig. 3(b), plots of the solutions to
Eq. (8a) are presented for GI = 160 (below the threshold),
for GI = 220 (above the threshold), and for GI = 19.40
(exactly at the threshold).
The mechanism of bistability when only GI plays a role
(GR ¿ GI) is as follows. As is mentioned in Sec. III, the
total field acting inside the SQD is given by Eq. (5). Using
Eq. (8b), it can be easily shown, that at a low level of ex-
citation (Z ≈ −1), the feedback field −iGIR is out of phase
with the external one Ä˜0, and at GI À 0 almost compensates
the latter [see Fig. 3(c)]. The total field Ä = Ä˜0 − iGIR is
on the order of 0/GI10, 42, i.e., is very small, thus preventing
bistability to occur. As the system is being excited, the com-
pensation decreases, leading to an increase of the total field Ä
inside the SQD and saturating the SQD transition [Fig. 3(d)].
This is why, in this case, bistability occurs at higher intensity
[compare Figs. 2(b) and 3(b)]. Finally, such an interference-
based mechanism also gives rise to the second self-sustaining
stable state (the upper branch), provided GI is sufficiently
large.
Figure 4(a) shows the bistability phase diagram within
the parameter sub-space [GR; GI; any1] (see caption for
explanation). The diagram is symmetric with respect to the
transformationGR to −GR. Because of that, we present it only
forGR > 0.45 Remember that the colored area shows the range
ofGR andGI where bistability may exist. Considering the dia-
gram, we make several observations. First, the absolute bista-
bility threshold at GI = 0 is GR = 40, whereas at GR = 0,
it is GI = 80, in accordance with the results presented in
Figs. 2(a) and 3(a). Second, within the range 0 < GR < 40
(below the bistability threshold with respect to GR = 40 at GI
= 0), the bistability threshold with respect to GI decreases
from GI = 80 to GI = 6.20, meaning that increasing GR
within this range promotes the occurrence of bistability. Fi-
nally, when 40 < GR < 5.20 (above the bistability thresh-
old with respect to GR = 40 at GI = 0), there is a range
of GI values, depending on the value of GR, where bistabil-
ity does not exist. The presence of this area in the phase dia-
gram originates from the complicated interplay of two fields:
the renormalized external field Ä˜0 and the feedback field






























FIG. 4. (a) Bistability phase diagram of the SQD optical response in the
parameter subspace [GR;GI]. The colored area shows the parameter subspace
where bistability exists. The boundaries between white and colored regions
represent the bistability threshold within the corresponding parameter sub-
space. (b) Steady state solution of Eq. (8a) (black line) and the solution of
Eqs. (4a) and (4b) under adiabatic sweeping up and down of the external
field intensity |Ä0|2/(γ0). The arrows show the systems time domain route
(hysteresis loop), indicating that only two branches of the S-shaped Z-vs-
intensity characteristics are stable, whereas the intermediate branch (black
curve) is unreachable (unstable). The set of parameters is described in the
text.
−iG R, which both determine the total field Ä inside the SQD,
see Eq. (5). Within this area, these two fields interfere de-
structively with each other, thus preventing the occurrence of
bistability.
As an example, consider a system consisting of a CdSe
SQD coupled to a gold MNP. In our numerical calculations,
the following set of the SQD parameters was selected: the
transition energy ¯ω0 = 2.36 eV (which corresponds to the
optical transition in a 3.3 nm radius SQD), the transition
dipole moment µ = 0.65 e nm, the SQD bare dielectric con-
stant εs = 6.2, the host dielectric permittivity εb = 1, and
the SQD relaxation constants γ = 1.25 ns−1 and 0 = 3.33
ns−1.23 We chose the MNP radius a = 10 nm, the MNP-SQD
center-to-center distance d = 17 nm, and the bare exciton de-
tuning 1 = 0. The tabulated data for the permittivity of gold
εm(ω)46 have been used to calculate the MNP polarizability
α(ω), according to Eq. (2b). We found that α(ω) has a peak at
¯ωSP = 2.4 eV with a width on the order of 0.25 eV (see
also Ref. 23). These data allowed us to extract the feed-
back parameter G using Eq. (6b). As is seen from this equa-
tion, G is a function of frequency. However, the frequency
domain of our interest is determined by a narrow region
around the SQD sharp resonance (at most of the order of
10 0, see below), whereas the MNP plasmon peak is much
broader. Therefore, G is required just at the SQD resonance
frequency ω0. At this frequency, for the set of parameters
used, G= (27.1 + 11.1i)0 is well inside the bistability region
[see Fig. 4(a)].
Using the above set of parameters and choosing the
bare detuning away from the SQD resonance 1 = 0, we
solved Eqs. (4a) and (4b) numerically under adiabatic sweep-
ing up and down of the external field intensity |Ä0|2/(γ0)
and obtained a hysteresis loop of the SQD optical re-
sponse, presented in Fig. 4(b). The arrows show the sys-
tems time domain route, indicating that the intermediate
branch (black curve with negative gradient) is unreachable
(unstable) when adiabatically sweeping the incoming field
intensity.
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FIG. 5. (a) Time evolution of the SQD population difference Z after suddenly
switching the incident intensity I0 from zero to a value above the upper crit-
ical one Ic = |Ä0c|2/(γ0) = 531.4125 of the bistable Z-vs-I0 characteristics
in Fig. 4(b). (b) As in (a) but now I0 is in close proximity to Ic, demonstrating
the slowing down of the population relaxation when approaching the critical
point from the above [compare the time scales in (a) and (b)]. The system
parameters were taken as in Fig. 4(b).
V. SWITCHING TIME
We now turn to the switching time τ between the stable
branches of the bistable Z-vs-I0 characteristics in the vicinity
of the switching points [starting point of red and blue dashed
lines in Fig. 4(b), respectively]. It is not only of fundamental
interest to investigate the switching dynamics in this nonlin-
ear system, it is also of importance in order to assess the po-
tential usefulness of such systems as building blocks of real
devices. Figures 5 and 6 show the results obtained for the up-
per critical point. We defined τ as the time which it takes for
the population difference Z to acquire its first maximum after
suddenly switching the incident intensity, I0 = |Ä0|2/(γ0),
from zero to a value slightly larger than the critical one,
Ic = |Ä0c|2/(γ0). From Fig. 5, it is clearly seen that τ sensi-
tively depends on the excess of I0 over Ic = 531.4125 [the lat-
ter is calculated for the set of parameters as used in Fig. 4(b)]:
the system response drastically slows down when the driving
intensity I0 approaches the critical value Ic. Without showing
details, we note that if the incident intensity is below the up-
per critical point, the population difference Z relaxes from its
initial value Z= −1 to the lower stable branch approximately
in an exponential fashion with a time roughly on the order
of the population relaxation time γ −1. The switching down,
from the upper stable branch to the lower one, demonstrate
almost the same behavior. We do not present any calculations
of these two regimes.
In Fig. 6(a), we plotted the dependence of τ (defined as
explained above) on the excess I0 − Ic of the incident inten-



























d = 16.5nm,∆ = 0Γ
d = 17nm,∆ = 1Γ
d = 18nm,∆ = 1Γ
d = 19nm,∆ = 1.5Γ
(b)
FIG. 6. (a) Relaxation time τ of the population difference Z as a function
of the incident intensity I0 = |Ä0|2/(γ0) (above the upper critical value
Ic = |Ä0c|2/(γ0) = 531.4125). Parameters are the same as in Fig. 4(b). The
filled circles are data points, while the solid line represents a power-law fit
given by τγ = 6.571 × 103(I0 − Ic)−0.505. (b) Log-log plots of τ -vs-I0 de-
pendences calculated for different center-to-center distances d between the
SQD and MNP and for different bare detunings 1. The other parameters are
the same as in Fig. 4(b). The symbols are the data points, while the lines rep-
resent the best fits to straight lines, given by τγ = 8.163 × 103(I0 − Ic)−0.499
(blue line), τγ = 6.571 × 103(I0 − Ic)−0.505 (red line), τγ = 5.063 × 102
(I0 − Ic)−0.521 (black line), and τγ = 3.338 × 102(I0 − Ic)−0.511 (green line).
sity I0 over the critical one Ic. The numerical data points (sym-
bols) can be well fitted by the formula τγ = 6.571 × 103(I0
− Ic)−0.505. It is of interest to establish whether the exponent
in the τ -vs-I0 dependence, approximately equal to 0.5, is uni-
versal. In order to investigate this, we performed a series of
calculations of the intensity dependence of the population re-
laxation time τ close to the high-intensity switching point,
varying the inter-particle center-to-center distance d (the cou-
pling parameter G, in other words) and the off-resonance
detuning 1. The results (in log-log scale) are presented in
Fig. 6(b). As is seen from the numerical data and fits, the
exponent ≈0.5 indeed seems to be universal. The slight de-
viation of the data points from a straight line may be a con-
sequence of the definition of the relaxation time τ as the time
the population difference Z acquires its first maximum after
switching on the incident field (see Fig. 5).
The kinetics of the population difference Z in the vicinity
to the lower critical point of the Z-vs-I0 bistable character-
istics also show an oscillatory behavior, but not as sharp as
in the vicinity of the upper critical point. Therefore, the def-
inition of the switching time τ used above is not useful in
this case. This can be understood from the fact that here the
driving intensity is too low to support a population difference
close to zero. Thus, the population relaxation time is domi-
nated by the radiative decay.
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VI. SUMMARY
We conducted a theoretical study of the optical response
of a heterodimer comprised of a closely spaced spherical
semiconductor quantum dot and a metal nanosphere cou-
pled to each other by dipole-dipole forces. The coupling re-
sults in a self-action of the SQD via the MNP, character-
ized by a complex coupling constant G = GR + iGI, which
causes the SQD transition frequency (through GR) and de-
phasing rate (through GI) to depend on the SQD excited state
population. This provides a feedback mechanism resulting
in bistable optical response of the system (a S-shaped be-
havior of the SQD population difference Z versus incident
intensity I0).
The different physical meanings of the coupling con-
stants GR and GI imply two different mechanisms of the
SQD bistability. If GI = 0, the feedback is provided by the
population-dependent resonance frequency of the SQD, while
at GR = 0, it originates from the destructive interference of
the incoming field with the secondary field produced by the
SQD. Therefore, the thresholds for bistability to occur are dif-
ferent in these two cases: at GI = 0, the threshold is GR = 40,
whereas at GR = 0, it is GI = 80. When both constants, GR
and GI, are not zero, the two mechanisms of bistability inter-
fere, resulting in a quite complicated behavior of the bista-
bility threshold as a function of GR and GI. We calculated
the bistability phase diagrams within the system’s parameter
space: GR, GI, and 1 to uncover this behavior. Computations
performed for a heterodimer comprised of a CdSe quantum
dot and an Au nanoparticle show that bistable behavior may
occur for realistic nanoparticle sizes.
It should be noticed that a dimer comprised of strongly
coupled two-level molecules cannot manifest bistability be-
cause of the discreteness of the system’s levels. The latter,
in particular, prevents a continuous change of the transition
frequency, which is a necessary ingredient to achieve posi-
tive feedback.44 Thus, a SQD-MNP heterodimer is a unique
nanoscopic system exhibiting this feature. Rayleigh scattering
can be used as a tool to measure the effect:16 its intensity is
proportional to the modulus squared of the heterodimer dipole
moment.
Having performed the steady state analysis of the opti-
cal response of a SQD-MNP heterodimer, we also studied the
time it takes for the system to switch from one stable state
to the other as a function of the excess of the incident inten-
sity I0 with respect to the critical (switching) value Ic. At the
upper critical intensity, we found a power-law dependence,
which surprisingly, has a universal exponent. The switching
time diverges when I0 approaches Ic, indicating the critical
slowing down of the system response. The switching time
in the vicinity of the lower critical point does not show such
peculiarities and is on the order of the population relaxation
time γ −1.
The model we considered is the simplest hybrid nan-
odimer. We expect, however, that more complicated clusters
(such as a SQD surrounded by several MNPs, as reported in
Ref. 20) or a single quantum dot (or quantum dot lattice) on
top of a metal surface, can also exhibit the effects mentioned
above; the MNPs just play the role of “resonant mirrors” and
provide the positive feedback which is one of the essential
ingredients for bistability to occur.
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