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WHIRLING INJECTIONS, SURJECTIONS, AND OTHER FUNCTIONS
BETWEEN FINITE SETS
MICHAEL JOSEPH, JAMES PROPP, AND TOM ROBY
Abstract. This paper analyzes a certain action called “whirling” that can be defined on
any family of functions between two finite sets equipped with a linear (or cyclic) ordering.
As a map on injections and surjections, we prove that within any whirling-orbit, any two
elements of the codomain appear as outputs of functions the same number of times. This
result can be stated in terms of the homomesy phenomenon, which occurs when a statistic
has the same average across every orbit. We further explore whirling on parking functions,
order-preserving maps, and restricted growth words, discussing homomesy results for each
case.
Keywords: homomesy, injection, noncrossing partition, order-preserving map, parking
function, RG-word, set partition, surjection, toggle group, whirling.
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1. Introduction
In this paper, we explore the orbits associated with an action that can be defined on any
family F of functions f from one finite set S to another finite set T , where S comes with a
linear ordering and T comes with a cyclic ordering. Without loss of generality we may take
S = [n] := {1, 2, . . . , n} with its usual ordering and T = [k] with the mod k cyclic ordering.
The action is generated by an operation w : F → F (“the whirling map”) that is in turn
defined as the composition of simpler maps wi : F → F (“whirling at i”, with i in [n]) that
repeatedly add 1 mod k to the value of f at i until we get a function in F . Our main results
are examples of the homomesy1 phenomenon, introduced by the second and third authors
[PR15] and defined as follows.
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Definition 1.1. Suppose we have a set S, an invertible map w : S → S such that every
w-orbit is finite, and a function (“statistic”) f : S → K, where K is a field of characteristic 0.
Then we say the triple (S, w, f) exhibits homomesy if there exists a constant c ∈ K such
that for every w-orbit O ⊆ S,
1
#O
∑
x∈O
f(x) = c.
In this case, we say that the function f is homomesic with average c, or c-mesic, under
the action of w on S.
Although introduced recently, the homomesy phenomenon has been discovered to be very
widespread throughout combinatorial dynamical systems. See [Rob16] for a survey article
about homomesy. Since it is a new area of research, there is still much to learn about it,
including the best techniques for proving homomesy, what types of actions and statistics
commonly yield homomesy, and what consequences can arise from homomesy.
For a while, almost all of the proven homomesy results were for actions whose order is
relatively small compared to the size of the ground set S and which can be determined in
general. However, homomesy has been recently discovered for several actions with unpre-
dictable orbit sizes. In this paper, the maps in Sections 2 and 5 have unknown order in
general, while the maps in Section 3 and 4 are known and small. In some cases, a statistic
which is always an integer has a non-integer average across every orbit, which means all of
the orbit sizes must be multiples of the constant average’s denominator. This consequence
of homomesy appears in Corollary 2.22.
In Section 2 we consider the whirling action on injections and surjections between two finite
sets. In both cases, we prove that within any given orbit, any two elements 1, 2, . . . , k of
the codomain appear as outputs of functions the same number of times. This was originally
conjectured by the second author. We also prove this for a family of functions that naturally
generalizes injections and conjecture it for a similar family that generalizes surjections.
In Section 3, we describe whirling on the family of parking functions, where we focus
on a result due to Nathan Williams. Parking functions have received much attention from
combinatorialists since their introduction by Konheim and Weiss in 1966 [KW66]. It turns
out that through a bijection of Stanley between parking functions and factorizations of the
cycle (n + 1, n, . . . , 2, 1) ∈ Sn+1 as a product of n transpositions, whirling corresponds to a
conjugation action on the transpositions. We further discuss how we can use the whirling
action to determine the factorization corresponding to a given parking function.
In Section 4 we consider whirling on order-preserving maps, obtaining results that follow
from homomesies proved by Haddadan [Had16]. Then in Section 5, we explore the whirling
action on various families of restricted growth words, which are functions that encode set
partitions.
In this paper we use the following standard notation.
• P := {1, 2, 3, 4, . . .}.
• N := {0, 1, 2, 3, . . .}.
• [n] := {1, 2, . . . , n}.
• [k][n] is the set {f : [n]→ [k]} of functions with domain [n] and codomain [k].
1.1. Acknowledgements. We have benefitted from useful discussions with Yue Cai, David
Einstein, Max Glick, Shahrzad Haddadan, Sam Hopkins, Thomas McConville, Elizabeth
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Sheridan Rossi, Richard Stanley, Jessica Striker, and Nathan Williams. Computations lead-
ing to the initial conjectures were done in Sage [S+16].
2. Whirling on m-injections and m-surjections between finite sets
2.1. The whirling map on m-injections and m-surjections.
Definition 2.1. A function f : S → T is m-injective if every element t ∈ T appears as an
output of f at most m times, i.e., #f−1(t) ≤ m for every t ∈ T . An m-injective function is
also called an m-injection. Injections are the same as 1-injections.
Definition 2.2. A function f : S → T is m-surjective if every element t ∈ T appears as
an output of f at least m times, i.e., #f−1(t) ≥ m for every t ∈ T . An m-surjective function
is also called an m-surjection. Surjections are the same as 1-surjections.
We denote the set of all m-injective functions from S to T by Injm(S, T ) and the set of all
m-surjective functions from S to T by Surm(S, T ). In our case, where the domain of functions
is [n] and the codomain is [k], we write Injm(n, k) and Surm(n, k) to mean Injm([n], [k])
and Surm([n], [k]) respectively. We write a function f : [n] → [k] in one-line notation as
f(1)f(2) · · ·f(n). For example, the function f(1) = 5, f(2) = 1, f(3) = 2, f(4) = 1 is
written f = 5121. (If we allow outputs with multiple digits, we can insert commas, and
write, e.g., f = 4, 6, 11, 10, 5, 6; however, all of our examples will have codomain [k] with
k ≤ 9.)
Note that m-injections are not injective in general. They are called “width-m restricted
functions” in [Wal], which discusses their enumeration. Clearly, ifm1 ≤ m2, then Injm1(S, T ) ⊆
Injm2(S, T ) and Surm1(S, T ) ⊇ Surm2(S, T ).
Definition 2.3. For f ∈ F ⊆ [k][n] define a map wi : F → F , called whirling at index i,
as follows: repeatedly add 1 (mod k) to the value of f(i) until we get a function in F . The
new function is wi(f).
Example 2.4. Let F = Inj2(6, 4) and f = 422343. To compute w3(f), we first add 1 to
f(3) = 2 and get the function 423343, which is not 2-injective since 3 appears as an output
three times. So, we add 1 again to the third position and get 424343, which is also not
2-injective. Adding 1 (mod 4) once more gives a 2-injective function 421343 = w3(f).
Remark 2.5. The map wi depends heavily on the family of functions F on which it acts.
For example,
• if F = Inj3(7, 3), then w1(1221332) = 3221332,
• if F = Sur1(7, 3), then w1(1221332) = 2221332,
• if F = Sur2(7, 3), then w1(1221332) = 1221332.
Thus, whenever we talk about whirling, we must first make clear what F is. In this section
F either refers to Injm(n, k) or Surm(n, k) for some n, k,m ∈ P. We will consider other
families of functions in the later sections.
Remark 2.6. In the case that F = Surm(n, k), the only possible reason we could not add
1 mod k to f(i) is because f(i) is only an output of the function m times. (Note that in
the previous sentence, the first f(i) is a dynamic value, subject to change as we update f ,
while the second is a value, associated with a particular f ; we trust that this dual usage will
not create confusion.) Therefore, in this case, wi either adds 1 mod k to f(i), or it leaves f
alone. This is not the case when F = Injm(n, k).
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Definition 2.7. For a family of functions F from [n] to [k], we define the (left-to-right)
whirling map, denoted w : F → F , to be the map that whirls at indices 1, 2, . . . , n in that
order. So w = wn ◦ · · · ◦ w2 ◦ w1.
Example 2.8. Let F = Inj1(4, 7). Then
2753
w17−→ 4753
w27−→ 4153
w37−→ 4163
w47−→ 4165
so w(2753) = 4165.
Theorem 2.9. On any family F , the map wi is invertible. Given f ∈ F , we get w
−1
i (f)
by repeatedly subtracting 1 (mod k) from the value of f(i) until we get a function in F .
Therefore w, being a composition of invertible maps, is invertible, and
w−1 = w−11 ◦ w
−1
2 ◦ · · · ◦ w
−1
n .
We now discuss orbits and homomesy for w. Theorem 2.11 is the main result of this
section.
Definition 2.10. For j ∈ [k], define ηj(f) = #f
−1({j}) to be the number of times j appears
as an output of the function f .
Theorem 2.11. Fix F to be either Injm(n, k) or Sur1(n, k) for a given n, k,m ∈ P. Then
under the action of w on F , ηj is
n
k
-mesic for any j ∈ [k].
Note that
∑
j ηj(f) = n for all f . It is clear that an equivalent statement to Theorem 2.11
is that ηi − ηj is 0-mesic for any i, j ∈ [k]. That is, i and j appear as outputs of functions
the same number of times across any orbit. We also conjecture this result for m-surjections
in general.
Conjecture 2.12. Let F = Surm(n, k) for m,n, k ∈ P. Then under the action of w on F ,
ηj is
n
k
-mesic for any j ∈ [k].
Note that Conjecture 2.12 holds trivially in the case n = mk, since all functions f are
fixed points of w. It also holds for k = 2 by Theorem 2.11 since Surm(n, 2) = Injn−m(n, 2).
It has been verified by a computer for all triples (m,n, k) where n ≤ 10 (for which there are
finitely many relevant triples since Surm(n, k) = Ø if mk > n).
2.2. The proof of Theorem 2.11 for injections. In this subsection, we prove Theo-
rem 2.11 when F = Inj1(n, k). Even though this is a special case of m-injections, it is easier
to understand the proof in this simpler situation. We will utilize much of the same notation
and terminology for the other cases.
Let O be an orbit under the action of w on F . Imitating Haddadan [Had16, Theorem
25], we draw a board for the orbit O by placing some f ∈ O on the top line. The function
in row i + 1 is wi(f) for i ∈ [0, ℓ(O) − 1], where ℓ(O) is the length of O. For example, in
Figure 1, we show a board for an orbit on F = Inj1(3, 6). From this board, we see that if we
let f = 621, then w(f) = 342, w2(f) = 563, and so on, and that w10(f) = f .
Notice that within an orbit board, if f is a given line, then the “partially whirled element”
(wi◦· · ·◦w1)(f) is given by the first i numbers on the line below f and the last n−i numbers
of f . (We say the line “below” the bottom line is the top line, as we consider the orbit board
to be cylindrical.) For instance, in the first two lines of Figure 1, f = 621, w1(f) = 321, and
(w2 ◦ w1)(f) = 341.
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6 2 1
3 4 2
5 6 3
1 2 4
3 5 6
4 1 2
5 3 4
6 5 1
2 6 3
4 1 5
6 2 1
3 4 2
5 6 3
1 2 4
3 5 6
4 1 2
5 3 4
6 5 1
2 6 3
4 1 5
Figure 1. Left: The orbit under the action of w on Inj1(3, 6) containing
f = 621. Right: This same orbit but with colors representing the [6]-chunks,
defined below.
We use the term reading the orbit board to refer to this action where we start at a certain
position P of the board, and continue to the right until we reach the end of the line, and
then go to the leftmost position of the line below and continue. This is because it is exactly
like reading a book (except that continuing past the bottom line means returning to the top
line). When we refer to a certain position being x positions “before” or “after” the position
P , or say the “previous” or “next” position, we always mean in the reading order.
Definition 2.13. For a given position P in an orbit board, let (P, h) denote the position h
places after P in the reading order (or −h places before P if h < 0). Let (P, [a, b]) denote
the (b− a + 1)-tuple (P (a), P (a+ 1), . . . , P (b− 1), P (b)).
Example 2.14. Consider the following orbit on Inj1(4, 5). Let P be the position in the
second row and second column, shown below surrounded by a black rectangle. Then (P, [1, 4])
consists of the four positions circled in red. Also (P, [0, 4]) is (P, [1, 4]) together with P , while
(P, [−1, 2]) is the second row. As the orbit is cylindrical, the bottom right corner is both
(P, 14) and (P,−6). Note that P refers only to the position, not the value in that position.
So P 6= (P, 5) since they are different positions, even though both contain the value 3.
Similarly, we will never write, e.g., P = 3.
3 2 1 5
4 3 2© 1©
5© 4© 3 2
1 5 4 3
2 1 5 4
Note that if P is in row i and column j, then (P, [1, n]) always consists of all positions to
the right of P in row i, followed with the leftmost j positions of row i + 1. Also note that
P ([−n,−1]) consists of the rightmost n− j + 1 positions (in left-to-right order) of row i− 1
followed by all j − 1 positions left of P (in left-to-right order) in row i.
Lemma 2.15. Suppose i is in position P of a board for the w-orbit O on Inj1(n, k).
(1) There is exactly one occurrence of i+ 1 mod k within (P, [1, n]).
(2) There is exactly one occurrence of i− 1 mod k within (P, [−n,−1]).
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Proof. To prove (1), suppose position P is in column j. So f(j) = i for some f ∈ O. Then
(P, [1, n]) contains the multiset of outputs of (wj ◦ · · · ◦w1)(f) though not necessarily in the
correct order. If (wj−1 ◦ · · · ◦ w1)(f) does not have i + 1 mod k already as an output, then
by definition wj changes the output corresponding to the input j from i to i+ 1 mod k. So
there is an occurrence of i+ 1 mod k within (P, [1, n]). Since (wj ◦ · · · ◦ w1)(f) cannot have
any output more than once, this occurrence is unique.
The proof of (2) is analogous to (1) using the inverse of whirling instead. 
6 2 1
3 4 2
5 6 3
1 2 4
3 5 6
4 1 2
5 3 4
6 5 1
2© 6© 3©
4 1 5
6 2 1
3 4 2
5 6 3
1 2 4
3 5 6
4 1 2
5 3 4
6 5 1
2 6© 3©
4© 1 5
6 2 1
3 4 2
5 6 3
1 2 4
3 5 6
4 1 2
5 3 4
6 5 1
2 6 3
4© 1© 5©
6© 2 1
3 4 2
5 6 3
1 2 4
3 5 6
4 1 2
5 3 4
6 5 1
2 6 3
4 1© 5©
6© 2© 1©
3 4 2
5 6 3
1 2 4
3 5 6
4 1 2
5 3 4
6 5 1
2 6 3
4 1 5
6 2 1
3 4 2
5 6 3
1 2 4
3 5 6
4 1 2
5 3 4
6 5 1
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4 1 5
Figure 2. We demonstrate, in six panels, how to place a [6]-chunk on this w-
orbit on F = Inj1(3, 6). In panel i from left to right, the positions highlighted
in green are the first i positions in the chunk. The circled entries (in the first
five panels) are the next n = 3 positions after the one containing the i. We
choose the unique i+ 1 among the circled entries to be in the chunk.
Proof of Theorem 2.11 for F = Inj1(n, k). The idea of the proof is to partition any given
orbit into [k]-chunks that contain every number 1, 2, . . . , k exactly once. Within any orbit
O, we will assume without loss of generality that 1 appears as an output at least as often as
any other number 2, . . . , k. This is because if i > 1 appears as an output more times than 1,
then we can renumber i, i + 1, . . . , k, 1, . . . , i − 1 as 1, 2, . . . , k, and the outputs remain the
same relative to each other (mod k).
Choose a 1 in the orbit board and call this position P1. Then by Lemma 2.15(1), there
exists a unique occurrence of 2 within (P1, [1, n]); place this 2 in the same chunk as 1. For
every i in a chunk in position Pi, choose the i+ 1 within (Pi, [1, n]). Continue this until the
chunk contains 1, 2, . . . , k. Refer to Figure 2 for an example of this process. In each step
shown, the circled entries are the next n = 3 positions after the position placed in the chunk.
To start a new chunk, we choose a 1-entry that is not already part of a chunk, and continue
the same process. If Q is the position of the i+1 in a chunk, the i in the same chunk clearly
must be in Q([−n,−1]). By Lemma 2.15(2), there is only one i-entry that can be in the
same chunk as the given (i+ 1)-entry. Thus, our [k]-chunks are disjoint.
Once every 1 in the orbit board is part of a completed [k]-chunk, there are no more entries
not already in a chunk, since we assumed 1 appears as an output at least as often as any other
number. The chunking process shows that 1, 2, . . . , k appear as outputs the same number of
times in any orbit. 
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2.3. The proof of Theorem 2.11 for m-injections. Now we prove Theorem 2.11 for
the case F = Injm(n, k). We use a similar technique as for the Inj1(n, k) case. We will
again partition orbit boards into [k]-chunks, where each chunk contains 1, 2, . . . , k and the
instance of i+1 within a chunk is at most n positions after the instance of i (in the reading
order). Unlike in the Inj1(n, k) case, there is no longer a unique way of partitioning the orbit
into chunks; see Figure 3 for two different ways to partition the orbit of Inj2(4, 4) containing
1441 into [4]-chunks. However, all that matters to prove Theorem 2.11 is the existence of a
partitioning into [k]-chunks. Unfortunately the proof becomes more complicated due to lack
of uniqueness of the partition into chunks.
We will again use the notation (P, h) and (P, [a, b]) as we did for the injections proof. We
will always refer to the reading order.
1 4 4 1
2 1 2 3
3 2 4 4
1 3 1 2
2 4 3 3
4 1 4 1
2 2 1 3
3 4 2 4
1 1 3 2
2 3 4 3
4 1 1 4
2 2 3 1
3 4 4 2
1 1 2 3
2 3 4 4
3 1 1 2
4 2 3 3
1 4 4 1
2 1 2 3
3 2 4 4
1 3 1 2
2 4 3 3
4 1 4 1
2 2 1 3
3 4 2 4
1 1 3 2
2 3 4 3
4 1 1 4
2 2 3 1
3 4 4 2
1 1 2 3
2 3 4 4
3 1 1 2
4 2 3 3
Figure 3. Two different ways to partition the same w-orbit of Inj2(4, 4) into
[4]-chunks.
Remark 2.16. For any position P in column j, (P, [1, n]) contains the multiset of outputs
of (wj ◦ · · · ◦w1)(f) for some f ∈ O. Thus, any set of n consecutive positions cannot contain
more than m equal values.
Remark 2.17. When describing the entire orbit board, it does not make sense to say that
a particular position is “earlier” or “later” than another position, because the orbit board is
cylindrical. However, when working within a tuple of r consecutive positions, these notions
are well-defined. Suppose we are in (P, [a, b]) for some position P and a, b ∈ Z. Then to say
position Q is earlier than position R (equiv. R is later than Q) within (P, [a, b]) means that
Q = (P, c) and R = (P, d) for some a ≤ c < d ≤ b. Likewise, it makes sense to refer to the
last (or earliest) occurrence of 3 within (P, [a, b]), but it doesn’t make sense to refer to such
within the entire orbit board.
Lemma 2.18. Suppose i is the value in position P of a board for the w-orbit O on Injm(n, k).
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(1) There are at most m occurrences of i+ 1 mod k within (P, [1, n]).
(2) If the position (P, n) directly below P does not contain i + 1 mod k, then there are
exactly m occurrences of i+ 1 mod k within (P, [1, n− 1]).
(3) There are at most m occurrences of i− 1 mod k within (P, [−n,−1]).
(4) If the position (P,−n) directly above P does not contain i− 1 mod k, then there are
exactly m occurrences of i− 1 mod k within (P, [−(n− 1),−1]).
Proof. Suppose position P is in column j. Then f(j) = i for some f ∈ O. By Remark 2.16,
there cannot be more than m occurrences of i+ 1 mod k, proving (1).
If (wj−1 ◦ · · · ◦ w1)(f) does not have i + 1 mod k already m times as an output, then by
definition wj changes the output corresponding to the input j from i to i + 1 mod k. This
proves (2).
The proofs of (3) and (4) are analogous to (1) and (2) using the inverse of whirling
instead. 
Proof of Theorem 2.11 for F = Injm(n, k). By the same relabeling argument from the injec-
tions proof, we will assume without loss of generality that within any given orbit O, 1 appears
as an output at least as often as any other number 2, . . . , k.
Choose a 1 in the orbit board and call its position P1. Then by Lemma 2.18(2), there
exists at least one occurrence of 2 in (P1, [1, n]); pick a position P2 containing such a 2 and
place it in the same chunk as P1. For every Pi containing the value i, we select a position
Pi+1 in (P, [1, n]) containing the value i+ 1 and place it in the same chunk as Pi. Continue
this until the chunk contains 1, 2, . . . , k (that is, until the k positions that comprise the chunk
contain the respective values 1, 2, . . . , k).
To start a new chunk, we choose a 1-entry that is not already part of a chunk, and wish to
continue the same process. However, unlike in the case of injections, there is not necessarily
a unique occurrence of i+ 1 within the next n positions after an i, nor a unique occurrence
of i − 1 within the previous n positions before an i. When placing an (i + 1)-entry in the
same chunk as i in position P , then we want to choose i + 1 that is not already part of a
chunk. When (P, [1, n]) contains such an (i + 1)-entry, we choose one of them. However,
such an (i+ 1)-entry may not exist depending on how we chose earlier chunks.
See the left side of Figure 4 for an example of this problem. Let P be the position of the
2 in the purple chunk. Then the only 3 in (P, [1, n]) is already part of the brown chunk. In
this case, we reassign the part of the brown chunk starting with 3 to be in the purple chunk,
and then continue where the purple chunk is complete and we now attempt to complete the
brown chunk.
In general, suppose for a given i in position P , all (i + 1)-entries within (P, [1, n]) are
already part of chunks. Then we claim that at least one of these (i+1)-entries is in the same
chunk as an i-entry in (P, [1, n− 1]). To explain this we consider two cases.
Case 1: The entry directly below position P is i + 1. Let Q = (P, n) be this
position below P . Then the i + 1 in position Q is already in a chunk with an i-entry in
(Q, [−n,−1]) = (P, [0, n− 1]). However, we know position P is not already in a chunk with
an (i+ 1)-entry. So the (i+ 1)-entry in position Q must be in the same chunk as an i-entry
in (P, [1, n− 1]).
Case 2: The entry directly below position P is not i + 1. Then Lemma 2.18(2)
implies that there are m occurrences of i + 1 within (P, [1, n − 1]). Consider these (i + 1)-
entries. Each of them is in a chunk with an i that is at most n positions before it (and at
least 1 position before). Thus, all of these corresponding i-entries are in (P, [−(n−1), n−2]).
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2 1 2 3
3 2 4 4
1 3 1 2
2 4 3 3
4 1 4 1
2 2 1 3
3 4 2 4
1 1 3 2
2 3 4 3
4 1 1 4
2 2 3 1
3 4 4 2
1© 1© 2© 3©
2 3 4 4
3 1 1 2
4 2 3 3
1 4 4 1
2 1 2 3
3 2 4 4
1 3 1 2
2 4 3 3
4 1 4 1
2 2 1 3
3 4 2 4
1 1 3 2
2 3 4 3
4 1 1 4
2 2 3 1
3 4 4 2
1 1 2 3
2 3 4 4
3 1 1 2
4 2 3 3
1 4 4 1
2 1 2 3
3 2 4 4
1 3 1 2
2 4 3 3
4 1 4 1
2 2 1 3
3 4 2 4
1 1 3 2
2 3 4 3
4 1 1 4
2 2 3 1
3 4 4 2
1 1 2 3
2 3 4 4
3 1 1 2
4 2 3 3
Figure 4. In the left diagram, we cannot complete the purple chunk because
the only position containing 3 within the next n = 4 positions after the purple
chunk’s 2 is in the brown chunk already. Thus, we have to take the end of the
brown chunk starting from the 3, place it in the purple chunk (middle), and
then complete the brown chunk (right).
If they are all in (P, [−(n− 1),−1]), then there would be m different i-entries in (P, [−(n−
1),−1]). Adding in the i in position P , this implies there are m + 1 different i-entries in
(P, [−(n − 1), 0]), contradicting Remark 2.16. So at least one of the occurrences of i + 1
within (P, [1, n− 1]) is in a chunk with an i in (P, [1, n− 2]).
Suppose that we get stuck in partitioning the orbit board into [k]-chunks. In this case,
when creating a chunk C through {1, . . . , i}, we have i in position P and all (i+ 1)-entries
in (P, [1, n]) are already part of chunks. Then we will choose a chunk C ′ for which both the
i and (i + 1)-entries are within (P, [1, n]); such a chunk exists by the above argument. We
will take the positions of the i + 1, . . . , k-entries of C ′ and make them part of the chunk C
instead of C ′. Then it is just as if C was created previously, and we now must complete C ′.
This can cause a chain reaction of chunk reassignment.
At any point, let Q be the position of i + 1 for which we reassign i + 1, . . . , k to be in
a different chunk. Then we are always choosing to reassign the i + 1, . . . , k-entries with
an i that is earlier within (Q, [−n,−1]) by the previous paragraph. This is well-defined by
Remark 2.17. Therefore, the i + 1 in position Q can never later be reassigned to the same
chunk as the i-entry it was previously with.
For example, suppose F = Inj3(6, 5). Suppose a position Q containing 4 is in the same
chunk as the position (Q,−3) containing 3. Also suppose that the positions in (Q, [−6,−1])
with the value 3 are (Q,−5), (Q,−3), and (Q,−2). Then Q (and the corresponding 5-entry
in the same chunk) might be reassigned to be in the same chunk as position (Q,−5), in which
case it then could not later be reassigned to the chunk with position (Q,−3). Also, position
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Q cannot be reassigned to the chunk with position (Q,−2), as it is later than (Q,−3) in
(Q, [−6,−1]).
Given i ∈ [k − 1], there are only finitely many positions with entry i that can be in the
same chunk as any specific position with entry (i + 1). If chunk reassignments continue to
be necessary, then eventually for every pair i ∈ [k − 1] and position Q containing i + 1, Q
will be placed in the same chunk as the earliest position with i in (Q, [−n,−1]), in which
case no more chunk reassignments are possible. So the process always terminates leading to
a partition of the orbit board into [k]-chunks. 
2.4. The proof of Theorem 2.11 for surjections. In this section, we prove Theorem 2.11
in the case where F = Sur1(n, k). We again use the notation (P, h) and (P, [a, b]) as in the
previous sections. Note that Remark 2.17 still applies here.
Throughout this section, i + 1, i + 2, i − 1, etc. (the entries in the orbit boards and the
outputs of the functions) are all to be interpreted mod k.
Recalling Remark 2.6, wi either adds 1 to the value of f(i) or it leaves f alone. Thus,
given any i ∈ [n] and f ∈ Sur1(n, k), w either adds 1 to f(i) or does not change the value
f(i). Therefore, in an orbit board, such as the one in Figure 5, each entry in a column is
either the same or one greater as the entry directly above it.
Definition 2.19. Call a position P in an orbit board a red light if it has the same value
as the position below it.
This term comes from the analogy with traffic lights. As we look down a column, we
always add 1 to the value, except we have to stop when a position is a red light. The red
lights are surrounded by red circles in Figure 5.
3© 1 1 1© 4 4 2 4©
3 2 2© 1 1 1© 3 4
4 3© 2 2 2© 1 4© 1
1© 3 3 3© 2 2 4 2©
1 4 4© 3 3 3© 1 2
2 1© 4 4 4© 3 2© 3
Figure 5. An example w-orbit of Sur1(8, 4) containing f = 31114424.
Lemma 2.20. Let P be a position in an orbit board of Sur1(n, k), and let i be the value in
that position.
(1) If (P, [1, n − 1]) does not contain i in any position, then the position (P, n) directly
below P contains the value i.
(2) If (P, [1, n−1]) contains the value i in some position, then the position (P, n) directly
below P contains the value i+ 1.
Proof. Suppose P is in column j and let f be the function on the row with P . So f(j) = i.
Then (P, [0, n− 1]) consists of the multiset of entries of (wj−1 ◦ · · · ◦ w1)(f).
If (P, [1, n− 1]) does not contain i in any position, then (wj−1 ◦ · · · ◦w1)(f) only contains
i as an output once. So to maintain surjectivity, ((wj ◦ · · · ◦w1)(f))(j) = i, and hence (P, n)
contains the value i.
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On the other hand, if (P, [1, n − 1]) contains i in any position, then (wj−1 ◦ · · · ◦ w1)(f)
contains i as an output more than once. Thus applying wj changes the output corresponding
to j from i to i+ 1, since we still get a surjective function. In this case, (P, n) contains the
value i+ 1. 
Note that Lemma 2.20 implies that a position is a red light if and only if it does not
contain the same value as any of the next n− 1 positions.
Lemma 2.21. Let P be a red light position that contains i. Let Q be the last position (in
the reading order) in (P, [1, n− 1]) that contains i+ 1. Then
(1) Q is a red light, and
(2) P is the last position containing i within (Q, [−(n− 1),−1]).
Proof. To prove (1), Lemma 2.20 assures us that it suffices to prove that (Q, [1, n− 1]) does
not contain i+ 1 in any position. Every position in (Q, [1, n− 1]) is either
• in (P, [1, n− 1]),
• the position below P (i.e., (P, n)), or
• the position directly below R for some R (strictly) between P and Q.
Since Q is the last position in (P, [1, n− 1]) that contains i+ 1, any position simultaneously
in both (Q, [1, n−1]) and (P, [1, n−1]) cannot contain i+1. The position below P contains i
since P is a red light. Let R be a position between P and Q. If the position below R contains
i + 1, then R contains either i or i + 1. Since P is a red light, no position in (P, [1, n− 1])
contains i, so R cannot contain i (which proves (2)). If R contains i+1, then R is not a red
light because Q is a position in R, [1, n− 1] with the same value as R. So the position below
R cannot contain i+ 1, meaning no positions in (Q, [1, n− 1]) contain i+ 1.
Now we prove (2). Note that P is k positions before Q, for some 1 ≤ k ≤ n− 1. Since P
is a red light, no position is (P, [1, n− 1]) contains the value i. All positions after P within
(Q, [−(n− 1),−1]) are also in (P, [1, n− 1]), so none of them contain the value i. 
Proof of Theorem 2.11 for F = Sur1(n, k). Within any column in an orbit board, if we skip
over the red light positions, then every entry is 1 mod k more than the entry above it. Thus
by the cyclic nature of the columns, the entries in the non-red light positions of any column
are equidistributed between 1, 2, . . . , k. Therefore, it suffices to show that the entries in the
red light positions in the orbit are equidistributed between 1, 2, . . . , k.
If there are no red light positions in the orbit, then we are done. If there is a red light
position, pick one and call it P . Let i be the entry in P and circle it. Then by Lemma 2.21(1),
we can can find another red light Q by taking the last (i + 1)-entry in (P, [1, n− 1]); circle
Q as well. (For the same reason as m-injections (Remark 2.16), any n consecutive positions
(P, [0, n−1]) contains the multiset of values of some function in Sur1(n, k) and thus contains
a position with entry i+1.) Then using Lemma 2.21 again, we see that the last (i+2)-entry
in (Q, [1, n − 1]) is a red light, which we circle as well. We can continue this and by the
finiteness of positions in the orbit, we will eventually return to a red light we have already
encountered. By Lemma 2.21(2), no two different red lights can lead to the same red light
during this process, so we return to P .
This chain of red lights clearly has the entries 1, 2, . . . , k equidistributed by construction.
In Figure 6, the cycle of red light positions determined by this method beginning with the
‘1’ in the fourth position of the top row are circled in red.
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Now we look at the orbit again. If there are no red lights not already circled, we are done.
Otherwise, pick a red light, circle it, and begin the same process again. By Lemma 2.21(2),
we will not circle a position circled in the previous chain.
We will continue this process until there are no more red lights to circle. Thus the circled
red light positions in the orbit will be equidistributed between 1, 2, . . . , k. In the example in
Figure 6, two cycles are required; these are displayed with red and blue circles to distinguish
them. 
3© 1 1 1© 4 4 2 4©
3 2 2© 1 1 1© 3 4
4 3© 2 2 2© 1 4© 1
1© 3 3 3© 2 2 4 2©
1 4 4© 3 3 3© 1 2
2 1© 4 4 4© 3 2© 3
Figure 6. An example w-orbit of Sur1(8, 4) containing f = 31114424. The
red lights are colored in red and blue to distinguish the two cycles required to
generate all of them via the method described in the proof.
2.5. Consequences of the homomesy. Let F be either Injm(n, k) or Sur1(n, k). Then
given any j ∈ [k], ηj(f) is always an integer. Thus, Theorem 2.11 leads to a corollary about
orbit sizes for the case when the average value of ηj across every orbit is not an integer.
Corollary 2.22. Suppose F is either Injm(n, k) or Sur1(n, k). The size of any w-orbit of
F is a multiple of k
gcd(n,k)
.
Proof. Theorem 2.11 says that the average value of ηj across any w-orbit is
n
k
. When reduced
to lowest terms, the denominator of n
k
is k
gcd(n,k)
. Thus, the size of any orbit must be a multiple
of k
gcd(n,k)
in order for the average value of ηj to be
n
k
. 
Corollary 2.22 gives an example where we can use the homomesy to prove a result that
neither mentions homomesy nor the statistic that is homomesic. As the sizes of the orbits
are generally unpredictable, this is the only known way to prove this. This is one of several
instances where homomesy has been used to determine divisibility properties of a map, such
as [EFG+16, Corollary 4.8].
Theorem 2.11 (and therefore Corollary 2.22 also) extend if we replace w by any product
of the wi maps, each used exactly once, in some order.
Theorem 2.23. Let π be a permutation on [n] and wπ := wπ(n) ◦ · · · ◦ wπ(2) ◦ wπ(1). Fix F
to be either Injm(n, k) or Sur1(n, k) for a given n, k,m ∈ P. Then under the action of wπ
on F , ηj is
n
k
-mesic for any j ∈ [k].
Proof. Notice that for F = Injm(n, k) or F = Surm(n, k), we have
f ∈ F ⇐⇒ f ◦ π ∈ F .
Therefore whirling f at index π(i) is like whirling f ◦ π at index i, i.e., wi(f ◦ π) = wπi(f) ◦
π. So w(f ◦ π) = wπ(f) ◦ π. Thus for any wπ-orbit O = (f1, f2, . . . , fℓ), there exists a
corresponding w-orbit O′ = (f ′1, f
′
2, . . . , f
′
ℓ) such that f
′
i = fi ◦ π for all i. Since ηj(f ◦ π) =
ηj(f), Theorem 2.11 implies ηj is also
n
k
-mesic on orbits of wπ. 
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Refer to Figure 7 for an illustration of the idea in the above proof.
f 142
wπ(f) 365
w2π(f) 421
w3π(f) 543
w4π(f) 615
w5π(f) 236
w6π(f) 451
w7π(f) 612
w8π(f) 324
w9π(f) 536
g 124
w(g) 356
w2(g) 412
w3(g) 534
w4(g) 651
w5(g) 263
w6(g) 415
w7(g) 621
w8(g) 342
w9(g) 563
Figure 7. Left: The orbit of wπ on Inj1(3, 6) containing f = 142 for the
permutation π = 132. Right: The orbit of w on Inj1(3, 6) containing g =
124 = f ◦ π. Notice that, as in the proof of Theorem 2.23, wi(g) = wi(f) ◦ π.
Thus, we can transform the wπ-orbit on the left to the w-orbit on the right
by swapping the second and third columns, so it is clear that since 1, 2, . . . , 6
appear as outputs of functions equally often in the w-orbit, they do so for the
wπ-orbit too.
For the specific case F = Injm(n, 2), we can restate our homomesy result in terms of toggle
groups. Toggle groups were first introduced by Cameron and Fon-der-Flaass in the specific
setting of order ideals of a poset [CF95] and generalized more recently by Striker [Str18] via
the definition below.
Definition 2.24 ([Str18]). Let E be a set and L ⊆ 2E a set of “allowed” subsets of E. Then
to every e ∈ E, we define its toggle te : L → L as
te(X) =


X ∪ {e} if e 6∈ X and X ∪ {e} ∈ L
X \ {e} if e ∈ X and X \ {e} ∈ L
X otherwise
.
Each toggle te is a permutation on L. The toggle group is the subgroup of the symmetric
group SL on L generated by {te : e ∈ E}.
Let n ∈ P, r ∈ N such that r is at most n/2. In our case, the ground set E is [n] and our
set of allowed subsets is Lr(n) := {X ⊆ [n] | r ≤ #X ≤ n− r}. Then for each e ∈ [n], the
toggle te : Lr(n)→ Lr(n) is
te(X) =


X ∪ {e} if e 6∈ X and #X ≤ n− r − 1,
X \ {e} if e ∈ X and #X ≥ r + 1,
X otherwise.
Theorem 2.25. Let π be a permutation on [n] and Tπ := tπ(n) ◦ · · · ◦ tπ(2) ◦ tπ(1). Then under
the action of Tπ on Lr(n), the cardinality statistic is n/2-mesic.
Proof. Let F = Injn−r(n, 2). Any function f ∈ F is clearly associated with a subset S(f) ⊆
[n] with cardinality between r and n− r, given by S(f) := {i ∈ [n] | f(i) = 1}. This relation
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goes both ways so S is a bijection. It is straightforward to see that ti ◦ S = S ◦ wi shown in
the commutative diagram below.
Injn−r(n, 2)
Injn−r(n, 2)
Lr(n)
Lr(n)
wi
S
S
ti
So Tπ◦S = S◦wπ, where wπ := wπ(n)◦· · ·◦wπ(2)◦wπ(1) as in Theorem 2.23. Therefore any
Tπ-orbit on Lr(n) can be written as (S(f1), S(f2), . . . , S(fℓ)) where (f1, f2, . . . , fℓ) is a wπ-
orbit of F . Via Theorem 2.23, η1 has average n/2 on (f1, f2, . . . , fℓ). Since η1(f) = #S(f),
the average cardinality in the Tπ-orbit (S(f1), S(f2), . . . , S(fℓ)) is n/2. 
Theorem 2.25 is another result in a long collection of natural homomesic statistics dis-
covered in toggle group actions defined as a product of every toggle each used exactly
once. These results include toggles on order ideals of root posets, zigzag posets, and the
product of two chain posets, as well as on noncrossing partitions and independent sets of
graphs [PR15, Rob16, Had16, EFG+16, JR18].
3. Whirling parking functions
The definition of the whirling maps wi and w make sense for any family of functions F
with a finite domain [n] and codomain [k]. Thus it is natural to consider these for other
families F of combinatorial interest. We examine some of these in the remaining sections.
In this section, we consider w on the set of parking functions of order n. Parking functions
were defined by Konheim and Weiss [KW66] and have been studied extensively in the years
since. The main result of this section, Theorem 3.5, is due to Nathan Williams.
Definition 3.1. A parking function is an ordered tuple (a1, a2, . . . , an) of integers in [n]
such that if A1 ≤ A2 ≤ · · · ≤ An is the weakly increasing rearrangement of a1, a2, . . . , an,
then Ai ≤ i for all i ∈ [n].
If we view parking functions as functions f : [n] → [n] where f(i) = ai in the above
definition, then the criterion for f to be a parking function is equivalent to #f−1([i]) ≥ i for
all i ∈ [n]. We will write parking functions in one-line notation f(1)f(2) . . . f(n) = a1a2 · · · an
assuming n ≤ 9, which is the case in our examples. The set of parking functions f : [n]→ [n]
is denoted Park(n).
Example 3.2. For n = 6, 355121 is a parking function, but 145641 is not since there are
only two entries ≤ 3.
Whirling is defined the same way on Park(n) as on any family of functions, but now our
domain and codomain are the same. Thus, wi adds 1 mod n repeatedly to the value of f(i)
until we obtain a function in Park(n). By the above criterion, if we cannot change a value
from j to j + 1, then it is because #f−1([j]) = j. Therefore, that value cannot be changed
to anything greater than j. So it will become 1 in the definition of wi. This leads to the
following proposition whose proof is straightforward.
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Proposition 3.3. Let f ∈ Park(n). Then
(wi(f))(i) =
{
f(i) + 1 if #f−1([f(i)]) > f(i),
1 if #f−1([f(i)]) = f(i).
Example 3.4. In Park(4),
1332
w17−→ 1332
w27−→ 1432
w37−→ 1412
w47−→ 1413
so w(1332) = 1413.
Theorem 3.5 (Nathan Williams). Let n ≥ 2 and consider orbits of w on Park(n).
(1) Every orbit has size n+ 1.
(2) Given i ∈ [n], every orbit contains exactly two functions f ∈ Park(n) for which
f(i) = 1.
We will prove Theorem 3.5 later in this section after we discuss the necessary theory. It is
well-known that #Park(n) = (n+1)n−1. Konheim and Weiss proved this originally, though
a more straightforward proof (included in many combinatorics texts) is due to Pollak [Rio69].
Thus, Theorem 3.5 implies that there are (n+ 1)n−2 orbits under w.
Notice that if we let
Ii 7→1(f) =
{
1 if f(i) = 1,
0 if f(i) 6= 1,
then from Theorem 3.5, Ii 7→1 is 2/(n+ 1)-mesic on w-orbits for all i ∈ [n].
Williams’s proof of Theorem 3.5 involves Stanley’s bijection between parking functions on
[n] and factorizations of the cycle (n + 1, n, . . . , 2, 1) ∈ Sn+1 as the product of n transposi-
tions [Sta97], [Bia02]2. (We use the notation Sn+1 to denote the symmetric group on [n+1].)
Stanley showed that there is a bijection between parking functions (a1, a2, . . . , an) and fac-
torizations (a1b1)(a2b2) · · · (anbn) of (n + 1, n, . . . , 2, 1), in which ai is the lesser number in
the ith cycle.
Example 3.6. Since 1332 is a parking function, there exist unique b1 > 1, b2 > 3, b3 >
3, b4 > 2 such that (1b1)(3b2)(3b3)(2b4) = (54321). We can see by trial and error that this
factorization is (15)(34)(35)(23). However, there are no b1 > 3, b2 > 4, b3 > 3, b4 > 1 such
that (3b1)(4b2)(3b3)(1b4) = (54321) because 3431 6∈ Park(4).
See Figure 8 for the four orbits on Park(3), as well as the corresponding factorization of
(4321) for each parking function. The reader can easily verify Theorem 3.5 holds true for
these orbits.
Lemma 3.7. Define w : Park(n) → Park(n) to be the function that applies w1 and then
moves the first digit of the parking function to the end. Then wn = w.
Proof. Notice from the definition of parking function that (a1, a2, . . . , an) is a parking function
if and only if any rearrangement is as well. When we apply w for the ith time, the digit
originally i places from the left is now the first digit. So applying wi produces the same
result as applying wi ◦ · · · ◦ w2 ◦ w1 except that the initial substring of i digits has been
moved to the end. Compare Examples 3.4 and 3.8. 
2The norm in the literature for this bijection is to use (1, 2, . . . , n, n+1). However, we use (n+1, n, . . . , 2, 1)
because it makes our proof simpler while using the convention that a product of cycles is performed right-
to-left. If the reader would alternatively prefer to use (1, 2, . . . , n, n + 1), then consider the products to be
left-to-right instead.
16 JOSEPH, PROPP, AND ROBY
111↔ (12)(13)(14) 112↔ (13)(14)(23) 211↔ (23)(12)(14) 131↔ (12)(34)(13)
221↔ (23)(24)(12) 213↔ (24)(12)(34) 321↔ (34)(23)(12) 212↔ (23)(14)(24)
312↔ (34)(13)(23) 121↔ (13)(23)(14) 132↔ (14)(34)(23) 311↔ (34)(12)(13)
123↔ (14)(24)(34) 231↔ (24)(34)(12) 113↔ (12)(14)(34) 122↔ (14)(23)(24)
Figure 8. Each of the four columns represents a w-orbit on Park(3). Within
any column, applying w to any parking function gives the one below it, and
applying w to the parking function on the bottom gives the top. For each
parking function, we also show the corresponding factorization of (4321) into
transpositions.
Example 3.8. In Park(4),
1332
w
7−→ 3321
w
7−→ 3214
w
7−→ 2141
w
7−→ 1413
so w(1332) = 1413.
Instead of considering w to be the composition of n different maps, we will now study the
single map w, which can be considered an “nth root” of w. The following lemma is key to
the proof of Theorem 3.5.
Lemma 3.9. Define πc := (n + 1, n, . . . , 2, 1)−1π(n + 1, n, . . . , 2, 1) to be the conjugation of
π ∈ Sn+1 by (n+1, n, . . . , 2, 1). Suppose the factorization of (n+1, n, . . . , 2, 1) corresponding
to (a1, a2, . . . , an) ∈ Park(n) is (a1b1)(a2b2) · · · (anbn). Then the factorization corresponding
to w(a1, a2, . . . , an) is (a2b2) · · · (anbn)(a1b1)
c.
Proof. (Nathan Williams) First it is clear that applying the conjugation to a cycle (a1b1) adds
1 mod (n+1) to both a1 and b1. Also notice that if (a1b1)(a2b2) · · · (anbn) = (n+1, n, . . . , 2, 1),
then
(a2b2) · · · (anbn)(a1b1)
c = (a1b1)(n+ 1, n, . . . , 2, 1)(n+ 1, n, . . . , 2, 1)
−1(a1b1)(n + 1, n, . . . , 2, 1)
= (n+ 1, n, . . . , 2, 1).
Since (a2b2) · · · (anbn)(a1b1)
c is a factorization of (n+1, n, . . . , 2, 1) into n transpositions, the
smaller entries of each cycle form a parking function on [n].
Case 1: b1 6= n + 1. Then (a2, a3, . . . , an, a1 + 1) is the parking function corresponding
to (a2b2) · · · (anbn)(a1b1)
c. Since (a2, a3, . . . , an, a1 + 1) is a parking function, it must be
w(a1, a2, . . . , an).
Case 2: b1 = n + 1. Then (a1b1)
c = (1, a1 + 1). Suppose (a2, a3, . . . , an, a1 + 1) is a
parking function. Then it corresponds to (a2b
′
2)(a3b
′
3) · · · (anb
′
n)(a1+1, b
′
1 +1) where b
′
1 ≤ n.
Since (a1b
′
1)
c = (a1 + 1, b
′
1 + 1), (a1b
′
1)(a2b
′
2)(a3b
′
3) · · · (anb
′
n) = (n + 1, n, . . . , 2, 1). Since
b′1 ≤ n, this gives two different factorizations for which the smaller elements in each cycles
are a1, a2, . . . , an in order. Since each (a1, a2, . . . , an) ∈ Park(n) corresponds to a unique
factorization of (n + 1, n, . . . , 2, 1), this is a contradiction. So (a2, a3, . . . , an, a1 + 1) is not
a parking function which means w(a1, a2, . . . , an) = (a2, . . . , an, 1). This corresponds to
(a2b2) · · · (anbn)(1, a1 + 1) = (a2b2) · · · (anbn)(a1b1)
c. 
We are now ready to prove Theorem 3.5.
Proof of Theorem 3.5. (Nathan Williams) From Lemmas 3.7 and 3.9, if f ∈ Park(n) corre-
sponds to (a1b1)(a2b2) . . . (anbn), then w(f) corresponds to (a1b1)
c(a2b2)
c . . . (anbn)
c. Since
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each conjugation (ab) 7→ (ab)c adds 1 mod (n+ 1) to a and b, it takes n+ 1 conjugations to
return to (ab), except when |a− b| = (n+1)/2 in which case it takes (n+1)/2 conjugations.
However, if bi = ai+(n+1)/2 for all i, then (n+1, n, . . . , 2, 1) would be a product of disjoint
transpositions. This would imply (n + 1, n, . . . , 2, 1) has order 1 or 2, which is not the case
since n ≥ 2. Therefore, at least one cycle (aibi) requires the full n+1 conjugations to return
to itself. So f requires n+ 1 iterations of w to return to f .
Given any cycle (aibi) and j ∈ [n + 1], as we repeatedly add 1 mod (n+ 1) to each entry,
there will be exactly two times in the orbit for which this cycle contains j. In the case j = 1,
1 must be the lesser entry in the cycle. So there is a 1 in position i for exactly two parking
functions in the w-orbit. 
Using an analogous proof as Theorem 2.23, we can generalize Theorem 3.5 to maps that
whirl at every index, but in any arbitrary order.
Theorem 3.10. Let π be a permutation on [n], where n ≥ 2, and let wπ := wπ(n) ◦ · · · ◦
wπ(2) ◦ wπ(1).
(1) Every wπ-orbit has size n+ 1.
(2) Given i ∈ [n], every wπ-orbit contains exactly two functions f ∈ Park(n) for which
f(i) = 1.
Proof. Note that any f : [n] → [n] satisfies f ∈ Park(n) if and only if f ◦ π ∈ Park(n).
Therefore whirling f at index π(i) is like whirling f◦π at index i, i.e., wi(f◦π) = wπi(f)◦π. So
w(f ◦π) = wπ(f)◦π. Thus for any wπ-orbit O = (f1, f2, . . . , fℓ), there exists a corresponding
w-orbit O′ = (f ′1, f
′
2, . . . , f
′
ℓ) such that f
′
j = fj ◦ π for all i. By Theorem 3.5, the w-orbit
has length ℓ = n + 1, so the wπ-orbit does too. For i ∈ [n], Theorem 3.5 tells us that there
are exactly two functions f ′ ∈ O′ satisfying f ′ (π−1(i)) = 1. Thus, there are exactly two
functions f ∈ O satisfying f(i) = 1. 
An interesting application of the whirling map is to better understand how to construct
the factorization of (n+1, n, . . . , 2, 1) corresponding to a given f ∈ Park(n). The proof given
in [Sta97] and [Bia02] proves existence and uniqueness but does not describe an easy way of
constructing the factorization.
Example 3.11. There is a factorization (4b1)(3b2)(1b3)(4b4)(1b5)(6b6) = (7654321) since
431416 ∈ Park(6). We know that b6 = 7 since b6 > 6 and all bi ∈ [7], but a priori b1 could
be 5, 6, or 7, and b3 could be 2, 3, 4, 5, 6, or 7. Using trial and error, there would be 1296
possibilities to check to find which one matches (7654321).
However, if we consider the w-orbit containing 431416, then we can analyze the corre-
sponding factorizations for all seven parking functions in the orbit. If we know the ith cycle
for one factorization in the orbit, then we can easily determine it for all of them. In partic-
ular, let g be such that the ith cycle in the corresponding factorization contains 1. Then the
ith cycle in the factorization that corresponds to w−1(g) contains n + 1. Refer to Figure 9,
in which we find a 1 in a cycle (shown in red), then place n + 1 = 7 in the cycle one row
above (also in red) and then determine that (45)(37)(12)(47)(13)(67) is the factorization
corresponding to 431416.
Consider points 1, 2, 3, . . . , n + 1 placed clockwise around a circle. There is a bijection,
described in [GY02], between factorizations of (n+ 1, n, . . . , 2, 1) as a product of n transpo-
sitions and trees with labeled edges on these points that satisfy:
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431416 (45)(37)(12)(47)(13)(67)
512121 (56)(14)(23)(15)(24)(17)
623231 (67)(25)(34)(26)(35)(12)
134342 (17)(36)(45)(37)(46)(23)
145153 (12)(47)(56)(14)(57)(34)
216214 (23)(15)(67)(25)(16)(45)
321325 (34)(26)(17)(36)(27)(56)
Figure 9. An example showing how to construct the factorization of
(7654321) that corresponds to the parking function 431416 ∈ Park(6) under
Stanley’s bijection. See Example 3.11.
• the edges meet only at endpoints (i.e., do not cross each other),
• the edges are labeled with the numbers from 1 to n such that the labels for the edges
meeting at any given vertex v increase when moving clockwise across the circle’s
interior around v.
In this bijection, if (aibi) is cycle i in the factorization, then the edge labeled i connects
ai to bi. By this construction, adding 1 mod (n + 1) to each number in the factorization
corresponds to rotating the edges of the tree 2π
n+1
radians clockwise. See Figure 10 for an
example w-orbit on Park(4) together with the corresponding factorizations of (54321) and
trees.
1
2
34
5 1
2
3 4
1
2
34
5 1
2 3
4
1
2
34
5
1
2
3
4
1
2
34
5
1
2
3
4
1
2
34
5
1 2
3
4
(15)(34)(35)(23) (12)(45)(14)(34) (23)(15)(25)(45) (34)(12)(13)(15) (45)(23)(24)(12)
1332 1413 2124 3111 4221
Figure 10. The orbit (1332, 1413, 2124, 3111, 4221) of w on Park(5), with
each parking function shown under the factorization of (54321) and tree it
yields. Notice that w rotates the corresponding tree clockwise 2π/5 radians.
4. Whirling order-preserving maps
Definition 4.1. A function f : [n] → [k] is order-preserving if f(i) ≤ f(i + 1) for all
i ∈ [n − 1]. Let OP (n→ k) denote the set of order preserving maps from [n] to [k], and
let OP
(
n
1:1
−→ k
)
denote the set of maps from [n] to [k] that are both order-preserving and
injective (i.e., f(i) < f(i+ 1) for all i ∈ [n− 1]).
In this context, the maps defined in Definition 2.3 take the following form:
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Proposition 4.2. Let F = OP
(
n
1:1
−→ k
)
and let f ∈ F . Then
(wi(f))(i) =
{
f(i) + 1 if f(i) + 1 < f(i+ 1)
f(i− 1) + 1 otherwise
and (
w−1i (f)
)
(i) =
{
f(i)− 1 if f(i)− 1 > f(i− 1)
f(i+ 1)− 1 otherwise
.
We let f(0) = 0 and f(n + 1) = k + 1 to make the above consistent without having to state
many separate cases.
Proof. Recall that wi repeatedly adds 1 mod k to the value of f(i) until we obtain a function
in F . For 1 ≤ i ≤ n − 1, if f(i) + 1 ≤ f(i + 1), then adding 1 to the value of f(i) still
results in an order-preserving injective map. Otherwise, adding 1 to the value f(i) results
in a function that is not injective. Since f is order-preserving and injective, f(i) 6= k for all
i ∈ [n− 1] so we do not have to worry about going outside the codomain. If i = n, then we
can add 1 to the value f(n) if and only if f(n) < k.
In either case, if we cannot add 1 to the value f(i), then we cannot increase the value f(i)
at all due to the order-preserving condition. Therefore in repeatedly adding 1 mod n to f(i),
we cycle around to 1 before obtaining a function in F . The first value we could change f(i)
to is f(i− 1) + 1 by the order-preserving and injective properties. This is what wi does.
Since w−1i repeatedly subtracts 1 mod k to the value of f(i) until we obtain a function in
F , the w−1i description follows from an analogous argument as the wi description. 
The following is a similar description of how wi acts for F = OP (n→ k). Since the proof
is analogous to the above, it is omitted.
Proposition 4.3. Let F = OP (n→ k) and let f ∈ F . Then
(wi(f))(i) =
{
f(i) + 1 if f(i) + 1 ≤ f(i+ 1)
f(i− 1) otherwise
and (
w−1i (f)
)
(i) =
{
f(i)− 1 if f(i)− 1 ≥ f(i− 1)
f(i+ 1) otherwise
We let f(0) = 1 and f(n + 1) = k to make the above consistent without having to state a
many separate cases.
Note that there is an elementary bijection between OP
(
n
1:1
−→ k
)
and the set of n-element
subsets of [k]. Also, there is a bijection between OP (n→ k) and the set of n-element
multisets on [k]. The following theorem is basically a restatement of a result of Haddadan
that began as a conjecture of the second author for “winching” on the set of n-element
subsets of [k] [Had16, Theorem 25].
Theorem 4.4. Let π be a permutation on [n] and wπ := wπ(n) ◦ · · · ◦wπ(2) ◦wπ(1). Consider
the action of wπ on F = OP
(
n
1:1
−→ k
)
.
(1) For any f ∈ F , wkπ(f) = f .
(2) For any j ∈ [n], the statistic f 7→ f(j) + f(n+ 1− j) is (k + 1)-mesic.
(3) For any r ∈ [k], the statistic f 7→ #{j ∈ [n] |f(j) = r} is n/k-mesic.
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In [Had16], the map is defined by our alternative description in Proposition 4.2. Also, the
roles of n and k are reversed in that paper, as it is more natural by tradition to consider k
element subsets of [n] than the reverse. We use n and k here to be consistent with the rest
of the paper.
g g(1) + g(6) g(2) + g(5) g(3) + g(4)
f0 134578 10 11 10
f1 235689 11 11 12
f2 146789 10 12 13
f3 256789 11 13 13
f4 345789 11 11 11
f5 123679 10 7 7
f6 123458 8 8 7
f7 123469 9 8 8
f8 124567 10 9 9
Average 10 10 10
Figure 11. The orbit board for an example orbit under the action w3◦w5◦w2◦
w4 ◦w6 ◦w1 on OP
(
6
1:1
−→ 9
)
. This demonstrates the results of Theorem 4.4.
Notice that the size of the orbit is k = 9. Also notice that f 7→ f(i)+f(n+1−i)
has average k + 1 = 10 on this orbit for any i, and that 1, 2, . . . , 9 appear as
outputs of functions the same number of times within the orbit.
Note that Theorem 4.4(3) says that 1, 2, . . . , k appear as outputs of functions equally often
within any orbit. For whirling on Injm(n, k), Surm(n, k), and Park(n), we were able to prove
our result for w and use that result to extend it to any other product wπ by rearrangement.
However, since rearranging an order-preserving map does not result in an order-preserving
map, we cannot apply that same principle. Thus we must prove our result for arbitrary
whirling orders wπ from the start.
Using a simple bijection between OP (n→ k) and OP
(
n
1:1
−→ k + n− 1
)
, we will have a
similar result for F = OP(n→ k) (Theorem 4.12) that follows from Theorem 4.4.
The rest of this section until the statement of Theorem 4.12 is a discussion leading to the
proof of Theorem 4.4. This proof is from Haddadan in [Had16] but restated in the context
and notation of this paper.
Definition 4.5. Let F = OP
(
n
1:1
−→ k
)
. Given f ∈ F and permutation π of [n], we define
the orbit board for f and wπ as follows. Let fi = w
i
π(f) for i ∈ Z. We draw the orbit
board by placing fi on row i (with the row count starting at 0) up to fℓ−1 where ℓ is the
length of the orbit. We consider the orbit board to be cylindrical so going below the bottom
line is the top line again.
Refer to Figure 11 for the orbit board of an example orbit under the action w3 ◦w5 ◦w2 ◦
w4 ◦ w6 ◦ w1 on OP
(
6
1:1
−→ 9
)
.
Lemma 4.6. Suppose f ∈ F = OP
(
n
1:1
−→ k
)
.
(1) If fi(n) 6= k, then fi+1(n) = fi(n) + 1.
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(2) If j ∈ [n− 1] and π−1(j) < π−1(j + 1), then either fi(j + 1) = fi(j) + 1 or fi+1(j) =
fi(j) + 1, and never both.
(3) If j ∈ [n − 1] and π−1(j) > π−1(j + 1), then either fi+1(j + 1) = fi(j) + 1 or
fi+1(j) = fi(j) + 1, and never both.
Proof. (1) In applying wπ to fi to get fi+1, we will at some point apply wn. By Proposi-
tion 4.2, since fi(n) 6= k, wn adds 1 to the value of fi(n) to get fi+1(n) = fi(n) + 1.
For both (2) and (3), as we start with fi and are whirling at various indices, let g be
the function immediately before we whirl at index j. So g(j) = fi(j). By Proposition 4.2,
(wj(g))(j) = g(j) + 1 if and only if g(j + 1) 6= g(j) + 1.
(2) In this case, we whirl at index j before j + 1 when we apply the map wπ to fi. So
g(j + 1) = fi(j + 1). Thus exactly one of fi+1(j) = (wj(g))(j) = g(j) + 1 = fi(j) + 1 or
fi(j + 1) = g(j + 1) = g(j) + 1 = fi(j) + 1 is true.
(3) In this case, we whirl at index j after j + 1 when we apply the map wπ to fi. So
g(j + 1) = fi+1(j + 1). Thus exactly one of fi+1(j) = (wj(g))(j) = g(j) + 1 = fi(j) + 1 or
fi+1(j + 1) = g(j + 1) = g(j) + 1 = fi(j) + 1 is true. 
Lemma 4.7. Suppose f ∈ F = OP
(
n
1:1
−→ k
)
.
(1) If fi(1) 6= 1, then fi−1(1) = fi(1)− 1.
(2) If j ∈ {2, . . . , n} and π−1(j − 1) < π−1(j), then either fi(j − 1) = fi(j) − 1 or
fi−1(j) = fi(j)− 1, and never both.
(3) If j ∈ {2, . . . , n} and π−1(j − 1) > π−1(j), then either fi−1(j − 1) = fi(j) − 1 or
fi−1(j) = fi(j)− 1, and never both.
Proof. Exactly like the proof of Lemma 4.6 except using the description in Proposition 4.2
for w−1i instead of wi. 
Let us Choose a position (i, j) in the orbit board with value r 6= k, where rows are counted
starting from 0 and columns starting with 1. That is, fi(j) = r. Then from Lemma 4.6,
there are three possibilities.
(1) If j = n, that is, position (i, j) is in the rightmost column, there is a value r + 1 in
the position (i+ 1, j) directly below.
(2) If π−1(j) < π−1(j +1), then there is a unique position either (i+1, j) directly below
or (i, j + 1) directly right that contains the value r + 1.
(3) If π−1(j) > π−1(j +1), then there is a unique position either (i+1, j) directly below
or (i+ 1, j + 1) diagonally down and right that contains the value r + 1.
This allows us to create a unique sequence of positions starting from (i, j) containing the
values r, r + 1, . . . , k that ends in the right column (the only column k can be in). Using
Lemma 4.7, we can extend this sequence uniquely the other way to a position with the value
1 in the left column (the only column 1 can be). Therefore, we can partition the orbit board
into sequences called snakes that begin in the left column and end in the right column,
containing each 1, 2, . . . , k once. For any position in the snake, the next one is either
• “down” (one position below),
• “right” (one position to the right),
• “diagonal” (one position below and to the right),
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where we can only move right from column j to column j+1 if π−1(j) < π−1(j+1), and we
can only move diagonal from column j to column j +1 if π−1(j) > π−1(j +1). Down moves
are allowed in either case.
f0 1 3 4 5 7 8
f1 2 3 5 6 8 9
f2 1 4 6 7 8 9
f3 2 5 6 7 8 9
f4 3 4 5 7 8 9
f5 1 2 3 6 7 9
f6 1 2 3 4 5 8
f7 1 2 3 4 6 9
f8 1 2 4 5 6 7
Red snake composition: 231111
Blue snake composition: 311112
Orange snake composition: 111123
Green snake composition: 111231
Purple snake composition: 112311
Brown snake composition: 123111
Figure 12. The same orbit from Figure 11 with the orbit board partitioned
into snakes. Each snake’s corresponding composition is shown on the right on
the line with the ‘1’ in the left column.
See Figure 12 for an illustration of the same orbit from Figure 11 with colors denoting the
snakes. This is an orbit under the action wπ for π = 164253. We have π
−1(j) < π−1(j + 1)
for j = 1, 2, 4 and π−1(j) > π−1(j+1) for j = 3, 5. Thus the snakes move right from column
1 to 2 to 3, then diagonal to column 4, then right to column 5, then diagonal to column 6.
The existence of snakes that contain each value 1, 2, . . . , k exactly once describes why each
of those values occurs as an output of functions the same number of times across any given
orbit, which proves the third part of Theorem 4.4. To prove the other two parts of this
theorem, we analyze the snakes. Unlike the “[k]-chunks” used in the proof of Theorem 2.11
for F = Injm(n, k), the snakes in this setting have the property that any snake determines
the entire orbit.
To every snake, we associate a corresponding snake composition c = (c1, c2, . . . , cn)
where each cj is the number of entries that snake has in column j. Note that the snake
composition is a composition of k into n parts, i.e., a sequence of n positive integers that
add to k. For the orbit in Figure 12, the six snakes (in order by where they begin in the
left column) have snake compositions 231111, 311112, 111123, 111231, 112311, and 123111,
respectively. One observation is that each of these compositions is a left cyclic rotation of
the previous one. This is true in general.
Lemma 4.8. A snake in a wπ-orbit of F = OP
(
n
1:1
−→ k
)
can be constructed from its
composition c = (c1, c2, . . . , cn). If c is the composition for the snake whose ‘1’ entry is
on the fi line, then the composition for the snake whose ‘1’ entry is on the fi+c1 line is
c′ = (c2, c3, . . . , cn, c1), a left cyclic shift of c.
Proof. The composition c tells us how many positions in each column the snake has. The
permutation π tells us if we have to make a right move or a diagonal move to go from column
to column. Since the snake must contain the numbers from 1 up to k as we move left, right,
or diagonal, the entire snake is determined by c (and π).
For example, consider an orbit O of F = OP
(
4
1:1
−→ 9
)
under the action wπ = w3 ◦ w2 ◦
w1 ◦ w4 given by π = 4123. Suppose a snake in the orbit has composition c = 2133.
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See the left side of Figure 13 for this snake placed in an orbit board. The snake composition
c = 2133 says the snake has two values (1, 2) in the first column, then one value (3) in the
second column, then three values (4, 5, 6) in the third column, and then the last three values
(7, 8, 9) in the fourth column. From the whirling order given by π = 4123, this snake must
move right when it moves to the second and third columns and then diagonal when it moves
into the fourth column. Thus, the only possibility is the red snake shown on the left side of
Figure 13.
f0 1
f1 2 3 4
f2 5
f3 6
f4 7
f5 8
f6 9
f0 1
f1 2 3 4
f2 1 ? 5
f3 2 ? 6
f4 3 ? ? 7
f5 4 5 6 8
f6 7 9
f7 8 ?
f8 9
Figure 13. Left: The only possible snake whose composition is 2133. Right:
This shows the problem that can occur if there is space between two consecu-
tive snakes that begin in the left column. In this case, the ‘?’ entries cannot
be part of a snake since that snake could not be extended to the left column.
See the proof of Lemma 4.8.
If the snake with composition c has its ‘1’ entry on the fi line, then it is clear that the next
‘1’ entry down the first column is on the fi+c1 line, when the next snake begins. Let c
′ be
the composition for this snake. We know that this snake cannot overlap an existing snake,
but what about if there is space between snakes? Consider the hypothetical configuration
given by the right side of Figure 13. The problem is that we have spaces (marked with ‘?’ in
the figure) between the two snakes but no space in the left column. Since whatever entries
are in these spaces must be part of a snake, we have a contradiction, since we cannot extend
this snake to the left column.
Thus, for any two snakes that are consecutive in the left column, there is no space between
them in any column. As for the snake whose composition is c′, this means it must move right
or diagonal (depending on what is allowed by π) at the first opening in the next column.
This implies that since the previous snake (with composition c) has cj entries in column j,
this snake has cj entries in column j − 1. Then we have c1 entries in the final column to
complete all of the entries from 1 to k. Thus c′ = (c2, c3, . . . , cn, c1). 
We show how knowing one snake determines an entire orbit. Suppose we are working in
OP
(
4
1:1
−→ 9
)
under the action wπ for π = 4123. Say the snake whose ‘1’ entry is on the f0
line has composition c = 2133.
Then from Lemma 4.8, the next snake down starts on the f2 line and has composition
1332. Then the next snake starts on the f2+1 = f3 line with composition 3321. The next
snake starts on the f2+1+3 = f6 line with composition 3213. All of these snakes move directly
right to go between the first three columns, and then have a diagonal step to move from the
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third column into the fourth. So we have the part of the orbit board shown on the left side
of Figure 14.
The next snake down starts on the f2+1+3+3 = f9 line and has composition 2133. Since
the composition for this snake is 2133, it is the same snake as the original one that started
on the f0 line. Thus, f0 = f9, f1 = f10, and so on. So to write the entire orbit board, we
take everything from lines f9, f10, f11, f12 and insert them into lines f0, f1, f2, f3. This gives
the orbit in the middle of Figure 14.
f0 1
f1 2 3 4
f2 1 2 5
f3 1 3 6
f4 2 4 5 7
f5 3 4 6 8
f6 1 5 7 9
f7 2 6 7 8
f8 3 4 8 9
f9 5 6 9
f10 7
f11 8
f12 9
f0 1 5 6 9
f1 2 3 4 7
f2 1 2 5 8
f3 1 3 6 9
f4 2 4 5 7
f5 3 4 6 8
f6 1 5 7 9
f7 2 6 7 8
f8 3 4 8 9
Red snake: 2133
Blue snake: 1332
Green snake: 3321
Purple snake: 3213
Figure 14. An example demonstrating how to construct an entire orbit know-
ing the composition for one snake in the orbit. In the wπ-orbit for π = 4123
containing a snake with composition 2133, we use Lemma 4.8 to determine the
other snakes in the orbit (see left side). Since the snake that starts on the f9
line has composition 2133 like the one starting on the f0 line, f0 = f9 so we
have the entire orbit (see middle).
This describes how an entire orbit can be constructed by knowing one snake. Also, the
reason f0 = f9 is that once we have gone through all cyclic shifts of the composition
(c1, c2, . . . , cn), we have f0 = fc1+c2+···+cn = fk, and thus w
k
π(f) = f . This proves Theo-
rem 4.4(1).
Remark 4.9. For some f ∈ F , we may return to f by applying wπ less than the full k
times. This happens precisely when a snake’s composition takes less than the full n cyclic
shifts to return to the start. For example, consider the w-orbit on F = OP
(
6
1:1
−→ 9
)
with
a snake whose composition is c = 212121. Then c is periodic and made up of the pattern 21
repeated three times. For f ∈ O, we do not need to apply w nine times before we get back
to f , we can do it in 9/3 = 3 steps. This orbit, with only two distinct snakes, is shown in
Figure 15. Note that for a periodic composition c of k into n parts, the number of times a
pattern is repeated to make up c must divide both k and n. This leads to the following.
Proposition 4.10. Suppose k and n are relatively prime and π is a permutation of [n].
Then every wπ-orbit on F = OP
(
n
1:1
−→ k
)
has size k.
To prove Theorem 4.4(2), we introduce one more lemma. This lemma will also be impor-
tant for the homomesy in OP (n→ k) given by Theorem 4.12.
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f0 1 3 4 5 8 9
f1 2 3 4 6 7 8
f2 1 2 5 6 7 9
Figure 15. The w-orbit with snake composition 212121. See Remark 4.9.
Lemma 4.11. Let π be a permutation of [n] and consider a wπ-orbit O on OP
(
n
1:1
−→ k
)
.
Then given any 1 ≤ j ≤ n and 1 ≤ r ≤ k,
#{f ∈ O | f(j) = r} = #{f ∈ O | f(n+ 1− j) = k + 1− r}.
Proof. In the orbit board corresponding to O, there is an r in one of the columns 1, 2, . . . , j
exactly when there is a snake containing the entry r in the first j columns. This happens
exactly when the first j parts of the snake composition add up to at least r. Similarly, there
is an entry k+1− r in one of the columns n, n− 1, . . . , n+1− j whenever a snake contains
the entry k+ 1− r in the last j columns. This happens exactly when the last j parts of the
snake composition add up to at least r.
Consider the orbit in Figure 14 for example. There is a 4 in the first two columns in the
blue, green, and purple snakes, but not the red one. This is because the first two parts of
every snake but the red one adds up to at least 4. Similarly, there is a 9 + 1− 4 = 6 in the
last two columns for every snake except the green one. This is because the green snake is
the only one whose last two parts add to less than 4.
Since the cyclic shifts of a snake composition give the other snake compositions in the
orbit, there must be the same number of r entries within the first j columns combined as
there are k + 1 − r entries within the last j columns combined. Restating this in terms of
the functions in the orbit O,
#{f ∈ O | f(i) = r for 1 ≤ i ≤ j} = #{f ∈ O | f(n+ 1− i) = k + 1− r for 1 ≤ i ≤ j}.
Therefore,
#{f ∈ O | f(j) = r} = #{f ∈ O | f(i) = r for 1 ≤ i ≤ j} −#{f ∈ O | f(i) = r for 1 ≤ i ≤ j − 1}
= #{f ∈ O | f(n+1−i) = k+1−r for 1 ≤ i ≤ j}−#{f ∈ O | f(n+1−i) = k+1−r for 1 ≤ i ≤ j−1}
= #{f ∈ O | f(n+ 1− j) = k + 1− r}. 
Theorem 4.4(2) follows easily from Lemma 4.11. Every instance of f(j) = r for f ∈ O
is balanced by g ∈ O satisfying g(n + 1 − j) = k + 1 − r. Therefore, the statistic f 7→
f(j) + f(n+ 1− j) has average k + 1 over all k ∈ O.
We are now ready for a homomesy result for whirling on OP (n→ k) which follows as a
corollary from Theorem 4.4 and Lemma 4.11.
Theorem 4.12. Let π be a permutation on [n] and wπ := wπ(n)◦· · ·◦wπ(2)◦wπ(1). Consider
the action of wπ on F = OP (n→ k).
(1) For any f ∈ F , wk+n−1π (f) = f .
(2) For any j ∈ [n], the statistic f 7→ f(j) + f(n + 1 − j) is homomesic with average
k + 1.
(3) For any r ∈ [k], the statistic f 7→ #{j ∈ [n] | f(j) = r}−#{j ∈ [n] | f(j) = k+1−r}
is homomesic with average 0.
Proof. As we must refer to the whirling action on two different families of functions in
this proof, we will use wi : OP (n→ k) → OP(n→ k) to refer to whirling at index i
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and wπ := wπ(n) ◦ · · · ◦ wπ(2) ◦ wπ(1). We will use capital Wi : OP
(
n
1:1
−→ k + n− 1
)
→
OP
(
n
1:1
−→ k + n− 1
)
to refer to whirling at index i on the set OP
(
n
1:1
−→ k + n− 1
)
. Also
let Wπ := Wπ(n) ◦ · · · ◦Wπ(2) ◦Wπ(1). To prove a statement about wπ, we use what we know
about Wπ.
Given f ∈ OP (n→ k), define f ∈ OP
(
n
1:1
−→ k + n− 1
)
by f(i) = f(i) + i − 1. For
example, given f = 1444 ∈ OP (4→ 6), f = 1567 ∈ OP
(
4
1:1
−→ 9
)
. It is clear that since f
is order-preserving (i.e., f(i) ≤ f(i + 1) for all i), f is both order-preserving and injective
(i.e., f(i) < f(i+ 1) for all i). It is also straightforward that f 7→ f is a bijection between
OP (n→ k) and OP
(
n
1:1
−→ k + n− 1
)
, and it is in fact equivalent to the standard bijection
between n-element multisets on [k] and n-element subsets of [k + n− 1].
Let i ∈ [n]. Then from Proposition 4.3,
(wi(f))(i) =
{
f(i) + 1 if f(i) + 1 ≤ f(i+ 1)
f(i− 1) otherwise
where we set f(0) = 1 and f(n) = k. This means f(0) = 0 and f(n) = k + n− 1, and then
by Proposition 4.2,
(Wi(f))(i) =
{
f(i) + 1 if f(i) + 1 < f(i+ 1)
f(i− 1) + 1 otherwise
=
{
f(i) + i if f(i) + i < f(i+ 1) + i
f(i− 1) + i− 1 otherwise
=
{
f(i) + 1 + i− 1 if f(i) + 1 ≤ f(i+ 1)
f(i− 1) + i− 1 otherwise
= (wi(f))(i) + i− 1
= wi(f)(i).
Therefore wi(f) = Wi(f). By extension, wiπ(f) = W
i
π(f). So Theorem 4.4(1) implies
wk+n−1π (f) = f for every f ∈ OP (n→ k). This proves (1).
From this, we can construct a bijection between wπ-orbits of OP (n→ k) and Wπ-orbits
of OP
(
n
1:1
−→ k + n− 1
)
. For any wπ-orbit O of OP (n→ k), the corresponding Wπ-orbit
of OP
(
n
1:1
−→ k + n− 1
)
consists of {f | f ∈ O}.
Let O be a wπ-orbit of OP (n→ k). From Theorem 4.4(2), we get that for any j ∈ [n],
f(j) + f(n+ 1− j) = f(j) + j − 1 + f(n+ 1− j) + n + 1− j − 1 has average k + n across
O. So f(j) + f(n+ 1− j) has average k + 1 across O.
From Lemma 4.11, given any 1 ≤ j ≤ n and 1 ≤ i ≤ k + n− 1,
#{f ∈ O | f(j) = i} = #{f ∈ O | f(n+ 1− j) = (k + n− 1) + 1− i}.
This implies that
#{f ∈ O | f(j) + j − 1 = i} = #{f ∈ O | f(n+ 1− j) + n− j = n+ k − r}
and so
#{f ∈ O | f(j) = r} = #{f ∈ O | f(n+ 1− j) = k + 1− r}
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by setting r = i − j + 1. Thus, every instance of f(j) = r for f ∈ O is balanced by g ∈ O
satisfying g(n + 1 − j) = k + 1 − r. So the statistic f 7→ #{j ∈ [n] | f(j) = r} − #{j ∈
[n] | f(j) = k + 1− r} has average 0 on O. 
Example 4.13. Figure 16 shows a w-orbit on OP (4→ 6) and the corresponding W-orbit
on OP
(
4
1:1
−→ 9
)
. Note that we can construct the second orbit by adding j−1 to each entry
in column j of the first orbit. Also notice that 1, 2, . . . , 9 each appear as outputs the same
number of times in the W-orbit, as is consistent with Theorem 4.4(3). However, for the w-
orbit, we do not have 1, 2, 3, 4, 5, 6 appearing as outputs the same number of times. Instead,
they occur as outputs 5, 6, 7, 7, 6, 5 times, respectively. In accordance with Theorem 4.12(3),
conjugate pairs r and k+1−r appear as outputs the same number times within any column.
g g(1) + g(4) g(2) + g(3)
f 1444 5 5
w(f) 2225 7 4
w2(f) 1136 7 4
w3(f) 1244 5 6
w4(f) 2335 7 6
w5(f) 3346 9 7
w6(f) 1455 6 9
w7(f) 2556 8 10
w8(f) 3366 9 9
AVG 7 7
g g(1) + g(4) g(2) + g(3)
f 1567 8 11
W(f) 2348 10 7
W2(f) 1259 10 7
W3(f) 1367 8 9
W4(f) 2458 10 9
W5(f) 3469 12 10
W6(f) 1578 9 12
W7(f) 2679 11 13
W8(f) 3489 12 12
AVG 10 10
Figure 16. The w-orbit on F = OP (4→ 6) and the corresponding w-orbit
on OP
(
4
1:1
−→ 9
)
.
Proposition 4.10 leads to the following corollary using the bijection described in the proof
of Theorem 4.12.
Corollary 4.14. Suppose n is relatively prime to k + n − 1 and π is a permutation of [n].
Then every wπ-orbit on F = OP (n→ k) has size k + n− 1.
5. Whirling restricted growth words
A partition of the set [n] is an unordered collection of disjoint subsets of [n], called
blocks, whose union is [n]. For example {{1, 2, 5}, {4, 7}, {3, 6}} is a partition of [7]. We
often write a partition by writing each block without set braces or commas, and using a bar
to separate blocks. For example, {{1, 2, 5}, {4, 7}, {3, 6}} would be written 125|47|36. Notice
that 125|47|36 = 125|36|47 = 63|152|47 because the order of the blocks is unimportant as
well as the order of the numbers within each block.
Another way of encoding a set partition is using its restricted growth word.
Definition 5.1. Let π be a partition of [n] with k blocks. First order the blocks according
to their least elements. The restricted growth word (or RG-word) according to π is the
function f : [n]→ [k] where f(i) = j if i is in the jth block of π.
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Example 5.2. For the partition 125|46|37 of [7], we reorder the blocks as 125|37|46. Then
its RG-word is 1123132.
Let RG(n, k) denote the set of RG-words corresponding to partitions of [n] with exactly
k blocks and RG(n) the set of RG-words corresponding to all partitions of [n] (without
specifying the number of blocks). That is
RG(n) =
n⋃
k=1
RG(n, k).
It is clear that any RG-word corresponds to a unique set partition, and that an RG-word of
length n is in RG(n, k) where k is the maximum entry.
Let
{
n
k
}
denote the number of partitions of [n] with exactly k blocks and Bn denote
the total number of partitions of [n]. These are called the Stirling numbers of the second
kind and Bell numbers respectively; e.g., see [Sta11]. RG-words were first introduced by
Hutchinson [Hut63] and have been studied recently by Cai and Readdy [CR17] for their
connections to the q and “q-(1 + q)” analogues for Stirling numbers of the second kind.
The following proposition is clear from the way RG-words are defined, since the blocks
are ordered via least elements.
Proposition 5.3..
• A function f : [n] → [k] is in RG(n, k) if and only if it is surjective and for all
1 ≤ j ≤ k − 1, min{i|f(i) = j} ≤ min{i|f(i) = j + 1}.
• A function f : [n]→ [n] is in RG(n) if and only if for any 1 ≤ j ≤ n− 1,
◮ if j + 1 is in the range of f , then so is j, and in this case,
◮ min{i|f(i) = j} ≤ min{i|f(i) = j + 1}.
The condition min{i|f(i) = j} ≤ min{i|f(i) = j + 1} means that in the one-line notation
of f , the first occurrence of j occurs before the first j+1. This is where the term “restricted
growth” comes from. In particular, any RG-word f satisfies f(1) = 1.
Note that we consider the codomain of functions in RG(n, k) to be [k] and of RG(n) to
be [n]. Therefore for F = RG(n, k), wi adds 1 mod k repeatedly to the value f(i) until we
get a function in F , but for F = RG(n), wi adds 1 mod n repeatedly instead.
Proposition 5.4. Let F = RG(n, k), f ∈ F , and i ∈ [n]. Let f(i) = j. Then wi changes
the output at i in the following way.
• If j 6= k, then
(wi(f))(i) =


j + 1 if there exists i′ < i such that f(i′) = j,
j if the only i′ < min{h|f(h) = j + 1} s.t. f(i′) = j is i′ = i,
1 otherwise.
• If j = k, then
(wi(f))(i) =
{
k if the only value i′ for which f(i′) = k is i′ = i,
1 otherwise.
Refer to Example 5.6 for an example of Proposition 5.4. This says that in the one-line
notation of f , if the value in position i is j 6= k, then wi adds 1 to it if it is not the first
occurrence of j. If it is the first occurrence of j, then wi leaves it alone if there is not another
j to the left of the first j + 1, and otherwise changes the value to 1. In the case where the
value in position i is k, wi leaves it alone if it is the only k, and otherwise changes it to 1.
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Proof. Case 1: f(i) 6= k. We have two subcases to consider.
Case 1a: There exists i′ < i such that f(i′) = j. Then changing the value of f(i) will not
change the RG-word criterion min{i|f(i) = j} ≤ min{i|f(i) = j + 1} from Proposition 5.3.
So (wi(f))(i) = j + 1.
Case 1b: There does not exist i′ < i such that f(i′) = j. Then we cannot change
the value of f(i) to anything larger than j and still have an RG-word. If the only i′ <
min{h|f(h) = j + 1} such that f(i′) = j is i′ = i, then changing the value of f(i) to
something other than j will violate min{i|f(i) = j} ≤ min{i|f(i) = j + 1} and not be an
RG-word. Otherwise, changing the value of f(i) to 1 results in an RG-word.
Case 2: f(i) = k. Since an RG-word must be surjective, if there does not exist i′ 6= i
satisfying f(i′) = k, then we cannot change the value of f(i) to something other than k. So
(wi(f))(i) = k. Otherwise, changing the value of f(i) to 1 still results in an RG-word, and
so (wi(f))(i) = 1. 
For the F = RG(n) case, we have the following slightly different characterization of wi.
Proposition 5.5. Let F = RG(n), f ∈ F , and i ∈ [n]. Let f(i) = j. Then
(wi(f))(i) =


j + 1 if there exists i′ < i such that f(i′) = j,
j if the only i′ < min{h|f(h) = j + 1} s.t. f(i′) = j is i′ = i,
1 otherwise.
If there is no h satisfying f(h) = j + 1, then we are not in the second case.
Proof. If there exists i′ < i such that f(i′) = j, then changing the value of f(i) will not
change the RG-word criterion min{i|f(i) = j} ≤ min{i|f(i) = j + 1} from Proposition 5.3.
So (wi(f))(i) = j + 1.
Otherwise we cannot change the value of f(i) to anything larger than j, so applying wi
will cycle the value of f(i) around to 1 before possibly landing on a function in F . If j+1 is
in the range of f and i′ = i is the only i′ < min{h|f(h) = j+1} such that f(i′) = j, then we
cannot change the value of f(i) from j and still satisfy the necessary criterion. Otherwise,
we can change the value of f(i) to 1. 
Example 5.6. For F = RG(7, 4),
1213341
w17→ 1213341
w27→ 1213341
w37→ 1223341
w47→ 1221341
w57→ 1221341
w67→ 1221341
w77→ 1221342
so w(1213341) = 1221342.
On the other hand, for F = RG(7),
1213341
w17→ 1213341
w27→ 1213341
w37→ 1223341
w47→ 1221341
w57→ 1221341
w67→ 1221311
w77→ 1221312
so w(1213341) = 1221312.
Propositions 5.4 and 5.5 show that for F = RG(n, k) or F = RG(n), whirling at index i
either adds 1 to the value f(i) or leaves f(i) alone or changes the value f(i) to 1.
For F = RG(n, k) or F = RG(n), w1 acts trivially since any RG-word f satisfies f(1) = 1.
Thus, w = wn ◦ · · ·w3 ◦ w2 on these families of functions. So when we consider generalized
toggle orders we define wπ = wπ(n)◦· · ·◦wπ(3)◦wπ(2) where π is a permutation of {2, 3, . . . , n}.
Definition 5.7. Let
Ii 7→1(f) =
{
1 if f(i) = 1,
0 if f(i) 6= 1.
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The main homomesy result is the following.
Theorem 5.8. Let n ≥ 2. Fix F to be either RG(n) or RG(n, k) for some 1 ≤ k ≤ n. Let
π be a permutation of {2, 3, . . . , n}. Under the action of wπ on F , Ii 7→1 − Ij 7→1 is 0-mesic
for any i, j ∈ {2, 3, . . . , n}.
See Figure 17 for an illustration of Theorem 5.8 for the orbits under the action of w
(i.e., π is the identity) over F = RG(5, 3). This theorem is another instance where there is
homomesy under an action that produces unpredictable orbit sizes, and for which the order
of the map is unknown in general.
f 12123
w(f) 11231
w2(f) 12312
w3(f) 12323
w4(f) 12131
w5(f) 12232
w6(f) 11233
w7(f) 12311
w8(f) 12322
w9(f) 12333
w10(f) 12113
w11(f) 12223
w12(f) 11123
w13(f) 12231
w14(f) 11232
w15(f) 12313
g 12213
w(g) 11223
w2(g) 12331
w3(g) 12132
w4(g) 12233
w5(g) 11213
w6(g) 12321
w7(g) 12332
w8(g) 12133
Figure 17. The two w-orbits for F = RG(5, 3). The left orbit has length 16
and the right orbit has length 9. Notice that in the left orbit, there are the
same numbers (four each) of functions h satisfying each of h(2) = 1, h(3) = 1,
h(4) = 1, and h(5) = 1. In the right orbit, there are also the same numbers
(two each) of functions h satisfying each of h(2) = 1, h(3) = 1, h(4) = 1, and
h(5) = 1. This illustrates Theorem 5.8 for the case n = 5, k = 3, and π is the
identity.
For RG-words, results for w need not necessarily extend to other wπ products like they
did for Injm(n, k), Surm(n, k), and Park(n), since a rearrangement of an RG-word is not
always an RG-word. In fact, these other whirling orders do not always yield the same orbit
structure as w. Therefore, we prove this result keeping an arbitrary π in mind.
We will use several lemmas in the proof of Theorem 5.8. For the rest of this section,
assume n ≥ 2.
Lemma 5.9. Let F be either RG(n) or RG(n, k) for some 1 ≤ k ≤ n. Let π, σ be permuta-
tions on {2, 3, . . . , n} where σ(i) = π(i+1) for 2 ≤ i ≤ n−1 and σ(n) = π(2). Then for any
wπ-orbit O = (f1, f2, . . . , fℓ), there is a wσ-orbit O
′ = (f ′1, f
′
2, . . . , f
′
ℓ) for which f
′
j = wπ(2)(fj)
for all j ∈ [ℓ].
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Also, given h ∈ [n], the multiset of values f(h) as f ranges over O is the same as that for
f ranging over O′.
Proof. Let O = (f1, f2, . . . , fℓ) be a wπ-orbit satisfying wπ(fj) = fj+1 for all j. Consider
the subscripts to be mod ℓ, the length of the orbit, so fℓ+1 = f1 for instance. Note that
wπ = wπ(n) ◦ · · · ◦ wπ(3) ◦ wπ(2) and wσ = wπ(2) ◦ wπ(n) ◦ · · · ◦ wπ(3). Therefore, if we let
f ′j = wπ(2)(fj) for all j, then wσ(f
′
j) = f
′
j+1 for all j. So O
′ = (f ′1, f
′
2, . . . , f
′
ℓ) is a wσ-orbit.
For h 6= π(2), fi(h) = f
′
i(h). Also, f
′
i(π(2)) = (wπ(2)(f))(π(2)) = wπ(2) = fi+1(2). Thus
for any h ∈ [n], the multiset of values of f(h) is the same for f ranging over O is the same
as that for O′. 
Remark 5.10. Suppose we have wπ = wπ(n) ◦ · · · ◦ wπ(3) ◦ wπ(2) and wσ is some cyclic shift
of this order of composition. Then by applying Lemma 5.9 repeatedly, we get that every
wπ-orbit O corresponds uniquely with a wσ-orbit O
′ where the multisets of f(h) values are
the same for f ranging over O as for O′.
For example, on F = RG(6), w3 ◦ w5 ◦ w4 ◦ w6 ◦ w2 and w4 ◦ w6 ◦ w2 ◦ w3 ◦ w5 satisfy the
above orbit correspondence. However in general two orders for applying the whirling maps
do not yield the same orbit structure. For example, w3 ◦w5 ◦w4 ◦w6 ◦w2 does not have the
same orbit structure as w5 ◦ w6 ◦ w3 ◦ w2 ◦ w4 because these are not cyclic rotations of each
other.
Lemma 5.11. Let F be either RG(n) or RG(n, k) for some 1 ≤ k ≤ n and π be a permuta-
tion of {2, 3, . . . , n}. Let i = π(2) and suppose 2 ≤ i ≤ n− 1. Then for f ∈ F , if f(i) = 1,
then (w−1π (f)) (i) ≥ (w
−1
π (f)) (i+ 1).
Proof. Let f ∈ F such that f(i) = 1. Let g = w−1π (f). Since wi is the first map we apply
when we apply w to g, wi changes the value of g(i) to 1. By Propositions 5.4 and 5.5, either
i is the least i′ satisfying g(i′) = g(i), or g(i) = k (the latter option only being possible or
making sense if F = RG(n, k)).
Assume by way of contradiction that g(i) < g(i+ 1). This could only be possible in the
case where i is the least i′ satisfying g(i′) = g(i). From the restricted growth condition,
g(i+ 1) = g(i) + 1. Then Propositions 5.4 and 5.5 say that wi would leave the value g(i) as
is, not change it to 1, which is a contradiction. Thus, g(i) ≥ g(i+ 1). 
Lemma 5.12. Let i ∈ {2, 3, . . . , n}.
(1) The number of f ∈ RG(n, k) satisfying f(i) = 1 is
{
n−1
k
}
.
(2) The number of f ∈ RG(n) satisfying f(i) = 1 is Bn−1.
Proof. The condition f(i) = 1 means 1 and i are in the same block of the partition of
[n] corresponding to f . Such set partitions can be formed by first choosing a partition of
{2, 3, . . . , n− 1} and placing 1 in the same block as i. 
We are now ready for the proof of Theorem 5.8.
Proof of Theorem 5.8. Let O be a wπ-orbit. The goal is to prove that in O, there are the
same number of functions f ∈ O satisfying f(i) = 1 as there are satisfying f(j) = 1, when
2 ≤ i, j ≤ n. We will approach this by showing that O has the same number of functions f
satisfying f(i) = 1 as f(i+ 1) = 1, for 2 ≤ i ≤ n− 1.
Let i ∈ {2, 3, . . . , n − 1}. Without loss of generality, assume i = π(2). This is because
by Remark 5.10, we could cyclically change π to get this condition, without changing the
property we wish to prove for orbits of wπ.
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Let f ∈ O be a function satisfying f(i) = 1 and f(i + 1) 6= 1. By Lemma 5.11,
(w−1π (f)) (i) ≥ (w
−1
π (f)) (i+1). Now let r be the least positive integer such that (w
r
π(f)) (i) ≥
(wrπ(f)) (i+ 1). (Such an r must exist because when repeatedly applying wπ to f , we must
eventually cycle back around to w−1π (f).)
Let g = wr−1π . Then
(1) g(i) < g(i+ 1) and (wπ(g))(i) ≥ (wπ(g))(i+ 1).
By the way whirling at an index works, either (wπ(g))(i) = g(i) + 1 or (wπ(g))(i+ 1) = 1.
Suppose (wπ(g))(i+1) 6= 1. Then (wπ(g))(i+1) = g(i+1) or (wπ(g))(i+1) = g(i+1)+1,
the latter of which violates Equation (1) because (wπ(g))(i) = g(i) + 1. So (wπ(g))(i+1) =
g(i + 1). Then from Equation (1), we have (wπ(g))(i) = g(i) + 1 = g(i + 1). However, we
apply wi+1 after wi, so wi+1 would have to add 1 to the value g(i+ 1) by Propositions 5.4
and 5.5. This contradicts (wπ(g))(i+ 1) = g(i+ 1). Thus,
(wrπ(f))(i+ 1) = (wπ(g))(i+ 1) = 1.
By Lemma 5.11, (wmπ (f)) (i) 6= 1 for all 1 ≤ m ≤ r. Therefore, given any function
f ∈ O satisfying f(i) = 1 and f(i + 1) 6= 1, as we repeatedly apply wπ to f , we obtain a
function that sends i+ 1 to 1 before we get another function that sends i to 1. This implies
#{f ∈ O|f(i) = 1} ≤ #{f ∈ O|f(i+ 1) = 1}.
By Lemma 5.12, #{f ∈ F|f(i) = 1} = #{f ∈ F|f(i + 1) = 1}. Therefore, since
#{f ∈ O|f(i) = 1} ≤ #{f ∈ O|f(i + 1) = 1} for every wπ-orbit O over F , we must have
#{f ∈ O|f(i) = 1} = #{f ∈ O|f(i+ 1) = 1} for every orbit O. 
Theorem 5.8 implies another homomesic statistic only for the action of wπ only on
RG(n, k).
Corollary 5.13. Let n ≥ 2 and π a permutation of {2, 3, . . . , n}. Under the action of wπ
on RG(n, k), the statistic
f 7→
(
k
2
)
f(2)− f(n)
is homomesic with average k(k − 2).
Proof. For f ∈ RG(n, k), f(2) is always 1 or 2. Consider a wπ-orbit O with length ℓ(O). If
f(2) = 2 and f(n) = k for every f ∈ O, then the total value of f 7→
(
k
2
)
f(2)− f(n) across
O is k(k−1)
2
2ℓ(O)− kℓ(O) = k(k − 2)ℓ(O).
Suppose instead that there are c functions f ∈ O that satisfy f(2) = 1. Then this decreases
the total value of
(
k
2
)
f(2) across O by
(
k
2
)
c.
From Theorem 5.8, there are also c functions f ∈ O satisfying f(n) = 1. If f(n) 6= k,
then n cannot be the least i for which f(i) = f(n) according to Proposition 5.3. Thus,
when f(n) 6= k, wπ adds 1 to the value of f(n). When f(n) = k, either (wπ(f))(n) = 1 or
(wπ(f))(n) = k via Proposition 5.4. So there are also c functions satisfying f(n) = j for any
j ∈ [k − 1]. In relation to the original case where f(n) = k for all f , this decreases the total
value of f(n) across O by c(1 + 2 + 3 + · · ·+ (k − 1)) =
(
k
2
)
c.
Therefore, the total value of f 7→
(
k
2
)
f(2)− f(n) across O is
k(k − 2)ℓ(O)−
(
k
2
)
c+
(
k
2
)
c = k(k − 2)ℓ(O).
Hence this statistic has average k(k − 2) on O. 
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Definition 5.14. A partition of [n] is said to be noncrossing if whenever i < j < k < ℓ, it
is not the case that i and k belong to one block of π with j and ℓ belonging to another block.
A noncrossing RG-word is an RG-word whose corresponding partition is noncrossing. Let
RGnc(n, k) and RGnc(n) denote the sets of all noncrossing RG-words in RG(n, k) and RG(n)
respectively.
Proposition 5.15. An RG-word f is noncrossing if and only if in the one-line notation, we
do not have abab in order (not necessarily consecutively) for some a 6= b.
Example 5.16. Let f = 122133143. Then f ∈ RG(9, 4) but f 6∈ RGnc(9, 4) because the red
values are 1313 in relative order.
Due to the noncrossing condition, there is not such a simple description (like Proposi-
tion 5.4 or 5.5) of how wi acts for F = RGnc(n, k) or F = RGnc(n). In the following
example, we see wi can decrease f(i) to something other than 1, or increase f(i) by more
than one.
Example 5.17. For F = RGnc(6, 4),
123442
w17−→ 123442
w27−→ 123442
w37−→ 123442
w47−→ 123242
w57−→ 123242
w67−→ 123244
so w(123442) = 123244.
For F = RG(6),
123442
w17−→ 123442
w27−→ 123442
w37−→ 123442
w47−→ 123242
w57−→ 123222
w67−→ 123224
so w(123442) = 123224.
We conjecture homomesy for whirling noncrossing RG-words. Again w1 acts trivially for
F = RGnc(n) or F = RGnc(n, k), so for simplicity we ignore w1.
Conjecture 5.18. Let n ≥ 2. Fix F to be either RGnc(n) or RGnc(n, k) for some 1 ≤ k ≤ n.
Let π be a permutation of {2, 3, . . . , n}. Under the action of wπ on F , I27→1−In 7→1 is 0-mesic.
This conjecture says that for noncrossing RG-words, we have the specific case i = 2,
j = n of the homomesy in Theorem 5.8. The proof of Theorem 5.8 relied on the fact from
Lemma 5.12 that for F = RG(n, k) or F = RG(n), #{f ∈ F|f(i) = 1} = #{f ∈ F|f(j) =
1} given any 2 ≤ i, j ≤ n. For F = RGnc(n, k) or F = RGnc(n), we only have this when
i = 2, j = n. For example, over the set of noncrossing partitions on [4], there are five
partitions containing 1 and 2 in the same block, four partitions containing 1 and 3 in the
same block, and five partitions containing 1 and 4 in the same block.
Under the whirling left-to-right order (π is the identity) Conjecture 5.18 has been confirmed
for all n ≤ 9 and relevant k values (k ∈ [n]). It has also been tested and confirmed for many
random whirling orders (with n ≤ 9).
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