In this paper we show how the spectral formulation of Baker, Meiron and Orszag can be used to solve for waves on water of infinite depth confined between two flat, vertical walls, and also how it can be modified to take into account water of finite depth with a spatially-varying bottom. In each case, we use Chebyshev polynomials as the basis of our representation of the solution and filtering to remove spurious high-frequency modes. We show that spectral accuracy can be achieved until wave breaking, plunging or wall impingment occurs in two model problems.
INTRODUCTION
Since the seminal work presented in [1] , two-dimensional, nonlinear, inviscid water wave problems have usually been solved using a mixed Eulerian-Lagrangian formulation in conjunction with a boundary integral method to solve Laplace's equation. Other examples include [2] , [3] , [4] , [5] and [6] . The most accurate version of this method is spectral, but has previously only been formulated for periodic problems. In this paper we show how the spectral formulation of [7] can be used to solve for waves on water of infinite depth confined between two flat, vertical walls, and also how it can be modified to take into account water of finite depth with a spatially-varying bottom. In each case, we use Chebyshev polynomials as the basis of our representation of the solution and filtering to remove spurious high-frequency modes. We show that spectral accuracy can be achieved until either wave breaking, plunging or wall impingement occurs in two model problems. Our focus is on the technical details of this numerical method, not the fluid mechanics, which will be addressed in a separate paper.
MATHEMATICAL FORMULATION

Governing equations
We consider the two-dimensional flow of an inviscid, incompressible fluid confined between two parallel, vertical walls. We non-dimensionalize the problem using the distance between the walls and the acceleration due to gravity to provide length and time scales. Let the horizontal and vertical coordinates be x and y. The walls are located at x = 0 and x = π (for convenience in the presentation 2 J.S. IM AND J. BILLINGHAM below). The free surface at time t is y = η(x, t) † . We assume that the fluid motion is irrotational, so that there exists a velocity potential φ(x, y, t). We also assume incompressibility of the fluid, so that φ satisfies Laplace's equation,
On the free surface, we have the kinematic and dynamic boundary conditions,
The effect of surface tension has been neglected. We assume that the flow is on a large enough scale that this is appropriate, although we expect surface tension to become important once a wave starts to break since the free surface then develops a large curvature, possibly becoming singular at some finite time, [8] , [9] . Gravity acts in the negative y direction. Since the rigid parallel walls are located at x = 0 and x = π, the potential needs to satisfy the homogeneous Neumann boundary conditions
Equations (1), (2), (3) and (4), along with appropriate initial conditions for φ and η, govern the motion of the fluid.
Boundary integral formulation on water of infinite depth
As shown in many previous works on water wave problems, the most computationally effective way to solve Laplace's equation (1) is the boundary integral method, which reduces the problem to one formulated on the free surface alone. A formulation based on classical potential theory [10] , [11] uses dipole distributions along the free surface and this is the basis of our numerical method. This particular choice of boundary integral method was used for the first time in [7] , for spatially periodic waves. Let z = x + iy be a complex-valued field point and introduce parametric forms for the surface location z(p) with dipole distribution µ(p) where p is a Lagrangian parameter defined in [0, π] . Then the complex potential Φ = φ + iψ has a double-layer representation
where φ is the velocity potential and ψ the stream function. Here we drop the time variable for convenience. The subscript q denotes differentiation with respect to q and the * superscript indicates complex conjugation. This automatically satisfies the kinematic boundary condition since the double-layer representation implies the continuity of the normal derivative of the potential at the interface. If we take the limit as z approaches the free surface from below, Φ(z) → Φ(z(p)) = Φ(p) and the integral should be understood as a principal value integral. In addition, we de-singularize the integrand for numerical purposes and obtain
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The complex velocity w = u + iv, where u and v are the x and y components of velocity respectively, is given by
and the velocity of the free surface parametrized by p is determined by
The Lagrangian motion of the fluid particles on the free surface, keeping p fixed, is determined by
Bernoulli's equation determines the evolution of the potential in time on the free surface as
where p is fixed. In addition, (6) provides a Fredholm integral equation of the second kind for the dipole strength µ,
If z and φ are given at a certain time t, we first solve the Fredholm integral equation (11) to determine the dipole strength µ, then the complex potential Φ can be determined from (6) and the complex velocity can be calculated using (8) . Finally, the surface location and velocity potential on the free surface can be updated using (9) and (10), respectively. The process is repeated with the updated free surface z and surface potential φ.
Inclusion of bottom topography
Modelling surface waves over water of finite depth with spatially varying bottom topography requires an additional Neumann boundary condition along the rigid bottom. We define the dipole strengths along the free surface and rigid bottom to be µ F and µ B , and the parametrization of the surface and the rigid bottom to be z F and z B . The equivalent of (5) is then
After it has been desingularized, this can be solved in the same manner as described in section 2.2.
NUMERICAL METHOD
We use the Chebyshev polynomials, T k , as the basis for the approximation of the solution, expressing each of the variables ξ = {x, y, φ, ψ, µ} in the form
where N is the number of Lagrangian marker points on the free surface. By taking to determine the coefficient A k [12] for given values ξ(p i ). The derivatives of ξ are then
where
Once the coefficients, B k , are computed, the inverse Fast Cosine Transform gives the derivatives at the markers. Since Chebyshev polynomials are used as the basis and the marker points are placed at the Chebyshev nodes, a natural choice of quadrature rule is the Clenshaw-Curtis method [13] . This requires the evaluation of the integrand at the Chebyshev nodes in order to approximate the integrand by Chebyshev polynomials. The integral can then be determined exactly with the Fourier Cosine Transform. To explain in more detail, first consider a change of variable, cos θ =
Application of the Fast Cosine Transform to f ( π 2 (cos θ + 1)) determines the coefficients, so that
and hence
In addition, the value of the integrand in (6) at the removable singularity is given by a limiting value iµ p (p)/(2π) as q → p and this value is used to approximate the integrand with Chebyshev polynomials. It remains to determine the dipole strength µ. A very efficient iterative method,
can be applied to (11) , and convergence is guaranteed, as shown in [7] . We stop this iteration when the absolute difference between successive iterates is less than an error tolerance. For time integration, we use an explicit fourth-order Runge-Kutta method. We also filter the solution to suppress high order modes in the Chebyshev series approximation, [14] . Because of the unevenly distributed marker points and explicit time integration method, a small time step is required for stability. In order to investigate the accuracy of our method, note that the total perturbation energy is
which is conserved in time. We can calculate this integral numerically using the Clenshaw-Curtis method. The total perturbation energy E(t) is used to monitor the number of digits of accuracy in the fractional change of energy, namely 
NUMERICAL RESULTS
In order to demonstrate our method, we consider two test problems: firstly, a collapsing wave in fluid of infinite depth, which illustrates the development of both spilling breakers and plunging jets, and secondly waves in fluid of finite depth, either of uniform depth or running along a ramped bottom, which illustrates rising jet formation, air entrainment and flip through.
Unsteady spilling breaker and plunging jet formation in water of infinite depth
We use initial conditions
where ζ = 2 π p − 1 and T k is a Chebyshev polynomial. The initial, stationary position of the free surface is a symmetric, quartic polynomial, elevated to height > 0 at x = 0 and depressed to depth − at x = π. Note that, although this is qualitatively similar to η(x, 0) = cos x, its periodic extension is not infinitely differentiable, and therefore cannot be used as the initial condition for a periodic spectral solver. Note also that the initial condition satisfies η x (0, 0) = η x (π, 0) = 0. The slope of the free surface at the walls remains zero for t > 0. If the initial condition does not satisfy these zero slope conditions, the flow develops a small scale structure close to each wall that is not readily computed using a global method such as ours (see [15] for a related example). The number of digits of accuracy rapidly becomes small in this case.
As a simple test, we take = 0.5 as an initial condition and use various time steps, dt, and fix N = 256 and also various numbers of markers, N , and fix dt = π/128, and integrate until t = 2π. Figure 1 shows the number of digits of accuracy in the fractional change of the total energy for various time steps. The energy has about 7 digits of accuracy or better depending on the step size. The results shown in Table I confirm that our time stepping method works correctly since the error decreases by a factor of 1/16 when we halve the time step. Table II shows a large decrease of the numerical error as N increases, consistent with spectral accuracy. For small values of the amplitude, ≤ 0.4, we obtain close to linear waves, which slosh back and forth without breaking. For larger values of , we observe breaking waves. We first consider the case = 0.45. We increased the spatial and temporal resolution to N = 512 and t = 1/1024 from t = 7 to t = 8 , and t = 1/4096 from t = 8 to t = 9 to accurately capture the breaking wave. The magnitude of spectrum below 10 −13 is suppressed by the filter and the tolerance level for the iterative method is 10 −12 . This filter level and tolerance level are used in all the simulations in this paper. The results are plotted in Figure 2 . The profile in Figure 2 shows a collapsing peak. As the peak collapses, it sharpens and the simulation requires smaller time steps while the number of digits of accuracy decreases from t = 7 to t = 9. Eventually, the peak disappears and the profile flips over. Similar behavior was seen by Baker and Xie in [8] with a sinusoidal initial condition. As the trough of the profile reaches its lowest point, it flips over once again and develops a crest. Further simulation results are shown in Figure 3 . The resolution is set to N = 1024 and t = 1/4096. As the tip of the crest sharpens, it requires more markers on the free surface. A mass of water then moves away from the wall, a sharp tip forms on the free surface and a plunging breaker is generated.
We now consider the solution when = 0.55. Figure 4 shows the wave profiles from t = 5 to t = 5.40 and its enlarged view shows the formation of a plunging breaker. The resolution is set as N = 1024 and t = 1/4000. The curvature profiles in Figure 5 show an exponential increase at the tip of the surface as the profile turns over. This is clear evidence of a plunging breaker. In addition, the number of digits in the fractional change of the total energy is shown and indicates that at least 7 digits are accurate. Figure 6 shows the spectrum of the profile in the wave number k plotted at t = 5.3875 and t = 5.4. Although the wave steepens and forms a sharp tip on the free surface, the spectra show that the numerical solution remains stable. When = 0.5385, we were able to observe a spilling breaker, shown in Figure 7 . The amplitude in this case is slightly smaller than that which generated a plunging breaker. The resolution is set to N = 1024 and t = 1/65536. We see that the curvature becomes large in both positive and negative senses, in contrast to the plunging breaker, where the large curvature is purely negative. We would expect that surface tension leads to the generation of a capillary wave on the underside of the spilling breaker if it were to be included in the simulation, see for example, [3] , [9] . The shortest distance between the wall at x = 0 and profile is approximately 0.00005. We could not proceed further with the simulation, since the profile almost touches the wall. For ≥ .6, the wave always breaks, and the breaking time gets earlier as increases. Figure 8 shows a series of profiles as a breaking wave is formed from the edge of a crest. The energy has eight digits of accuracy. For = 1 and = 2, as shown in Figure 9 , the tip of the breaking wave is formed close to the other wall, x = π.
Wave breaking in water of finite depth
We begin by considering water of uniform depth d, and initial conditions A simulation with this initial condition can be found in [5] which describes a desingularized integral equation technique. We take = 0.39, R = 3.06 and d = 0.59, and set L = π to place the largest initial slope of the free surface in the middle of the domain. Figure 10 shows both our numerical solution and the equivalent result shown in Figure 13 from [5] . The green line in [5] visually agrees well with our numerical results. In order to further check our numerical method, we performed resolution studies in time and space, with the results shown in Tables III and IV , which confirm that the method is fourth order in time, as it is for the case of fluid of infinite depth discussed above. Now we consider a rigid bottom with a slope, so that
The results with the initial condition given in (21) and different bottom geometries, a = −0.1 and a = 0.1, are shown at the same time in Figure 11 and Figure 12 , respectively. Figure 11 shows the sequence of profiles as the water runs up the slope so that a jet flips through and is projected up the wall at x = 0. As the jet climbs up the wall, the velocity of the contact point is approximately constant, as is the width of the crest. In contrast, with a = 0.1, Figure 12 shows that as the water flows down the slope, a pocket is formed as the wave approaches the wall. We also considered the case of a bottom surface with a tanh profile and with a fourth order polynomial initial condition,
We took = 0.4, d = 0.7 for the initial profile and c = 0.5 and a = ±0.1 for the rigid bottom, with results shown in Figure 13 . We can see that one bottom generates a spilling breaker and the other a plunging jet. 
CONCLUSIONS
In this paper, we have shown that a spectral boundary integral method can be used to solve inviscid water wave problems in a finite domain, both with and without bottom topography. We were able to achieve spectral accuracy and conserve energy to eight decimal places until wave breaking occurred, accurately simulating breaking waves of various types, consistent with previous studies both in both finite domains and unbounded, spatially-perioidic domains. In future work, we will extend this method to include the effect of surface tension, a problem made more challenging than the periodic 
