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This thesis addresses information extraction from financial news for decision sup-
port in the business domain. News is an important source of information for
business decision makers, which reflects investors’ expectations and affects com-
panies’ reputations. A vast amount of various news sources forces development of
text mining algorithms to collect most crucial information and present to a user
in a condensed form.
The thesis presents the PULS media monitoring system and describes several
news mining tasks, namely document clustering, multi-label news classification
and text polarity detection. For each task, we present an end-to-end processing
pipeline, starting from data preprocessing and clean-up. A particular attention is
given to named entities (NEs), that are used as one of the inputs for all presented
algorithms.
Chapter 1 overviews the PULS news monitoring system and its niche within text
mining for business intelligence.
In Chapter 2 we propose a novel algorithm for news grouping, which uses NE
salience and exploits a specific structure of news articles.
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In Chapter 3 we use automatically extracted NEs and entity descriptors in com-
bination with keywords to improve SVM classifiers for large-scale multi-label text
classification. Then, we propose a convolutional neural network (CNN) architec-
ture that outperforms an ensemble of SVM classifiers for two different datasets.
We compared various ways to represent NEs for CNN classifiers.
In Chapter 4 we use a CNN classifier for entity-level business polarity detection.
We compare three methods of re-using data annotated for a different though re-
motely related task and demonstrate that unsupervised knowledge transfer works
better than other techniques that involve manual mapping.
The thesis concludes with a summary of the main findings of the work. The
key findings presented in the thesis have been published in top NLP conferences,
including EACL and NAACL. The thesis also presents additional experiments that
have not been published previously.
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I.2.7 [Artificial Intelligence]: Natural Language Processing - Text analysis
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1.1 PULS news monitoring system
This thesis summarizes the author’s work in the PULS project aimed at news
gathering, processing, verification and visualization. PULS1 is a media monitor-
ing system, which has been applied to several domains, including Cross-Border
Security [3, 4, 5, 67] and Epidemic Surveillance [38, 39, 40, 55]. This thesis is fo-
cused on PULS application to business intelligence. In the business domain PULS
aimed at processing large amounts of financial news to extract main events and
monitor company activities.
PULS daily collects about 10000 articles from more than 1000 news sources
related to business. The documents are then processed using a natural language
processing (NLP) pipeline, which extracts named entities and events from the
text [39, 43, 44, 70]. Each document is then classified by a set of classifiers that
define document relevance [41, 42], assign industry and topic labels [24, 25], and
find polarity of company mentions [69, 71]. Finally, documents are grouped in
an unsupervised fashion, with each group representing a particular story [30].
Names and classified labels are then aggregated across the group, and outliers
that are found only in a small percentage of the group documents are discarded.
These groups are presented in the user interface, which provides the user a quick
overview of the current business events and various possibilities to further search
and investigate news stories [26].
PULS core NLP engine is an Information Extraction (IE) system that works




Figure 1.1: Component of the user interface: input document and RECALL event
extracted by PULS.
units in text (e.g., noun groups or complex digits), then named entity recognition
patterns and reference resolution rules, and finally high-level patterns that match
complex events such as, in the business domain, company mergers or product
recalls. An example event, extracted by the PULS system is shown in Figure 1.1.
The text mentions a product recall conducted by General Motors. The predefined
template contains several slots, such as company name, product, date, location
and so on. These slots are filled with the information from text using event-specific
patterns.
The goal of an IE system is to transform unstructured text into a set of struc-
tured records, which can be stored in the database, indexed, searched and ana-
lyzed using standard data mining techniques. In that sense PULS can be seen
as a standard IE system that works similar to other systems of that type (there
are several overviews of traditional IE systems [1, 16, 68]). The main strength
of PULS is in the amount of knowledge that has been collected over the years,
including knowledge bases, dictionaries, thousands of patterns and rules. Some
of these resources were created manually and some were collected using pattern
mining techniques [89, 90, 91].
A vast amount of underlying knowledge allows PULS to analyze text with high
accuracy. However, the knowledge-based approach has its drawbacks. The main
problem is that an IE system usually extracts only those facts that are specified
beforehand in its templates. Adding a new type of facts to the system takes
significant effort, since that requires construction of a new set of patterns, which
could be quite large because the same fact may be expressed in text in various ways.
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This leads to a growing interest in open information extraction, i.e., extraction
of all possible facts from the text without specification of templates [6, 11, 61].
This approach is quite promising for the population of knowledge bases but rather
questionable for domain-specific systems, such as news monitoring for the business
domain. There is a huge variety of activities in which companies could be involved
but that does not mean that all random facts that can be found in financial news
are equally valuable for the end user.
PULS started out as a relatively simple IE system that was applied to small
well-defined scenarios, such as to figure out who got sick with what disease. Then
the problems got much bigger, as the scenarios changed and the users changed
and their demands grew. PULS has evolved for over 15 year, adapting to new
use-cases, to different user bases and requirements, with the author of this thesis
being involved for approximately the last 7 years.
Over these 15 year major changes have happened in automatic text processing.
The amount of easily available data has increased enormously with the growth of
the Internet and mobile technologies. New types of texts, e.g., blogs, microblogs,
text messages and chats attract researchers’ attention and produce new areas of
research. During the same time, machine learning techniques were developing and
computational powers were growing. The cumulative effect of these two processes
produced impressive results and came to the recent boost of deep learning that
completely changed the research agenda in the area of text processing.
All these changes affected the PULS project, as we were able to solve increas-
ingly complex problems more effectively. Over the last several years the PULS
project has switched from single-document pattern-based IE to more complex
analysis of the news stream as a whole. A fragment of the newest user interface
with document groups is presented in Figure 1.2. The groups in this screenshot
are sorted by date and it can be seen that most of the events are represented by
a single document, though some more important events are reported in several
news sources, such as the Equifax data breach (in the top right corner). The user
interface also allows sorting events by size and thus shows the biggest news stories
over the last several days.
All information presented in the group view in Figure 1.2 is extracted from
documents automatically. The most salient names extracted by the Named Entity
Recognition (NER) module are shown in the top bar of each group; name size
represents its salience for the group. Green color means the event is positive for
this company, red color means a negative event. Other information for the group
includes topic and industry labels (“Data Protection: Freedom of Information”
and “I-Finance” for the Equifax group).
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Figure 1.2: Group view.
The text in the group box is a headline of the most relevant document. The
group can be expanded as presented in Figure 1.3 with the list of the group
headlines. The number next to each headline is a cosine distance between this
headline and the medoid one. Finally, by clicking on a headline the user can read
a short summary of a document as shown in Figure 1.4.
News stream representation in the form of document groups, shown in Fig-
ure 1.2, does not follow any particular structure—the system can find as many
names or topic labels as are relevant to the event. This representation gives the
end-user an instant insight into the content of a document group together with
number of options to investigate it further, to read an event summary and to
search other events involving the same names.
Thus, it is doubtful whether the user still needs structured information in the
form of table slots, exemplified in Figure 1.1. As has been said before, a tuning
system to produce this representation is time-consuming and can be done only for
a limited number of event types specified beforehand. In contrast, a group-based
event representation can be built for any set of documents even if a particular event
has never been seen before and has no corresponding template and patterns. It
is also less vulnerable to an idiosyncrasy of a certain text since important events
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Figure 1.3: Group headlines. Figure 1.4: Document summary.
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are re-printed in many sources. Even if the system makes a mistake parsing
a particular document, the group representation for the main events is usually
correct.
This does not mean that the PULS resources collected over the years became
useless. On the contrary, the PULS IE system is a core component, which underlies
produces features for other components. Even when a component employs a stan-
dard ML technique, it has some advantage, since it uses linguistically-motivated
features. For example, it was shown that usage of proper names and background
information collected for each name over the years by the IE system improves
performance of the sector classification [25].
In that sense PULS approach is different from the current mainstream in NLP,
which tends to neglect a linguistic analysis. For example, the common practice
for building word vectors is to use all tokens in a corpus as they are, without
normalization. This might be partially explained by the fact that most of these
works are done for the English language. However, even English has such phe-
nomena as phrasal verbs and conjugations and a variety of accurate normalization
tools already exists. The general approach of the PULS project is to utilize as
much linguistic knowledge as possible and to use machine learning techniques in
combination with knowledge-based analysis.
1.2 Text Mining for Business Intelligence
Business intelligence is a set of analysis techniques aimed at decision support in
the area of business. Different data sources are important in business intelligence.
The main distinction lies between technical and fundamental data [64], i.e., be-
tween structured quantitative data, such as historical market prices or company
indicators, and unstructured data, such as company reports and announcement,
customer feedback, news feeds, social media. The growing need in processing
unstructured data caused interest in applying text mining techniques for the busi-
ness domain: “around 85% of all business information exists as unstructured data,
while 60% of CIOs and CTOs considered unstructured data as vital for improving
procedures and creating new business opportunities”[79].
Text mining has a number of applications in the business domain: stocks and
Forex (foreign exchange) predictions; customer relation management including
opinion mining and customer feedback analysis; cyber-security, including anti-
phishing and anti-spam, fraud and malware detection; knowledge mining, includ-
ing automatic ontology and knowledge base construction; analysis of company
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annual reports and disclosures, including readability studies; facilitation of infor-
mation retrieval and knowledge organizing for business professionals [32, 54].
Documents used in business intelligence are of various types. They can be
produced by companies themselves, e.g., annual reports, press releases or letters
to shareholders, or by external sources, e.g., news, social media or analytic re-
ports [32, 54]. External information about market players is crucial for business
decisions and may affect investors’ behavior even when it is not supported by
changes in company fundamentals [37].
News is an important source of information for business decision makers. Fi-
nancial news and markets are mutually dependent [51], with news playing the
role of a “magnifying glass,” which makes economic growths and declines more
visible [86]. Even though news does not contain new information about fundamen-
tal asset values (such information can be found in technical sources), they reflect
investor sentiment [82].
Moreover, news may cause a long-term effect on company reputation and thus
affect its performance [51]. At the same time, news sources have their own repu-
tation and vary in customers’ trust. “Financial news ... is often partly unreliable,
one-sided, unbalanced, inconsistent with prior knowledge, preliminary, outdated,
PR spin and at the very least incomplete” [51]. There are evidences that markets
are affected by representation of events in the media and different news sources
may cause different effects [29]. Thus, it is necessary to take into account as
many various sources as it is possible and have the possibility to compare and
verify information that comes through different channels, which nowadays can be
done automatically or semi-automatically by means of news aggregating systems.
However, many studies that investigate the relation between media and market
behavior depend on some particular news source, such as Wall Street Journal [82]
or Dow Jones Newswire [9].
The growing amount of information and the increasing capacity for faster pro-
cessing has compelled large companies to adopt automatic data processing tech-
niques [37]. However, text mining techniques applied in business are frequently
out-dated. As far as can be judged from literature, advanced developments in
NLP are rarely used in this domain. Authors of the recent survey [32] reviewed
266 papers on text mining in financial domains. They demonstrate that out of
266 papers 86 describe manual text analysis including dozens of studies published
in the 2000s. A total of 81 employ “basic text mining,” which in authors’ termi-
nology means automatic text analysis without ML. According to the study, the
number of these “basic” studies do not decrease and is approximately equal to ones
using ML. Moreover, the same survey demonstrate that among ML techniques the
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vast majority is taken by well-established methods such as SVM (support-vector
machine) classifiers. Only 8 out of the 266 reviewed studies employ artificial neu-
ral networks (ANN), which contrasts with NLP literature, where deep learning
became a mainstream over the last five years. Similarly, only 7 studies employ
matrix decomposition techniques such as LSA (latent semantic analysis) or SVD
(singular-value decomposition), even though these methods have a longer history
in NLP than neural networks.
The same situation is presented in another survey of text mining applications
in the financial domain [54]. 75% the reviewed papers use “regular classification
methods” such as SVMs, Naive Bayes, linear regression or k-NN (k-nearest neigh-
bors). Only a dozen of the reviewed papers employed neural networks, and only a
couple of papers found for SVD and hidden Markov models. In the introductory
part the authors of this review state that text analysis always starts with construc-
tion of a term-document matrix, thus completely ignoring more recent structured
models or continuous data representation.
Note that more elaborate ML techniques such as times series prediction and
pattern mining are widely used in business intelligence, e.g., for stock price predic-
tion or fraud detection, but their use is limited by technical, i.e., structured, data.
See, for example, an overview of ANN applications in the business domain [83],
which focuses entirely on structured data even for such a task as customer satis-
faction studies.
The PULS media monitoring system aims to bridge the gap, described above,
between a growing need in automatic processing of large news streams and the
current state of development in this domain. PULS processes thousands of news
articles daily and presents them in a set of summary views that allow the end
user to quickly grasp main events of the day, most often mentioned companies,
and media attitude towards them. PULS uses a range of text mining techniques,
ranging from linguistically-motivated rules to modern deep-learning methods. In
this thesis we describe in details several PULS components and demonstrate that
combination of knowledge-based techniques with advanced ML approaches yields
the best results than any of these methods alone.
From user point of view PULS can be used in various scenarios. In the most
general, exploratory mode, PULS can be used as a news aggregator. In that
case the user quickly scans the most important news of the day. The user can
also constrain the system output using sets of labels and read only news related
to certain location, industry sector or event type. E.g., it is possible to find all
product launches in Finland or read only news about retail in the US.
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PULS can also be used as a decision support system. In that case the user
investigates a company profile, that presents, in a condensed form, all mentions
of the company in the news. Using the profile the user can find the most frequent
locations, where the company operates; its biggest partners; whether the company
usually mentioned in positive or negative context. It is also possible to compare
the company with similar companies, i.e. companies that are described similarly
in the news.
These are common use cases that require of the system a deeper semantic
understanding of the data, including the need for entity recognition and linking,
sentiment analysis, text classification and clustering, etc. These use cases are
not adequately served by the ”standard” computational tools at a user’s disposal,
namely keyword-based search engines.
1.3 Thesis overview
The author of this thesis has been involved in the development of the PULS news
monitoring system for a number of years being responsible for various tasks, in-
cluding maintenance of dictionaries, knowledge bases and lexical resources, devel-
opment and implementation of text classification and clustering algorithms, data
annotation and experiments. The thesis summarizes several of the most recent
papers on PULS business intelligence. The papers are grouped into several topics,
each topic forms one chapter of the thesis and comprises one or more papers. The
list of papers with the author’s contribution is presented below.
1.3.1 Chapter 2: News grouping
Paper I
Llorenc Escoter, Lidia Pivovarova, Mian Du, Anisia Katinskaia, Roman Yangarber
Grouping business news stories based on salience of named entities 15th Confer-
ence of the European Chapter of the Association for Computational Linguistics
Proceedings of Conference (EACL). 2017.
In this paper, I am one of the two primary authors. I proposed the idea to
compute named entity salience as a combination of its frequency and prominence.
I implemented the first version of the manual grouping interface, which uses several
heuristics to minimize a number of documents presented to an annotator and thus
to reduce efforts spent on the annotation. The code was used to annotate a test set,
I annotated a substantial portion of the data myself. I made major contributions
10 1 Introduction
to the experimental design, analysis of the results, the text and the structure of
the paper.
1.3.2 Chapter 3: Multi-label text classification
Paper II
Mian Du, Matthew Pierce, Lidia Pivovarova, Roman Yangarber Supervised Classi-
fication Using Balanced Training International Conference on Statistical Language
and Speech Processing (SLSP). 2014.
I made major contributions to the experimental design, analysis of the results,
the text and the structure of this paper.
Paper III
Mian Du, Matthew Pierce, Lidia Pivovarova, Roman Yangarber Improving Su-
pervised Classification Using Information Extraction International Conference on
Applications of Natural Language to Information Systems (NLDB). 2015.
I was responsible for the IE system, which was used to obtain features for the
experiments, described in this paper. I made major contributions to the experi-
mental design, visualization of the data, analysis of the results, the text and the
structure of this paper.
Note: This chapter also presents experiments with convolutional neural net-
works (CNN). I implemented most of the code and conducted most of these ex-
periments myself.
1.3.3 Chapter 4: Business polarity detection
Paper IV
Lidia Pivovarova, Arto Klami, Roman Yangarber Benchmarks and models for
entity-oriented polarity detection The 16th Annual Conference of the North Amer-
ican Chapter of the Association for Computational Linguistics: Human Language
Technologies (NAACL/HLT). 2018.
I implemented most of the code and conducted all experiments for this paper.
I made major contributions to the the text and the structure of this paper.
Chapter 2
News grouping
2.1 Named Entity Salience
Entity salience is a measure of the entity importance in the content of the docu-
ment. “Salience is a function of the structure of a text, and indirectly a function
of the intention of the author, as opposed to a function of the reader’s intent or
needs” [36]. Thus, detection of salient entities is similar to the task of determining
the aboutness of the document, though the latter has a broader meaning: about-
ness may be represented by keywords, tags from a fixed dictionary, main topics,
or short summaries [36, 74]. Aboutness, based solely on lexical elements—such
as keywords or summaries—may be incomplete, redundant or misleading, that is
why it is crucial to build a semantic representation, i.e., by means of elements that
are not implicitly presented in the text. Named entities (NEs) are one example of
such semantic elements and they are not equal to proper names, since an entity
may have different surface forms within the document or across the corpus.
The PULS NER module recognizes proper names in text, defines their type—
company, person, location, product, or unspecified—and merges variants
of the same name, e.g., “Walmart”, “Wal-Mart”, and “Wal-Mart Stores, Inc.”.
PULS NER is based on cascade of patterns that match noun groups. In addition
to name, these pattern find entity descriptors, such as “retail chain” or “multina-
tional retail corporation”. Name variants and descriptors for each company are
accumulated in the PULS knowledge base and form the company profile. Since
the NER module merges various mentions of an entity within a document we can
determine the entity salience based on its frequency and position in the text.
The idea that entities are different in salience has long been established in
cognitive studies; “objects with high salience are the focus of attention; those with
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low salience are at the periphery” [8]. However, empirical studies in this area are
still rare. Salient scores are frequently used in text summarization [35], but rarely
in text clustering, which is our primary task in this chapter. Named entities can
be used as features for clustering [62], though they are usually weighted according
to TF-IDF [84] or its variants [12, 50], i.e., by statistics based on bag-of-words
representation that completely ignores document structure.
There are few datasets for named entity salience detection. Two of them,
namely [22, 85] consist of only a few hundred documents, since salience annotation
is a difficult and time-consuming task. Another corpus [28] consists of more than
2 million documents and was annotated using a semi-automatic procedure was
used: the authors used a New York Times corpus [77], where each article has a
manually written abstract; entities mentioned in the abstract are considered to be
salient. Thus, although salience was determined automatically, time-consuming
manual work had been done in the earlier stage. Moreover, this approach allows
only to classify entities as salient or non-salient, without any ranking of entities.
In other works that involved direct manual annotation of the entities they were
categorized in four or three classes of salience, though it was observed that human
annotators are much better at finding top-salient entities than at distinguishing
among more subtle classes [22, 28].
In PULS entity salience is determined in an unsupervised fashion and is de-
fined as a real number between 0 (non-salient) and 1 (most salient). Thus, instead
of simply classifying entities into salient and non-salient, we use a vector repre-
sentation of the document where all entities are taken into account, each with its
own salience weight. For example, in Figure 2.1 two documents are represented
by salience histograms: the first one talks mostly about Facebook and mentions
some other companies for background information; the second document gives al-
most equal attention to several companies. Although Facebook is the most salient
company in both documents, the stories are completely different, which can be
seen directly in the histograms, without reading the texts.
A particular formula for the salience exploits the specific structure of news
articles. Authors often strive to mention the main event in the title in a condensed
form, then the same information elaborated in the first few sentences, followed by
greater detail and background. Thus, the most important NEs are mentioned
early in the text and then repeated, while less relevant NEs are mentioned in the
lower paragraphs and are less frequent. This observation is frequently utilized
in salience detection tasks, where name position and count is used as the most
important features [22, 28, 85]; this was also shown for another type of texts,
namely web-pages [36].
2.1 Named Entity Salience 13
(a)
(b)
Figure 2.1: Two documents and corresponding salience histograms.
In the PULS news monitoring system salience is computed as a combination
of prominence and frequency of an entity in a document. Prominence captures the
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where ns(d) is the total number of sentences in the document, fs(e, d) is the sen-
tence number, starting at zero, of the first mention of e in d. Thus, the prominence
for entities mentioned in the title is 1. Prominence also takes into account the total
length of the document, to capture diversity of news sources in the collection.






where C(e, d) is the count of e in d, NE(d) are all NEs in d. Note that
we compute the NE frequency relative to the other NEs only and ignore all the
other words in the document, since NEs and common words have rather different
distributions: important terms are usually repeated more times than names.
Salience is defined as the geometric mean of prominence and frequency:
S(e, d) =
√
prominence(e, d) · frequency(e, d) (2.3)
Salience is between 0 and 1, but the saliences in a document need not add up
to one—there may be more than one salient entity in the document, or none.
We make extensive use of salience in our system to aggregate and present
information to users. For example, for each group of related documents we present
a list of salient companies, where the least salient companies are hidden. Similarly,
when a user searches for a name, the system returns only documents where entity
salience is above a certain threshold. Another application is text summarization,
where NE salience is used to extract the most important sentences in the text.
Since manual annotation of entity saliences in a document is a time-consuming
task and it is difficult for humans to annotate with real values, we do not have at
our disposal any dataset relevant to salience detection. Instead, we use indirect
evaluation by means of other tasks, such as document grouping, described in the
next section and published in Paper I.
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2.2 Document grouping
2.2.1 Task Definition and Dataset
The role of the grouping module in the PULS news monitoring system is to find
and cluster together documents that describe the same story, i.e., an event or a
set of closely related events that involves the same main actors. Depending on the
substance of the event, stories last in different time spans: some appear only once
while others last for several weeks and even months. Currently PULS does not
extract long-lasting stories; grouping is applied to documents within one day. We
tried different time spans and empirically found that one-day span is optimal for
business monitoring needs.
There are two primary goals for the grouping. The first goal is to minimize
redundancy and ensure that the user sees a given story only once and is able to get
all information related to the story in one place. The second goal is to find trending
stories, i.e., stories that appeared in multiple sources. This task is different from
text topic categorization, since grouping is fine-grained. NEs play a crucial role in
the task definition, since stories may differ only in names of the involved actors.
This is especially crucial for the business domain, where stories are stereotypical—
contracts, investments, nominations and so on—and news frequently use formulaic
language, with the same phrases and constructions repeated over and over again.
As a consequence, we cannot use any standard news classification dataset, such
as RCV1 or 20 Newsgroup, since they use more general classification scheme.
Thus, we annotated a novel dataset on the basis of our business corpus. We
selected one “typical” day for annotation, with a total of almost 4000 documents1.
Annotation was done by means of the command line interface, which displays a
pair of documents and allows an annotator to make three main decisions: the pair
should be grouped if the documents describe the same story; non-grouped, if the
stories are different; partially grouped, if the stories are different but related in
any sense. Then the groups are constructed on the basis of these annotations. The
partial grouping was ignored in our experiments, i.e., partially grouped documents
are considered to be non-grouped; however, this relation is stored in the dataset
and can be used in future experiments.
The relations among documents are stored in a triangular matrix. Since in
reality the size of this matrix is 4000 times 4000, manual annotation of each
document pair is out of the question, this would require millions of operations.
1This typical day was collected in November 2015; since then the PULS list of news sources
has been expanded currently we collect almost twice as many documents a day.
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Thus, we implemented a number of devices to aim at reducing the annotators’
efforts. First, we initialize the matrix by pre-making all document pairs that
do not have a name in common as non-grouped. Another idea that allows to
minimize human efforts is decision propagation, which means that (ideally) only
one member of a given group should be checked against a member of another
group. This process may sometimes cause contradictions. Contradictions may
happen due to inaccuracies in NER, for example, if a name has different forms in
different documents. In that case an annotator is warned and asked to resolve the
contradiction.
The annotation process is illustrated in Figure 2.2, where we present a grouping
matrix at various stages of annotation process; ’+’ means grouped documents,
’–’ means non-grouped, and empty cell means the relation is to be annotated.
Figure 2.2a illustrates an amount of work that should have been done without
initialization: most cells are empty and need to be filled manually. Figure 2.2b
shows a matrix with initialization: many cells, i.e. document pairs, can be apriori
excluded from manual annotation. Figure 2.2c exemplifies decision propagation:
an annotator decides to group the third and the first documents and this decision
is propagated and the 6th and 8th documents, un-grouped with the first, become
un-grouped with the third. Figure 2.2d shows a contradiction: an annotator tries
to group the first and the seventh documents, which contradicts initial decision to
un-group 7th and 1st.
In total, 4 members of PULS team were involved in the annotation, which
spanned across two calendar months. This was a huge investment of time for our
team, so most of the documents were annotated by one person and cross-agreement
cannot be computed for the dataset. However, in the beginning of the process we
annotated several cases together and discussed difficult ones to work out general
comprehension of what should be grouped. This task seems to be relatively easy
for annotators, in majority of the cases it is obvious whether documents should
be grouped together or not.
2.2.2 Evaluation
We use V-Measure [76] to evaluate the grouping algorithm performance. V-
Measure is the harmonic mean of homogeneity (H) and completeness (C) [76].
H = 1− H(C|K)
H(C)






where H denotes entropy, K are predicted labels, and C are the true labels. Com-
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(c) (d)
Figure 2.2: Relation representation for manual annotation.
pleteness, homogeneity and V-measure are analogous to recall, precision and F-
measure respectively.
In Paper I we proposed a novel method to adjust V-measure against näıve
strategy, i.e. against applying no grouping and assigning each document to its
own cluster. This is a hard baseline, which yields (unadjasted) V-measure of 0.965,
because the näıve strategy by definition has a perfect completeness. Moreover, a
news stream contains many minor news that should not be grouped with any other
document.
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where V is a V-mesuare obtained by a certain clustering method and Vnäıve is a
V-mesuare obtained by the näıve strategy, i.e., each document in its own cluster.
2.2.3 Experiments
We conducted a series of experiments to find out the best clustering method for
our data. In all our experiments we used vector representations of documents and
run agglomerative clustering, to produce a dendrogram with the documents as
leaves. Then groups are obtained by cutting at a distance threshold θ, which is
the maximum distance between any two documents in a cluster.
Our main goal was to compare various document representations to find the
best features for this task. We tried the following representations:
• Word-based features:
– TFIDF: the most standard representation, where vector coordinates
corresponds to words and where values are TF-IDF scores of words
within a given document;
– CBOW-st: “standard”, commonly used, word embeddings, built on
Google News [60]; a document is represented as an average of word
vectors;
– CBOW-b: domain-specific word embeddings, built using the PULS
business news corpus; we use the same hyper-parameters as in the
“standard” embeddings: context window size is 5 words, embedding
size is 300.
• NE-based features:
– NE TF-IDF: similar to word-based but computed using only named
entities;
– NE counts: vector coordinates are NEs, values are there counts within
a given document;
– NE salience: vector coordinates are NEs, values are there salient scores.
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(a) Individual features (b) Selected combinations
Figure 2.3: Adjusted V-measure of various text representations for news clustering task.
TFIDF - tf-idf computed for words; CBOW-st - standard word2vec embeddings; CBOW-b
- word2vec embeddings train on business corpus; NEC - NE counts; NE-TFIDF - tf-idf
computed for names; NES - salience-based representation.
In Figure 2.3a we plot the adjusted V-measure on various values of threshold
θ. As can be seen from the plot in Figure 2.3a NE-based strategies outperform
word-based ones. Even the worst-performing NE-based measure (raw count, NEC)
is better than the word-based strategies. TF-IDF, which is the most frequently
mentioned strategy in the literature, outperforms raw counts. There are arguments
for and against TF-IDF. For example, it is clear that locations that pop up in the
news rarely are more indicative than frequent country names. On the other hand
large companies are involved in many different activities and often appear in the
news, which should not affect their relevance for a particular event. The best
performing measure, which is based on salience (NES), completely ignores overall
distribution of NEs in the corpus. However, it takes into account the position of
an entity mentioned in the text and manages to outperform both raw counts and
TF-IDF.
Although NEs are crucial to determine a story they might not be enough
because different stories may involve exactly the same set of NEs. In the business
domain that might be a case of biggest companies, such as Google or Apple, that
constantly appear in news in different narratives, which may mention the same
set of names, such as locations, CEOs and the company itself. In a more general
setting this can be a case of major political events that often involve the same
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names, e.g., two documents that mention Donald Trump and Washington may
describe completely different stories. Thus, it is worthy to combine word-based
and NE-based document representations.
Figure 2.3b shows the values of V-measure obtained by combining word em-
beddings and NE salience. It can be seen that, in combination with salience, em-
beddings trained on a small domain-specific corpus (CBOW-b) outperform those
trained on a much bigger general corpus (CBOW-st), although CBOW-b alone
performs worse than CBOW-st. The best combination method yields an adjusted
V-measure 0.47.
2.3 Grouping within news monitoring system
From the user point of view, the main role of the grouping is to minimize redun-
dancy and to identify trending stories. But grouping may be even more crucial for
a number of inner tasks not immediately visible for the user. Grouping allows to
correct or hide errors made by other modules. In the user interface we show ag-
gregated representations of document groups: we show topics and industry sectors
with high average probability, which means that if a classifier makes a mistake in
one particular document that does not affect group representation on the whole.
Similarly only NEs with high average salience are shown to the user. Although
this feature does not improve performance for groups that consist of only one
or two documents, representation of the main events, which appear in dozens of
documents, is more precise.
The grouping mechanism may have other advantages, that are not used in
the current news monitoring system. Currently grouping is the last step that is
performed after all other information is collected for every document. All classifiers
work on the document level and their output is aggregated into group view. Even
if some errors are found at this step, e.g., if one document is assigned with a
sector label inconsistent with labels of all other group documents, we do not
try to re-classify documents and just hide the incorrect label from the user. In
principle, it would be possible to apply grouping as the first step and then to
classify an entire group, since it obviously contains more useful features than any
given documents in isolation. However, this approach would require some changes
in the training process since, as will be described later, all data in PULS training
sets are annotated document-wise.
Another interesting topic might be a cross-document text summarization, i.e.,
construction of a short summary that briefly describes a story and includes details
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found in different documents. In the user interface we try to compensate, to some
extent, an absence of cross-document analysis. We also find a group medoid—a
document that is closest to an average of group document vectors. Documents
within a group are ordered by their distance from the medoid; thus, user sees
the most representative documents first. We also perform text summarization in
PULS on the document level. Nevertheless, the system may benefit from more
sophisticated analysis on the cross-document level.
Finally, a salience-based representation of the document has its own limitation
since it ignores any relations between NEs in the text. It is worth to investigate a
discourse structure of the group. One of the ways to do it might be a co-occurence
graph, such as the one exemplified in Figure 2.4. The vertexes in the plot represent
NEs with the node size proportional to the salience. The edges are co-occurrences
of the names within the same sentence; the more often names co-occur within a
group the bolder the corresponding edge. The graph presents a group, to which
belongs a document shown in Figure 2.1a; comparing these two figures it is easy
to see that graph representation is richer and gives additional insights into the
group content. It can be seen from the plot, that not only is Facebook the most
salient company for the group, it is also an entity that connects most other topics
in the text.
Currently such plots are presented to the end-user in the user interface that
allow analysts to gain relational information without reading group documents
in details. However, these graphs might be used even more extensively within
the system, for example, to collect co-occurence statistics across the entire news
stream.
Figure 2.4: Graph representation of a group.




A news monitoring system that collects thousands of news articles daily must
provide the user with several ways to search and organize information. PULS
allows the user to search documents using keywords and NEs but these methods
may produce too narrow an output that is not necessarily pertinent to the user
needs. Another way to reduce information overload is grouping but it helps only
to some extent, since most groups within a given day consist of only one or two
documents, which means that the system delivers thousands of news stories daily.
Thus, in addition to other search options PULS labels documents using a set
of predefined categories. The main two classification schemes are industry sectors
and event labels. An industry sector defines a business area, such as energy, food
or engineering. An event label defines a type of event, such as investment, contract
or lawsuit. To train sector and event classifiers we use a corpus of approximately
2.5 million short business reports, which were manually annotated by our partners
during an earlier joint project.
The corpus has been collected over more than five years and annotated by
several people. Both classifications schemes consist of several hundred labels: ap-
proximately 700 for sectors and 300 for events. Both classification are multi-label,
i.e., a document may have more than one label. However, this option was used dif-
ferently for different documents. In Table 3.1 the statistics of sector multi-labeling
is presented: the first column, “Sectors per document”, contains the number of
different sectors assigned to a document, the second column, “Documents”, con-
tains the number of documents labeled with exactly this number of sectors. As
can be inferred from the table, about 60% of the documents is labeled with exactly
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Table 3.1: The sector-per-document distribution in the dataset: the majority of
documents are labeled with exactly one sector.
Sectors per Documents Sectors per Documents
document document
1 1390347 13 69
2 612925 14 45
3 163736 15 23
4 44492 16 12
5 13793 17 4
6 5232 18 5
7 2219 19 8
8 976 20 2
9 560 21 1
10 328 23 4
11 173 24 2
12 125 27 1
Total number of documents: 2,235,179
one sector; less than 5% labeled with more than 5 sectors; very few are labeled
with more than 10 sectors.
It can be supposed from Table 3.1 that the our task is similar to the single-
label classification problem, because the majority of the documents belong to
exactly one category. However, the structure of our data is more complicated,
since certain particular sectors systematically co-occur with others. For example,
Figure 3.1 shows the number of documents labeled with Specialist Shops (left)
or Dairy (right) sectors, and with other sectors. On the X axis, “1” means that
the document is labeled with only Specialist Shops (Dairy) sector, while “2” or
greater means that it is labeled with that total number of sectors. The Y axis
represents the number of documents that are labeled with exactly this number of
sectors. It can be seen from the plot that the majority of documents labeled with
Specialist Shops are also labeled with one or more other sectors. The explanation
is that documents labeled with Specialist Shops are frequently labeled with sectors
representing a particular kind of product, such as Jewellery or Sportswear. Only
16% (3617 out of 22183, the first bar in the Figure 3.1) of documents labeled with









































Figure 3.1: Co-occurrences of Specialist Shops and Dairy sectors with other sectors.
Specialist Shops are not labeled with any other category. On the other hand, 57%
of documents labeled with Dairy are not labeled with any other sector. Thus, the
degree of overlap is different for different sectors and we have to tackle the problem
of multi-label categorization to achieve a high classification performance for the
several major sectors (such as, for example, Specialist Shops).
The sector taxonomy, that has the biggest amount of labels, can also be orga-
nized into a two-level hierarchy. For example, Grains, Seeds, Vegetables and Fruit
and Berries all can be grouped under the top-level Agriculture. This allows us
to train classifiers at different levels of granularity; even if second-level classifiers
are unable to return a particular sector, a top-level classifier still can assign a
more general sector. Note that even if some sectors are considered too small to
train a second-level classifier—e.g., Plant Breeding and Research contains only 133
positive instances—they still can contribute to the corresponding top-level sector.
As frequently happens with such detailed classification, the dataset is “natu-
rally skewed” [58], meaning that some labels are much more frequent than others,
and for some smaller labels there is almost no data to train a classifier. This hap-
pens because some events are much more rare than others, following the power
law. For example, in our dataset there are only 83 documents labeled with the
Water leaks event label, while more than 270 thousand are labeled with New
Products because new products are launched regularly whereas water leaks do not
frequently appear in business news. Similarly, 106 documents are labeled with the
Commodities: Wool sector label while more than 100 thousand are labeled with











































number of documents within a top-level sector
(b) Top-level sectors
Figure 3.2: The document distribution among sector labels.
Finance: Banking. As is illustrated in Figure 3.2a, 300 sectors of 700 have less
than 500 instances in our data; though a few of the largest sectors have more than
50,000 instances. Figure 3.2b demonstrates that top-level sectors are also skewed:
14 top-level sectors out of 42 have less than 10000 instances, 21—less than 20000
instances. The division of second-level sectors among top-levels is also uneven:
the largest top-level sector, Engineering consists of 44 second-level sectors, while
the smallest sectors, such as Public Sector or Security consist of 3 second-level
sectors only. Note that the labels were assigned by business specialists for the use
of their clients, not for training of a machine learning algorithm; they annotated
data that came day by day and did not pay any efforts to balance the dataset.
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Another problem we have to face is annotator bias [2], i.e., a tendency of dif-
ferent annotators to interpret the annotation scheme differently. This problem is
exacerbated when classification is huge and hard to keep in mind. For example,
a document about delivery of a new information system into the hospital may
be labeled with Information Technology: Software, or Health: Services and In-
frastructure, or both, depending on the annotator’s preferences. Moreover, the
classification scheme may change over time, as new industry sectors start playing
a more important role.
Thus, even before training the classifier we had to spend significant efforts
cleaning up and reorganizing the label hierarchy. During this process the minor
labels were either merged or excluded. If there are several closely related labels
they can be merged to produce a label with more positive instances, e.g., Water
leaks event label can be merged with other accident events, such as Fires and
Hazardous Emissions. An alternative decision might be to exclude a label from
the hierarchy. This does not mean that corresponding documents are excluded
from the dataset: in a multi-label setting they can have other labels and in any
case they can be used as negative examples.
Similar decisions should be applied when dealing with changes in classification
over time. For example, an original sector Paints, Coatings, Adhesives has been
split into Paints, Coatings and Adhesives. We do not have any access to the inner
discussion among annotators that led to this change, we have only the corpus,
where some documents are labeled with one of the four labels. If we try to train a
classifier using the original data it will constantly mix the more general label with
more detailed ones. Thus, we should either merge all labels or discard the more
general one.
Any decisions we make regrading the labeling scheme may introduce additional
problems. For example, if we merge two unrelated labels together it will make
training a classifier more difficult, not easier. Similarly, if a hierarchy contains
errors in the grouping of the sectors into top-levels, the top-level classifier will
constantly make mistakes. Thus, none of these decisions should be made based on
the label names only. There are several ways to simplify the manual clean-up—
building a baseline classifier and looking at the most frequently confused labels
or applying unsupervised clustering on the labels [66]—but in any case, reading
and comparing several documents for each label is unavoidable. Dealing with
classification schemes took several weeks of work by several people, and this is a
process that is rarely reflected in the literature.
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3.2 Reuters corpus and comparability
As can be seen from the previous discussion, our classification corpus exhibits
a number of problems that cannot be easily reproduced using commonly used
text classification datasets, such as DMOZ or 20 Newsgroups. The only publicly
available corpus that can be used to compare our methods with other research
is RCV1 [56], a corpus of about 800000 Reuters articles published in 1996 and
1997. It has many common properties with the PULS corpus, described before:
it is business-oriented, has both sector and event (topic) labels, uses a multi-label
classification, which is also naturally skewed. At the same time, there are several
crucial differences, since the RCV1 corpus is smaller, collected during a shorter
period of time and has a cleaner classification scheme, since some effort on cleaning
up the labels had been made before the corpus was published, [56]. Moreover, the
RCV1 data are not suitable for experiments on fine- vs. coarse-level classifiers
(top-level vs. lower-level), since the RCV1 hierarchy is not well-balanced. The
labels in Reuters have the form of 5- or 7-digit codes; sectors having the same
prefix are intended to be children of the same top-level sector. Others have used
the first 3 digits as upper-level labels. However, these top-level labels are highly
uneven: e.g., 170 distinct 3-digit codes appear in RCV1, but most of them (126)
have only one child in the data. Thus classifying on the 5-digit and the 3-digit
level is almost the same task.
Being a unique and valuable resource, the RCV1 corpus is frequently used
in various research, though few of them are directly comparable with ours (and
between each other). There are not many papers that tackle the full scale clas-
sification problem. More frequently, the authors use some subset of the data:
[15, 27] use only four the most general topic labels; [23] used 6 sector categories
to perform experiments with binary classification, [34] used a subset of 16 topics
and 16 categories; [17] used only a subset of RCV1 with 6000 documents. Even
when the entire dataset is used for experiments, the particular training-text split
varies across different papers, because the original split is impractical for most al-
gorithms: the training set was very small and consisted of 23 thousand instances
only while the remaining 780 thousand were left for testing [56].
Numerical results obtained using different subsets of the same corpus are not
comparable, since system performance differs, depending on the dataset. In gen-
eral, the more skewed the data, the harder the classification task. For example, [18]
experimented with three of the most frequently used subsets of the Reuters-21578
corpus: R(10), the set of 10 categories with the highest number of positive train-
ing examples, R(90), the set of 90 categories with at least one positive training
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example and one test example, and R(115), the set of 115 categories with at
least one positive training example. They demonstrate that the difficulty of the
text-classification task increases as the number of categories grows. In their exper-
iments, the mean difference in system performance between R(10) and R(90) was
25%, with respect to the macro-averaged F1 (72% for R(10) and 47% for R(90)).
Since the RCV1 dataset is also skewed and some labels have too few instances,
it would be reasonable to exclude these labels from the classification, and probably
do other clean-up on the label set, such as merging labels that have the same
name but different classification codes. On the other hand, since these decisions
are made independently in different research groups, final results are not directly
comparable among each other.
Another problem that makes it difficult to compare different studies is a huge
variety of evaluation metrics that used to evaluate a classifier performance. This
issue is discussed in more details in the next section.
3.3 Evaluation Measures
The most common evaluation measures are accuracy and F-measure. For a given




where TPc, TNc, FPc and FNc are the number of true positive, true negative,
false positive, and false negative classified instances for the class, respectively; |c|
is the number of documents in the test pool labeled with this class.











As can be noted from the formulae, accuracy takes into account both the true
negative and true positive instances, whereas the F-measure focuses on the true
positive instances only. If the data is heavily unbalanced, the accuracy measure
will be less informative, since the negative instances significantly outnumber the
positive instances [7, 45, 88].
To obtain an overall performance on the entire label set, the measures can
be micro-averaged or macro-averaged [88]. In micro-average evaluation, first the
numbers of true- and false-positives, and true- and false-negatives are counted
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for all instances in the test set, and then the standard measures, e.g., recall or












where S is the set of all classes.
In the macro-average evaluation scheme, the measures are first calculated for





|S| M -F1 =
Σi∈SF1c
|S| (3.5)
Micro- and macro-averaging have different meaning: micro-averaging estimates
a proportion of correctly classified instances, while macro-averaging shows how
good is the classifier in average for each class. In the case of multi-label classi-
fication this means that for minor classes, classifiers usually perform worse than
for bigger classes, [33, 78] and, as a consequence, the macro-average results are
usually lower than micro-average, [18, 58, 80].
However, in many papers these measures are not reported and other ways of
evaluation are proposed. For example, [57] use measures adopted from information
retrieval, namely precision and cumulative gain at top K. Such works cannot
be directly comparable with others, which report the F-measure, because the
evaluation measures are used not only to report results but also to optimize an
algorithm during training. The notion of the best classifier differs depending on
which evaluation measure is used.
Thus, although RCV1 is frequently used for various experiments, we were able
to find very few papers that are directly comparable with our research, in the sense
that they use the entire RCV1 dataset and report micro- and/or macro-averaged
F-measure.
3.4 SVM classifiers
In this section we briefly present our experiments with SVM classifiers on the
RCV1 corpus, described in Papers II and III 1. In this series of experiments
1We also experimented with Naive Bayes classifiers, though SVM yields higher performance.
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we used a cross-training technique, [10]: a single binary classifier is trained for
each label, using instances having the given label as positive examples, and all
remaining instances as negative. We experimented with sector classification only,
leaving topic labels aside. We mapped all seven-digit codes to their corresponding
parent codes, and merge labels that have the same name but different code. After
this pre-processing 245 distinct sectors remained. Since not all documents in RCV1
are labeled with sector labels, the dataset in these experiments consisted of only
350 thousand documents.
3.4.1 Dataset balancing
In Paper II we tried to find ways to treat skewness in the training data, since it
imposes difficulties in building a classifier, both technical and conceptual. Tech-
nical problems arise from the fact that we train a classifier independently for each
sector. If most of the documents in the training set are labeled with one partic-
ular sector that means this sector dominates in the negative instances for other
classifiers. Thus, for smaller sectors we cannot be sure if a classifier is trained
to distinguish its own sector or some other, major sector in negative instances.
Major sectors may also dominate the training set, which leads to overfitting.
A more conceptual problem is that a classifier tends to overfit to a given label
distribution that might not be optimal from a practical point of view. In most
research on supervised classification it is traditional to make the assumption that
not only do the test data come from the same distribution of labels as the training
data, but also that the classifier will be applied in the future to data drawn from
this same distribution. In reality this is rarely the case: the label distribution
changes over time, even within the same news stream. For example, it is unlikely
that label distribution in the current Reuters news follow the same distribution as
in the RCV1 corpus published 20 years ago. Furthermore, a single set of classifiers
may be required to label data from a variety of sources.
One of our goals is to build robust classifiers, which are not biased toward
the particular distribution of labels in a given training set. Rather than using all
available documents from a training set, we follow an undersampling strategy [46]
and build smaller, but balanced subsets. We use a balancing procedure, suitable
for the multi-label setting.
The training set and the test set are built simultaneously, starting with the
sector that has the smallest number of instances. The algorithm randomly selects
from the database 600 documents labeled with this smallest sector and breaks
them into two classes: 3/4 of the documents for the training set and 1/4 for the
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test set. If there are not enough documents, all documents labeled with the sector
are used: 3/4 of them are placed into the training set and 1/4—into the test
set. Then we move to the second smallest sector and count how many documents
labeled with this sector are already present in the test and training sets—it may
happen due to the sector overlap. Then the algorithm selects as many documents
as it is necessary to put 450 documents in the training set and 150 documents in
the test set. Then the process moves to the next smallest sector and so on. A
sector can be skipped if there are more than 450 documents in the training set
and 150 in the test set; or it is possible that for some sector fewer documents are
used in the test or training set.
We run this process only once, which means that all the experiments described
in Papers II and III have been done using exactly the same training and testing
sets. After applying this procedure to RCV1 documents labeled with sector labels
we obtained a balanced training set of 77.5 thousand documents. The dataset is
still skewed, as can be seen in Figure 3.3, though it is much more balanced than
the initial distribution.
For comparison we used an unbalanced training set, which is simply half of
the corpus that includes a balanced training set. All data outside balanced and
unbalanced training are used to construct development and test sets. To simulate











number of documents within a sector
original distribution
balanced
aimed number of documents
Figure 3.3: The document distribution among sectors in the original data versus
the training set; 450 is the desired number of documents per sector.
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To build these sets, we calculate the individual proportions of the sectors in the
original distribution, then assign these proportions to 50 random permutations of
the sector labels. We then attempt to sample 10,000 documents from the testing
pool according to the new, permuted distributions. Each set among these 50
has its own label distribution, different from both the original and from each
other. The distribution of labels in these random test sets will appear “naturally
skewed,” since it mimics the original shape. For comparison we used 10 originally
distributed test set, i.e., random samples from the test pool of 10,000 documents
each.
Three example test sets are shown in Figure 3.4, one “original,” and two
“permuted.” The permuted distributions are still biased toward the largest classes
in the original corpus, which is unavoidable because some larger labels have a high
degree of overlap, while the smallest sectors may not have enough data to dominate
the permuted distribution. However, the distributions of the permuted test sets
look substantially different from the original distribution and contain significantly
more instances from small- and medium-sized sectors. We use the original and
permuted test sets in our comparison of balanced and unbalanced training.
The averaged results obtained on both original and permuted test sets are
presented in Table 3.2. As can be seen from the table, classifiers trained on the
original distribution have higher μ-F1 on originally-distributed test sets, but lower
on permuted test sets; the classifiers trained on balanced training data yield higher
M-F1 on all test sets, original and permuted.
A comparison of balanced and unbalanced training is presented in Figure 3.5,
where we plot the macro- and micro-averaged F-measure obtained by classifiers




















test set sampled from original distribution
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Figure 3.4: Label distributions of an original test set and permuted test sets.
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Table 3.2: Results for SVM classifiers trained on balanced vs. unbalanced training
sets, applied to originally-distributed and permuted test sets.
Averaged over 10 ORIGINALLY distributed test sets
TRAINING Rec Pre F1
M-average
balanced 31.8±1.3 59.1±1.1 37.1±1.1
unbalanced 24.3±0.9 73.6±1.3 31.8±0.9
μ-average
balanced 30.4±0.4 72.6±0.6 42.9±0.5
unbalanced 36.8±0.6 79.5±0.5 50.3±0.6
Averaged over 50 PERMUTED test sets
TRAINING Rec Pre F1
M-average
balanced 32.6±0.9 70.9±1.3 41.8±0.9
unbalanced 23.5±0.9 74.0±1.5 31.4±0.8
μ-average
balanced 34.4±0.4 78.6±1.4 47.8±0.2
unbalanced 29.8±1.8 76.9±1.4 43.0± 2.1
in the top plot, the classifier trained on balanced data has significantly and con-
sistently higher M-F1: for each test set M-F1 is over 30% higher for the balanced
classifiers. As seen in the bottom plot, in the majority of cases, the classifier
trained on balanced data also yields higher μ-F1 than the classifier trained on
unbalanced data, although the difference between two classifiers has somewhat
higher variance (also seen in Table 3.2, standard deviation scores).
Thus, the M-F1 appears to be more stable for both classifiers, which is ex-
pected, since macro-averaging gives equal weight to each class regardless of its
size and thus less dependant on particular distribution. This suggests that focus-
ing on macro-averaged results is more appropriate for real-world news classifica-
tion tasks. Using training set balancing we obtained a macro-averaged F-measure
higher than previously reported in the literature, as is shown in Table 3.4 and
discussed in more details in Paper II.


















Figure 3.5: F-measures obtained by classifiers trained on balanced vs. unbalanced
data, for all permuted test sets.
3.4.2 NEs for Text Classification
In Paper III we try to find the ways to use the PULS IE system to improve sector
classification. The IE system finds mentions of companies in the corpus, using the
NER module. It distinguishes company names from other proper names in the
text, e.g., persons and locations. The NER module also merges variants of the
same name, for example, “Apple,” “Apple Inc.,” “Apple Computer, Inc.,” etc.
The NER module is based on a cascade of low-level patterns that find noun
groups within a text. This means that the module finds not only named entities
but also their descriptors, i.e., noun and adjective modifiers of a given name. For
example, Apple can be described in the text as “computer maker” or “software
giant”. As can be seen in this example, a descriptor always consists of two main
components: domain, an area in which the company works (i.e., “computer”,
“software”) and type, a word that is synonymous with “company” (i.e., “maker”,
“giant”). A descriptor may also contain other components, such as a geographic
marker (i.e., “English company”) or some additional information, (“big company”,
“local company”, etc.). A descriptor may contain all of these components, or only
some of them. We use a short list of approximately 20 company words—such as
“corporation”, “firm”, “manufacturer”—to determine the company type; we also
filter out words that are too general when finding the company domain.
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As a result we obtain a profile for each company. A profile for company
Apple is presented in Figure 3.6. Among other information it contains the most
frequent descriptors for the company (“IT company”, “tech group”, etc.). To
collect these descriptors we used word lists, described above, so such descriptors
as “IT company”, “IT giant” and “global IT firm” are all merged together, since
conceptually they contain the same information.
In the bottom of the profile we can see the most frequent industry sectors,
co-occurring with the company name—top-level sectors in the upper part of the
histogram, second-level in the lower. As can be seen from this illustration, each
company has its own label “preferences”, that is the set of industries in which it
usually operates. Therefore we can find the co-occurrence of company names with
industry sectors in the corpus, and use these frequencies to predict the sector labels
of new documents. It is similarly possible to use company descriptors to predict
sector labels; for example, we can assume that “mobile phone manufacturer” is an
indicator of the Telecommunication sector and “dairy company” is most likely to
co-occur with Dairy Foods.
In the middle part of the profile in Figure 3.6 we can see related companies,
i.e., other companies that described with similar descriptors. These companies
most probably operate in the same sectors. Thus, we can use information from
the knowledge base collected for bigger companies to infer industry sectors for
smaller companies.
As described before, a part of our corpus is hand-labeled with their true in-
dustry sectors, thus providing a link from company names to sector labels in
the knowledge base. Similarly, we processed our RCV1 training set using the
PULS IE system and built a separate knowledge base for our experiments. The
knowledge base contains the following many-to-many relations: document-sector;
document-company; company-descriptor. We tried using various combinations of
these relationships to build a knowledge-based classifier. We call it “Rote” classi-
fier, since it does not optimize any parameters during training and directly uses
probabilities calculated on the corpus.
Since each document may belong to more than one sector, instead of choos-
ing only the top-most frequent sector the classifier should return the entire sector
distribution, which can be calculated using the evidence from all companies men-
tioned in the text. Thus, the probability that document D belongs to sector S, in
the simplest case, can be defined by the formula:
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Figure 3.6: A company profile for Apple.
where CD is the set of companies mentioned in the document, and P (S|c) is the
proportion of times c co-occurs with S in the knowledge base2.
This method would be reliable if the knowledge base contains sufficient evi-
dence to associate the company with particular sector(s). Therefore, we only use
companies that appear in the corpus three or more times. This means that if a
document discusses a new (or little-known) company, the name-based classifier
will be unable to find a sector for the document. In this case we can use descrip-
tors to label the document, as descriptors allow us to use evidence gained from
other companies in the corpus.
2This work had been done before we worked out the current salience weighting scheme and
the formula treats all document companies equally. It has been noticed by the pre-examiners
that there might be more promising weighting schemes that incorporate company salience.
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In this case the probability that document D belongs to sector S can be de-








where dD is the set of all descriptors mentioned in the document. Note that
|CD| = |dD| because in this case we can use a company descriptor even when the
company does not appear in any other document in the corpus. We can also use
descriptors that do not co-occur with any particular name; e.g., if the document
mentions “IT companies,” but does not specify company names, this mention can
still be used to help classify the document.
We also tried more sophisticated ways to utilize names and descriptors, as
described in Paper III, though in the experiments the method presented in For-
mula 3.7 showed the best results. It gave us improvement of almost 10% in both
M-F1 and μ-F1 comparing with the best SVM classifier. A combination of SVM




The main disadvantage of the cross-training setting described above is that each
label is assigned independently. This is obviously a simplification, since the re-
sulting model ignores many regularities in the dataset: some labels frequently
co-occur, some are mutually exclusive, a document cannot have too many labels,
and so on. Thus, in the next experiments we tried an algorithm that assigns all
labels simultaneously, namely a convolutional neural network (CNN).
An overview of the CNN model is shown in Figure 3.7. The inputs are fed
into the network as zero-padded text fragments of fixed size, where each word is
represented as a fixed-dimensional vector (embedding). The inputs are fed into a
layer of convolutional filters with multiple widths. Each convolution is a function
that applied to a window of a certain size to produce a new feature:
ci = f(w · xi:i+h−1 + b) (3.8)
where ci is a new feature, w is a filter, i.e., a table of rational numbers of size
h × k, where k is the embedding size and h is an arbitrary filter size; b is a
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Figure 3.7: Convolution Neural Network for simultaneous sector prediction.
bias term and f is a non-linear function. A filter is successively applied to each
position i using element-wise multiplication and thus produces a feature map. As
a non-linear function we use the rectifier (ReLU):
f(x) = max(0, x) (3.9)
In Figure 3.7 the embedding size is 7 and convolution of size 4 × 7 is schemat-
ically shown in green color. Another convolution, of size 3 × 7 is shown in dark
blue. Feature maps, produced by each filters are then concatenated to produce
a higher-level representation. This representation has the same length as the ini-
tial sentence, since convolutions are applied using padding (as is shown with the
green filter in the top left corner), assuming that corresponding values are equal
to zero. The width of this intermediate representation depends on the number of
convolutional filters.
The idea of convolution is that the same filter is applied to all possible positions
in the text. We expect that after training each filter corresponds to a certain phrase
that is meaningful to determine a document label—or, to be more precise, a set of
synonym phrases, since words with close meanings have similar embeddings. The
first feature map can be optionally followed by deeper convolutional layers that
may capture a correspondence between lower-level patterns—e.g., the fact that
two phrases are close to each other in the text.
The results of the last convolutional layer are max-pooled, producing a vector
with one scalar per filter, which contains the highest value of the corresponding
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feature. In the example in Figure 3.7 a max-pooling over the last feature is shown
in light brown. The max-pooled representation preserves information on whether
a certain pattern is found in the text but drops information of its position. This
representation is then fed into a fully-connected layer which produces a vector,
where each dimension corresponds to a particular label. On the final step a sigmoid





Sigmoid function is a way to normalize the output and map it into [0, 1]
interval, since lim
x→∞σ(x) = 1 and limx→−∞σ(x) = 0. Thus the normalized output
can be interpreted as probabilities for each label.
For each label a cross-entropy loss is computed:
loss = t(l) ∗ log 1
p(l)
+ (1− t(l)) ∗ log 1
1− p(l) (3.11)
where l is a label, t(l) is a true value that can be 0 or 1, and p(l) is a predicted
probability. Individual losses are then averaged across labels and the averaged loss
is used to update the weights via back-propagation.
To prevent overfitting we use dropout regularization, which means that at each
step a random subset of parameters in the fully-connected layer remains unchanged
and do not contribute to back-propagation.
This model is similar to one recently proposed for sentiment analysis [49]. The
main differences are that our model uses an arbitrary number of convolutions and
that we use a sigmoid function instead of softmax, since the labels are not mutually
exclusive.
To train the model we use 80% of the data, 10% are used as a development set
and the remaining 10% as a test set. The development set is used to determine
when to stop training and to find the best thresholds for each label—if correspond-
ing probability is higher than the threshold the label is assigned, otherwise not
assigned. Finding the best threshold we optimize an F-measure for each label.
Then the test set is used to obtain the final performance scores.
3.5.2 Data Representation
As is clear from the description, an input of the model is embeddings, continuous
vector representations of the features. We train the embeddings using GloVe [65];
we used context window size 15 words and embeddings of various size (128, 300,
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or 500). Features, in our case, are lower-cased lemmas of words. The main reason
is that we use corpus-specific business embeddings, and since our corpora are
relatively small, we do not have enough data to build embeddings for surface
word forms. We tune the embeddings during training by updating them at each
iteration.
As in our previous work in Paper III we try to take advantage of the PULS
NER system. We try several options for name representation3
• type: each entity is represented by its type—company, person, location,
etc; if the type is undefined, it is represented as a general name; then we
train the model and obtain one common vector for all company names, one
vector for all person names, and so on.
• name: each name has its own embedding; multi-word names are interpreted
as a single token.
• name-tokens: multi-word names are split into tokens and each token has its
own embedding; the motivation for this representation is that many company
names have identical parts—e.g., Air Baltic, Air France, North Star Air,
Delta Air Lines—which indicates that these companies operate in the same
field; modeling these name parts might be more useful than the name as a
whole.
• special-name-tokens: similarly to the previous scheme, though tokens
within names and in common contexts are distinguished; the motivation
for this is that some words are used in names without any relation to the
company’s business area—e.g., Apple, Blackberry—and their usage in names
should not be mixed with common usage.
For our experiments, we build embeddings by applying GloVe to the same
corpus that is used to train the models: Reuters for experiments with the Reuters
classifications, PULS for experiments with PULS. Embedding dimensionality is
128. For comparison, we also use GloVe embeddings trained on 6 billion general
corpus (glove-6B), provided by the GloVe project4 with embedding dimensional-
ity of 200.
To illustrate the difference between the various word representations we present
in Table 3.3 the ten nearest neighbours for example lemmas apple and airline.
3The name representation comparison has been published after the thesis had been submitted
for pre-examination [72].
4https://nlp.stanford.edu/projects/glove/
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When the name representation is used, the word apple is ambiguous and its near-
est neighbours are both fruit words (pear) and computer words (apple computer).
In the type representation, the “computer” meaning disappears since all men-
tions of Apple as company are represented with the artificial company token.
In the glove-6B representation, the fruit meaning is absent since all the near-
est neighbours are computer-related words. Word airline does not have such an
ambiguity and all three representations end up with more or less similar lists of
nearest neighbours.
Then the special-name-tokens representation is used, each lemma is split in
two, one for common context and one for name context. As can be seen in the
table, apple in the common context has a clear fruit meaning and the only company
that appeared in the list is juice producer Odwalla. The nearest neighbours for
apple NE, which is used in the name context, are mostly IT companies. However,
airline and airline NE do not have a clear distinction in meaning and the lists of
their nearest neighbours are similar. In that case there is no clear advantage in
using two lemmas instead of one, which would encompass both common and name
usage.
Since it is difficult to estimate which naming strategy is more common—
meaningful, as British Airlines, or arbitrary, as Apple—it is hard to tell in advance,
which name representation is the most useful. Thus, we test all representations
experimentally. The experimental results are presented in the next section. All
experiments with CNN use exactly the same network structure: 3 convolution
layers with filter sizes 3,7,11, 3,7,11, and 3,11, using, respectively, 512, 256 and
256 filters of each size. The models differ only in data representation.
3.6 Results and Discussion
Experimental results are presented in Tables 3.4-3.7. For the Reuters data we
supplement our results with other results, found in the literature. We provide
them only for reference, since experimental settings are different in different papers
that makes difficult precise comparisons. For example, several previous papers use
standard split, proposed when the corpus was first published, but in this split the
training set consists of only 23 thousand instances and cannot be used to build
word embeddings [56]. In our experiments with CNN models we use random split
80-10-10, using 80% of instances for training, 10% for development and 10% for
testing. In experiments with SVM classifiers we used a balancing procedure to
build the training and test set simultaneously, as described in section 3.4.1.
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british airways passenger lufthansa
american airlines aircraft carrier




united airlines plane alitalia
aircraft aviation klm
special-name-tokens
apple apple NE airline airline NE
pear computer NE airlines NE malaysian NE
juice macintosh NE airways NE scandinavian NE
unpasteurized amelio NE carrier airlines NE
odwalla NE operating-system flight system NE
fruit compaq NE air NE pilots NE
anthrax microsoft NE passenger air NE
salmonella oracle NE lufthansa NE klm NE
rotten ibm NE pilot passengers NE
unpasteurised software aircraft jet NE
strawberry jobs NE route tajudin NE
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Table 3.4: Classification results on RCV1 industry sectors.
Ref. Algorithm M-F1 μ-F1
[56] SVM 29.7 51.3
[92] SVM 30.1 52.0
[75] Naive Bayes - 70.5
[13] Bloom Filters 47.8 72.4
Paper II name→SVM 56.9 63.7
Paper III name+desc ∪ SVM 57.7 63.8
CNN type 32.2 58.4
CNN name 61.0 80.2
[72] CNN name-tokens 63.6 82.0
CNN special-name-tokens 44.3 68.3
CNN name-tokens 6B 55.7 78.4
Table 3.5: Classification results on PULS sector labels.
Second level Top level
Ref. Algorithm M-F1 μ-F1 M-F1 μ-F1
[66] SVM + Rote 45.3 47.2 57.3 61.8
CNN type 49.3 66.1 71.6 79.3
CNN name 49.7 67.9 73.0 82.1
CNN name-tokens 60.2 70.3 78.1 83.9
CNN special-name-tokens 49.9 67.0 72.0 80.3
CNN name-tokens 6B 48.4 67.3 72.5 81.0
In Table 3.4 we present the best results for RCV1 sector classification. As can
be seen in the table, the balancing strategy described in Paper II yields macro-
averaged F-measure 10% higher than in previous experiments, while using a com-
bination of names and descriptors, as described in section 3.4.2 and Paper III,
allowed us to improve this result. However, the best CNN network outperforms
SVM-classifier for 6% of macro-averaged and almost 20% of micro-averaged F-
measure. The possible reason is that we use an ensemble of SVM classifiers—one
classifier for each label—which is unable to learn dependencies among labels.
The best data representation for CNN models for sector classification, as can
be seen in Table 3.4, is name-token, where all tokens are treated similarly and
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Table 3.6: Classification results on RCV1 topic labels.
Ref. Algorithm M-F1 μ-F1
[56] SVM 61.9 81.6
[63] ANN 69.2 85.3
[48] CNN 67.1 85.7
CNN type 65.5 85.5
CNN name 66.7 86.2
[72] CNN name-tokens 66.5 86.2
CNN special-name-tokens 66.6 86.2
CNN name-tokens 6B 65.8 85.8
Table 3.7: Classification results on PULS event (topic) labels.
Algorithm M-F1 μ-F1
CNN type 22.7 48.0
CNN name 22.6 53.3
CNN name-tokens 29.3 53.6
CNN special-name-tokens 29.2 53.2
CNN name-tokens 6B 28.0 52.3
each token has exactly one embedding regardless of its usage in proper-name or
common-name context. The worst performing representation is type where names
are mapped into concepts (company, person, location, etc.) and each concept
has one embedding. This demonstrates the importance of named entities for sector
classification and supports the assertion we made in Papers II and III that there
is correlation between company names mentioned in the text and sector labels.
Note that in this experiment we use training and testing data derived from the
same corpus, which means the testing and the training sets are collected from the
same sources during similar periods of time and thus contain similar sets of names.
In a more realistic setting a model is trained on some corpus and then applied to
slightly different data, which may present different dependencies between sectors
and names.
Experimental results for PULS sector classification are presented in Table 3.5.
They are quite similar to what was obtained on RCV1 corpus: CNN models
significantly outperform SVM classifiers; the best data representation is name-
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tokens, the worst is type. The results are consistent for both second level and top
level, though top-level performance is better since there are fewer top-level labels
and more training data for each label. Interesting that name-token data repre-
sentation yields much higher macro-averaged F-measure than any other method,
although the difference in micro-averaged F-measure is not so great. This means
that this data representation allows model to learn features important for classes
with a small number of instances.
The results for RCV1 and PULS topic classification are presented in Tables 3.6
and 3.7. As can be seen in the tables, the best data representation method is
again name-tokens, though the difference between representations is not as big
as in the case of sectors, and using type does not lead to such a drop in model
performance. This suggests that proper names are less important for event and
topic classification. That corresponds to our intuition: since any company may
sign a contract or be involved in a lawsuit there is little use in name features. At the
same time, dependencies exist between company sectors and the most probable
events: e.g., mining companies never launch new products. This is a probable
reason why the name-token representation turned out to be the best for topic
classification. The next step might be to build a model that simultaneously learns
topics and sectors; we leave this for future work.
The results for PULS event (topic) classification, presented in Table 3.7, are
quite poor for all five models. We address it to noise and inconsistencies in the
annotation. The thorough procedure of classification clean up, which has been
applied to PULS industry sectors, have not yet been used for events.
In our experiments with CNN models we did not apply any special treatment
for name descriptors, assuming that since a convolution takes as an input n-grams
rather then single words it should be able to learn useful descriptors automat-
ically. Nevertheless, explicit usage of descriptors still might improve the model
performance; we leave this for future work.
3.7 Error Analysis
Our classifiers can be heavily penalized for returning sectors which are relevant
to the document, but were not present in the set of original labels. Since there
is a large number of sector labels and documents, it may happen in some cases
that correct labels were left out or extraneous labels were annotated through an
annotator error. This is especially true for the PULS corpus: it has been collected
over many years and during this period annotation guidelines might change. For
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this reason there is uncertainty to what extent the current evaluation methods
provide a fair assessment of performance.
In our experiments with PULS sector classification we conducted two types of
error analysis: first, to determine the rate of sectors that are judged as “misclassi-
fied” that should be considered in fact relevant, and second, to determine the rate
of original labels that should not be inferred from the text.
We first look at each false positive sector label, and the text of the document
it was applied to, and decide whether this label is A. highly relevant, (meaning
the sector is related to the main focus of the article), B. partly relevant (meaning
some aspects related to that sector are present, but it is not the primary focus),
or C. not relevant. In the example in Figure 3.8, evaluation returns precision and
recall 0, we would have pre = 50%, rec = 33.3% if we now assume that highly
relevant sectors also are present in the original labels, and pre = 100%, rec = 50%
if we also include partially relevant sectors.
For 135 randomly selected test documents, classified by our best two-stage
classification system (SVM-IG + Rote), we return 191 false positive labels. Our
error analysis shows that of these 191, 44.0% of the labels (84 instances) could be
considered highly relevant. An additional 46 false positives were partially relevant,
which, when combined with the highly relevant labels, yields a rate of 68.1%.
Then, looking only at the original labels for each document, we decide whether
the label is A. highly irrelevant, or B. partially irrelevant, which would occur if the
label was included due to a minor mention in the article (i.e., a company name).
Figure 3.8: Misclassified analysis of false-positive labels.
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Using another set of 170 random test documents, which contain 525 original sector
labels, we found that 75 labels (14.3%) were highly irrelevant, and another 56 were
partially irrelevant, for a combined rate of 25.0%.
This simple analysis points to a large disparity between the evaluation results,




In this chapter we present a work aimed at detection polarity of company news.
Generally, polarity can be positive or negative. For example, if a company launches
a new product or signs a new contract, that is viewed as a positive event; if a com-
pany recalls a product or is involved in a fraud or a bankruptcy, that is considered
negative. News polarity, or “media pessimism”, is a “proxy for investor sentiment
or noninformational trading”, i.e., investors’ behavior that is not determined by
knowledge of fundamental assets and rational inference [82]. Thus, research in
text polarity detection in the business domain is usually inspired by practical
needs of stock prediction. However, prediction of stock movements directly from
text is a very difficult task, since stocks depend on many factors, including funda-
mental assets, general market situation and long-term history—this information
is usually not presented in a single news article, which in some cases makes text
and stocks completely unrelated even if they are collected on the same date. The
current performance on the task is not suitable for production, as it is shown in
Table 4.1, where we overview the most recent papers that use neural networks for
stock prediction from text.
According to a survey of text mining for market prediction [64], the vast ma-
jority of research uses SVMs, Naive Bayes or rule-based techniques, and most of
the reviewed applications rely on the manually or semi-automatically built dictio-
naries. The authors remark that results of most of these studies are questionable
and report accuracy in the range 50-70%. Similar scepticism is expressed in an-
other paper [37]; they argue that despite importance of automatic text analysis,
companies that build their strategy fully on automatic analysis are usually not
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Table 4.1: Stock prediction from textual data.
Ref Year Data Method Accuracy
[31] 2016 financial disclosures Recursive autoencoder 56.0
[52] 2017 financial disclosures LSTM 58.0
[21] 2015 financial news CNN 65.5
successful. Thus, it might be more important to provide business specialists with
up-to-date news analytics than try to replace them with fully automatic systems.
Our goal in Paper IV and in polarity prediction work in general is to detect a
business polarity of companies mentioned in a particular article as it is expressed
in the text, without any relations with stock movements or general company sit-
uation. This information is then summarized within a given group and presented
to the user. In addition, company polarity is accumulated in the database, which
allows users to see long-term trends, as illustrated in Figure 4.1. In our current
work we leave the stock prediction task completely aside. However, we can hypoth-
esise that stock prediction from news streams should be based on all aggregated
information rather than on a single documents.
4.2 Data
4.2.1 Available datasets
We define our task as entity-level detection of business polarity for a given company
within a given document. As far as we are aware there have been no datasets
suitable for this particular task, though there are a few similar datasets.
A shared task on fine-grained sentiment analysis of financial microblogs and
news has been organised recently as part of SemEval [14], and provided a dataset
containing company names. However, this dataset contains only one thousand
twits and one thousand news headlines, some of which are too short to be mean-
ingful. We participated in the shared task [69], though this task is different from
what we are trying to implement to our practical needs. In the PULS project we
try to utilize the entire article, where a given company can be mentioned several
times.
A corpus of 5000 business sentences has been manually annotated [59, 81],
though most of its instances contain no company names, and hence cannot be
used for entity-level polarity prediction.
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Figure 4.1: A company profile for British Airways with polarity information col-
lected over the last two years. The spike of negative events corresponds to massive
delays and cancels of company flights.
A corpus of 13000 financial disclosures has been published recently [31]. Each
instance in this corpus consists of several sentences and describes a single event.
The data do not have entity-level annotation, though it can be easily added, since
each instance is related to one company. The main drawback of this corpus is that
it was not manually annotated and market returns simultaneous to the news were
used to annotate the data. In some cases this leads to inexplicable annotations.
For example, appointments, that could be seen as neutral events, are annotated as
either positive or negative, which cannot always be explained by the information
given in the text. Thus, this dataset is aimed at stock prediction from a single
document, which, as was described before, is a problematic setting.
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There exists a dataset of 679 sentences in Dutch, annotated with entity-
oriented business sentiment [87]. Using quantitative and qualitative analysis the
authors demonstrated that a. in financial news, not all sentiment expressions
within a sentence are related to the target company; b. sentiment is often ex-
pressed implicitly.
An entity-level sentiment analysis draws attention outside the business domain,
e.g., a small corpus of 70 documents has been annotated with opinions, opinion
targets and opinion holders [20].
4.2.2 PULS polarity dataset
A novel dataset, released together with Paper IV was manually annotated using
the PULS user interface, presented in Section 1.1 and the grouping mechanism,
described in Chapter 2. The task, which the dataset aimed to solve, is to determine
polarity of company mentions within a document. A company can be mentioned
several times in a document, with different polarities. In principle, we should have
annotated all company names in a document. However, this would be arduous
and unnecessary work, since only salient entities are shown to the user. Thus,
we annotate only salient names, i.e. names mentioned at the beginning of the
document. We assume that several beginning sentences tell the main piece of
news and two or three first mentions of a given company have the same polarity.
The interface supports labeling polarity for companies within groups—very
positive, positive, neutral, negative, very negative, and contradictory. The last
label indicates that the document expresses contradictory opinions, or describes
events with opposite polarities. Our decision to assign such examples a class of
their own is similar to the annotation scheme that was proposed at the SemEval
2016 Shared Task on Aspect-Based Sentiment Analysis: contradictory opinions
about the same aspect were labeled as conflicts [73]. For an example of contradic-
tory polarity, consider the sentences below:
D1: Volkswagen AG’s emissions-cheating scandal took a hefty dent out of sales
of its VW brand in 2016, but strong growth in China and Eastern Europe helped
offset declines in other major markets.
D2: Samsung Electronics’ profits leaped in the fourth quarter despite the humil-
iating Galaxy Note 7 recall that hammered the reputation of the world’s largest
smartphone maker.
Documents in the groups are usually highly homogeneous, and in the majority
of cases all documents in a group have the same polarity for a given entity. For
trending events, a group may reach 100–200 documents; thus, using the GUI,
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it is possible to annotate dozens of instances quickly by skimming only a few
documents.
Still, annotating by groups may introduce some noise; e.g., the following two
articles are in the same group:
D3: Valeant Pharmaceuticals International Inc., the embattled Canadian drug-
maker, agreed to sell about $2.1 billion in assets to get cash to streamline its
businesses and begin easing its debt burden.
D4: L’Oreal to buy three skincare brands from Valeant for $1.3 billion. The French
cosmetics giant paid nearly eight times the brand’s combined annual revenue of
$168 million.
Here, document D4 describes the same event as D3 but gives no negative in-
formation on Valeant; this instance should be annotated as positive, even though
the rest of the group is annotated as negative for Valeant. To find such examples
we implemented a command-line error analysis interface. This interface presents
to the user all instances ranked by loss, i.e., the difference between the anno-
tated polarity and the model’s prediction, and allows her to correct the labeling.
High loss mean that the model not only made an error, but also that it is highly
confident of its response. We expect that, if the annotation contains any serious
mistakes, these instances should show up at the top of this ranking scheme. Af-
ter we trained a baseline model, we applied this error analysis process iteratively
to identify documents whose polarity differed from the polarity of their group.
Approximately 5% of the instances were re-annotated using this procedure; the
procedure also ensured that the most problematic documents were reviewed by at
least two annotators.
In total, 5 people were involved in the annotation process. Though most of
the documents were not problematic and were annotated by only one person, we
discussed the most difficult cases until reaching consensus. In total, we annotated
1,520 groups containing 17,354 documents with 19,689 company names.
A high number of repetitions of a story is characteristic of business news; many
messages are near-reprints of press-releases from larger news agencies’ articles. We
use the first five sentences of each document, starting from the first mention of the
focus company, as training instances. If these sentences were seen before, such an
instance was excluded from the training even if the documents were not identical.
In our current experiments we also exclude all contradictory documents, though
they stay in the dataset, along with the duplicates, and may be useful in the
future.
The data distribution among the classes is shown in Table 4.2. The data were
split into five folds to perform cross-validation, taking groups into account: we
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Table 4.2: Class distribution in manually annotated data.
Class # instances Class # instances
very positive 2709 very negative 2532
positive 4001 negative 4645
neutral 285 contradictory 146
assure that all documents in the same group must lie within the same fold, so that
model is trained to distinguish polarity, not the particular types of events.
4.3 Models
To solve the polarity prediction problem we use two CNN models: a token-based
model that uses embeddings for single words as input [49], and a region-based
one that tries to infer task-specific embeddings for n-grams [47, 48]1. Both models
were initially proposed for various text classification tasks. Since polarity detection
is an event-level classification models should be expanded to take into account the
position(s) of the target company within the text, which we refer to as focus.
The reason for introducing focus is that an article may mention more than one
company with different polarities.
4.3.1 Token-based model
An overview of the token-based model is shown in Figure 4.2. The model is similar
to the convolutional network we used for multi-label text classification, which is
discussed in Section 3.5.1 and shown in Figure 3.7. The differences are in the
inputs and the outputs.
The inputs are complemented with a scalar indicating the focus. The focus
vector is shown in darker grey, with the company position framed in red. This
provides an additional dimension to the word embedding, and is crucial for distin-
guishing between instances that differ only in focus and polarity. For experiments
with polarity we use type vector representation, meaning that all NEs of the same
type are mapped to the same token; e.g., all company names have the same embed-
ding, person names another, etc. The reason for that is that the polarity training
1The token-based model is described in Paper IV; the paper describing region-based model
has not yet been published.
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Figure 4.2: Token-based model architecture with focus vector and two convolution
layers.
corpus is relatively small and the model risks to overfit to particular names that
appeared in these documents by chance. We tune the embeddings during training
by updating them at each iteration. This allows the model to learn word prop-
erties that are significant for sentiment detection, such as the difference between
antonyms, which may not necessarily be captured well by the initial embeddings.
The output is a 2-dimensional vector that is interpreted as a probability dis-
tribution over the two possible outcomes: positive and negative. In manual an-
notation we use five values: “very negative” [1 0], “negative” [0.7 0.3], “neutral”
[0 0], “positive” [0.3 0.7] and “very positive” [0 1]. The model may output any
possible distribution. We use a fully-connected layer with dropout and softmax
normalization to obtain the output distribution.
A cross-entropy loss function is computed between the network’s output and
the true value; the loss is used to update the weights via back-propagation.
4.3.2 Region-based model
The key component of the second model is region embeddings, computed according
to the following formula, which defines a convolutional operation:
f(W · r + b), (4.1)
where r is a binary vector whose dimensions correspond to the indices of words in
the vocabulary—ones indicate the words that are present in the region, and zeros in
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all the other positions. These can be thought of, e.g., as “N-hot” vectors for regions
of size N . W is an embedding matrix, b is a bias, and f is a rectified linear unit
(ReLU). Conceptually, the regions correspond to n-grams in the text; embeddings
for regions of various sizes are learned during training, which allows the model
to capture task-specific expressions. At the same time, a region embeddings is a
sum of token embeddings. Thus, a region representation can be meaningful even
if a particular combination of words has never been encountered together during
training, and using bigger region sizes does not lead to dimensionality explosion
in the feature space.
An overview of the region-based model is shown in Figure 4.3. The model
takes several inputs in parallel, which might differ in region size and stride; in the
foreground we show regions of size 2 with stride 1. The inputs are zero-padded
sentences of fixed size, represented by a set of word embeddings, one for each
region size; in our implementation, we add a focus vector to each embedding. The
inputs are split into regions and their embeddings computed by formula 4.1. We
apply a local response normalization [47, 53] to the output of f .
Region embeddings are fed to a pooling layer—either max or average pooling—
which is applied dimension-wise and produces an output of the fixed size, so that
the representations can be concatenated for various region sizes. In this step an
instance is represented by a set of vectors, where each vector represents a segment
of the text; e.g., in the example in Figure 4.3 the text is split into three segments.
The final layer is fully connected, regularised using dropout, and followed by soft-
max to obtain the class predictions.
4.4 Knowledge Transfer
Despite being considerably larger than any existing dataset for business polarity
detection, our dataset is still small compared to what is typically used for text
classification problems. Thus our main goal in Paper IV was to utilize a bigger
corpus not annotated for polarity. As described in section 3.1, we have a corpus of
2.5 million short business reports, which were manually annotated using, among
other information, a set of event labels. Some event types have clear relation to
polarity: e.g., contracts or joint ventures are positive while product recalls or
scandals are negative, though others, such as nominations, may happen both in
positive and negative context.
We attempted two different approaches with several variations: manual map-
ping and high-level feature transfer.
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Figure 4.3: Region-based model architecture with regions of variable sizes.
4.4.1 Manual mapping
For the manual mapping, we selected those labels which we believe most clearly
imply a polarity: e.g., Investment, New Product and Sponsorship are considered
positive, while Fraud, Layoff and Bankruptcy are negative; in total, we have 26
“positive” and 12 “negative” labels. Using only these event labels, we constructed
a training set, removing documents with labels that would result in unknown or
conflicting polarities. Further, to avoid ambiguity regarding which company the
label refers to, only documents whose headlines and the first sentence mention
exactly one company were used. The reason for that is that companies that play
different roles in the event may have different polarities, e.g., one company goes
bankrupt and another buys its assets. We avoid these cases to keep the training
data as clean as possible.
The dataset is highly skewed, with 90% of the data positive. To assure that
the positive and negative training sets have approximately the same size, we ap-
ply random undersampling [19], i.e., we use a random subset of positive docu-
ments. Of the more than two million documents in the event corpus, 100,000 have
non-ambiguous negative labels and mention exactly one company. The resulting
dataset consists of 200,000 documents; 10% is used as a development set to decide
when to stop training.
This newly generated event corpus is used in two different ways:
Tuning: a two-stage learning procedure where the model is first trained using
the event corpus and then it is tunes using the small polarity corpus.
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Training on combined data: in this strategy, data from both corpora are
mixed together and used during training in random order.
4.4.2 High-level feature transfer
High-level feature transfer aims to reuse features learnt for a different though
related task. To do so, we initially train a model to classify the event labels—using
all event labels and all documents regardless of how many companies they mention.
This requires a minor change in the models: since event labels are not mutually
exclusive, we use a sigmoid function instead of softmax in the final layer. After the
model is fully trained on the event labels, we strip off the last fully-connected layer
of the network and replace it with two-class output for polarity, and then continue
training using the polarity dataset. We expect that the more specific features—
ones obtained closer to the output layer—will be useful in distinguishing polarity
values, because of some relatedness between the two tasks. Thus, we keep almost
the entire model, with the exception of the very last layer.
Since we have sufficient data labeled with events, we use 10% of the data as
a development set to determine when to stop training a model (for transfer or
tuning).
4.5 Experiments
Both the token-based and region-based models have a number of hyperparameters.
In Tables 4.3 and 4.4 we present a number of experiments aimed at finding the
best hyperparameter combintation. To compute the accuracy we interpret polarity
detection as a three-way classification task: values within 0.1 of zero are considered
to be neutral, all values outside it are positive or negative. Thus, the accuracy
shows how often a model makes a blunder and predicts a negative polarity as
positive or vice versa. Cosine similarity is computed using polarities mapped into
continuous scale between -1 and 12; this is a measure of absolute closeness between
the model prediction and the manually assigned polarities, including differences
between “positive” and “very positive” classes.
As can be seen from the results, cosine similarity and accuracy do not result in
consistent rankings because they measure different things. For practical reasons,
it is more important to us that a model does not make appalling mistakes than its
ability to capture subtle differences. During manual annotation we also noticed
2In the result tables we present cosine similarity multiplied by 100, to enhance readability.
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Table 4.3: 5-fold cross-validation Results for token-based models. Legend: Au—
augmentation, FP—number of focus points per instance, CL—number of convo-
lution layers, Fi—number of filters (of each size). Results reported in Paper IV
are hightlighted with yellow.
# Model Focus FP Au CL Filter sizes Fi embeddings dim dropout acc cos
small polarity dataset
1 baseline - - - 1 3,4,5 128 glove 128 0.5 80.01 70.60
2 focus binary one - 1 3,4,5 128 glove 128 0.5 79.33 69.29
3 focus smoothed one - 1 3,4,5 128 glove 128 0.5 79.82 69.81
4 6conv binary one + 6 3,8 40 glove 128 0.5 79.63 69.27
5 6conv binary many - 6 3,8 40 glove 128 0.5 80.43 71.02
6 6conv binary one - 6 3,8 40 glove 128 0.5 80.63 70.51
7 2conv smoothed many - 2 3,4,5 128 random 128 0.5 78.71 69.50
8 2conv smoothed one - 2 3,4,5 128 random 128 0.5 79.29 69.72
9 2conv smoothed one + 2 3,4,5 128 glove 128 0.5 80.13 71.54
10 2conv - - - 2 3,4,5 128 glove 128 0.5 81.22 71.51
11 2conv smoothed many - 2 3,4,5 128 glove 128 0.5 81.44 72.93
combined dataset, manual mapping
12 combined smoothed many + 2 3,4,5 128 glove 128 0.5 80.98 69.24
13 combined smoothed many - 2 3,4,5 128 glove 128 0.5 82.01 70.92
manual mapping + tuning
14 tune smoothed many first stage 2 3,4,5 128 glove 128 0.5 81.95 70.99
15 tune smoothed many - 2 3,4,5 128 glove 128 0.5 82.07 73.98
high-level feature transfer
16 transfer smooth many - 2 3,4,5 128 glove 128 0.9 81.09 71.48
17 transfer - - - 2 3,4,5 128 glove 128 0.9 81.13 72.10
18 transfer smooth many - 1 3,7,11 1000 glove 300 0.5 82.22 71.25
19 transfer - - - 1 3,7,11 1000 glove 300 0.5 82.47 71.46
20 transfer binary many - 1 3,7,11 1000 glove 300 0.9 82.59 70.76
21 transfer - - - 1 3,7,11 1000 glove 300 0.9 83.94 71.17
22 transfer binary many - 1 3,7,11 1000 glove 300 0.5 82.95 72.59
23 transfer smooth many - 1 3,7,11 1000 glove 300 0.9 84.44 71.76
that the distinction between “positive” and “very positive” is not always obvious
for humans. Accordingly, our definition of the best model is based upon accuracy.
Focus: We experiment with three alternative representations of focus. The
baseline model has no focus and uses only lexical features, without NEs. Tech-
nically, its focus vector consists of all zeros. This allows us to combine models:
train an initial model without focus, and tune it on another input with focus. We
use this feature for transfer learning.
The other two strategies are binary and smoothed. In the binary strategy,
the focus vector contains ones in positions where the target company appears and
zeros elsewhere. In the smoothed strategy, the focus value for each word indicates
the proximity of the current word to the position of the nearest mention of the
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Table 4.4: A selection of best-performing region-based models. Legend: Au—
augmentation, FP—number of focus points per instance, CL—number of convo-
lution layers, dim—embedding dimensionality.
# Model Focus FP Au regions strides segments pooling embeddings dim dropout acc cos
small polarity dataset
24 baseline - - - 2,5 1,2 3 max random 128 0.5 78.85 70.36
25 baseline - - - 1,2,5 1,1,2 20 max random 128 0.5 79.14 70.56
26 baseline - - - 2,5 1,2 3 avg random 128 0.5 79.87 71.95
27 baseline - - - 2,5 1,2 20 avg random 128 0.5 79.94 70.29
28 focus smooth many - 2,5 1,2 20 avg random 128 0.5 78.72 69.22
29 focus binary one - 2,5 1,2 3 max random 128 0.5 78.93 70.26
30 focus binary one - 2,5 1,2 3 avg random 128 0.5 79.34 71.26
31 focus binary many - 2,5 1,2 20 avg random 128 0.5 79.47 71.03
32 focus binary many - 2,5 1,2 20 max random 128 0.5 79.58 70.88
33 glove binary many - 2,5 1,2 40 max glove 128 0.5 80.30 70.33
34 glove binary many - 1,2,5 1,1,2 20 max glove 128 0.5 80.78 71.13
35 glove binary many - 2,5 1,2 20 max glove 128 0.5 81.00 72.04
36 glove binary many - 2,5 1,2 20 avg glove 128 0.5 81.25 71.54
37 huge binary many - 1,2,5 1,1,2 20 avg random 500 0.5 79.10 68.43
38 huge binary many - 1,2,5 1,1,2 20 max random 500 0.5 79.20 69.07
combined dataset, manual mapping
39 combined binary many + 2,5 1,2 20 avg random 128 0.5 80.79 68.75
40 combined binary many - 2,5 1,2 20 avg random 128 0.5 80.88 68.88
manual mapping + tuning
41 tune smooth many - 2,5 1,2 20 avg random 128 0.5 79.87 67.88
high-level feature transfer
42 transfer binary many - 1,2,8,20 1,1,1,2 3 avg random 500 0.5 80.73 69.70
43 transfer smooth many - 2,5 1,2 20 avg random 128 0.9 81.18 72.12
44 transfer - - - 2,5 1,2 20 avg random 128 0.9 81.62 73.58
45 transfer binary many - 1,2,8,20 1,1,1,2 20 avg random 500 0.5 81.93 71.35
46 transfer smooth many - 1,2,8,20 1,1,1,2 20 avg random 500 0.5 82.42 72.35
47 transfer - - - 1,2,8,20 1,1,1,2 20 avg random 500 0.9 82.81 72.37
48 transfer smooth many - 1,2,8,20 1,1,1,2 20 avg random 500 0.9 83.01 73.07
49 transfer binary many - 1,2,8,20 1,1,1,2 20 avg random 500 0.9 83.03 73.20
target company. The proximity is computed according to the following formula:
Proximity(p) =
1
1 + |p−m| (4.2)
where p is the position of the current word and m is the position of the nearest
mention of the target company. Thus, the proximity is 1 for a company mention,
1/2 for its immediate neighbours, 1/3 for the next neighbours, etc. It is never 0,
which allows a convolution filter to use information about focus points, even if it
exceeds the filter length.
We also manipulate the training instances where the same company is men-
tioned several times, by considering instances with (many) foci or splitting them
into several instances with only one focus point.
Dropout: Dropout prevents models from overfitting by turning off a random
subset of the nodes in the last layer. At each stage, we only consider the resulting
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thinned net for computing the output and propagating the gradients. Doing so
at the last fully connected layer, we effectively remove half of the filters or region
embeddings. A dropout of 0.9 means that we consider the sub-net with 10% of
the nodes in the last layer. In transfer learning that means that the model shifts
its weights partially to polarity labels; the higher dropout the slower training and
thus the model can make more iteration before it overfits.
Embeddings: We either use random initialization for the embeddings or
Glove vectors trained on our business corpus. For the token-based model, we use
Glove vectors in most of the experiments since it was reported that pretrained
embeddings perform better than random ones [49]; for the sake of comparison, we
performed several runs with a random initialization. For the region-based model,
we use a random initialization in most of the experiments since regions themselves
is a way to train task-specific embeddings [48]. However, since the region vectors
are computed as a sum over token vectors (with non-linearity), pre-trained word
embeddings can be used to initialise region-based models. In those cases, we use
the same Glove vectors as for the token-based model, though we produce a copy
of initial matrix for each region size and these matrices are then updated during
training.
Data augmentation: Since the mapped training set contains only “simple”
instances—i.e., they mention exactly one company—we introduce a method for
data augmentation which hopefully generates more realistic data. By feeding our
model instances that mention several companies, we force the network to make use
of the focus information, so it can learn to handle more complex test instances,
producing a better model. To augment the data, we randomly select two simple
instances—which gives them a 50% chance of having different sentiments—and
concatenate them. We then randomly decide which of them should receive focus.
As a result, we get an instance that mentions a focus company and a distractor
company either on the left or on the right of the focus. We expect that, by using
these examples, the model would learn to ignore sentiment signals if they are far
removed from the focus. We apply this procedure to our manually annotated
corpus aimed to increase the number of training instances, because the manually
annotated data set is relatively small.
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4.6 Discussion
4.6.1 Knowledge transfer
As can be seen in Tables 4.3 and 4.4, high-level feature transfer outperforms
manual mapping, which is the main finding in Paper IV. The main reason might
be that feature transfer can benefit from a very large corpus of 2 million documents,
while only 200,000 documents can be used with the manual mapping approach,
which does not allow us to train larger models due to over-fitting.
There may be other problems in the mapped dataset, resulting from how it
is created. First, it contains no articles with neutral polarity—if an article has
no positive or negative label we cannot assume it to be neutral. For example,
articles labeled Appointments may have a negative or a positive polarity. Second,
although we choose only the most “trusted” event labels for mapping to polarity,
the dataset still contains some noise: e.g., a document labeled as Contract and
assumed to be positive may discuss a canceled contract. Third, since we use only
a small subset of the labels, the dataset is highly skewed and incomplete—most
event types and data are not used. Most importantly, using this data a model is
trained to perform a task different from our target—it learns to distinguish not
positive polarity from negative, but one (sub-)set of event labels from another.
We cannot assume that the model learns polarity patterns, only that polarity
correlates with certain events.
4.6.2 Embeddings
We tune the embeddings during training by updating them at each iteration.
Embeddings initialization may affect not only the final performance of the model
but the training process as well. In Figure 4.4a we plot training curves for token-
based model 7 that uses random initialization, and token-based model 11 that
uses pre-trained embeddings. All other hyperparameters are identical. As can
be seen in the plots, the model with predefined embeddings learns faster—it has
lower loss and higher cosine similarity and accuracy during early iterations—but
overfits faster.
At the same time, a similar comparison for region-based models 32 and 35,
presented in Figure 4.4b, does not show much difference in training curves, though
the model with pre-trained embeddings (35) yields higher numerical values of




Figure 4.4: Training curves for models that use random initialization vs models
that use GloVe embeddings trained on PULS business corpus.
In our experiments embeddings tuning did not lead to the effect of antonyms
resolution, which is described in the original paper, where the model was first
introduced [49]. In their initial embeddings good was a closest neighbour for bad
but after the training with embedding updating this was no longer the case. In
Figure 4.5 we plot cosine similarity for several antonym pairs on various stages of
training.
In Figure 4.5b we present model 11, which was trained using only polarity
data. As can be seen, the semantic similarity between the words good and bad
increases during training. This is a counter-intuitive result, which probably means
that these words are not significant for business polarity. Other antonym pairs
that consist of words with more obvious business connotations—rise-fall, high-low,
gain-loss—behave during training in a more predictable way. Semantic similarity
in these pairs steadily decrease, though it stays quite high by the moment the
model overfits.
In Figure 4.5c we present model 23, which was trained for 30000 steps to predict
event labels and then tuned to predict polarity; we present the tuning stage in
the plot. As can be seen in the plot, after initial training semantic similarities
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(a) Random (7) (b) Glove (11) (c) Glove+Transfer (23)
(d) Random (32) (e) Glove (35)
Figure 4.5: Semantic similarity for antonym pairs during training for several mod-
els. Token-based: model 7 trained on a small polarity dataset using random em-
bedding initialization, model 11 trained using a polarity dataset and pretrained
embeddings, model 23 trained using knowledge transfer and predetrained embed-
dings. Region-based models: model 32 trained on a small polarity dataset using
random embedding initialization and model 35 trained using a polarity dataset
and pretrained embeddings. Note: plots 4.5a and 4.5d use a different vertical
scale than the other plots.
for antonym pairs are already lower than for the previous model, which means
that distinguishing these words helps the model, to some extent, to predict event
labels. This is understandable, since some event labels describe opposite events:
e.g., Plant Closures vs. New Capacity. Then antonym pairs continue diverging
during tuning for polarity labels, though similarity stays above 0.5 for all pairs.
In Figure 4.5a we present model 7, which was trained using polarity data and
random embedding initialization. As can be seen from the plot, in this case the
initial distance between antonym pairs is around zero and it stays around zero
during the training.
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Region-based models use a set of embedding matrices, one matrix for each re-
gion size. In Figures 4.5d and 4.5e we present semantic similarities for region-based
models with random and pre-trained initializations respectively. Both models use
region sizes 2,5; plots for region of size 2 presented with bold lines, of size 5—with
thin lines. As can be seen in Figure 4.5e in embeddings for regions of size 5 dis-
tances between antonyms decrease faster than for regions in size 2, with the only
exception of the good-bad pair. In random initialization, presented in Figure 4.5d,
all distances between antonyms decrease except for the good-bad pair, though all
distances stayed within a small vicinity of zero. We can conclude that embeddings
in our experiments with region-based models behave similarly to embeddings in
token-based models: distances between antonym pairs grow, though not signifi-
cantly. Thus, features that models use to detect polarity are more complex than
just positive and negative keywords.
4.6.3 Focus
As can be seen in the results, using focus not always improves a model’s perfor-
mance. There are instances where the baseline model outperforms models with
focus—this happens when crucial patterns lie outside the filter window around the
focus company, as shown in Example 1 in Table 4.5. Nevertheless, if two compa-
nies within the same text have contradictory polarities, a model without focus can
assign the correct polarity value to at most one of them, as in Example 2. These
examples are quite rare in our dataset; the most usual cases when two companies
are involved in the same event is for them to have the same polarity, e.g., when
they strike a deal. Only 6% of instances in our dataset have a paired instance that
has an identical text but different focus and opposite polarity.
Another case when focus is useful is when a document contains a lot of back-
ground information, which may mention opposite polarity expressions, as in Ex-
ample 3, but estimating the number of such cases is an arduous task. Since in
some cases a model using focus performs worse than a model without it, there is
no clear gain in this regard. However, the best-performing transfer strategy works
slightly better with focus for both token-based and region-based models, as can
be seen in Table 4.3 (model 23 vs. model 21) and Table 4.4 (model 49 vs. model
47).
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Table 4.5: Model comparison for token-based CNN with and without focus trained
using transfer approach. The company in focus is highlighted in bold.
Example True 23 21 Comment
score focus no focus
1 Valeant to sell Dendreon unit to
Sanpower for $820 million. Canada’s
Valeant Pharmaceuticals Inter-
national Inc. said its affiliate will
sell its Dendreon cancer business to
Sanpower Group Co. Ltd. for $819.9
million, as the drugmaker continues
to shed its non-core assets to repay
debt.
-1.0 0.022 -0.322 The model without focus
performs better since
the company name is
mentioned far away from
the polarity expression
and there is another
name in between.
2 American Apparel files for second
bankruptcy protection US retailer
American Apparel (AA) has filed for
its second bankruptcy protection in
just over a year. The youth-focused
clothes firm, hit by years of losses,
will continue trading while it nego-
tiates a potential sale of assets to
Canada’s Gildan Activewear.
1.0 0.620 -0.008 The model without fo-
cus fails: two compa-
nies with opposite po-
larities involved in the
same event.
3 Bailed-out Lloyds Banking Group
reports highest annual profit for ten
years. Bottom line profits at the
taxpayer-backed lender more than
doubled to £4.24 billion last year,
partly due to lower PPI compen-
sation payouts. The result marks
its best performance at the UK’s
biggest retail banking group since
2006. The government put £20.3b
into the banking group, acquiring a
43 per cent stake to save it from col-
lapse at the height of the financial
crisis. This has now reduced to less
than five per cent following a series of
share sales and the government has
indicated that it aims to shed its re-
maining stake this year. Announcing
the results, Lloyds shares jumped 3.6
per cent and the group said its per-
formance was “inextricably linked to
the health of the UK economy, which
has been more resilient than the mar-
ket expected” since the referendum
on EU membership.
0.4 0.179 -0.162 The model without fo-
cus fails: negative back-




This thesis presented the PULS text processing pipeline and described in detail
several algorithms used for business news monitoring, namely grouping, multi-
label classification and polarity detection. The thesis is based on four previously
published papers.
In Chapter 2 we proposed a novel algorithm for news grouping, based on
NE salience, which exploits a specific structure of news articles and works in an
unsupervised way. We demonstrated that combination of salience with domain-
specific embeddings outperforms other clustering methods on our dataset.
In Chapter 3 we investigated several approaches to large-scale multi-label text
classification. First, we demonstrated that balancing of the training set allows
us to build a robust classifier that shows a stable performance on the dataset
taken from various class distributions. Second, we demonstrated that using au-
tomatically extracted NEs and entity descriptors in combination with keywords
yields better performance than using keyword or name features alone. Third, we
proposed a convolutional neural network architecture for multi-class classification
that yields higher performance than previously reported methods. We demon-
strated that deep learning approach outperforms an ensemble of SVM classifiers
for two different datasets. We compared various ways to represent NEs for CNN
classifiers and demonstrated that NEs are important features for industry sector
classification, though they are less important for topic classification.
In Chapter 4 we tackled the problem of entity-level business polarity detec-
tion. We presented two novel CNNs and compared three methods of re-using data
annotated for a different though remotely related task. We demonstrated that




To obtain the results presented in this thesis much effort was spent on data
clean-up, reorganization and manual annotation. Throughout the thesis we tried
to demonstrate the importance of data pre-processing by means of precise linguistic
analysis. All methods presented in the thesis use as an input text processed by
the PULS IE system that finds NEs and other low-level entities in the text. We
showed that almost every task in media monitoring can gain an advantage from
special treatment of NEs.
The main difference between the PULS media monitoring system and a stan-
dard IE system is that pattern-based parsing is the first not the last step of the
PULS text processing pipeline. The PULS IE engine produces features for ML
components that use supervised and unsupervised techniques, including advanced
deep-learning models. In this thesis we overviewed several of the ML components
and demonstrated how this two-stage architecture can be used to process thou-
sands of news articles in real-time aiming at providing the end user with insights
into domain events.
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