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Abstract 
The main focus of this informative article is to bring attention to experimental research in the 
field of information systems, especially for novice researchers such as doctoral students. In the 
past three decades, information systems research has been heavily focused on theoretical model 
development and testing using survey-based methodology. However, criticism on such an 
approach has been prevalent. Experimental research has been used extensively in the ‘hard’ 
sciences and has provided a solid foundation for advancement in those fields. Incorporating a 
greater emphasis on experimental studies in information systems research is a route to similar 
advancements in that domain. Although this paper presents little new information, it attempts to 
make the wealth of existing information on experiments and quasi-experiments usable by the 
novice researcher. As such, we start by defining the term experiment and argue for its importance 
in the context of information systems research. We then discuss three key categories of 
experimental design: lab-experiments, quasi-experiments, and factorial design experiments. In 
each of the key experimental categories, we provide examples of common type(s) of design. 
Within the lab-experiment, we explore pretest-posttest with control group and Solomon four-
group designs. In the quasi-experiment, we discuss nonrandomized pretest-posttest control group 
design, control-group time series design, and multiple baseline design. We examine factorial 
design with a discussion of the ex-post facto type of experiment. We conclude the paper with 
discussions about importance of increased use of experimental research in information systems 
and it’s relevancy to practice and advancement of knowledge. 
Keywords: experimental research, research design, experimental design, lab-experimental de-
sign, quasi-experimental design, experiments in information systems research. 
Introduction 
Material published as part of this publication, either on-line or 
in print, is copyrighted by the Informing Science Institute. 
Permission to make digital or paper copy of part or all of these 
works for personal or classroom use is granted without fee 
provided that the copies are not made or distributed for profit 
or commercial advantage AND that copies 1) bear this notice 
in full and 2) give the full citation on the first page. It is per-
missible to abstract these works so long as credit is given. To 
copy in all other cases or to republish or to post on a server or 
to redistribute to lists requires specific permission and payment 
of a fee. Contact Publisher@InformingScience.org  to request 
redistribution permission.  
Einstein was quoted saying that “No 
amount of experimentation can ever 
prove me right; a single experiment can 
prove me wrong” (Calaprice, 2005, p. 
291). Consistent with Einstein’s quote, it 
appears that considerable amount of sci-
entific research has progressed using 
experiments. Additionally, experimental 
research has proven to be a powerful 
tool in expanding the scientific body of 
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knowledge (BoK) (Konda, Rajurkar, Bishu, Guha, & Parson, 1999). Experiment in the context of 
scientific research is defined as “research in which variables are manipulated and their effects 
upon other variables observed”(Campbell & Stanley, 1963, p. 1). Experiment refers to research 
“in which an experimenter having complete mastery can schedule treatments and measurements 
for optional statistical efficiency, with complexity of design emerging only from that goal of effi-
ciency” (Campbell & Stanley, 1963, p. 1). Leedy and Ormrod (2010) defined experimental re-
search simply as “a study in which participants are randomly assigned to groups that undergo 
various researcher-imposed treatments or interviews, followed by observations or measurements 
to assess the effects of the treatments” (p. 108). The noteworthy key to an experiment is the re-
searcher’s complete control over the research that enables him or her to randomize the study par-
ticipants in order to provide better assessment of the treatments provided.  
In reality, however, the majority of research conducted, especially in the context of business and 
educational settings, presents considerable difficulty for the researcher to have the luxury of com-
plete control over the research and the ability to randomize participants. Additionally, the reality 
of research is that “many experimental situations occur in which researchers need to use intact 
groups. This might happen because of the availability of the participants or because the setting 
prohibits forming artificial groups” (Creswell, 2005, p. 297). However, researchers can still un-
cover fruitful knowledge from conducting a non-true or quasi-experiments. The key difference 
between experiments and quasi-experiments is in the inability of the researcher to randomize the 
participants into the measured groups (Leedy & Ormrod, 2010). Given the less rigid requirement 
for the quasi-experiment compared to true-experimental research, researchers must be aware that 
quasi-experiments also bring increased threats to validity that must be addressed or explicitly 
documented. This paper will discuss both true-experiments and quasi-experiments.  
Experimental design has been documented for thousands of years with simple experiments done 
in order to provide evidence in various physical and natural settings. Some well known experi-
ments during the seventeen century include the development of Newton’s Laws (Cohen & Whit-
man, 1999). The use of experiments over the years increased in various fields of science includ-
ing physical sciences, life sciences, social sciences, and applied sciences. Experiments have been 
useful in providing evidences and proofs for countless decisions. For example, currently in the 
context of medicine, the U.S. Food and Drag Administration (FDA) requires all drug manufactur-
ers to conduct experiments, known as ‘clinical trials,’ in order to get initial approval before drugs 
can be sold (U.S. Food and Drug Administration, 2009). Unfortunately, too few experiments have 
been done in the information systems domain over the past three decades, while those that were 
conducted appeared to concentrate on GDSS and virtual teams, yet criticized for the use of stu-
dents as participants (Paul, Seetharaman, Samarah, & Mykytyn, 2004).  
The essence of this paper is to provide novice researchers a brief review of existing experimental 
designs commonly used in an attempt to simplify the use of such methodologies. We will review 
some common experimental designs. Additionally, although some types of experimental design 
for both lab experiments and quasi-experiments may be conducted without a control group, the 
threats to internal and external validity of such experiments are substantial (Campbell & Stanley, 
1963; Cook & Campbell, 1979). Therefore, we decided to highlight here only the top types of 
experimental designs in the categories of lab experiments and quasi-experiments due to their in-
creased control of internal and external validity threats. Additionally, it’s important to note that 
our advocacy here of the list of highlighted experimental designs is not an exhaustive review of 
all experimental designs. Additional types beyond what is covered here also should be reviewed 
if the experimental settings don’t follow those prescribed here. Consultation with seminal sources 
such as Campbell and Stanley (1963) as well as Cook and Campbell (1979) can be beneficial in 
experimental designs not touched upon here. 
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Common Types of Experimental Design 
Experimental design includes four research categories. The first two – the lab experiment, also 
known as ‘true-experiment,’ and the quasi-experiment, also known as the “field-experiment” – 
are well known. Although less commonly used, the factorial design and the ex-post facto design 
are also legitimate experimental approaches. The following sub-sections will briefly discuss the 
key differences between these categories of experiments and provide some common types of ex-
perimental design for each category.  
Lab Experiment 
Lab experiment, or ‘true-experiment’, is a type of experimental design where the researcher has a 
great leverage and control over the study, mainly in the form of selecting the participants and 
randomly assigning participants and/or events into two or more study groups. Such randomization 
is monumental in reducing threats to internal validity by attempting to isolate any variations be-
tween the groups that are due to chance and not due to any given treatment performed (Leedy & 
Ormrod, 2010). Additionally, the sample selected for the study should be as homogeneous as pos-
sible in an attempt to provide additional validity for the measured effect of the treatment. For ex-
ample, in medical lab experiments for drugs, a researcher may use mice that were breed as near-
identical siblings. In the case of IT experiments, especially in the context of research involving 
people, obtaining “identical participants” is somewhat difficult to obtain. However, the researcher 
may need to find participants that are as similar as possible in their characteristics known to be 
relevant to the measured treatment. For example, a proposed lab experiment may attempt to 
measure the impact of media richness on individuals’ propensity to shop online. However, com-
puter self-efficacy (CSE) and social economical status (SES) have been known to produce some 
impact on individuals’ propensity to shop online. Consequently, the researcher would attempt to 
select study participants that have very similar levels of CSE and are within the same SES. By 
doing so, the researcher ensures that the study participants are as similar as possible on the given 
known characteristics (CSE & SES, in this example) that are relevant to the measured characteris-
tic (the individuals’ propensity to shop online, in this example).  
In lab experiments, researchers exercise a near-full control over the experiment including the ran-
domization of the sample into two groups (experimental and control) and performance of the 
measurement (M) before the treatment (T), after it, or both. There are two common types of ex-
perimental designs for lab experiments, adopted from Campbell and Stanley(1963) as well as 
Leedy and Ormrod (2010). Both the pretest-posttest with control group design and the Solomon 
four-group design are known for good control over internal and external validity.  
The pretest-posttest with control group design is the most commonly used experimental design 
due to its recognized strength in controlling threats to internal validity (Campbell & Stanley, 
1963). The researcher randomly assigns participants or events to two groups. The first, the ex-
perimental group (Group A), is the group to undergo the prescribe treatment (Tx), while the sec-
ond, the control group (Group B), is the group that receives no treatment at all and serves as the 
benchmarking point of comparison. In this design, the researcher performs four measures. Two 
measures are done prior to the treatment, indicated as ‘pretest’, one for each of the study groups 
( vs. ). The other two measures are done after the treatment, indicated as ‘posttest’, one 
for each of the study groups (  vs. ). Figure 1 shows the graphical notation of the pre-
test-posttest with control group design. Ideally in the case of pretest-posttest with control group 
design, in order to show a valid implication of the treatment on the measures assuming no addi-
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tional interference, there should be a significant differences between vs. , 
vs. andno significant difference between vs. . 
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Figure 1: Pretest-posttest with Control Group Design 
An example of pretest-posttest with control group design research may include the testing of the 
effects of implementing an expert system for IT support group on the time-to-completion of IT 
troubleshooting tickets. In order to ensure that this is a lab experiment, the researcher likely 
would conduct the research in a training center, rather than a production IT support shop. In the 
IT training center, the researcher can decide on the type of individuals that will take part of the 
research. In doing so, the researcher may select individuals that are demographically the same: 
age, educational level, experience with technology, culture, etc. The researcher would randomly 
assign the sample into two groups, experimental and control groups, preferably identical in size 
and gender distribution. At the start of the research (at time t1), a measure is made on the time-to-
completion of IT troubleshooting tickets for both groups (
1
 vs.
1
), ideally indicating no 
significant difference between the two. Following (at time t2), the experimental group will experi-
ence the implementation and training of expert system that facilitate assistance with known IT 
troubleshooting cases, while the control group will not experience such treatment. Then (at time 
t3), another measure is made on the time-to-completion of IT troubleshooting tickets for both 
groups (  vs. ), at this point ideally indicating that  is significantly lower then 
3
. Given all other variables were under control, the researcher can be confidently conclude 
that implementation of the expert system for IT support group produced significantly shorter 
time-to-completion of IT troubleshooting.  
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The Solomon four-group design is one of the strongest experimental designs in that it most rig-
idly controls for threats to both internal and external validity (Campbell & Stanley, 1963). Similar 
to the pretest-posttest with control group design, in the Solomon four-group design the researcher 
randomly assigns participants or events to four groups: two experimental groups (Groups A &C) 
to undergo the prescribe treatment (Tx), and two control groups (Groups B &D), to receive no 
treatment at all and serve as the benchmarking point of comparison. Unlike the pretest-posttest 
control group design, however, not all groups are tested prior to the treatment; one of the experi-
mental and one of the control groups is pretested, the other not. The strengths of this experimental 
design is in its ability to compare not only the differences before the treatment and after the 
treatment, but also cross reference the comparison with two other groups not measured at the start 
of the study. The robustness and potential results generalization of the Solomon four-group de-
sign results from the fact that the research is also able “to determine how pretesting may affect 
the final outcome observed” (Leedy & Ormrod, 2010, p. 243). In this design, the researcher per-
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forms six measures. Two measures are done prior to the treatment (at time t1), one for the first 
experimental group and one for the first control group ( & ). The treatment (Tx) is pro-
vided (at time t2) to the two experimental groups (A and C). Then (at time t3), four other measures 
are done after the treatment, one for each of the study groups ( , , , & ). 
Figure 2 shows the graphical notation of the Solomon four-group design. Ideally in this case and 
in order to show a valid implication of the treatment on the measures assuming no additional in-
terference, there should be a significant differences between vs. , vs. , 
vs. , and vs. , as well as no significant difference between vs. , 
and vs. . 
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Figure 2: Solomon Four-Group Design 
Quasi-experiment  
The quasi-experiment, also known as ‘field-experiment’ or ‘in-situ experiment’, is a type of ex-
perimental design in which the researcher has limited leverage and control over the selection of 
study participants. Specifically, in quasi-experiments, the researcher does not have the ability to 
randomly assign the participants and/or ensure that the sample selected is as homogeneous as de-
sirable. Additionally, in numerous investigations, including those conducted in information sys-
tems research, randomization may not be feasible, leaving the researcher with pre-assigned group 
assignments. Accordingly, the ability to fully control all the study variables and to the implication 
of the treatment on the study group(s) maybe limited. Never-the-less, quasi-experiments still pro-
vide fruitful information for the advancement of research (Leedy & Ormrod, 2010).  
An example of a quasi-experiment that does not provide random grouping of participants maybe 
an investigation of the impact of IT use policy training on employee’s IT misuse in an organiza-
tion. It may very well be that the researcher has no control over which group of employees will 
receive the training and which group will not as these are based on departments. However, prior 
research may have indications that employees’ computer experience and age have direct implica-
tion on employee’s IT misuse in an organization (noted as moderator variables or interaction ef-
fect). Furthermore, it is very likely that the researcher has very little control over the distribution 
of the moderator variables (i.e. employees’ age and computer experience in this example) be-
tween the two groups that may have significant implications for the measure of IT misuse. While 
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being able to measure IT misuse before the training and after the training, comparing experimen-
tal and control groups, even if participants were not randomly distributed, may provide some 
good indications about the implications of the training, given that the employees’ computer ex-
perience and age were measured and showed no significant mean differences between the two 
groups.  
Another example of a quasi-experiment is found in the work of Panko (2007) that included meas-
uring the confidence of students in reducing spreadsheet errors and their actual number of spread-
sheet errors. His study entailed two quasi-experiments. In one, he compared different types of 
spreadsheet development (individual development vs. triad development), while in the second, he 
looked at two groups of students, treatment and control, and measured the confidence level and 
performance (i.e. reduction in spreadsheet errors) in spreadsheet development before, during, and 
after spreadsheet training as part of a Management Information Systems (MIS) course. The meas-
ures were done at the start of the course, right before the treatment (training/spreadsheet devel-
opment), after the treatment, and at the end of the course. 
The first common type of quasi-experiment is the nonrandomized control group pretest-posttest 
design, which is similar to the lab experiment’s pretest-posttest with control group design but 
without randomization (Campbell & Stanley, 1963).The experimental group (Group A), is the 
group to undergo the prescribe treatment (Tx), while the control group (Group B), is the group 
that receives no treatment at all and serves as the benchmarking point of comparison. In this de-
sign, the researcher must be very careful to understand fully the type of treatment provided and 
what other variables are already known through the literature to be relevant to such treatment and 
measures. Such knowledge can help the researcher design the appropriate measures even given 
the limitation of non-randomization. In the example indicated above, for example, prior research 
may have provided sufficient evidence that employees’ age and computer experience has some 
implications on the measure of IT misuse and/or their understanding of IT use policy. Thus, the 
researcher in the quasi-experiment should have also measured employees’ age and computer ex-
perience, comparing such measures to rule out any potential interference of it on the implications 
of IT use policy training on employees’ IT misuse. As in the pure-experimental design, the re-
searcher conducting the nonrandomized control group pretest-posttest study performs four obser-
vations. At each of the four observations, there may be multiple variables measured including the 
key experimental variable (i.e. level of IT misuse in the example above) and the other known 
and/or suspected moderator variables (i.e. the employees’ age and computer experience in the 
example above). Two observations are done prior to the treatment, indicated as ‘pretest’, one for 
each of the study groups ( vs. ). The other two measures are done after the treatment, 
indicated as ‘posttest’, one for each of the study groups (  vs. ). Figure 3 shows the 
graphical notation of the nonrandomized control group pretest-posttest design. Similar to the cor-
responding pure-experiment, in order to refute any differences due to pure chance, there should 
be a significant differences between the key measured variable vs. , vs. and 
no significant difference between vs. . At the same time, any of the controlling vari-
ables known and/or suspected should be measured and compared between the two groups. Ide-
ally, the controlling variable(s) across the two groups should show no significant mean differ-
ences. The measure of the controlling variable(s) can either be done at t1, at t3, or at both times 
(t1& t3) resulting in two or four means comparisons.  
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Figure 3: Nonrandomized Control Group Pretest-Posttest Design 
The second common type of quasi-experiment is the control group time-series design, which 
uses a longitudinal approach (i.e. time-series) of measuring to provide a more reliable measure of 
the implications of the treatment on the experimental group (Campbell & Stanley, 1963). In this 
quasi-experimental design there are also two groups: the experimental group (Group A), is the 
group to undergo the prescribe treatment (Tx), while the second, the control group (Group B), is 
the group that receives no treatment at all and serves as the benchmarking point of comparison. In 
this design, the researcher starts by conducting two pretest measures for each group, one at time t1 
( & ) and shortly after at time t2 ( & ). The treatment (Tx) is provided (at 
time t3) to the experimental group (A). Then, the researcher conducts two posttest measures for 
each group, one at time t4 ( & ) and shortly after at time t5 ( & ).Figure 4 
shows the graphical notation of the control group time-series design. Ideally in this case and in 
order to show a valid implication of the treatment on the measures assuming no additional inter-
ference, there should be significant differences between vs.  and M vs. , as 
well as no significant difference between vs.  and vs. . 
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Figure 4:Control Group Time-Series Design 
The third common type of quasi-experiment is the multiple baseline design, which is based on 
the robust longitudinal approach (i.e. time-series) extended over a longer duration than the pre-
test-posttest design (Campbell & Stanley, 1963).In this type of quasi-experimental design, the 
researcher also has limited control, if any, over the assignment of individuals to the groups. How-
ever, the measurement of two groups over time with dual treatment effect may allow for stronger 
results. The caveat here to the treatments is that such treatment should not be repeated too close in 
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time allowing the measures to properly reflect the effects of the treatments, while the treatment 
should be similar in its magnitude. An example of such repeated treatment maybe information 
security awareness training about corporate policies and differences resulting from employees
password and computer authentication practices. The time between the training sessions (i.e. 
treatments) can be several months. Similar to other quasi-experimental approaches, there are two 
groups: the experimental group (Group A), is the group to undergo the prescribed treatments ( x
twice, while the second, the control group (Group B), is the group that receives the prescribe 
treatment (Tx) only once and serves as the benchmarking point of comparison. In this type of
sign, two observations are done prior to the first treatment, one for each of the study groups 
(
1tA
M &
1tB
M ) at the start of the at time t1. The first treatment (Tx1) is provided at time t2 only to
the experimental group (Group A), while a follow up measure is done at time t3 for both groups
(
3tA
M &
3tB
M ). Following at time t4, a second similar treatment (Tx2) is provided (such as the 
information security training example discussed above) both for experimental group and the con-
trol group. A final measure is then done at timet5 (
5tA
M &
5tB
M ).  Figure 5 shows the graphical 
notation of the nonrandomized multiple baseline design. Similar to the previous designs, and in 
order to refute any difference  to pu ance, there should not be a significant difference on 
the key measured variable(s)
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Figure 5:Multiple Baseline Design 
 
s. Figure 6 
shows the graphical notation of the ex-post facto design with control group design.  
Factorial Design 
Another experimental design is the ex-post facto with control group design, which is the experi-
ment design approach most subject to threats to validity. Never-the-less, there are research studies
in which the pre-event or pre-experience measure is either just not feasible or was not performed 
due to the researcher’s inability to predict the need for such a measure. Research to measure the 
effects of harmful events, where the measure was not evident prior to the event or experience, 
using the ex-post facto design with control group design can lead to interesting result
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Figure 6: Ex-post Facto with Control Group Design 
(Campbell & Stanley, 1963; Leedy & Ormrod, 2010) 
An example for an ex-post facto design with control group research is the following: after the 9-
11-2001 event, there were attempts to measure the survivability of the IT infrastructure of the 
U.S. financial companies in New York’s Wall Street area. The measure of such survivability prior 
to this harmful event may not have been performed due to the researcher’s inability to predict the 
need for such a pre-event measure. Comparing such measures of post-event between the IT infra-
structure of the U.S. financial companies housed in Wall Street’s area (Event Group) and those 
housed in Chicago (Control Group) may provide considerable interesting findings about the na-
ture of the survivability of the IT infrastructure of the U.S. financial industry due to harmful 
events. 
Assumptions in Experimental Research 
Characteristics and Typical Assumptions 
Every research conducted includes a set of assumptions (Ellis & Levy, 2009). For each given type 
of experimental design, the level of each of the assumptions noted below will vary. Therefore, it 
is the prime responsibly of the researchers to first understand the assumptions under which their 
research is conducted, and then be candid about such assumptions and properly disclose these 
assumptions so other researchers wishing to replicate their work can fully understand the differ-
ences and/or similarities. The following are known assumptions for experimental research 
adapted from Leedy and Ormrod (2010, p. 284): 
- Random assignment and group composition  
- Control over extraneous and moderating variables 
- Manipulation of the treatment conditions and consistency of treatments 
- Outcome measures 
- Group comparison 
- Treats to validity 
Conclusion 
This paper was design as a starting point for novice researchers, especially doctoral students, on 
few common types of experimental design and their place in IS research. Experiments have 
shown to be a robust research methodology in mature sciences including applied and behavioral 
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sciences with substantial advancements in the BoK resulting from both lab-experiments as well as 
quasi-experiments. Yet, although experimental research has been used rigorously in other fields 
of research, the use of experiments in IS is somewhat limited. Additionally, with the increase 
criticism on the relevancy of IS research, especially research conducted in North America, a stra-
tegic move towards IS research that is more relevant for industry is highly warranted. We find the 
following components as critical outcomes of any experimental design conducted in order to be 
relevant for practice and advancement of knowledge: 
- Nature of conclusions drawn in experimental research 
- Implications of the experimental research for practice 
- Implications of the experimental research for research and recommendations for future ex-
perimental research  
- Explicit assertion of the experimental research limitations 
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