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Nama Mahasiswa : Ifut Rahayuningsih
Judul Tugas Akhir : Klasifikasi Bahasa Isyarat Indonesia Ber-
basis Sinyal EMG Menggunakan Fitur
Time Domain (MAV, RMS, VAR, SSI)
Pembimbing : 1. Dr.Adhi Dharma Wibawa, ST.,MT.
2. Eko Pramunanto, ST., MT.
Penggunaan kamera yang dipakai sebagai input media bantu untuk
pengenalan bahasa isyarat masih bergantung pada kondisi lingkung-
an. Sinyal EMG merupakan sinyal yang berasal dari pembacaan
aktivitas otot tangan, sehingga sinyal EMG tidak bergantung pada
kondisi lingkungan. Oleh karena itu sinyal EMG dapat dimanfaatk-
an untuk mengenali gerakan bahasa isyarat. Agar dapat digunakan
untuk mengenali sebuah gerakan, komputer memerlukan sebuah me-
kanisme standar dan logis. Permasalah utama yang terjadi dalam
pengenalan gerakan adalah bagaimana cara menghasilkan data yang
representatif dan konsisten terhadap sampel gerakan. Sinyal EMG
hasil perekaman akan dilakukan proses ekstraksi fitur berdasarkan
time domain feature dengan metode MAV, RMS, VAR dan SSI. Ha-
sil ekstraksi fitur tersebut akan digunakan sebagai input klasifikasi
menggunakan metode naive bayes. Gerakan bahasa isyarat yang di-
kenali pada penelitian ini ada 20 gerakan. Hasil akurasi pengenalan
gerakan antara data training diujikan terhadap data baru dengan
perbandingan data 50:50 yaitu sebesar 79%. Jumlah perbandingan
data training yang optimal digunakan untuk pengenalan 20 gerak-
an Bahasa isyarat Indonesia adalah ≥ 50% dari total data sampel
dimana berada pada rata-rata 80%.
Kata Kunci : Bahasa Isyarat, Electromyography, time domain fea-
tures
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ABSTRACT
Name : Ifut Rahayuningsih
Title : Indonesian Sign Language Classification Ba-
sed EMG Signal Using Time Domain Featu-
res (MAV, RMS, VAR, SSI)
Advisors : 1. Dr. Adhi Dharma Wibawa, ST., MT.
2. Eko Pramunanto, ST., MT.
The use of camera as an media helper input for sign language re-
cognition is still dependent on the environmental conditions. EMG
signal is the signal that comes from hand muscle activity reading, so
that the EMG does not depend on environmental conditions. EMG
signal, therefore can be utilized to identify the movements of sign la-
nguage. In order to be used to recognize a movement, the computer
requires a standard mechanism and logical. The main problem that
occurs in the recognition of the movement is how to generate data
that is representative and consistent against the sample movement.
EMG signals were the result of the recording will be performed the
extraction process based on time domain features using MAV, RMS,
VAR, and SSI. The result of the extraction of these features will be
used as input classification using the naive bayes method. There will
be 20 chosen movements of the sign language that can be recogni-
zed. Accuracy results between training data and the data to be tested
using untrained data that is off 79%. The number of optimal trai-
ning data comparison is used for the introduction of 20 movements
of Indonesia sign language is ≥ 50% of the total sample data which
are on average 80%.
Keywords : Sign Language, Electromyography, Time domain Featu-
res
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Penelitian ini di latar belakangi oleh berbagai kondisi yang
menjadi acuan. Selain itu juga terdapat beberapa permasalahan
yang akan dijawab sebagai luaran dari penelitian.
1.1 Latar belakang
Dalam berkomunikasi sehari-hari orang difabel sangat bergan-
tung pada penggunaan bahasa isyarat. Salah satu cara yang berha-
sil diterapkan untuk mengenali bahasa isyarat yaitu menggunakan
teknik computer vision [5] dimana teknik ini menggunakan ban-
tuan kamera untuk menangkap gerakan bahasa isyarat kemudian
menggunakannya sebagai input. Kelemahan dari teknik ini adalah
masukan yang diberikan sangat bergantung pada kondisi lingkungan
terutama pada intensitas cahaya di sekitar. Kondisi pencahayaan di
dalam atau di luar ruangan sering berubah-ubah, sehingga kamera
akan sulit menangkap gerakan tersebut.
Myo armband merupakan alat yang mampu menangkap gerak-
an tangan yang bekerja berdasarkan prinsip electromyograph (EMG)
yaitu mengambil gerakan berdasarkan aktivitas otot tangan ketika
sedang berkontraksi dan relaksasi. Karena sinyal EMG merupakan
hasil dari pembacaan aktivitas otot maka sinyal EMG tidak ber-
pengaruh pada kondisi lingkungan. Kelebihan dari myo armband
adalah mampu membaca aktivitas kecil seperti pada gerakan jari
dimana gerakan tersebut tidak bisa dibedakan oleh kamera.
Berdasarkan jurnal Evaluating Sign Language Recognition Using
the Myo Armband [5], myo armband dapat digunakan untuk mere-
kam gerakan isyarat tangan pada huruf LIBRAS (Brazillian Sign
Language) kemudian memanfaatkan hasil perekaman sinyal untuk
menerjemahkan gerakan isyarat bahasa tersebut. Sedangkan me-
nurut jurnal SCEPTRE: A Pervasive, Non-Invasive, and Program-
mable Gesture Recognition Technology [6], myo armband digunakan
untuk menerjemahkan gerakan bahasa isyarat tangan pada bahasa
ASL (American Sign Language). Oleh karena itu, pada penelitian
ini myo armband akan diteliti kemungkinannya untuk mengklasifi-
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kasikan gerakan bahasa isyarat Indonesia. Penggunaan myo arm-
band melibatkan aktivitas otot lengan bawah saja, seperti meng-
gerakkan jari-jari dan pergelangan tangan. Sehingga penerapan
myo armband untuk Sistem Isyarat Bahasa Indonesia perlu dibata-
si. Oleh karena itu, pada penelitian ini gerakan yang diteliti hanya
gerakan yang melibatkan otot lengan bawah saja, yaitu gerakan-
gerakan statis yang tidak memerlukan pergerakan lengan.
Pengenalan gerakan oleh komputer berbeda dengan pengenal-
an gerakan pada mata manusia. Agar komputer dapat digunakan
untuk mengenali sebuah gerakan, maka komputer memerlukan se-
buah mekanisme standar dan logis. Untuk mendapatkan data yang
akurat dan konsisten dari setiap sampel, diperlukan suatu metode
ekstraksi fitur. Fitur digunakan sebagai pembeda suatu gerakan de-
ngan gerakan lainnya. Suatu fitur dapat dikatakan bagus apabila fi-
tur tersebut memiliki tingkat pembeda yang tinggi. Hal ini menjadi
perhatian karena sebagian besar tingkat keberhasilan klasifikasi di-
pengaruhi oleh data input yaitu berupa fitur. Dalam analisis sinyal
EMG, pengambilan fitur dapat dilakukan dalam beberapa domain,
yaitu time domain features, frequency domain features dan time-
frequency domain features. Fitur yang sering digunakan dalam kla-
sifikasi sinyal EMG biasanya berada dalam domain waktu, dimana
fitur ini lebih cepat dalam hal kalkulasi karena tidak membutuhkan
transformasi matematis. Oleh sebab itu, diperlukan penelitian da-
lam rangka mengetahui tingkat keberhasilan fitur time domain yang
diterapkan untuk klasifikasi gerakan bahasa isyarat.
1.2 Permasalahan
Berdasarkan latar belakang, penggunaan kamera yang digu-
nakan sebagai input media bantu untuk pengenalan bahasa isyarat
masih bergantung pada kondisi lingkungan. Komputer memerlukan
sebuah mekanisme standar dan logis dalam mengenali gerakan. De-
ngan adanya permasalahan tersebut, maka digunakanlah myo arm-
band sebagai device perekam sinyal EMG dan diterapkan metode
ekstraksi fitur time domain untuk menghasilkan data yang repre-
sentatif dan konsisten terhadap gerakan.
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1.3 Tujuan
Tujuan dari pengerjaan Tugas Akhir ini adalah mengklasifika-
sikan sinyal EMG dari gerakan bahasa isyarat menggunakan fitur
time domain sehingga pada penelitian selanjutnya dapat digunakan
sebagai input media bantu untuk mengenali gerakan bahasa isyarat
Indonesia.
1.4 Batasan masalah
Untuk memfokuskan permasalahan yang akan diangkat maka
dilakukan pembatasan masalah. Batasan-batasan masalah tersebut
diantaranya adalah:
1. Data masukan berupa sinyal EMG dari delapan channel di-
ambil menggunakan Myo Armband
2. Otot yang diteliti adalah otot lengan bawah
3. Data uji yang digunakan adalah 20 isyarat kata yang dipilih
secara random dari sistem bahasa isyarat SIBI (Sistem Isyarat
Bahasa Indonesia)
4. Gerakan yang diujikan hanyalah gerakan statis
5. Isyarat yang diklasifikasikan adalah isyarat kata bahasa Indo-
nesia yang dilakukan menggunakan satu tangan, yaitu tangan
kanan
6. Pengklasifikasian yang dilakukan adalah kata yang berdiri sen-
diri dan bukan untuk kata dalam rangkaian kata-kata yang
membentuk kalimat
7. Keluaran dari penelitian ini berupa hasil analisa metode yang
digunakan untuk mengklasifikasikan sinyal EMG sebagai me-
dia bantu untuk mengenali gerakan bahasa isyarat Indonesia.
Sehingga, tidak sampai pada tahap implementasi pengenalan
gerakan bahasa isyarat.
1.5 Sistematika Penulisan
Laporan penelitian Tugas akhir ini tersusun dalam sistematika
dan terstruktur sehingga mudah dipahami dan dipelajari oleh pem-
baca maupun seseorang yang ingin melanjutkan penelitian ini. Alur
sistematika penulisan laporan penelitian ini yaitu :
1. BAB I Pendahuluan
Bab ini berisi uraian tentang latar belakang permasalahan,
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penegasan dan alasan pemilihan judul, sistematika laporan,
tujuan dan metodologi penelitian.
2. BAB II Dasar Teori
Pada bab ini berisi tentang uraian secara sistematis teori-teori
yang berhubungan dengan permasalahan yang dibahas pada
penelitian ini. Teori-teori ini digunakan sebagai dasar dalam
penelitian, yaitu informasi terkait Electromyography, baha-
sa isyarat, teknik-teknik feature extraction, metode klasifikasi
Naive Bayes dan teori-teori penunjang lainya.
3. BAB III Perancangan Sistem dan Impementasi
Bab ini berisi tentang penjelasan-penjelasan terkait eksperi-
men yang akan dilakukan, penjelasan mengenai program pe-
ngolahan data dan langkah-langkah data diolah hingga dapat
mengenali sebuah fitur. Guna mendukung penjelasan terse-
but digunakanlah blok diagram atau work flow agar sistem
yang akan dibuat dapat terlihat dan mudah dibaca untuk im-
plementasi pada pelaksanaan tugas akhir.
4. BAB IV Pengujian dan Analisa
Bab ini menjelaskan tentang pengujian eksperimen yang di-
lakukan terhadap data dan analisanya. Hasil klasifikasi akan
ditunjukkan hasilnya pada bab ini dan dilakukan analisa ting-
kat akurasi terhadap hasil klasifikasi.
5. BAB V Penutup
Bab ini merupakan penutup yang berisi kesimpulan yang di-
ambil dari penelitian dan pengujian yang telah dilakukan. Sar-
an dan kritik yang membangun untuk pengembangkan lebih




Demi mendukung penelitian ini, dibutuhkan beberapa teori
penunjang sebagai bahan acuan dan referensi. Dengan demikian
penelitian ini menjadi lebih terarah.
2.1 Bahasa Isyarat
Salah satu bahasa yang dapat digunakan untuk menjemba-
tani komunikasi dengan orang difabel, khususnya pada penderita
tuna rungu dan tuna wicara adalah bahasa isyarat. Bahasa isyarat
merupakan bahasa berbasis gerakan bahasa tubuh, gerakan bibir,
ekspresi wajah, dan bukan suara lisan. Dalam Kamus Besar Ba-
hasa Indonesia (KBBI), bahasa isyarat artinya bahasa yang tidak
menggunakan bunyi ucapan manusia atau tulisan di sistem perlam-
bangannya. Sama halnya dengan bahasa lisan, bahasa isyarat dise-
tiap negara memiliki gerakan yang berbeda-beda. Bahkan disetiap
daerah di Indonesia memiliki gerakan yang berbeda. Bahasa isyarat
yang dikenal di Indonesia ada dua, yaitu SIBI dan BISINDO.
SIBI atau Sistem Isyarat Bahasa Indonesia merupakan sistem
isyarat yang diakui oleh pemerintah Indonesia. Sistem isyarat ini
digunakan secara resmi dalam pembelajaran di sekolah-sekolah. Ge-
rakan bahasa Isyarat SIBI mengacu pada Kamus SIBI yang dibuat
secara resmi oleh pemerintah dan mengadopsi dari American Sign
Language (ASL). Bahasa SIBI tidak melibatkan ekspresi wajah dan
menerapkan kosakata dan aturan tata bahasa kalimat Bahasa Indo-
nesia baku. Pola kalimat SIBI lebih tersruktur dibandingkan bahasa
isyarat lain. Hal ini menyebabkan SIBI cukup sulit untuk dipelajari
bagi penderita tuna rungu atau tuna wicara sejak lahir.
Sedangkan BISINDO (Bahasa Isyarat Indonesia) merupakan
bahasa isyarat yang lahir secara alamiah dalam suatu masyarakat.
Bahasa isyarat ini menggunakan bentuk isyarat konseptual yang
sangat berbeda dengan SIBI. Sehingga BISINDO lebih praktis dan
mudah digunakan dalam komunikasi sehari-hari. Bahasa BISIN-
DO menggunakan gerakan dua tangan dan ekspresi wajah sebagai
pembeda makna suatu gerakan. Namun, BISINDO hanya menca-
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kup kata-kata sederhana yang kosakatanya lebih terbatas dari pada
bahasa SIBI. Untuk selanjutnya pengenalan gerakan pada peneliti-
an ini, sistem isyarat yang digunakan adalah menggunakan Sistem
Isyarat Bahasa Indonesia yang melibatkan gerakan satu tangan dan
akan dibahas pada sub-subbab selanjutnya.
2.1.1 Lingkup SIBI
Menurut Kamus Sistem Isyarat Bahasa Indonesia, berdasarkan
pembentukannya isyarat dapat dibedakan menjadi:
1. Isyarat pokok, ialah isyarat yang melambangkan inti/pokok
dari sebuah kata. Isyarat ini dibentuk dengan berbagai ma-
cam penampil, tempat, arah dan frekuensi. Contoh isyarat
pokok adalah ’makan’, ’lempar’, ’lari’, dll.
2. Isyarat tambahan, ialah isyarat yang melambangkan imbuhan
meliputi awalan, akhiran atau partikel. Agar dapat mempu-
nyai makna isyarat tambahan tidak dapat berdiri sendiri dan
harus digabung dengan isyarat pokok. Contoh isyarat tam-
bahan adalah me-, di-, ber-, -an, dll.
3. Isyarat bentukan, ialah isyarat gabungan antara isyarat po-
kok dan isyarat tambahan yang membentuk makna baru. De-
ngan kata lain, isyarat gabungan merupakan penggabungan
dua atau lebih isyarat. Contoh isyarat gabungan:
(a) Isyarat pokok dengan isyarat tambahan, misalnya ber-
lari, ber-lari-an, me-lempar, di-makan, dll.
(b) Isyarat kata ulang, misalnya berkali-kali, anak-anak, dll.
(c) Isyarat kata gabung, misalkan rumah makan, pasar ma-
lam, sepeda roda tiga, dll.
4. Abjad jari, ialah isyarat yang dibentuk dengan jari-jari untuk
mengeja huruf atau angka. Abjad jadi digunakan untuk :
(a) Mengisyaratkan nama diri
(b) Mengisyaratkan singkatan atau akronim, dan
(c) Mengsyaratkan kata belum ada isyaratnya.
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2.1.2 Tata Makna SIBI
Makna kata dalam sistem isyarat pada umumnya dimunculkan
dalam konteks atau situasi komunikasi.
1. Kata yang tergolong sinonim (kata yang berbeda tetapi makna
sama) diisyaratkan dengan tempat, arah dan frekuensi yang
sama tetapi dengan penampil yang berbeda. Misalkan kata
’cantik’, ’indah’, ’indah’, dll.
2. Kata yang tergolong antonim (kata dengan makna berlawan-
an) diisyaratkan dengan penampil yang sama tetapi dengan
arah gerakan yang berbeda. Misalkan kata ’kanan - kiri’, ’pu-
lang - pergi’, ’keluar - masuk’, dll.
3. Kata yang tergolong polisemi (kata dengan makna lebih dari
satu) diisyaratkan diisyaratkan dengan kata yang sama. Mi-
salkan kata ’bisa’ pada kalimat ’Ibu terkena bisa ular’ dengan
kalimat ’ibu tidak bisa tidur’.
2.1.3 Pemilihan Kata
Makna dari sebuah gerakan bahasa isyarat dapat dibedakan
dari bentuk tangan dan dari pergerakan lengan. Gerakan bahasa
isyarat dibedakan menjadi dua, yaitu gerakan statis dan gerakan
dinamis. Gerakan statis merupakan gerakan bahasa isyarat yang ti-
dak melibatkan perubahan bentuk tangan atau pergerakan lengan.
Sedangkan gerakan dinamis adalah gerakan bahasa isyarat yang me-
libatkan perubahan bentuk tangan atau pergerakan lengan. Perbe-
daan gerakan statis dan dinamis dapat dilihat pada Gambar 2.1.
Gambar 2.1: Contoh gerakan SIBI [1]
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Gerakan bahasa isyarat merupakan representasi dari sebuah
bahasa yang diisyaratkan sehingga gerakan-gerakan yang dilakukan
cukup kompleks. Oleh karena itu, gerakan bahasa isyarat banyak
menggunakan gerakan dinamis. Gerakan statis banyak digunakan
pada huruf (kecuali huruf k dan z), angka dasar (kecuali 0 dan 10)
dan beberapa kata, seperti kata ’aku’, ’baik’, buruk’, dll. Adapun
pemilihan kata pada pengerjaan Tugas Akhir ini adalah menggu-
nakan gerakan statis. Contoh dari gerakan SIBI dapat diamati pada
Gambar 2.2.
Gambar 2.2: Contoh gerakan SIBI [1]
2.2 Electromyography
Electromyography (EMG) merupakan teknik untuk membaca
dan memantau aktivitas sinyal bioelektrik yang diproduksi oleh otot
skeletal[8]. Alat yang digunakan untuk merekam sinyal otot tersebut
dinamakan electromyograph. Proses memperoleh sinyal EMG dapat
dilakukan dengan cara meletakkan elektrode langsung pada permu-
kaan kulit luar otot yang diamati. Elektrode berfungsi sebagai me-
dia receiver sinyal dari respon otot. Sinyal yang ditangkap meliputi
keseluruhan area yang diberikan elektrode. Sebab proses kontraksi
dan relaksasi tiap-tiap otot gerak pada area tertentu tidak bersa-
maan, maka sinyal yang ditangkap berbentuk sinyal acak. Ada dua
jenis elektrode yang digunakan untuk mengukur sinyal EMG, yaitu
elektode jarum (intramascular) dan elektrode permukaan (surfa-
ce)[9]. Elektrode jarum digunakan untuk mengukur aktivitas unit
motoris tunggal yang diletakkan tepat pada otot tunggal yang akan
diteliti. Sedangkan elektrode permukaan digunakan untuk mengu-
kur sejumlah unit motoris yang diletakkan pada area otot tertentu.
Jenis elektrode yang sering digunakan dalam bidang peneliti-
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an adalah elektrode permukaan, karena mudah dalam pemasangan-
nya, nyaman digunakan dan tidak terlalu mengganggu aktivitas dari
orang yang diteliti. Perekat pada elektrode permukaan mudah le-
pas sehingga elektrode ini digunakan sekali pakai. Oleh karena itu,
pada penelitian ini penulis menggunakan jenis elektrode permukaan
yang sudah ada dipasaran yaitu Myo Armband yang akan dijelaskan
pada sub-subbab selanjutnya.
Sinyal EMG memiliki frekuensi antara 20Hz sampai dengan
500Hz, tegangan 0 − 10mv, dan terdapat amplitudo yang tinggi
apabila terjadi kontraksi pada otot. Amplitudo sinyal EMG berkisar
antara µV sampai mV tergantung pada beberapa faktor, seperti
jenis dan kondisi otot, penempatan elektroda dan jenis elektroda
yang digunakan selama proses penelitian.
2.2.1 Proses Timbulnya Sinyal EMG
Sinyal EMG timbul melalui beberapa proses, yaitu[10]:
1. Resting Membrane Potential
Sistem saraf pada tubuh manusia menggunakan perbedaan
ion untuk berkomunikasi. Perbedaan konsentrasi ion pada
saat istirahat antara serabut otot dalam dan luar kira-kira
sebesar 90mV dan menimbulkan transportasi ion (ion pum-
ps). Transportasi ion pada serabut saraf dapat diukur dengan
menggunakan elektroda.
2. Muscle Fiber Action Potential
Munculnya beda potensial aksi pada serabut otot terjadi ke-
tika potensial aksi menjalar di sepanjang axon serabut otot.
Kemudian pada sambungan neuromuscular akan dikeluarkan
neuro transmitter acetylcholine yang dapat menimbulkan per-
bedaan potensial aksi pada serabut otot. Perbedaan potensial
antara dalam dan luar serabut otot yang semula sekitar -90mV
berubah menjadi sekitar 20-50mV , sehingga terjadi kontraksi
serabut otot. Potensial aksi ini akan menjalar pada membran
serabut otot. Sinyal yang dihasilkan dapat diukur jika sebuah
serabut otot dalam keadaan aktif, hal ini disebut Muscle Fiber
Action Potential (MFAP).
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3. Potensial Aksi Unit Motor
Aktivasi dari sebuah neuron motor alpha menyebabkan kon-
traksi serabut otot yang menimbulkan potensial aksi memben-
tuk sinyal listrik. Sinyal listrik ini disebut sebagai potensial
aksi unit motor (MUAP) yang diukur ketika sebuah unit mo-
tor diaktivasi.
4. Pengukuran Sinyal EMG
Sinyal EMG yang dihasilkan berasal dari beberapa unit motor
dan didefinisikan sebagai jumlah dari semua MUAP ditambah
noise dan artefact. Sinyal EMG direkam menggunakan elek-
trode yang diletakkan di atas otot yang diteliti. Ada beberapa
tipe elektrode yang digunakan untuk mengukur sinyal EMG,
yaitu elektrode jarum, fine-wire electrodes, dan surface ele-
ctrodes. Elektrode mengambil tegangan yang dihasilkan oleh
kontraksi serat otot.
2.2.2 Gangguan pada Sinyal EMG
Sinyal EMG merupakan sinyal bioelektrik sehingga sinyal yang
terekam dipengaruhi oleh noise atau gangguan yang terkandung
didalamnya. Oleh karena itu, proses analisa dan klasifikasi sinyal
EMG tergolong sulit dan rumit karena pola sinyal yang dipengaruhi
sifat anatomi dan fisiologis otot. Noise pada sinyal EMG dikatego-
rikan dalam beberapa jenis sebagai berikut [9]:
1. Gangguan alat elektronik
Setiap jenis peralatan elektronik selalu menghasilkan noise lis-
trik dengan frekuensi yang dihasilkan berkisar dari 0 Hz sam-
pai beberapa ribu Hz.
2. Gerakan artifak
Gerakan artifak adalah gangguan yang dihasilkan oleh gerak
kabel yang menghubungkan elektroda ke amplifier dan elek-
troda dengan kulit. Gerakan artifak juga dapat terjadi karena
perbedaan potensial pada kulit. Besar frekuensi yang diha-
silkan oleh gangguan jenis ini biasanya berkisar antara 1 - 10
Hz dan memiliki tegangan sebanding dengan amplitudo dari
sinyal asli EMG. Cara yang dapat dilakukan untuk menghi-
langkan gangguan ini adalah dengan menggunakan lapisan gel
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konduktif sebagai elektroda tersembunyi pada permukaan ku-
lit dan elektroda.
3. Cross talk
Dikatakan sebagai noise cross talk apabila sinyal EMG yang
diperoleh dari otot yang tidak diteliti sehingga dapat mem-
pengaruhi informasi sinyal. Bentuk sinyal cross talk berbeda
dengan sinyal yang terdeteksi secara langsung pada permu-
kaan otot yaitu memiliki bandwith yang lebih luas. Terjadi-
nya cross talk dipengaruhi oleh parameter fisiologis seperti
ketebalan lemak, generasi dari sinyal tidak merambat kare-
na hilangnya potensi aksi intraseluler pada tendon yang da-
pat diminimalkan dengan memperhitungkan ukuran dan jarak
elektroda terhadap kulit.
4. Elektromagnetik
Radiasi elektromagnetik menjadi salah satu jenis gangguan
dengan nilai amplitudo mencapai tiga kali lebih besar dari si-
nyal EMG. Radiasi elektromagnetik timbul karena tubuh ma-
nusia yang terus menerus dialiri oleh listrik dan magnet. Un-
tuk menghilangkannya dapat menggunakan metode High Pass
Filter jika frekuensi noise sangat tinggi.
2.2.3 Forearm Muscle
Forearm atau lengan bawah merupakan wilayah yang mengacu
antara siku dan pergelangan tangan. Lengan bawah dibagi menja-
di dua bagian yaitu ventromedial atau flexor dan dorsalateral atau
extensor. Otot lengan bawah dipisahkan menjadi bagian anterior
(fleksor pergelangan tangan dan jari-jari pronator) dan bagian pos-
terior (ekstensor pergelangan tangan dan jari dan supinator).
Secara umum, dimensi tubuh dibagi menjadi dua bagian, yaitu
bagian atas (upper extremity) dan bagian bawah (lower extremity).
Otot-otot upper extremity adalah otot yang menempel pada skapula
ke dada dan berpengaruh terhadap bergeraknya lengan bawah, per-
gelangan tangan, dan tangan. Bagian tubuh yang termasuk upper
extremity, yaitu kepala, tangan, lengan atas, lengan bawah, bahu,
aksilla, regio pectoral, skapula[11]. Otot yang menggerakkan lengan
bawah terletak disepanjang humerus, meliputi: brachii triceps, bra-
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chii biceps, brakialis dan brakioradialis. Terdapat lebih dari 20 otot
yang menyusun otot lengan bawah yang berfungsi untuk menggerak-
kan pergelangan, tangan, dan jari[11]. Secara umum otot penyusun
lengan bawah ditampilkan pada Gambar 2.3.
Gambar 2.3: Forearm muscle [2]
Dibawah ini merupakan otot-otot yang menyusun lengan ba-
wah:
1. Superficial compartment (kompartemen dangkal)
Lapisan Superficial dari lengan posterior berisi tujuh otot yang
berasal dari tendon umum epikondilus lateral. Empat dari
otot-otot tersebut adalah Ekstensor karpi radialis brevis, Eks-
tensor digitorum, extensor carpi ulnaris, dan Ekstensor digiti
minimi. Sedangkan otot-otot dangkal di compartement ante-
rior adalah flexor carpi ulnaris, palmaris longus, fleksor carpi
radialis dan pronator teres. Semua berasal dari tendon epi-
kondilus medial humerus.
2. Intermediate Compartement (Kompartemen Menengah)
Flexor digitorum superfisialis adalah satu-satunya penyusun
otot kompartemet tengah, digolongkan sebagai otot dangkal.
Median saraf dan arteri ulnaris melewati antara dua pangkal
lengan hingga posterior.
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3. Deep Compartement (Kompartemen Dalam/Jauh)
Terdapat tiga otot penyusun pada bagian anterior dalam, ya-
itu flexor digitorum profundus, flexor pollicis longus, dan pro-
nator quadratus.
2.2.4 Myo Amrband
Myo armband merupakan wearable device yang dikembangk-
an oleh Thalmic Lab pada tahun 2013 yang menggunakan sensor
EMG dan dikombinasikan dengan sensor IMU meliputi giroskop,
akselerometer, dan magnetometer untuk mengenali gerakan. Elek-
trode yang digunakan pada myo armband adalah jenis elektrode
permukaan (surface elektrode). Alat ini lebih mudah digunakan,
lebih efektif, jangka waktu pemakaian lama, dan dapat digunakan
oleh siapa saja tanpa harus melakukan kalibrasi terlebih dahulu.
Gambar 2.4 merupakan wujud dari myo armband. Terlihat pada
Gambar 2.4 tersebut bagian-bagian dari myo armband adalah logo
LED, status LED, port Micro-USB dan sensor EMG.
Gambar 2.4: Myo armband [3]
Myo armband membaca aktivitas listrik otot lengan bawah
melalui kedelapan sensornya. Myo armband juga dilengkapi dengan
data Inertial Measurement Unit (IMU) melalui akselerometer, giros-
kop dan magnetometer. Alat ini dapat digunakan untuk mengontrol
suatu alat secara wireless atau secara jarak jauh. Ada dua jenis tipe
data keluaran dari myo armband, yaitu
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1. Data Spasial
Data spasial merupakan data yang disediakan oleh sensor IMU
yang berupa raw accelerometer data, raw gyroscope data, dan
orientation data. Data spasial memberikan informasi menge-
nai posisi relatif, kecepatan, akselerasi dari gerakan motor.
2. Data Gestural
Data gestural merupakan data yang disediakan oleh sensor
EMG. Data ini berisi informasi gerakan tangan yang dilakuk-
an pengguna, misalkan gerakan tangan menggenggam, mere-
gangkan jari, dll.
Sensor EMG pada myo armband digunakan untuk merekam
aktivitas sinyal otot muscle sensing yang dapat digunakan untuk
membantu menentukan konfigurasi jari dan sensor IMU digunak-
an untuk tracking motion. Sehingga, selain dapat digunakan un-
tuk merekam gerakan tangan, myo armband dapat digunakan un-
tuk mendeteksi posisi lengan. Secara default Myo armband mampu
mengenali lima gerakan tangan (menggenggam, geser kekiri, geser
kekanan, merentangkan jari dan double-tap) yang dapat dimanfa-
atkan bersamaan dengan data IMU untuk mengontrol aplikasi. Myo
armband menyediakan data EMG mentah pada frekuensi 200 Hz,
terdiri dari timestamp dan range nilai tiap sensor -128 hingga 128.
Myo Armband mampu membedakan perbedaan gerakan jari
dan arah putaran tangan dengan cara mengukur perbedaan pola
impuls listrik yang dihasilkan oleh gerakan tangan menggunakan
inertial sensor. Myo armband banyak digunakan untuk kontrol ga-
me, musik, drone, presentasi dan kontrol multimedia lainnya.
2.2.5 Posisi Myo Armband Pada Forearm Muscle
Pengambilan sinyal EMG menggunakan myo armband dile-
takkan pada otot lengan bawah. Hal ini bertujuan untuk menda-
patkan perbedaan yang signifikan ketika tangan sedang melakukan
gerakan. Myo armband tidak mendukung pembacaan sinyal pada
otot kaki. Pengguna dapat memposisikan myo armband pada kaki,
namun data yang dihasilkan hanya berupa data spasial yang ber-
asal dari sensor IMU. Elektrode myo armband diposisikan secara
circular. Konfigurasi elektrode myo yaitu channel 4 yang memi-
liki marker biru diikuti channel 3 searah jarum jam dan channel
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5 berlawanan arah jarum jam. Marker biru (channel 4) mempu-
nyai lempengan elektrode yang lebih besar jika dibandingkan de-
ngan lempengan elektrode lain. Otot utama yang dicakup adalah
otot Extensor Digitorum dan Flexor Digitorum. Otot tersebut ada-
lah otot yang menggerakkan pergelangan tangan, jari telunjuk, jari
tengah, jari manis dan kelingking. Posisi myo armband paa otot
lengan bawah dapat dilihat pada Gambar 2.5.
Gambar 2.5: Otot lengan bawah pada myo armband [4]
Berikut merupakan daftar urutan channel dan otot dibawah-
nya:
1. Channel 1 adalah otot Flexor Carpi Ulnaris
Fungsi dari otot Flexor Carpi Ulnaris adalah untuk membantu
gerakan fleksi (menekuk dan membengkokkan) dan adduksi
(gerakan mendekati tubuh) pergelangan tangan.
2. Channel 2 adalah otot Extensor Carpi Ulnaris
Otot Extensor Carpi Ulnaris merupakan otot yang terletak
pada lengan bawah yang berfungsi pada pergerakan perge-
langan tangan.
3. Channel 3 adalah otot Extensor Carpi Radialis
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Otot Extensor Carpi Radialis terletak disebelah brachioradia-
lis. Otot ini merupakan salah satu dari lima otot utama yang
membantu menggerakkan pergelangan tangan.
4. Channel 4 adalah otot Flexor Digitorum Superficialis
Otot Flexor Digitorum Superficialis berperan dalam gerakan
fleksi jari-jari tangan
5. Channel 5 adalah otot Brachioradialis
Otot Brachioradialis terletak dibagian atas lengan bawah de-
kat siku. Peran otot ini adalah membantu gerakan memutar
lengan bawah.
6. Channel 6 adalah otot Flexor Carpi Radialis
Otot Flexor Carpi Radialis berperan untuk menggerakkan
pergelangan tangan
7. Channel 7 adalah otot Palmaris Longus
Otot Palmaris Longus berperan membantu gerakan fleksi per-
gelangan tangan
8. Channel 8 adalah otot Flexor Digitorum Profundur
Otot Flexor Digitorum Profundur berperan dalam gerakan
fleksi jari-jari tangan
2.2.6 Noise Level
Data yang dihasilkan dari pengukuran sinyal EMG tidak ber-
upa sinyal EMG murni melainkan masih mengandung noise. Noise
berasal dari impedansi kulit dan artifact. Noise ini berupa sinyal
EMG berfrekuensi rendah. Cara untuk mengurangi noise adalah de-
ngan menggunakan metode lowpass filter. Myo armband dirancang
menggunakan idle filter dimana akan mengabaikan data streaming
setelah tidak digunakan selama 30 detik. Menurut Peter Konrad
pada bukunya yang berjudul The ABC of EMG dijelaskan bahwa
noise level hasil perekaman sinyal EMG tidak lebih dari 10-15 µV .
Level noise pada myo armband jauh lebih rendah dari nilai threshold
gerak manusia[12].
2.3 Time Domain
Ekstraksi fitur sangat diperlukan dalam proses klasifikasi sinyal
EMG. Secara fisik, perbedaan antar gerakan dapat dengan mudah
dibedakan oleh mata. Namun secara statistik atau matematis, per-
bedaan antar gerakan akan sulit dibedakan. Agar gerakan dengan
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mudah dibedakan maka perlu dilakukan proses ekstraksi fitur seti-
ap gerakan. Dalam analisis sinyal EMG, pengambilan fitur dapat
dilakukan dalam beberapa domain, yaitu: time domain features, fre-
quency domain features dan time-frequency domain features. Fitur
yang sering digunakan dalam klasifikasi sinyal EMG biasanya ber-
ada dalam domain waktu begitu juga pada penelitian pada Tugas
Akhir ini. Pengambilan fitur dalam domain waktu, sinyal digam-
barkan sebagai amplitudo dalam satuan waktu. Keuntungan meng-
gunakan time domain features (TD) adalah TD mudah diimplemen-
tasikan untuk sinyal EMG. Waktu kalkulasi TD lebih cepat karena
TD tidak membutuhkan transformasi matematis. Kelemahan dari
fitur time domain adalah TD membangun struktur berdasarkan pa-
da amplitudo sinyal EMG sehingga sangat sensitif terhadap noise.
Berdasarkan sifat matematikanya, time domain dibagi menjadi em-
pat jenis yaitu metode energi dan kompleksitas informasi, metode
informasi frekuensi, metode model prediksi dan metode waktu ke-
tergantungan. Fitur-fitur yang akan diambil dalam domain waktu
antara lain:
1. Mean Absolute Value (MAV)
Mean Absolute Value (MAV) merupakan rata-rata sinyal abso-
lut EMG. Dalam sinyal surface EMG, MAV digunakan untuk
mendeteksi onset. Dengan diketahui bahwa banyaknya data
sinyal merupakan N dan xn merupakan sinyal EMG. MAV







2. Root Mean Square (RMS)
Root Mean Square (RMS) dimodelkan sebagai amplitudo pro-
ses modulasi Gaussian random yang mana berhubungan de-
ngan gaya konstan dan kontraksi non-fatiguing [13]. RMS da-








3. Simple Square Integral (SSI)
Simple Square Integral (SSI) atau integral square menggunak-
an energi dari sinyal EMG sebagai fitur. Fitur ini adalah
jumlah dari nilai pangkat dua dari amplitudo sinyal EMG.
Umumnya, parameter ini didefinisikan sebagai sebuah indeks







Variance adalah indeks daya yang lain. Umumnya, variance
didefinisikan sebagai rata-rata dari nilai pangkat dua variabel
deviasi. Namun, nilai mean dari sinyal EMG mendekati angka






(xn − x̄)2 (2.4)
2.4 Naive Bayes
Naive Bayes merupakan sebuah metode pengklasifikasian ber-
dasarkan probabilitas sederhana dan dirancang untuk dipergunak-
an dengan asumsi bahwa antar satu kelas dengan kelas yang lain
bersifat independen atau tidak saling tergantung[14]. Proses pem-
belajaran pada metode naive bayes lebih menekankan pada estimasi
probabilitas. Keuntungan dari pendekatan ini yaitu pengklasifika-
sian akan mendapatkan nilai error yang kebih kecil ketika dataset
berjumlah besar. Selain itu, klasifikasi naive bayes terbukti memi-
liki akurasi dari kecepatan yang tinggi saat diaplikasikan ke dalam
basis data dengan jumlah besar.
Formulasi naive bayes untuk klasifikasi dapat dirumuskan pada
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persamaan 2.5.
P (Y |X) =
P (Y )
∏N




P (Y |X) : probabilitas data dengan vektor X pada kelas Y
P (Y ) : probabilitas awal kelas Y (prior probability)∏N
i=1 P (Xi|Y ) : probabilitas independen kelas Y dari semua
fitur dalam vektor X
P (X) : probabilitas dari X
Besar probabilitas P (X) selalu tetap sehingga pada perhitung-
an prediksi nantinya dapat diabaikan. Nilai yang dihitung adalah
nilai
∏N
i=1 P (Xi|Y ) saja dengan memilih nilai yang terbesar sebagai
kelas hasil prediksi atau yang biasa dikenal sengan sebutan Maxi-
mum A Posteriori (MAP) dimana MAP ini dinotasikan sebagai





P (Xi|Y ))) (2.6)
2.4.1 Algoritma Gaussian Pada Naive Bayes
Pada penelitian ini digunakan algoritma perhitungan Gaus-
sian dengan asumsi bahwa nilai-nilai terus menerus berhubungan
dengan kelasnya masing-masing yang didistribusikan menurut dis-
tribusi Gaussian. Karakteristik dari distribusi gaussian adalah me-
miliki dua parameter yaitu mean (µ) dan variance (σ2). Variance
dihitung untuk mengetahui keragaman pada suatu kelompok data.
Dimisalkan nilai mean adalah µc dan nilai standar deviasi adalah
σc, sehingga nilai variance menjadi σ
2
c . Rumus untuk menghitung















Xi : nilai fitur X ke-i
m : ukuran sampel fitur
Kemudian hasil perhitungan variance tersebut kemudian di-
masukkan ke rumus perhitungan yang digunakan dalam algoritma
gaussian. Seperti yang ditunjukkan pada persamaa 2.8.








P (Xi|Y ) : Probabilitas kelas Y dengan data baru X
σ2c : Nilai variance pada kelas Y
X : Nilai pada fitur yang dicari kelasnya
µc : Nilai rata-rata pada kelas Y
Nilai variance dapat dihitung menggunakan persamaan 2.8,
sedangkan nilai π dan e memiliki nilai yang mutlak. Setelah me-
lakukan perhitungan tersebut, hasil kali dari P (Xi|Y ) dicari nilai
terbesarnya. Kelas dengan nilai yang paling besar tersebut yang
akan dipilih sebagai kelasnya.
2.5 Confusion Matrix
Confusion matrix digunakan untuk mengukur kinerja suatu
metode klasifikasi. Confusion matrix berisi informasi detail meng-
enai hasil klasifikasi oleh sistem terhadap data testing yang telah
diketahui kelasnya (aktual) dan biasanya disusun dalam bentuk ma-
triks. Confusion matrix untuk dua buah kelas dapat dilihat pada
Tabel 2.1.







Tabel 2.1 merupakan confusion matrix untuk dua kelas. Ele-
men pada diagonal utama (↘) menunjukkan jumlah data testing
yang dikenali dengan benar, sedangkan yang diluar diagonal utama
adalah data yang dikenali salah. TP (True Positive) merupakan
jumlah prediksi benar untuk data testing positif. FN (False Ne-
gative) merupakan jumlah salah (sebagai negatif) untuk data tes-
ting positif. FP (False Positive) merupakan jumlah prediksi salah
(sebagai positif) untuk data testing negatif. TN (True Negative)
merupakan jumlah prediksi benar untuk data testing negatif. Be-
berapa instrumen pengukuran untuk mengevaluasi kinerja sistem
yang tercantum pada confussion matrix adalah:
1. Presisi : Prosentase (rasio) prediksi positif yang benar
2. Recall : prosentase (rasio) data testing (aktual) positif yang
diprediksi benar (sebagai positif)
3. Spesifitas : prosentase (rasio) data testing (aktual) negatif
yang diprediksi benar (sebagai negatif)
4. Akurasi : prosentase (rasio) jumlah total prediksi benar
Pada penelitian ini instrumen pengukuran yang digunakan untuk
mengukur kinerja sistem klasifikasi bahasa isyarat Indonesia adalah
menggunakan akurasi.
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Penelitian ini dilaksanakan sesuai dengan desain sistem beri-
kut dengan implementasinya. Desain sistem merupakan konsep dari
pembuatan dan perancangan infrastruktur dan kemudian diwujud-
kan dalam bentuk blok-blok alur yang harus dikerjakan. Pada bagi-
an implementasi sistem merupakan pelaksanaan teknis untuk setiap
blok pada desain sistem.
3.1 Desain Sistem
Penelitian ini bertujuan untuk mengklasifikasikan sinyal EMG
dari gerakan bahasa isyarat Indonesia menggunakan fitur time do-
main. Adapun tahapan proses yang dikerjakan dapat dilihat pada
Gambar 3.1.
Gambar 3.1: Blok diagram penelitian
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Sinyal EMG dari aktivitas otot lengan bawah direkam menggu-
nakan alat yang bernama myo armband. Sinyal raw hasil perekaman
berupa sinyal acak dan masih mengandung noise, untuk itu sinyal
akan diproses pada tahap pre-processing untuk menghilangkan noise
rendah yang masih ikut dalam pembacaan data dengan menerapk-
an absolut dan nilai ambang batas (threshold). Hasil sinyal pada
tahap pre-processing akan diambil pola karakteristik masing-masing
gerakan di tahap ekstraksi fitur. Pengambilan fitur dilakukan da-
lam domain waktu (time domain feature) yang memperlihatkan ni-
lai amplitudo sinyal EMG. Adapun fitur yang digunakan pada pro-
ses ekstraksi fitur yaitu Mean Absolute Value (MAV), Roor Mean
Square (RMS), Variance (VAR) dan Simple Square Integral (SSI).
Nilai-nilai fitur yang sudah didapat, kemudian dikelompokkan ber-




Pada penelitian ini perekaman sinyal EMG dilakukan pada
orang normal yang tidak memiliki gangguan otot. Jumlah respon-
den yang digunakan sebagai subjek penelitian berjumlah satu orang.
Sinyal EMG diambil menggunakan alat bernama myo armband yang
diposisikan pada otot lengan bawah. Posisi myo armband pada otot
lengan bawah dijelaskan secara rinci pada BAB 2. Pada saat pema-
sangan myo armband pada otot lengan bawah, perlu diperhatikan
tata letaknya sesuai otot yang diteliti. Hal ini perlu dilakukan untuk
mengurangi noise sinyal EMG dari otot yang tidak diingikan. Se-
belum mengambil gerakan, myo armband harus terkoneksi dengan
aplikasi myo armband terlebih dahulu. Myo armband akan berge-
tar selama satu detik ketika myo armband sudah terkoneksi dengan
aplikasi.
Setelah myo armband terkoneksi, kemudian setiap gerakan ak-
an direkam menggunakan sebuah program. Pada program akuisisi
data tersebut menggunakan bahasa C# dengan memanfaatkan SDK
(System Development Kits) bawaan dari myo armband. Progam
akuisisi data digunakan untuk membaca data sensor selama mela-
kukan gerakan isyarat, yang kemudian disimpan dalam sebuah file
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CSV. Pada penelitian ini, data yang dibaca berupa hasil pembaca-
an sensor surface EMG. Pada program tersebut dikonfigurasi untuk
merekam sinyal EMG dengan sampling rate 200Hz atau merekam
sinyal sebanyak 200 data dalam 1 detiknya. Gambar antarmuka
program aplikasi akuisisi data ditunjukkan pada Gambar 3.2.
Gambar 3.2: Tampilan aplikasi akuisisi data
Ciri dari bahasa isyarat adalah berdasarkan bentuk tangan
dan pergerakan lengan. Gerakan yang diambil melibatkan sedikit
gerakan agar data gerakan yang diperoleh lebih sederhana. Data
diambil mulai dari gerakan istirahat hingga istirahat kembali pada
satu isyarat kata. Urutan pengambilan data gerakan dapat terlihat
seperti pada Gambar 3.3
Gambar 3.3: Urutan pengambilan data
25
Urutan proses pengambilan data adalah start, basic gesture,
dan end. Gerakan start dan end adalah sama, yaitu posisi istirahat.
Kondisi start adalah kondisi transisi antara istirahat menuju kondisi
gesture. Kondisi end adalah transisi antara berakhirnya gesture ke
posisi istirahat. Basic gesture adalah gerakan dasar dari isyarat kata
tersebut. Setiap melakukan gerakan mulai dari start hingga end
kemudian data disimpan ke dalam file CSV. Pengambilan gerakan
baru dimulai dari gerakan start kembali hingga gerakan end dan
akan disimpan sebagai file CSV baru.
Gerakan yang dilakukan pada penelitian ini adalah 20 gerak-
an statis yang diambil dari Sistem Isyarat Bahasa Indonesia yang
dapat dilihat pada Gambar 3.4 dan Gambar 3.5. Gerakan yang diu-
jikan tersebut adalah angka mulai dari 1 hingga 9, kata ’aku’, ’baik’,
’buruk’, ’diam’, ’dengar’, ’maaf’, ’minta’, ’pikir’, ’saya’, ’sakit’ dan
’telepon’. Responden melakukan 20 kali gerakan untuk satu jenis
gerakan. Lama waktu pengambilan data untuk setiap sampel gerak-
an yaitu sekitar 5 detik yaitu dengan rincian 1 detik untuk kondisi
start, 3 detik untuk kondisi gesture dan 1 detk untuk kondisi end.
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(a) Angka 1 (b) Angka 2 (c) Angka 3
(d) Angka 4 (e) Angka 5 (f) Angka 6
(g) Angka 7 (h) Angka 8 (i) Angka 9
Gambar 3.4: Gerakan yang diujikan
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(a) Aku (b) Baik (c) Buruk
(d) Diam (e) Dengar (f) Maaf
(g) Minta (h) Pikir (i) Saya
(j) Sakit (k) Telepon
Gambar 3.5: Gerakan yang diujikan
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3.2.2 Pre-processing
Data raw hasil perekaman sinyal EMG mengandung nilai po-
sitif dan negatif. Oleh karena itu, nilai-nilai negatif perlu diab-
solutkan agar jangkauan pembacaan data tidak telalu melebar [5].
Absolut adalah langkah mengubah nilai negatif pada sinyal EMG
menjadi positif karena sinyal yang memiliki nilai negatif tidak da-
pat dilakukan perhitungan. Selain itu, pada persamaan matema-
tika metode ekstraksi time domain menggunakan nilai yang sudah
dimutlakkan.
Untuk membersihkan noise rendah yang masih ikut dalam pem-
bacaan data diperlukan sebuah pengaturan ambang batas (thresho-
ld). Nilai threshold juga dapat digunakan untuk mendeteksi mulai
dan berakhirnya gerakan. Menurut Peter Konrad pada bukunya
yang berjudul The ABC of EMG dijelaskan bahwa penentuan nilai
threshold dapat dilakukan dengan dua cara. Cara pertama ber-
dasarkan prosentase nilai peak (puncak) sinyal EMG dan cara yang
kedua berdasarkan MVC dari data sinyal EMG. Pada penelitian ini,
penentuan nilai threshold yaitu berdasarkan prosentase peak sinyal
EMG. Besar nilai prosentase yang digunakan adalah sebesar 5%,
10%, 15% dan 20%. Penentuan besar prosetase perlu diperhatikan
agar tidak menghilangkan informasi pada sinyal EMG yang diteliti.
Nilai maksimal yang diperoleh dari perkaman sinyal EMG adalah
sebesar 128 µV dan level noise myo armband tidak lebih besar dari
15µV . Maka, pada penelitian ini besar prosentase yang digunakan
adalah sebesar 15% atau setara dengan 20µV . Sinyal yang memiliki
nilai dibawah 20µV akan diubah menjadi 0. Data yang dihasilkan
pada proses inilah yang akan digunakan untuk proses ekstraksi fitur.
3.2.3 Ekstraksi Fitur
Sinyal EMG mentah yang diakuisisi dari sejumlah elektroda
yang diposisikan pada otot mengandung sejumlah besar data dan
masih memiliki sedikit informasi. Jika data mentah EMG ini digu-
nakan sebagai input dalam proses klasifikasi, maka akurasi klasifi-
kasi akan menjadi rendah dan waktu kalkulasi akan meningkat[13].
Oleh karena itu sebelum memasuki pengenalan pola, data mentah
EMG membutuhkan transformasi fitur-fitur yang representatif.
Data yang diolah pada proses ekstraksi fitur adalah data yang
29
sudah bersih dari proses pre-processing. Nilai data yang diperoleh
tidak semuanya diproses untuk mendapatkan nilai fitur. Nilai yang
akan diproses adalah nilai-nilai diatas nilai threshond. Hal ini dika-
renakan nilai-nilai dibawah threshold akan memperkecil nilai fitur
sehingga informasi yang didapatkan dari fitur semakin berkurang.
Nilai fitur dihitung berdasarkan nilai sinyal EMG mulai dari nilai
yang pertama kali muncul berada diatas nilai threshold hingga nilai
yang paling akhir diatas threshold. Perhitungan awal dan akhir data
dapat diamati pada Gambar 3.6.
Gambar 3.6: Titik mulai dan berakhir perhitungan nilai fitur
Metode yang digunakan untuk ekstraksi fitur adalah time do-
main series, yaitu berdasarkan Mean Absolute Value (MAV), Root
Mean Square (RMS), Variance (VAR) dan Simple Square Integral
(SSI). Untuk konsep dari fitur-fitur tersebut secara detail telah di-
jelaskan sebelumnya pada BAB II.
Satu gerakan memiliki empat fitur dan delapan channel. Se-
hingga, apabila terdapat 20 gerakan sedangkan masing-masing ge-
rakan memiliki delapan channel maka terbentuk 640 ruang fitur.
Fitur-fitur yang didapatkan dari data yang ada kemudian dikelom-
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pokkan berdasarkan fitur dan channelnya seperti pada Gambar 3.7.
Gambar 3.7: Contoh tabel hasil ekstraksi fitur sinyal EMG
3.2.4 Klasifikasi
Klasifikasi yang digunakan pada penelitian ini adalah menggu-
nakan klasifikasi naive bayes karena algoritmanya yang sederhana,
cepat dan memiliki akurasi yang tinggi. Naive Bayes Classifier ber-
sifat supervised learning yang membutuhkan data learning sebagai
representasi. Oleh karena itu, data yang sudah dikelompokkan pa-
da ekstraksi fitur akan dipisah berdasarkan perannya yaitu sebagai
data training dan data testing. Data training digunakan sebagai
representasi pengetahuan yang akan digunakan untuk memprediksi
kelas data baru yang belum pernah ada. Data testing digunakan un-
tuk mengukur sejauh mana classifier berhasil melakukan klasifikasi
yang benar. Pada data training ditambahkan ground truth untuk
masing-masing kelas. Ground truth merupakan label penomoran
yang digunakan untuk membedakan setiap kelas gerakan. Langkah-
langkah pengklasifikasian menggunakan metode nave bayes terdiri
atas:
1. Perhitungan nilai parameter
Algoritma Gaussian membutuhkan dua parameter, yakni nilai
rata-rata (mean) kelas dan juga nilai varian kelas. Dimisalk-
an nilai mean adalah µc dan nilai standar deviasi adalah σc
sehingga nilai varian adalah σ2c . Standar deviasi atau varian
digunakan untuk mengetahui keragaman pada suatu kelom-
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pok data. Cara menghitung varian suatu kelas secara detail
telah dijelaskan pada BAB 2.
2. Perhitungan Gaussian
Setelah nilai varian diketahui, selanjutnya adalah menghitung
nilai probabilitas kelas C dengan data baru v (data testing)
atau P (x = v|C) menggunakan rumus perhitungan Gaussi-
an yang secara detail dijelaskan pada BAB 2. Selanjutnya
melakukan perhitungan prior (prior probability) untuk men-
dapatkan nilai probabilitas antar kelas.
3. Prediksi kelas
Dikarenakan dalam hal ini data bersifat multiclass maka se-
lanjutnya dipilih nilai arg max (arguments of maxima) dari
perkalian hasil probabilitas dari masing-masing kelas. Nilai
terbesar dari perhitungan tersebut merupakan hasil prediksi
kelas.
3.2.5 Pengujian
Dari sitem klasifikasi yang telah dilakukan sebelumnya dida-
patkan hasil akurasi yang tinggi. Untuk itu perlu dilakukan pe-
ngujian yang bertujuan untuk mengukur performa terhadap sistem
klasifikasi yang telah dilakukan sebelumnya. Pada tahap ini pengu-
jian terhadap sistem klasifikasi dilakukan menggunakan parameter
tertentu. Parameter yang diberikan antara lain pengurangan jum-
lah fitur yang digunakan untuk melihat pengaruh dari setiap fitur,
mengubah perbandingan jumlah data training dan testing yang di-




Pada bab ini akan ditampilkan hasil pengambilan data sinyal
EMG, pre-processing, ekstraksi fitur hingga hasil proses klasifikasi.
Kemudian dari data tersebut akan dipaparkan analisa penelitian
dan pengujiannya.
4.1 Metode Pengujian
Pada penelitian ini, pengujian gerakan bahasa isyarat dilakuk-
an dengan menghitung tingkat akurasi. Akurasi digunakan untuk
menghitung seberapa besar hasil prediksi apabila dibandingkan de-
ngan nilai sebenarnya. Untuk menghitung akurasi data yang benar
akan dibandingkan dengan total keseluruhan data kemudian dika-





Pengujian sistem pengklasifikasian isyarat bahasa dari Sistem
Isyarat Bahasa Indonesia (SIBI) yang menggunakan fitur time do-
main dilakukan pada 20 kelas gerakan isyarat bahasa SIBI dimana
masing-masing kelas memiliki 20 sampel. Pada penelitian ini dila-
kukan dua pengujian, yaitu :
1. Pengujian terhadap perbandingan jumlah data training dan
data testing
Pada pengujian ini dilakukan untuk mengetahui jumlah per-
bandingan data training dan data testing yang ideal digunak-
an untuk klasifikasi.
2. Pengujian terhadap pengaruh fitur
Pengujian ini dilakukan untuk mengetahui pengaruh pembe-
rian fitur terhadap hasil akurasi.
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4.2 Hasil dan Pembahasan
4.2.1 Data Sinyal EMG
Data yang diambil pada Tugas Akhir ini adalah data 20 kelas
gerak isyarat kata yang masing-masing mempunyai 20 sampel, se-
hingga terdapat total 400 sampel. Data diperoleh dari satu orang
responden. Delapan sensor myo armband akan merekam aktivitas
otot lengan bawah kemudian mengirimkannya ke PC melalui blue-
tooth. Data yang dihasilkan berbentuk sebuah set atau rangkaian
frame dimana tiap detiknya adalah sebanyak 200 frame pada tiap
channel. Hal ini sesuai dengan jumlah sample rate pada alat myo
armband yaitu sebesar 200 Hz. Data yang dikirim ke PC dibaca oleh
program aplikasi akuisisi data kemudian disimpan dalam bentuk file
CSV. Tabel 4.1 merupakan contoh 10 baris dari dataset.
Tabel 4.1: Contoh 10 baris dari dataset
A B C D E F G H I
42:42.3 0 -4 -14 -1 5 4 8 2
42:42.3 9 -2 1 0 -6 3 9 9
42:42.3 8 -4 3 9 9 0 -3 1
42:42.3 -19 12 -8 -14 -12 -13 -30 -16
42:42.3 -12 -8 -9 -16 -15 -9 -5 -9
42:42.3 16 -16 0 2 -1 -3 3 4
42:42.4 -32 -3 4 10 5 6 1 -7
42:42.4 36 13 -7 -4 5 20 40 33
42:42.4 -7 2 0 0 8 41 13 -10
42:42.4 -7 14 -15 -19 -21 -32 -53 -22
Nilai hasil perekaman sinyal sangat bervariatif seperti yang ter-
lihat pada Tabel 4.1 yang memuat besarnya tegangan sinyal EMG.
Kolom pertama menunjukkan timestap atau waktu ketika setiap ba-
ris sinyal terekam, kolom kedua hingga kolom kesembilan memuat
nilai amplitudo untuk channel 1 sampai dengan channel 8. Nilai si-
nyal raw EMG yang dihasilkan pada sebuah perekaman sinyal otot
mengandung nilai positif dan negatif. Hal ini dikarenakan sinyal
yang dihasilkan oleh myo armband adalah sinyal dalam bentuk te-
gangan AC.
Sinyal EMG merupakan sinyal listrik dimana sinyal dari pere-
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kaman memiliki pola yang acak sesuai dengan kontraksi otot yang
terekam. Hal ini mengakibatkan pola sinyal setiap channel tidak
sama saat melakukan suatu gerakan. Contoh perbedaan pola sinyal
EMG pada sebuah gerakan dapat diamati pada Gambar 4.1 dan
4.2.
Gambar 4.1: Visualisasi RAW sinyal EMG gerakan angka 1
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Gambar 4.2: Visualisasi RAW sinyal EMG gerakan angka 2
Gambar 4.1 dan Gambar 4.2 merupakan visualisasi sinyal raw
EMG dari gerakan ’angka 1’ dan ’angka 2’. Masing-masing gambar
merepresentasikan karakteristik pola gerakan tersebut. Grafik raw
sinyal EMG yang tidak ditampilkan secara keseluruhan pada buku
ini untuk setiap gerakan yang diujikan. Untuk dapat membedakan
antara gerakan satu dengan gerakan yang lain tidak dapat dilihat
hanya dari karakteristik pola sinyal baik berdasarkan amplitudo ma-
upun frekuensi, karena sinyal EMG merupakan sinyal listrik yang
dihasilkan oleh otot. Sehingga bentuk dan pola sinyal yang ham-
pir sama untuk setiap gerakan yang dilakukan. Perbedaan bentuk
sinyal pada masing-masing gerakan yang diteliti dapat diamati ber-
dasarkan aktivasi channel yang merekam otot.
Sinyal EMG yang diperoleh pada saat perekaman berasal dari
keseluruhan area yang diberikan elektrode. Sebab proes kontraksi
dan relaksasi titap-tiap otot gerak pada area tertentu tidak ber-
samaan, maka sinyal yang ditangkap berbentuk sinyal acak. Hal
ini mengakibatkan pola sinyal setiap channel tidak sama saat me-
lakukan suatu gerakan. Sinyal yang tinggi menunjukkan adanya
36
aktivitas kontraksi otot seperti yang ditunjukkan pada Gambar 4.3
hingga Gambar 4.10.
Gambar 4.3: Visualisasi RAW sinyal EMG pada channel 1
Gambar 4.4: Visualisasi RAW sinyal EMG pada channel 2
Gambar 4.5: Visualisasi RAW sinyal EMG pada channel 3
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Gambar 4.6: Visualisasi RAW sinyal EMG pada channel 4
Gambar 4.7: Visualisasi RAW sinyal EMG pada channel 5
Gambar 4.8: Visualisasi RAW sinyal EMG pada channel 6
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Gambar 4.9: Visualisasi RAW sinyal EMG pada channel 7
Gambar 4.10: Visualisasi RAW sinyal EMG pada channel 8
Gambar 4.3 hingga Gambar 4.10 merupakan tampilan visual
grafik RAW sinyal EMG dari channel 1 hingga channel 8 pada satu
gerakan yang sama selama t detik. Sumbu y menunjukkan besar-
nya nilai amplitudo sinyal pada data tersebut, sedangkan sumbu x
menunjukkan urutan data yang dihasilkan selama waktu t. Kotak
merah menunjukkan aktivitas kontraksi otot pada channel terse-
but. Jika dibandingkan panjang kotak satu dengan kotak lainnya
berbeda-beda. Hal ini dikarenakan respon otot ketika melakukan
gerakan yang sama berbeda-beda sehingga mulai dan berakhirnya
kontraksi pada setiap otot juga berbeda-beda.
4.2.2 Pre-Processing
Proses yang dilakukam pada tahap pre-processing adalah pro-
ses absolute dan threshold. Proses absolute adalah memutlakkan
nilai sinyal atau mengubah semua sinyal menjadi positif sedangkan
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proses threshold menentukan besar nilai sinyal EMG yang dianggap
memiliki informasi penting terkait kontraksi otot. Pemilihan be-
sar nilai threshold dijelaskan pada BAB 3. Pemberian nilai absolut
dan threshold tidak merubah pola sinyal EMG. Hasil dari tahapan
proses pre-processing dapat diamati pada Gambar 4.11.
Gambar 4.11: Sinyal pada tahap pre-processing
Gambar 4.11 merupakan tahapan yang dilakukan pada pro-
ses pre-processing. Sumbu y menujukkan besarnya nilai amplitudo
sinyal pada data tersebut sedangkan sumbu x menunjukkan urut-
an data yang dihasilkan selama waktu t. Sinyal yang dihasilkan
oleh myo armband adalah sinyal dalam bentuk tegangan AC, se-
hingga sinyal yang dihasilkan mempunyai nilai positif dan negatif
seperti yang terlihat pada Gambar tersebut poin (a). Sinyal negatif
tidak dapat diproses. Untuk itu, nilai negatif perlu diabsolutkan
agar menjadi positif dan dapat diproses pada perhitungan mate-
matis metode time domain seperti yang terlihat pada gambar (b).
Hasil sinyal yang sudah diabsolutkan masih ada sinyal-sinyal yang
memiliki amplitudo kecil sebelum sinyal dengan amplitudo besar.
Hal ini dikarenakan sensor EMG merekam semua aktivitas otot ba-
ik pada saat berkontraksi maupun saat istirahat. Sinyal-sinyal kecil
tersebut dapat menutupi informasi ketika mendeteksi awal mulai
gerakan. Untuk mendeteksi awal dan akhir gerakan maka diaplika-
sikan sebuah nilai ambang batas (threshold). Pada penelitian ini,
nilai ambang batas yang digunakan adalah 20µV seperti yang telah
dijelaskan pada BAB 3. Hasil pengaplikasian nilai threshold dapat
dilihat pada gambar (c). Sinyal-sinyal dengan amplitudo kecil diba-
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wah 20µV diubah menjadi 0µV . Sehingga perbedaan antara awal
mulai gerakan sudah bisa dibedakan.
4.2.3 Ekstraksi Fitur
Data hasil pre-processing masih mengandung sedikit informasi.
Oleh karena itu, untuk meningkatkan akurasi dan mengurangi wak-
tu kalkulasi pada proses klasifikasi maka data-data tersebut perlu
diambil nilai-nilai fiturnya. Fitur yang digunakan dalam peneliti-
an Tugas Akhir ini adalah 4 fitur dari domain waktu yaitu MAV,
RMS, SSI dan VAR. Dalam satu waktu yang sama myo armband
menghasilkan delapan sinyal EMG, oleh karena itu ke-delapan si-
nyal EMG tersebut akan dikenai masing-masing 4 fitur. Sehingga
keluaran yang dihasilkan sebanyak 32 fitur pada masing-masing ge-
rakan. Contoh hasil ekstraksi fitur yang sudah dikelompokkan dapat
dilihat pada Gambar 4.12.
Gambar 4.12: Contoh hasil ekstraksi pada fitur MAV
Gambar 4.12 merupakan hasil dari pengelompokkan fitur pada
fitur MAV. Dari hasil pengelompokkan fitur tersebut apabila nilai
terbesar dan nilai terkecil dari setiap fitur pada channel yang sama
dapat diketahui range nilai fitur dari setiap kelas gerakan. Nilai
range untuk setiap kelas gerakan dapat diamati pada Gambar 4.13.
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Gambar 4.13: Rentang fitur MAV untuk klasifikasi
42
Gambar 4.13 merupakan nilai range fitur untuk setiap kelas ge-
rakan pada fitur MAV channel satu hingga channel delapan. Dari
gambar tersebut terlihat bahwa nilai range yang dimiliki oleh seti-
ap channel antar kelas gerakan sangat bervariatif dan range nilai
antar channel dalam satu gerakan juga sangat bervariatif. Hal ini
menunjukkan data memiliki persebaran yang cukup luas. Rentang
nilai fitur pada maing-masing fitur dapat diamati pada Lampiran
L2 yaitu Gambar L2.1, Gambar L2.2, Gambar L2.3 dan Gambar
L2.4.
Jika keempat fitur tersebut dibandingkan dan dilihat karakte-
ristik yang dihasilkan pada masing-masing fitur dari gerakan yang
sama, terlihat seperti pada Gambar 4.14 hingga Gambar 4.17. Gam-
bar 4.14 merupakan visualisai nilai pada fitur MAV. Gambar 4.15
merupakan visualisai nilai pada fitur RMS. Gambar 4.16 merupakan
visualisai nilai pada fitur VAR. Gambar 4.17 merupakan visualisai
nilai pada fitur SSI. Dari gambar tersebut dapat diamati bahwa se-
cara kasat mata pola untuk masing-masing fitur memiliki pola yang
sama meskipun besar nilai amplitudo untuk masing-masing fitur
berbeda-beda.
Gambar 4.14: Visualisasi nilai pada fitur MAV gerakan ’2’
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Gambar 4.15: Visualisasi nilai pada fitur RMS gerakan ’2’
Gambar 4.16: Visualisasi nilai pada fitur VAR gerakan ’2’
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Gambar 4.17: Visualisasi nilai pada fitur SSI gerakan ’2’
Sinyal EMG merupakan sinyal listrik otot dimana sinyal pada
perekaman memiliki pola yang acak sesuai dengan kontraksi otot
yang terekam. Sehingga pola fitur yang dihasilkan pada setiap ge-
rakan juga berbeda-beda sesuai dengan besar amplitudo dari kon-
traksi otot pada saat perekaman. Hal ini dapat diamati pada Gam-
bar 4.14 dan Gambar 4.18. Kedua gambar tersebut merupakan
grafik nilai pada fitur MAV dari gerakan yang berbeda. Dari ke-
dua grafik tersebut menunjukkan pola yang dihasilkan pada setiap
gerakan berbeda-beda.
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Gambar 4.18: Visualisasi nilai pada fitur MAV gerakan ’1’
4.3 Klasifikasi dan Hasil Pengujiannya
Pada tahap ini, fitur-fitur yang diperoleh pada tahap sebe-
lumnya diklasifikasikan menggunakan metode Naive Bayes. Karena
metode naive bayes termasuk ke dalam supervised learning maka
data dari fitur yang telah dikelompokkan dibagi menjadi data tra-
ining dan data testing. Data training berfungsi sebagai dataset
pembanding untuk menentukan prediksi kelas data baru yang be-
lum pernah ada. Pada penelitian ini menggunakan perbandingan
persentase data training dan testing sebesar 50:50. Jadi dari total
400 sampel sebanyak 200 data akan digunakan sebagai data training
dan 200 data sisanya akan digunakan sebagai data testing.
Pengklasifkiasian ini dilakukan untuk mengetahui apakah sis-
tem sudah memiliki kemampuan generalisasi yang baik dalam meng-
klasifikasikan data. Pada pengklasifikasian pertama, data training
akan digunakan sebagai data learning atau dataset pembanding dan
sebagai data uji sekaligus. Sedangkan pada pengklasifikasian kedua
data learning akan diuji menggunakan data baru yang tidak ada di
dalam dataset pembanding.
Data yang digunakan sebagai data training pada kolom tera-
khir akan diberikan ground truth atau label kelas yang digunakan
sebagai label pengenalan gerakan sesuai kelas gerakan. Pada pene-
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litian ini label yang diberikan mulai dari 0 hingga 19. Tabel untuk
label masing-masing kelas dapat dilihat pada Lampiran L1.
Salah satu metode yang dapat digunakan untuk mengukur ki-
nerja suatu metode klasifikasi adalah menggunakan confusion ma-
trix. Tabel 4.2 merupakan hasil dari klasifikasi data training yang
diujikan menggunakan data training disajikan dalam confusion ma-
trix. Dan Tabel 4.3 merupakan hasil dari klasifikasi data training
yang diujikan menggunakan data baru yang disajikan menggunakan
confussion matrix. Pada huruf a, b, c sampai dengan t mewakili ke-
las gerakan dari 0 sampai dengan 19. Baris pertama menunjukkan
prediction class atau kelas yang akan diprediksi. Kolom pertama
adalah actual class. Hasil yang didapat dalam proses klasifikasi di-
catat pada kolom-kolom dibawahnya. Kolom diagonal menunjukkan
jumlah gerakan yang diklasifikasikan benar atau sesuai dengan gro-
und truth.
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Tabel 4.2: Confusion matrix data training diujikan dengan data training
a b c d e f g h i j k l m n o p q r s t
a 10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
b 0 9 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
c 0 0 10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
d 0 0 0 10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
e 0 0 0 0 10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
f 0 0 0 0 0 8 1 0 0 0 0 0 1 0 0 0 0 0 0 0
g 0 0 0 0 0 0 9 1 0 0 0 0 0 0 0 0 0 0 0 0
h 0 0 0 0 0 0 3 7 0 0 0 0 0 0 0 0 0 0 0 0
i 0 0 0 0 0 2 0 1 7 0 0 0 0 0 0 0 0 0 0 0
j 0 0 0 0 0 0 0 0 0 10 0 0 0 0 0 0 0 0 0 0
k 0 0 0 0 0 0 0 0 0 0 10 0 0 0 0 0 0 0 0 0
l 0 0 0 0 0 0 0 0 0 0 1 9 0 0 0 0 0 0 0 0
m 0 0 0 0 0 1 0 0 0 0 0 0 9 0 0 0 0 0 0 0
n 0 0 0 0 0 0 0 0 0 0 0 0 0 8 0 0 1 1 0 0
o 0 0 0 0 0 0 0 0 0 0 0 0 0 0 10 0 0 0 0 0
p 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 10 0 0 0 0
q 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 7 0 0 0
r 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 9 0 0
s 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 10 0
t 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 10
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Tabel 4.3: Confusion matrix data training diujikan dengan data uji baru
a b c d e f g h i j k l m n o p q r s t
a 10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
b 0 10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
c 0 5 4 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
d 0 0 0 10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
e 0 0 0 0 10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
f 0 0 0 1 0 7 2 0 0 0 0 0 1 0 0 0 0 0 0 0
g 0 0 0 0 0 0 8 2 0 0 0 0 0 0 0 0 0 0 0 0
h 0 0 0 0 0 3 0 4 1 0 0 0 1 0 0 0 0 0 0 1
i 0 0 0 1 0 1 0 1 6 0 0 0 1 0 0 0 0 0 0 0
j 0 0 0 0 0 0 0 0 0 10 0 0 0 0 0 0 0 0 0 0
k 0 0 0 0 0 0 0 0 0 0 8 0 0 0 0 0 0 2 0 0
l 0 0 0 0 0 0 0 0 0 0 0 9 0 0 0 0 0 0 0 1
m 0 0 0 0 0 6 0 0 0 0 0 0 4 0 0 0 0 0 0 0
n 1 0 0 0 0 6 0 0 0 0 0 0 0 8 0 0 0 0 0 1
o 0 0 2 0 0 0 0 0 0 0 0 0 0 0 6 0 0 0 2 0
p 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 10 0 0 0 0
q 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 8 0 0 0
r 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 9 0 0
s 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 10 0
t 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 9
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Tabel 4.2 merupakan hasil klasifikasi dari data learning yang
menggunakan data training dan data uji menggunakan data training
yang disajikan dalam confussion matrix. Dari confussion matrix
tersebut terlihat masih ada data yang diprediksi salah oleh sistem,
yaitu sebanyak 18 data dari total 200 data. Berdasarkan confusion
matrix dapat diketahui bahwa kelas b yaitu gerakan ’2’ dikenali se-
bagai kelas c yaitu gerakan ’3’ sebanyak satu kali. Untuk dapat
menganalisa lebih dalam, maka dilakukan pencarian file untuk isya-
rat bahasa yang dikenali salah oleh sistem. Isyarat bahasa yang
dikenali salah adalah pada gerakan ’2’ data pertama yang dikenali
sebagai gerakan ’3’. Apabila kedua data divisualisasikan menggu-
nakan nilai MAV akan terlihat seperti Gambar 4.19. Gambar 4.19
merupakan grafik nilai fitur MAV yang dikenali salah oleh sistem
(a) beserta nilai fitur isyarat kata yang dikenalinya (b). Pada grafik
nilai fitur yang dikenali salah dengan grafik yang dikenali sebagai




Gambar 4.19: Grafik nilai fitur MAV pada isyarat ’2’ dan ’3’
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Sebenarnya sistem sudah bisa mengenali dengan benar yaitu
9 dari 10 sampel pada data testing untuk isyarat ’angka 2’. Dan
apabila dilihat nilai fitur gerakan tersebut, maka keduanya memiliki
kemiripan sebagaimana terlihat pada Gambar 4.20, sehingga kedu-
anya oleh sistem dikenali sebagai dua kelas yang sama.
Gambar 4.20: Visualisasi nilai pada fitur SSI gerakan ’2’
Dapat disimpulkan data yang dikenali salah tersebut dapat
terjadi karena sistem salah dalam memprediksi nilai data. Nilai data
yang mirip dengan kelas lain menyebabkan besar nilai probabilitas
pada gerakan lain juga lebih tinggi. Hal ini dapat disebabkan karena
gerakan yang diujikan cukup kompleks, sehingga ada nilai data pada
kelas lain yang lebih mirip. Nilai akurasi pada percobaan ini adalah
182 : 200 = 0.91X100% atau sebesar 91%.
Tabel 4.3 merupakan hasil klasifikasi dari data learning yang
menggunakan data training dan data uji menggunakan data baru
yang tidak ada dalam data training, disajikan dalam confussion ma-
trix. Dari confussion matrix tersebut terlihat masih ada data yang
diprediksi salah oleh sistem, yaitu sebanyak 40 data dari total 200
data. Data yang dikenali salah tersebut dapat terjadi karena sis-
tem salah dalam memprediksi nilai data. Hal ini dapat disebabkan
karena gerakan yang diujikan cukup kompleks, sehingga ada nilai
52
data pada kelas lain yang lebih mirip. Nilai akurasi pada percobaan
ini adalah 158 : 200 = 0.79X100% atau sebesar 80%. Hasil akurasi
pada percobaan pertama dan kedua dapat diamati pada Gambar
4.21.
Gambar 4.21: Perbandingan hasil akurasi dataset yang diujikan dengan
dataset dan data baru
Gambar 4.21 merupakan perbandingan hasil akurasi dari kla-
sifikasi data training yang diujikan menggunakan data training dan
hasil akurasi data training yang diujikan menggunakan data baru.
Nilai akurasi yang didapat dalam pengklasifikasian data training
yang diujikan menggunakan data training lebih besar dibandingk-
an dengan hasil akurasi pada pengklasifikasian data training yang
diujikan menggunakan data baru yaitu sebesar 91% dibandingkan
dengan 79%. Hal ini dapat terjadi karena data uji yang digunakan
pada percobaan pertama sudah ada di dalam dataset pembanding,
sistem digunakan untuk mengenali dirinya sendiri sehingga kemung-
kinan dikenali benar sangatlah besar. Sistem memiliki kemampuan
generalisasi yang baik dalam melakukan klasifikasi data sehingga
menghasilkan akurasi yang cukup besar pada kedua percobaan, ya-
itu 91% dan 79%.
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4.3.1 Pengujian terhadap perbandingan jumlah da-
ta training dan data testing
Pada pengujian sebelumnya dilakukan pengklasifikasian ter-
hadap data baru dimana data uji dan data learningnya memiliki
jumlah yang sama. Dari jumlah total 400 data dibagi secara me-
rata yaitu setengah untuk data training dan setengah untuk data
testing, diperoleh akurasi sebesar 80%. Pengujian akurasi yang dila-
kukan menggunakan perbandingan jumlah data training dan data
testing bertujuan untuk mengetahui jumlah perbandingan antara
data training dan data testing ideal yang digunakan pada proses
klasifikasi. Pengujian dilakukan dengan menambah jumlah sampel
pada data training dan mengurangi jumlah data testing. Dari total
400 data sampel, dibagi menjadi data training dan data testing se-
perti pada Tabel 4.4. Jumlah sampel yang dijadikan sebagai data
training pada setiap kelas gerakan memiliki jumlah yang sama.




Percobaan 1 40 360
Percobaan 2 80 320
Percobaan 3 120 280
Percobaan 4 160 240
Percobaan 5 200 200
Percobaan 6 240 160
Percobaan 7 280 120
Percobaan 8 320 80
Percobaan 9 360 40
Pada percobaan pertama sistem dilakukan proses pengenalan
dengan data training yang berjumlah 40 data terhadap data uji
berjumlah 360 data. Jumlah sampel yang digunakan sebagai data
training pada percobaan ini sebanyak 2 sampel pada setiap kelas-
nya. Sehingga total sampel pada data training adalah 40 sampel
(2 sampel dikali 20 kelas gerakan). Selanjutnya sistem digunakan
untuk mengenali data training yang berjumlah 80 data terhadap
data uji berjumlah 320 data. Jumlah sampel yang digunakan seba-
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gai data training berjumlah 4 sampel pada setiap kelasnya. Proses
pengklasifikasian dilakukan hingga jumlah sampel data training 360
sampel. Pada percobaan ketiga, jumlah sampel yang digunakan se-
bagai data training sebanyak 6 sampel pada setiap kelasnya. Pada
percobaan keempat, jumlah sampel yang digunakan sebagai data
training sebanyak 8 sampel pada setiap kelasnya. Pada percobaan
kelima, jumlah sampel yang digunakan sebagai data training se-
banyak 10 sampel pada setiap kelasnya. Pada percobaan keenam,
jumlah sampel yang digunakan sebagai data training sebanyak 12
sampel pada setiap kelasnya. Pada percobaan ketujuh, jumlah sam-
pel yang digunakan sebagai data training sebanyak 14 sampel pada
setiap kelasnya. Pada percobaan kedelapan, jumlah sampel yang
digunakan sebagai data training sebanyak 16 sampel pada setiap
kelasnya. Pada percobaan kesembilan, jumlah sampel yang digu-
nakan sebagai data training sebanyak 18 sampel pada setiap kelas-
nya. Hasil akurasi dari setiap pengklasifikasian dapat diamati pada
Gambar 4.22.
Gambar 4.22: Hasil akurasi terhadap perbandingan jumlah data trai-
ning dan data testing
Gambar 4.22 merupakan hasil akurasi dari setiap percobaan
pengklasifikasian mulai dari percobaan pertama hingga percobaan
sembilan. Pada percobaan pertama, pengklasifikasian menggunak-
an data training berjumlah 40 sampel memiliki akurasi yang paling
rendah, yaitu 44%. Pada data training tersebut memiliki 2 sampel
55
setiap kelasnya. Sehingga, hanya ada 2 variasi data pada setiap kelas
data. Percobaan kedua, pengklasifikasian menggunakan data trai-
ning berjumlah 80 sampel diperoleh akurasi 65%, meningkat 21%
dibandingkan dengan percobaan pertama. Data training yang digu-
nakan pada percobaan tersebut memiliki 4 sampel setiap kelasnya.
Sehingga, variasi data untuk setiap kelasnya ada 4. Pada percoba-
an ketiga, pengklasifikasian menggunakan data training berjumlah
120% diperoleh akurasi sebesar 68%. Data training yang digunakan
pada percobaan tersebut memiliki 6 sampel setiap kelasnya. Sehing-
ga, variasi data untuk setiap kelasnya ada 6. Pada percobaan keem-
pat, pengklasifikasian menggunakan data training berjumlah 160%
diperoleh akurasi sebesar 75%. Data training yang digunakan pada
percobaan tersebut memiliki 8 sampel setiap kelasnya. Sehingga,
variasi data untuk setiap kelasnya ada 8. Pada percobaan kelima,
pengklasifikasian menggunakan data training berjumlah 200% di-
peroleh akurasi sebesar 79%. Data training yang digunakan pada
percobaan tersebut memiliki 10 sampel setiap kelasnya. Sehingga,
variasi data untuk setiap kelasnya ada 10. Pada percobaan keenam,
pengklasifikasian menggunakan data training berjumlah 240% di-
peroleh akurasi sebesar 82%. Data training yang digunakan pada
percobaan tersebut memiliki 12 sampel setiap kelasnya. Sehingga,
variasi data untuk setiap kelasnya ada 12. Pada percobaan ketu-
juh, pengklasifikasian menggunakan data training berjumlah 280%
diperoleh akurasi sebesar 83%. Data training yang digunakan pada
percobaan tersebut memiliki 14 sampel setiap kelasnya. Sehingga,
variasi data untuk setiap kelasnya ada 14. Pada percobaan kedelap-
an, pengklasifikasian menggunakan data training berjumlah 320%
diperoleh akurasi sebesar 84%. Data training yang digunakan pada
percobaan tersebut memiliki 16 sampel setiap kelasnya. Sehingga,
variasi data untuk setiap kelasnya ada 16. Akurasi paling besar di-
peroleh pada saat jumlah data training 360 sampel, yaitu sebesar
85%. Jumlah sampel masing-masing kelas sebanyak 18 sampel. Se-
hingga ada 18 variasi data yang dimiliki pada masing-masing kelas
data.
Besar akurasi terus meningkat secara signifikan mulai dari data
training berjumlah 40 sampel hingga 200 sampel. Selanjutnya aku-
rasi meningkat secara konstan yaitu sebesar 1% pada setiap per-
cobaan. Pada percobaan tersebut akurasi telah mencapai tingkat
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yang optimal dimana akurasi yang diperoleh tidak mengalami pe-
ningkatan yang signifikan, yaitu pada data training yang jumlahnya
lebih besar dibandigkan dengan jumlah data testing. Dapat disim-
pulkan bahwa semakin banyak variasi data, maka tingkat akurasi
juga semakin meningkat. Jumlah data training harus lebih besar
jika dibandingkan dengan jumlah data testing hal ini dikarenakan
fungsi dari data training adalah sebagai representasi pengetahuan
yang akan digunakan untuk memprediksi kelas data baru yang be-
lum pernah ada. Untuk detail hasil percobaan 1 hingga percobaan 9
dapat diamati menggunakan confussion matrix yang terdapat pada
Lampiran L3.
4.3.2 Pengujian terhadap pengaruh fitur
Berdasarkan hasil pengklasifikasian sebelumnya pada perban-
dingan jumlah data training dan data testing sebesar 60:40 atau
pada data training berjumlah 240 dan data testing berjumlah 160,
yang menggunakan empat fitur, yaitu MAV, RMS, VAR dan SSI
menghasilkan akurasi sebesar 82%. Hasil dari klasifikasi menggu-
nakan empat fitur tersebut akan dibandingkan dengan hasil klasi-
fikasi menggunakan jumlah perbandingan data yang sama dan de-
ngan fitur yang kurang dari empat buah fitur. Pengujian ini bertu-
juan untuk melihat pengaruh fitur terhadap hasil klasifikasi. Dari
keempat fitur tersebut akan dilihat fitur manakah yang dapat me-
ningkatkan atau menurunkan akurasi. Pada percobaan pertama,
klasifikasi dilakukan dengan menghilangkan salah satu fitur kemu-
dian dilihat pengaruh fitur tersebut terhadap hasil akurasi. Pada
percobaan kedua, klasifikasi dilakukan dengan menghilangkan dua
buah fitur kemudian dilihat pengaruh fitur tersebut terhadap ha-
sil akurasi. Selanjutnya pada percobaan ketiga, klasifikasi dilakuk-
an menggunakan sebuah fitur saja kemudian dilihat pengaruh fitur
tersebut terhadap hasil akurasi. Kemudian hasil akurasi akan di-
bandingkan dengan hasil akurasi menggunakan empat fitur.
Jumlah perbandingan data training dan data testing yang ak-
an digunakan pada percobaan selanjutnya adalah menggunakan per-
bandingan 60:40 atau pada data training berjumlah 240 dan data
testing berjumlah 160. Menurut pengujian sebelumnya, hasil aku-
rasi yang dihasilkan pada perbandingan jumlah data ini sudah ideal
dan menghasilkan akurasi yang tinggi. Hasil dari pengujian tersebut
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ditampilkan pada Tabel 4.5, Tabel 4.6 dan Tabel 4.7.
Tabel 4.5: Hasil akurasi menggunakan 3 fitur
Percobaan Parameter Akurasi (%)
1 MAV RMS VAR 84
2 MAV RMS SSI 81
3 MAV VAR SSI 82
4 RMS VAR SSI 82
Tabel 4.5 merupakan hasil akurasi klasifikasi dengan menghi-
langkan sebuah fitur. Pada percobaan pertama, dilakukan penghi-
langan fitur SSI, sehingga fitur yang digunakan adalah fitur MAV,
RMS dan VAR. Dari pengklasifikasian tersebut diperoleh peningkat-
an hasil akurasi yaitu sebesar 2%. Hal ini menunjukkan bahwa fitur
SSI memiliki pengaruh sebesar 2% terhadap klasifikasi. Percobaan
kedua dilakukan dengan menghilangkan fitur VAR, sehingga fitur
yang digunakan adalah fitur MAV, RMS, dan SSI. Dari pengkla-
sifikasian tersebut diperoleh penurunan hasil akurasi yaitu sebesar
1%. Hal ini menunjukkan bahwa fitur VAR memiliki pengaruh se-
besar 1% terhadap klasifikasi. Percobaan ketiga dilakukan dengan
menghilangkan fitur RMS, sehingga fitur yang digunakan adalah fi-
tur MAV, VAR, dan SSI. Dari pengklasifikasian tersebut diperoleh
hasil akurasi yang tetap. Hal ini menunjukkan bahwa fitur RMS me-
miliki pengaruh sebesar 0%. Percobaan keempat dilakukan dengan
menghilangkan fitur MAV, sehingga fitur yang digunakan adalah fi-
tur RMS, VAR dan SSI. Dari pengklasifikasian tersebut diperoleh
akurasi yang tetap. Hal ini menunjukkan bahwa fitur MAV memiliki
pengaruh sebesar 0% terhadap klasifikasi.
Pada pengklasifikasian menggunakan tiga fitur diperoleh hasil
akurasi tertinggi dengan menggunakan fitur MAV, RMS dan VAR,
yaitu sebesar 84%. Hasil akurasi ini lebih tinggi jika dibandingkan
dengan hasil akurasi menggunakan 4 fitur yang mempunyai akurasi
sebesar 82%. Dapat disimpulkan bahwa penghilangan fitur SSI da-
pat meningkatkan akurasi. Parameter MAV dan RMS tidak memi-
liki pengaruh besar terhadap klasifikasi. Parameter yang memiliki
pengaruh terbesar adalah fitur VAR yaitu sebesar 1.0% yang apa-
bila fitur ini dihilangkan dapat mengakibatkan penurunan akurasi.
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Tabel 4.6: Hasil akurasi menggunakan 2 fitur
Percobaan Parameter Akurasi (%)
1 MAV RMS 84
2 MAV VAR 85
3 MAV SSI 80
4 RMS VAR 83
5 RMS SSI 81
6 VAR SSI 82
Tabel 4.6 merupakan hasil akurasi klasifikasi dengan menggu-
nakan dua buah fitur. Pada percobaan pertama, dilakukan dengan
menghilangkan fitur VAR dan SSI, sehingga fitur yang digunakan
untuk klasifikasi adalah fitur MAV dan RMS. Hasil akurasi yang
diperoleh pada percobaan tersebut naik sebesar 2% menjadi 84%.
Pada percobaan kedua, dilakukan dengan menghilangkan fitur RMS
dan SSI, sehingga fitur yang digunakan adalah fitur MAV dan VAR.
Hasil akurasi yang diperoleh pada percobaan tersebut meningkat se-
besar 3% menjadi 85%. Percobaan ketiga dilakukan dengan meng-
hilangkan fitur RMS dan VAR sehingga fitur yang digunakan adalah
fitur MAV dan SSI. Hasil akurasi yang diperoleh menurun sebesar
2.0% menjadi 80%. Percobaan keempat dilakukan dengan menghi-
langkan fitur MAV dan SSI sehingga fitur yang digunakan adalah fi-
tur RMS dan VAR. Hasil akurasi yang diperoleh meningkat sebesar
1.0% menjadi 83%. Percobaan kelima dilakukan dengan menghi-
langkan fitur MAV dan VAR, sehingga fitur yang digunakan adalah
RMS dan SSI. Hasil akurasi yang diperoleh menurun sebanyak 1%
menjadi 81%. Pada percobaan keenam dilakukan penghilangan fi-
tur MAV dan RMS, sehingga fitur yang digunakan adalah fitur VAR
dan SSI. Hasil akurasi yang diperoleh tetap, yaitu sebesar 82%.
Pada pengklasifikasian menggunakan dua buah fitur diperoleh
hasil akurasi tertinggi dengan menggunakan fitur MAV dan VAR,
yaitu sebesar 85%. Hasil akurasi ini lebih tinggi jika dibandingkan
dengan hasil akurasi menggunakan 4 fitur yang mempunyai akura-
si sebesar 82%. Dari percobaan 1 sampai 6 dapat diketahui bah-
wa penggunaan fitur SSI pada semua percobaan rata-rata menga-
lami penurunan akurasi. Sedangkan penggunaan fitur VAR pada
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semua percobaan rata-rata dapat meningkatkan akurasi. Dapat di-
simpulkan bahwa parameter yang memiliki pengaruh terbesar da-
lam peningkatan akurasi adalah fitur VAR. Penghilangan fitur VAR
berakibat pada penurunan akurasi.
Tabel 4.7: Hasil akurasi menggunakan 1 fitur





Tabel 4.7 merupakan hasil akurasi klasifikasi dengan menggu-
nakan sebuah fitur. Pada percobaan pertama, dilakukan pengklasifi-
kasian menggunakan fitur MAV diperoleh hasil akurasi sebesar 81%.
Pada percobaan kedua, dilakukan pengklasifikasian menggunakan
fitur RMS diperoleh hasil akurasi sebesar 84%. Pada percobaan
ketiga, dilakukan pengklasifikasian menggunakan fitur VAR dipero-
leh hasil akurasi sebesar 82%. Pada percobaan keempat, dilakukan
pengklasifikasian menggunakan fitur SSI diperoleh hasil akurasi se-
besar 80%. Urutan tingkat akurasi mulai dari yang terbesar hingga
terkecil adalah pada fitur RMS, VAR, MAV dan SSI yaitu sebesar
84%, 82%, 81% dan 80%. Sistem yang dilakukan proses pengklasi-





Dalam tugas akhir ini dibahas mengenai pengklasifikasian si-
nyal EMG dari gerakan bahasa isyaratt Indonesia menggunakan
metode klasifikasi Naive Bayes. Berdasarkan hasil pengujian dan
performa yang didapatkan, kesimpulan yang dapat diambil adalah
sebagai berikut :
1. Pengklasifikasian data training yang diujikan dengan data tra-
ining memiliki kemungkinan dikenali yang lebih besar yaitu
dengan akurasi 91% dibandingkan dengan hasil akurasi da-
ri pengklasifikasian data training yang diujikan dengan data
baru yaitu sebesar 79%.
2. Pada pengujian terhadap perbandingan jumlah data training
dan data testing menunjukkan jumlah perbandingan data tra-
ining yang optimal digunakan untuk klasifikasi adalah ≥ 50%
dari total data sampel karena menunjukkan nilai akurasi yang
lebih baik dimana berada pada rata-rata 80%.
3. Pada pengujian klasifikasi menggunakan tiga buah fitur dipe-
roleh hasil akurasi tertinggi dengan menggunakan fitur MAV,
RMS dan VAR, yaitu sebesar 84% dan hasil akurasi terendah
dengan menggunakan fitur MAV, RMS dan SSI, yaitu sebesar
81%. Fitur yang paling berpengaruh terhadap hasil akurasi
adalah fitur VAR. Menghilangkan fitur VAR dapat mengaki-
batkan penurunan akurasi sebesar 1%. Penghilangan fitur SSI
dapat meningkatkan akurasi sebesar 2%.
4. Pada pengujian klasifikasi menggunakan dua fitur diperoleh
hasil akurasi tertinggi dengan menggunakan fitur MAV dan
VAR, yaitu sebesar 85% dan hasil akurasi terendah dengan
menggunakan fitur MAV dan SSI, yaitu sebesar 80%.
5. Hasil akurasi dari pengklasifikasian menggunakan sebuah fitur
saja sudah cukup tinggi, yaitu diatas 80%. Urutan tingkat
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akurasi mulai dari yang terbesar hingga terkecil adalah pada
fitur RMS, VAR, MAV, dan SSI, yaitu sebesar 84%, 82%, 81%
dan 80%.
5.2 Saran
Demi pengembangan lebih lanjut mengenai tugas akhir ini,
disarankan beberapa langkah lanjutan sebagai berikut :
1. Penambahan jumlah sampel pada setiap gerakan untuk me-
ningkatkan variasi data
2. Proses klasifikasi dilakukan secara real-time sehingga dapat




[1] D. P. Nasional, Kamus Sistem Isyarat Bahasa Indonesia. No. 3,
2001. (Dikutip pada halaman ix, 7, 8).
[2] R. A. E. Freixo, “Electromyography and inertial sensor-based
gesture detection and control,” 2015. (Dikutip pada halaman
ix, 12).
[3] J. Taylor, “Real-time translation of american sign language
using wearable technology,” 2016. (Dikutip pada halaman ix,
13).
[4] A. Ganiev, H.-S. Shin, and K.-H. Lee, “Study on virtual control
of a robotic armband for the self-manipulation of a hand am-
putee,” International Journal of Applied Engineering Research,
vol. 11, no. 2, pp. 775–782, 2016. (Dikutip pada halaman ix,
15).
[5] J. G. Abreu, J. M. Teixeira, L. S. Figueiredo, and V. Teichri-
eb, “Evaluating sign language recognition using the myo arm-
band,” in 2016 XVIII Symposium on Virtual and Augmented
Reality (SVR), pp. 64–70, June 2016. (Dikutip pada halaman
1, 29).
[6] P. Paudyal, A. Banerjee, and S. K. Gupta, “Sceptre: A per-
vasive, non-invasive, and programmable gesture recognition te-
chnology,” in Proceedings of the 21st International Conference
on Intelligent User Interfaces, IUI ’16, (New York, NY, USA),
pp. 282–293, ACM, 2016. (Dikutip pada halaman 1).
[7] Klastering suara berdasarkan gender dengan ekstraksi ciri
berbasis domain waktu, 2012. No citations.
[8] Gesture Based Universal Controller Using EMG Signals, 2014.
(Dikutip pada halaman 8).
[9] R. H. Chowdhury, M. B. I. Reaz, M. A. B. M. Ali, A. A. A. Ba-
kar, K. Chellappan, and T. G. Chang, “Surface electromyogra-
phy signal processing and classification techniques,” Sensors,
63
vol. 13, no. 9, pp. 12431–12466, 2013. (Dikutip pada halaman
8, 10).
[10] Tinjauan Aplikasi Elektromiografi Dalam Ergonomi, 2008.
(Dikutip pada halaman 9).
[11] Letak Elektroda Elektromiografi pada Upper Extremity
Muscle, 2014. (Dikutip pada halaman 11, 12).
[12] MuMYO-Evaluating and Exploring the MYO Armband for
Musical Interaction, 2015. (Dikutip pada halaman 16).
[13] M. Irfan, W. Caesarendra, and M. Ariyanto, “Studi klasifikasi
tujuh gerakan tangan sinyal electromyography (emg) menggu-
nakan metode pattern recognition,” Jurnal Teknik Mesin S-1
Undip, vol. 4, no. 3, pp. 307–316, 2016. (Dikutip pada halaman
17, 18, 29).
[14] R. E. Putri, Suparti, and R. Rahmawati, “Perbandingan me-
tode klasifikasi naive bayes dan k-nearest neighbor pada anali-
sis data status kerja di kabupaten demak tahun 2012,” Jurnal





Daftar Kode Kelas Pada Setiap Gerakan yang Digunakan
Pada Confusion Matrix
Tabel L1. 1: Daftar kode kelas























Rentang Fitur Pada Setiap Kelas Gerakan yang Digunakan Untuk Klasifikasi
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Gambar L2. 1: Rentang fitur MAV untuk klasifikasi
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Gambar L2. 2: Rentang fitur RMS untuk klasifikasi
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Gambar L2. 3: Rentang fitur VAR untuk klasifikasi
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Gambar L2. 4: Rentang fitur SSI untuk klasifikasi
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L3. LAMPIRAN III
Tingkat Keberhasilan Pengenalan Gerakan Pada Tiap Perbandingan Jumlah Data
Training-Testing
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Tabel L3. 2: Confusion matrix menggunakan data training 40 dan data testing 360
a b c d e f g h i j k l m n o p q r s t
a 18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
b 0 17 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
c 0 1 17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
d 0 14 3 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
e 0 0 3 0 15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
f 0 0 0 0 0 3 11 3 0 0 0 0 1 0 0 0 0 0 0 0
g 0 0 0 0 0 2 15 1 0 0 0 0 0 0 0 0 0 0 0 0
h 0 0 0 0 0 0 17 1 0 0 0 0 0 0 0 0 0 0 0 0
i 0 1 0 0 1 0 13 3 0 0 0 0 0 0 0 0 0 0 0 0
j 0 0 4 0 0 0 0 0 0 14 0 0 0 0 0 0 0 0 0 0
k 1 0 0 0 0 0 1 0 0 1 6 0 0 2 0 0 0 7 0 0
l 0 0 1 0 0 0 0 0 0 11 2 4 0 0 0 0 0 0 0 0
m 2 0 0 0 0 0 9 7 0 0 0 0 0 0 0 0 0 0 0 0
n 9 0 0 0 0 0 0 0 0 0 0 0 0 6 0 0 0 3 0 0
o 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 17 0
p 7 0 0 0 0 0 9 0 0 0 0 0 0 0 0 2 0 0 0 0
q 3 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 9 4 0 0
r 5 0 0 0 0 0 2 0 0 0 0 0 0 3 0 0 0 8 0 0
s 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 18 0
t 0 0 1 0 0 0 7 0 0 4 0 0 0 1 0 0 0 0 0 5
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Tabel L3. 3: Confusion matrix menggunakan data training 80 dan data testing 320
a b c d e f g h i j k l m n o p q r s t
a 15 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
b 0 16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
c 0 4 12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
d 0 0 1 15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
e 0 1 3 1 11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
f 0 0 0 1 0 9 1 0 3 0 0 0 2 0 0 0 0 0 0 0
g 0 0 0 1 0 5 8 2 0 0 0 0 0 0 0 0 0 0 0 0
h 0 0 0 0 0 2 6 5 2 0 0 1 0 0 0 0 0 0 0 0
i 0 0 0 0 0 1 0 3 10 0 0 0 2 0 0 0 0 0 0 0
j 0 0 0 0 0 0 0 0 0 16 0 0 0 0 0 0 0 0 0 0
k 0 0 0 2 0 0 0 0 0 0 7 0 0 0 0 0 0 7 0 0
l 0 0 0 1 0 0 0 0 0 2 5 8 0 0 0 0 0 0 0 0
m 0 0 0 2 0 0 0 2 8 0 0 0 4 0 0 0 0 0 0 0
n 2 0 0 0 0 0 0 0 0 0 1 0 0 8 0 0 0 5 0 0
o 0 0 0 0 0 0 0 0 0 0 0 0 0 0 16 0 0 0 0 0
p 0 0 0 0 0 0 1 3 0 0 0 0 0 2 0 2 1 7 0 0
q 0 0 0 0 0 0 0 0 0 0 0 0 0 5 0 0 9 2 0 0
r 0 0 0 0 0 0 0 0 0 0 0 0 0 2 1 0 0 13 0 0
s 0 0 0 0 0 0 0 0 0 2 0 0 0 0 1 0 0 0 13 0
t 0 0 0 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 11
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Tabel L3. 4: Confusion matrix menggunakan data training 120 dan data testing 280
a b c d e f g h i j k l m n o p q r s t
a 9 0 0 0 0 0 0 0 0 0 0 0 0 2 2 0 0 1 0 0
b 0 14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
c 0 0 14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
d 0 0 1 13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
e 0 0 1 0 13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
f 0 0 0 0 0 8 1 1 3 0 0 0 1 0 0 0 0 0 0 0
g 0 0 0 1 0 5 5 3 0 0 0 0 0 0 0 0 0 0 0 0
h 0 0 0 0 0 2 5 2 4 0 1 0 0 0 0 0 0 0 0 0
i 0 0 0 0 0 2 0 2 9 0 0 0 1 0 0 0 0 0 0 0
j 0 0 0 0 0 0 0 0 0 14 0 0 0 0 0 0 0 0 0 0
k 0 0 0 0 0 0 0 0 0 1 9 0 0 0 0 0 0 4 0 0
l 0 0 0 0 0 0 0 0 0 0 5 9 0 0 0 0 0 0 0 0
m 0 0 0 2 0 1 0 0 9 0 0 0 2 0 0 0 0 0 0 0
n 1 0 0 0 0 0 0 0 0 0 1 0 0 10 1 0 0 1 0 0
o 0 0 0 0 0 0 0 0 0 0 0 0 0 0 14 0 0 0 0 0
p 0 0 0 0 0 0 0 1 0 0 2 0 0 5 0 6 0 0 0 0
q 0 0 0 0 0 0 0 0 0 0 1 0 0 5 0 0 8 0 0 0
r 0 0 0 0 0 0 0 0 0 0 1 0 0 2 0 0 0 11 0 0
s 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 13 0
t 0 0 0 4 0 0 0 0 0 0 0 0 0 0 2 0 0 0 1 7
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Tabel L3. 5: Confusion matrix menggunakan data training 160 dan data testing 240
a b c d e f g h i j k l m n o p q r s t
a 8 0 0 0 0 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0
b 0 10 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
c 0 0 12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
d 0 0 1 11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
e 0 0 1 0 11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
f 0 0 0 0 0 7 1 1 1 0 0 0 2 0 0 0 0 0 0 0
g 0 0 0 0 0 5 4 3 0 0 0 0 0 0 0 0 0 0 0 0
h 0 0 0 0 0 2 4 5 1 0 0 0 0 0 0 0 0 0 0 0
i 0 0 0 0 0 1 0 1 10 0 0 0 0 0 0 0 0 0 0 0
j 0 0 0 0 0 0 0 0 0 12 0 0 0 0 0 0 0 0 0 0
k 0 0 0 0 0 0 0 0 0 1 8 0 0 2 0 0 0 1 0 0
l 0 0 0 0 0 0 0 0 0 3 2 7 0 0 0 0 0 0 0 0
m 0 0 0 1 0 1 0 0 2 0 0 0 8 0 0 0 0 0 0 0
n 0 0 0 0 0 0 0 0 0 0 1 0 0 9 0 0 2 0 0 0
o 0 0 0 0 0 0 0 0 0 0 0 0 0 0 12 0 0 0 0 0
p 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 9 0 0 0 0
q 0 0 0 0 0 0 0 0 0 0 0 0 0 4 0 0 8 0 0 0
r 0 0 0 0 0 0 0 0 0 0 2 0 0 2 0 0 0 8 0 0
s 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 12 0
t 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 10
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Tabel L3. 6: Confusion matrix menggunakan data training 200 dan data testing 200
a b c d e f g h i j k l m n o p q r s t
a 10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
b 0 10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
c 0 5 4 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
d 0 0 0 9 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
e 0 0 0 0 10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
f 0 0 0 1 0 6 3 0 0 0 0 0 0 0 0 0 0 0 0 0
g 0 0 0 0 0 0 8 2 0 0 0 0 0 0 0 0 0 0 0 0
h 0 0 0 0 0 2 0 5 1 0 0 0 1 0 0 0 0 0 0 1
i 0 0 0 1 0 2 0 1 5 0 0 0 1 0 0 0 0 0 0 0
j 0 0 0 0 0 0 0 0 0 10 0 0 0 0 0 0 0 0 0 0
k 0 0 0 0 0 0 0 0 0 0 8 0 0 0 0 0 0 2 0 0
l 0 0 0 0 0 0 0 0 0 0 0 9 0 0 0 0 0 0 0 1
m 0 0 0 0 0 6 0 0 0 0 0 0 4 0 0 0 0 0 0 0
n 1 0 0 0 0 0 0 0 0 0 0 0 0 8 0 0 0 0 0 1
o 0 0 2 0 0 0 0 0 0 0 0 0 0 0 6 0 0 0 2 0
p 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 10 0 0 0 0
q 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 8 0 0 0
r 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 9 0 0
s 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 10 0
t 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 9
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Tabel L3. 7: Confusion matrix menggunakan data training 240 dan data testing 160
a b c d e f g h i j k l m n o p q r s t
a 8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
b 0 8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
c 0 3 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
d 0 0 0 7 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
e 0 0 0 0 8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
f 0 0 0 1 0 5 2 0 0 0 0 0 0 0 0 0 0 0 0 0
g 0 0 0 0 0 0 6 2 0 0 0 0 0 0 0 0 0 0 0 0
h 0 0 0 0 0 1 0 5 1 0 0 0 1 0 0 0 0 0 0 0
i 0 0 0 1 0 2 0 0 4 0 0 0 1 0 0 0 0 0 0 0
j 0 0 0 0 0 0 0 0 0 8 0 0 0 0 0 0 0 0 0 0
k 0 0 0 0 0 0 0 0 0 0 6 0 0 0 0 0 0 2 0 0
l 0 0 0 0 0 0 0 0 0 0 0 8 0 0 0 0 0 0 0 0
m 0 0 0 0 0 2 0 0 0 0 0 0 6 0 0 0 0 0 0 0
n 1 0 0 0 0 0 0 0 0 0 0 0 0 5 0 0 1 0 0 1
o 0 0 1 0 0 0 0 0 0 0 0 0 0 0 4 0 0 1 2 0
p 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 8 0 0 0 0
q 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 7 0 0 0
r 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 7 0 0
s 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 8 0
t 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 8
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Tabel L3. 8: Confusion matrix menggunakan data training 280 dan data testing 120
a b c d e f g h i j k l m n o p q r s t
a 6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
b 0 6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
c 0 1 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
d 0 0 0 5 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
e 0 0 0 0 6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
f 0 0 0 1 0 4 1 0 0 0 0 0 0 0 0 0 0 0 0 0
g 0 0 0 0 0 0 3 3 0 0 0 0 0 0 0 0 0 0 0 0
h 0 0 0 0 0 0 0 4 1 0 0 0 1 0 0 0 0 0 0 0
i 0 0 0 1 0 0 0 0 3 0 0 0 2 0 0 0 0 0 0 0
j 0 0 0 0 0 0 0 0 0 6 0 0 0 0 0 0 0 0 0 0
k 0 0 0 0 0 0 0 0 0 0 5 0 0 0 0 0 0 1 0 0
l 0 0 0 0 0 0 0 0 0 0 0 6 0 0 0 0 0 0 0 0
m 0 0 0 0 0 3 0 0 0 0 0 0 3 0 0 0 0 0 0 0
n 0 0 0 0 0 0 0 0 0 0 0 0 0 4 0 0 2 0 0 0
o 0 0 1 0 0 0 0 0 0 0 0 0 0 0 4 0 0 1 0 0
p 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 6 0 0 0 0
q 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 6 0 0 0
r 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 5 0 0
s 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 6 0
t 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 6
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Tabel L3. 9: Confusion matrix menggunakan data training 320 dan data testing 80
a b c d e f g h i j k l m n o p q r s t
a 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
b 0 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
c 0 1 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
d 0 0 0 3 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
e 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
f 0 0 0 0 0 3 1 0 0 0 0 0 0 0 0 0 0 0 0 0
g 0 0 0 0 0 0 3 1 0 0 0 0 0 0 0 0 0 0 0 0
h 0 0 0 0 0 0 0 2 1 0 0 0 1 0 0 0 0 0 0 0
i 0 0 0 0 0 0 0 0 2 0 0 0 2 0 0 0 0 0 0 0
j 0 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0
k 0 0 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0 0 0 0
l 0 0 0 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0 0 0
m 0 0 0 0 0 2 0 0 0 0 0 0 2 0 0 0 0 0 0 0
n 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 2 0 0 0
o 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 0 0 0 0 0
p 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 0 0 0 0
q 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 0 0 0
r 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 3 0 0
s 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 0
t 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4
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Tabel L3. 10: Confusion matrix menggunakan data training 360 dan data testing 40
a b c d e f g h i j k l m n o p q r s t
a 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
b 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
c 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
d 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
e 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
f 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0
g 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0
h 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0
i 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0
j 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0
k 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0
l 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0
m 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0
n 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0
o 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0
p 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0
q 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0
r 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0
s 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0
t 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2
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