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Abstract
Computational statistics, including methods such as Markov chain Monte Carlo (MCMC),
bootstrap, approximate Bayesian computation, is an important part in modern statistics
and has been widely used in many areas, such as Bayesian statistics, computational biol-
ogy, and computational physics. In this thesis, we study three problems: improvement of
the efficiency for the EM algorithm and the MCMC method, and statistical analysis for
heterogeneous networks.
The expectation-maximization (EM) algorithm is widely used in computing the maxi-
mum likelihood estimates when the observations can be viewed as incomplete data. However,
the convergence rate of the EM algorithm can be slow especially when a large portion of
the data is missing. In Chapter 2, we propose the multiset EM algorithm that can help the
convergence of the EM algorithm. The key idea is to augment the system with a multiset
of the missing component, and construct an appropriate joint distribution of the augmented
complete data. We demonstrate that the multiset EM algorithm can outperform the EM
algorithm, especially when EM has difficulties in convergence and the E-step involves Monte
Carlo approximation.
The multiset sampler proposed by Leman et al. (2009) has been shown to be an effec-
tive algorithm to sample from complex multimodal distributions, but the multiset sampler
requires that the parameters in the target distribution can be divided into two parts: the
parameters of interest and the nuisance parameters. In Chapter 3, we propose a new self-
multiset sampler (SMSS) which extends the multiset sampler to distributions without nui-
sance parameters. We also generalize our method to distributions with unbounded or infinite
ii
support. Numerical results show that the SMSS and its generalization have a substantial
advantage in sampling multimodal distributions compared to the ordinary Markov chain
Monte Carlo algorithm and some popular variants.
Heterogeneous networks are useful for modeling complex systems, which consist of differ-
ent types of objects. However, there are limited statistical models to deal with heterogeneous
networks. In Chapter 4, we propose a statistical model for community detection in heteroge-
neous networks. To allow heterogeneity in the data and the content dependent property of
the pairwise relationship, we formulate the heterogeneous version of the mixed membership
stochastic blockmodel. We also apply a variational algorithm for posterior inference. We
demonstrate the advantage of the proposed method, in modeling overlapping communities
and multiple memberships, through simulation studies and applications to the DBLP data.
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Chapter 1
Introduction
1.1 Statistical Algorithms Using Multisets
The Markov chain Monte Carlo (MCMC) methods are widely used in statistics, biology,
engineering and physics for solving scientific computing problems. Among all kinds of the
MCMC algorithms, the Metropolis-Hastings (M-H) algorithm is the most well-known. How-
ever, the M-H algorithm can easily get trapped in a local mode because of the stickiness
of the samples. To solve this problem, several variants of the MCMC methods have been
proposed. One of them is based on the idea of multiset augmentation, the multiset sampler
(MSS), proposed by Leman et al. (2009).
When the parameters in the target distribution can be divided into two parts, the inter-
ested parameters X and the nuisance parameters Y , the MSS augments the system with a
multiset of the nuisance parameters and constructs a joint distribution on the augmented
system. A Markov chain is simulated from the augmented system whose marginal distribu-
tion of the interested parameters is the same as that of the target distribution. Due to the
constructed distribution on the multiset, the multiset can move in the sample space more
easily instead of getting stuck in the local mode. Chen (2012) also showed that the MSS
with multiset size larger than one has a faster convergence rate than the standard MCMC
method.
On the other hand, the expectation-maximization (EM) algorithm, which is closely con-
nected to data augmentation (Tanner and Wong, 1987), is a common algorithm used in com-
puting the maximum likelihood estimates when the observations can be viewed as incomplete
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data. The EM algorithm shares the same incomplete-data scheme with data augmentation,
and data augmentation can be viewed as a stochastic generalization of the EM algorithm
(Liu and Wu, 1999). However, the convergence rate of the EM algorithm can be slow espe-
cially when a large portion of the data is missing. Due to the close connection between EM
and data augmentation, we expect that the multiset idea should be able to be applied to the
missing component in the EM algorithm to improve the convergence of the EM algorithm
as well. In Chapter 2, we incorporate the multiset idea into EM and develop the multiset
EM algorithm. The key idea is to augment the system with a multiset of the missing com-
ponent, and construct an appropriate joint distribution of the augmented complete data. In
this way, the extra information captured by the augmented missing component can help the
convergence of the EM algorithm.
Although the MSS can help the sample jump out of the local mode and explore the sample
space more freely, there are two restrictions about the MSS. First, it is not suitable when
the target distribution does not have the two parts of parameters or all of the parameters
in the distribution are of interest. Although Leman et al. (2009) suggested a way to recover
the marginal of Y from the sample, the estimate is very crude. The other restriction is
that the MSS can only be used in the cases that the nuisance parameters are discrete with
finite support or continuous on a bounded set. The generalized multiset sampler (GMSS)
proposed by Kim and MacEachern (2015) generalized the MSS to unbounded infinite space.
They also proposed a method to improve the estimations involving the nuisance parameter
Y . However, GMSS still can not provide a random sample from the joint target distribution.
To deal with the limitations of the MSS, we propose a new self-multiset sampler (SMSS) in
Chapter 3, which extends the MSS to distributions without the nuisance parameters. We
also generalize our method to distributions with unbounded or infinite support. The value
of our methods is demonstrated through simulation studies and real data examples.
2
1.2 Statistical Inference of Heterogeneous Networks
In today’s world, there are many complex systems which consist of different types of ob-
jects interacting with each other. The examples include the Facebook network, the health-
care network, the bibliography network and so on. Therefore, heterogeneous networks are
required to model such complex systems. Also, compared with homogeneous network, hetero-
geneous network contains more information. However, there are limited statistical methods
to deal with the heterogeneous network. Most of the current statistical tools focus on the
homogeneous network only.
We are interested in the clustering/community detection problem in heterogeneous net-
works. There are several existing statistical methods of clustering for homogeneous networks,
including the stochastic blockmodel (Nowicki and Snijders, 2001), the latent space model
(Handcock et al., 2007) and the mixed membership stochastic blockmodel (Airoldi et al.,
2008). Sengupta and Chen (2015) generalized the stochastic blockmodel to heterogeneous
network and demonstrated through numerical studies that the extra information carried
by the heterogeneous network helps to achieve a better clustering performance than the
homogeneous network.
However, both the homogeneous and heterogeneous version of the stochastic blockmodels
assume each object belongs to a unique cluster. This assumption may not be true under
some circumstances. For example, authors may write papers in different research areas
when cooperating with different authors; The proteins may show different functions when
interacting with different proteins. To deal with this limitation, we are appealing to the
mixed membership stochastic blockmodel, which allows objects to show different functional
contexts when interacting with different objects. In Chapter 4, we propose the statistical
framework of the heterogeneous version mixed membership stochastic blockmodel. Varia-
tional EM algorithm is employed to find the approximate posterior distribution of latent
memberships and the estimate of hyperparameters. Simulation studies and an analysis of
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the DBLP data show the advantage of the proposed method.
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Chapter 2
The Multiset EM Algorithm
2.1 Introduction
The EM algorithm (Dempster et al., 1977), along with many of its variations, such as the
MCEM algorithm (Wei and Tanner, 1990), the ECM algorithm (Meng and Rubin, 1993),
and the PX-EM algorithm (Liu et al., 1998), is a useful tool for finding the maximum
likelihood estimates (MLEs) in incomplete data problems. The EM algorithm has some nice
properties, including its easy implementation and numerical stability. However, sometimes
the EM algorithm is slow to converge. Dempster et al. (1977) showed that the rate of
convergence of the EM algorithm is linear and depends on the fraction of information loss
due to incompleteness of the data.
There is a close connection between the EM algorithm and the data augmentation strat-
egy proposed by Tanner and Wong (1987). Data augmentation shares the same incomplete-
data scheme with the EM algorithm, and it can be viewed as a stochastic generalization of
the EM algorithm (Liu and Wu, 1999). A more general data augmentation scheme, called
the multiset sampler (MSS), was proposed in Leman et al. (2009). The MSS augments the
system with a multiset of the nuisance parameters, and the standard data augmentation is
the MSS with multiset size one. The MSS has been shown to improve the convergence of
the data augmentation scheme in many examples (Leman et al., 2009).
Because of the close connection between EM and data augmentation, we expect that the
multiset idea should be able to be applied to the missing component in the EM algorithm
and improve the convergence of the EM algorithm as well. In this chapter, we incorporate
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the multiset idea into EM and develop the multiset EM algorithm. We augment the data
with a multiset of the missing component and construct a proper joint distribution on the
augmented complete data. Then the standard EM scheme can be implemented on the
augmented system. We will show that the multiset EM can aid the convergence of the
standard EM in several examples. In practice, although the multiset EM can converge in
fewer number of iterations, it may take longer computation time than the standard EM
due to the additional computation cost in the E-step. However, when the standard EM
has difficulties in convergence and the E-step itself involves Monte Carlo approximation, the
multiset EM can outperform the EM algorithm.
This chapter is organized as follows. Section 2.2 describes the multiset EM algorithm,
and its convergence property is provided in Section 2.3. Section 2.4 discusses about some
computation issues about the multiset EM algorithm and Section 2.5 gives several numerical
examples. Section 2.6 concludes with a discussion.
2.2 The Multiset EM
Suppose Yobs is the set of observed data with log-likelihood log p(Yobs|θ) depending on
parameter θ. The objective is to find the MLE θMLE, which maximizes log p(Yobs|θ). When
direct maximization of log p(Yobs|θ) over θ is difficult, the EM algorithm augments Yobs
to a set of complete data Ycom, which has log-likelihood log p(Ycom|θ). We write Ycom =
(Yobs, Ymis), where Ymis denotes the missing or unobserved data. Starting with an initial
guess θ0 of θ, the EM algorithm gives an iterative way to maximize log p(Yobs|θ) using an
expectation (E) step and a maximization (M) step at each iteration. At iteration t, suppose
the current value of θ is θt, the EM algorithm updates θt as follows:
• E-step: Calculate the expected log-likelihood of complete data with respect to the
conditional distribution p(Ymis|Yobs, θt), i.e., Q(θ|θt) = EYmis|Yobs,θt [log p(Yobs, Ymis|θ)].
• M-step: Find θt+1 by maximizing Q(θ|θt) over θ.
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Let t = t + 1 and repeat the above updating scheme until the convergence criterion is
satisfied.
Before describing the multiset EM algorithm, we first review the definition of multiset,
following Leman et al. (2009). Multiset is a generalized notion of set, which allows repeats.
Suppose Y is a set, then a multiset of size k on Y contains k elements of Y . These elements
can be identical and the order is irrelevant. For example, {1, 2, 1, 3, 1} is a multiset of size
5 on the integer set N. It is the same as {1, 1, 1, 2, 3} but different from {1, 1, 2, 2, 3}. Let
Y be a discrete random variable with support |Y| < ∞, and let p be the probability mass
function of Y . Then we can define the distribution of the random multiset S with size k on
Y as
q(S) = q(y1, y2, . . . , yk) = C
∗∑
y∈S
p(y),
where the normalizing constant
C∗ =
|Y|
k
(|Y|+k−1
k
)
because there are
(|Y|+k−1
k
)
such multisets.
Now we introduce the multiset EM algorithm. Let Ω be the support of Ymis, that is, Ω
contains all possible values of Ymis. When Ymis is discrete and |Ω| <∞, let Sk be a random
multiset of size k on Ω, and define the joint probability distribution of the augmented
complete data Ycom,k = (Yobs, Sk) given θ as
p(Ycom,k|θ) = p(Yobs, Sk|θ) = C
∑
Ymis∈Sk
p(Yobs, Ymis|θ), (2.1)
where C is the normalizing constant. Therefore, we also have
p(Sk|Yobs, θ) = p(Yobs, Sk|θ)
p(Yobs|θ) ∝
∑
Ymis∈Sk p(Yobs, Ymis|θ)
p(Yobs|θ) =
∑
Ymis∈Sk
p(Ymis|Yobs, θ).
Under this setting, the multiset EM algorithm can be applied to maximize log p(Yobs|θ).
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Start with an initial guess θ0 of θ. At iteration t, suppose the current value of θ is θt, the
multiset EM algorithm updates θt as follows:
• E-step: Calculate the expected log-likelihood of the augmented complete data with
respect to the conditional distribution p(Sk|Yobs, θt), i.e.,
Q(θ|θt) = ESk|Yobs,θt [log p(Ycom,k|θ)] = Q∗(θ|θt) + logC,
where C is a constant and
Q∗(θ|θt) = ESk|Yobs,θt log
[ ∑
Ymis∈Sk
p(Yobs, Ymis|θ)
]
. (2.2)
• M-step: Find θt+1 by maximizing Q∗(θ|θt) over θ.
Let t = t + 1 and repeat the above updating scheme until the convergence criterion is
satisfied.
When the multiset size k = 1, the multiset EM algorithm becomes the standard EM
algorithm.
2.3 Convergence Property of the Multiset EM
We now study the convergence rate of the multiset EM algorithm and compare it with
the standard EM algorithm. Following the argument of Liu et al. (1998), let M be the
mapping defined by each iteration of EM, i.e., θ(t+1) = M(θ(t)). Using Taylor expansion at
θMLE, we have
M(θ(t))− θMLE = θ(t+1) − θMLE ≈ DM(θMLE)(θ(t) − θMLE),
where DM(θMLE) is the gradient of M at θMLE. DM is called the matrix rate of convergence
and its largest eigenvalue is known as the global rate of convergence. Also, S = I −DM is
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called the speed matrix, whose smallest eigenvalue is the global speed of convergence.
According to Liu et al. (1998) and Dempster et al. (1977), the speed matrix of EM is the
matrix fraction of the observed information with respect to the complete information. That
is, S = i−1comiobs, where iobs is the observed-data information matrix at θMLE and icom is the
complete-data information matrix at θMLE, and they are given as follows:
iobs = − ∂
2 log p(Yobs|θ)
∂θ · ∂θ′
∣∣∣∣
θ=θMLE
,
icom = −EYcom
{
∂2 log p(Ycom|θ)
∂θ · ∂θ′
∣∣∣∣Yobs, θ}∣∣∣∣
θ=θMLE
.
Suppose A and B are two p × p matrices. Let A ≤ B denote that B − A is positive semi-
definite. Then we have the following theorem which says that the multiset EM has a larger
global speed of convergence than the EM algorithm.
Theorem 1. Let θ be a vector of parameters in the model. Let icom denote the complete-
data information matrix at θMLE of the EM algorithm, and let icom,k denote the complete-data
information matrix at θMLE of the multiset EM algorithm with multiset size k. Then
icom,k ≤ icom.
Proof. The EM and multiset EM algorithms have the same observed-data information matrix
iobs. The complete-data information matrix can be expressed as
icom = −EYcom
{
∂2 log p(Ycom|θ)
∂θ · ∂θ′
∣∣∣∣Yobs, θ}∣∣∣∣
θ=θMLE
= EYcom
{(
∂ log p(Ycom|θ)
∂θ
)(
∂ log p(Ycom|θ)
∂θ
)′∣∣∣∣Yobs, θ}∣∣∣∣
θ=θMLE
= EYcom
{(
∂p(Ycom|θ)/∂θ
p(Ycom|θ)
)(
∂p(Ycom|θ)/∂θ
p(Ycom|θ)
)′∣∣∣∣Yobs, θ}∣∣∣∣
θ=θMLE
.
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For the EM algorithm,
icom =
∑
Ymis∈Ω
(
∂p(Yobs, Ymis|θ)/∂θ
p(Yobs, Ymis|θ)
)(
∂p(Yobs, Ymis|θ)/∂θ
p(Yobs, Ymis|θ)
)′
· p(Ymis|Yobs, θ)
∣∣∣∣
θ=θMLE
=
1
p(Yobs|θ)
∑
Ymis∈Ω
1
p(Yobs, Ymis|θ)
(
∂p(Yobs, Ymis|θ)
∂θ
)(
∂p(Yobs, Ymis|θ)
∂θ
)′∣∣∣∣
θ=θMLE
.
For the multiset EM, because of (2.1), the complete-data information matrix is
icom,k =EYcom,k
{(
∂p(Ycom,k|θ)/∂θ
p(Ycom,k|θ)
)(
∂p(Ycom,k|θ)/∂θ
p(Ycom,k|θ)
)′∣∣∣∣Yobs, θ}∣∣∣∣
θ=θMLE
=
∑
Sk∈Ωk
(∑
Ymis∈Sk ∂p(Yobs, Ymis|θ)/∂θ∑
Ymis∈Sk p(Yobs, Ymis|θ)
)(∑
Ymis∈Sk ∂p(Yobs, Ymis|θ)/∂θ∑
Ymis∈Sk p(Yobs, Ymis|θ)
)′
·C
∑
Ymis∈Sk
p(Ymis|Yobs, θ)
∣∣∣∣∣
θ=θMLE
=
C
p(Yobs|θ)
∑
Sk∈Ωk
1∑
Ymis∈Sk p(Yobs, Ymis|θ)
( ∑
Ymis∈Sk
∂p(Yobs, Ymis|θ)
∂θ
)
·
( ∑
Ymis∈Sk
∂p(Yobs, Ymis|θ)
∂θ
)′∣∣∣∣∣
θ=θMLE
≤ C
p(Yobs|θ)
∑
Sk∈Ωk
∑
Ymis∈Sk p(Yobs, Ymis|θ)∑
Ymis∈Sk p(Yobs, Ymis|θ)
∑
Ymis∈Sk
(
∂p(Yobs,Ymis|θ)
∂θ
)(
∂p(Yobs,Ymis|θ)
∂θ
)′
p(Yobs, Ymis|θ)
∣∣∣∣∣∣∣
θ=θMLE
=
C
p(Yobs|θ)
∑
Sk∈Ωk
∑
Ymis∈Sk
(
∂p(Yobs,Ymis|θ)
∂θ
)(
∂p(Yobs,Ymis|θ)
∂θ
)′
p(Yobs, Ymis|θ)
∣∣∣∣∣∣∣
θ=θMLE
=
1
p(Yobs|θ)
∑
Ymis∈Ω
1
p(Yobs, Ymis|θ)
(
∂p(Yobs, Ymis|θ)
∂θ
)(
∂p(Yobs, Ymis|θ)
∂θ
)′∣∣∣∣
θ=θMLE
=icom,
where Ωk is the set that contains all possible multisets with size k on Ω. The inequality above
is based on Theorem 1 of Tripathi (1999), which is a matrix extension of the Cauchy-Schwarz
inequality. Therefore, i−1com,k ≥ i−1com in semipositive definite order.
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Let S and S˜k = i−1com,kiobs be the speed matrix of the EM and the multiset EM, respec-
tively. Then the above theorem implies that the smallest eigenvalue of S˜k is at least as large
as the smallest eigenvalue of S, which indicates that the multiset EM has a larger global
speed of convergence than the EM algorithm.
2.4 Computational Issues
When the distribution of the complete data comes from the exponential family, the EM
algorithm can compute the E-step analytically, but the multiset EM cannot. The E-step
of the multiset-EM needs to calculate the expected value of the augmented complete data
log-likelihood with respect to the conditional distribution p(Sk|Yobs, θt). If this expectation is
hard to compute and the space of the multiset Sk is large, we may use Monte Carlo methods
(Wei and Tanner, 1990), such as naive Monte Carlo, importance sampling and Markov chain
Monte Carlo, to approximate the E-step. For the M-step, if the maximizer of formula (2.2)
has no explicit solution, we use numerical optimization methods.
Compared with the standard EM algorithm, the multiset EM has a higher computation
cost due to two reasons. One is the increasing amount of likelihood evaluation when calcu-
lating the augmented complete data likelihood in the E-step. The other is the Monte Carlo
approximation in the E-step when the space Sk is large. The cost associated with addi-
tional likelihood evaluation is often ignorable compared with the cost of the Monte Carlo
approximation. Therefore when the E-step in the EM algorithm also needs Monte Carlo
approximation, the multiset EM may be beneficial in terms of convergence time.
2.5 Numerical Examples
All examples were coded in R and run on a PC with 2.40 GHz Intel Core i7 processor.
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2.5.1 A Simple Example
Consider the complete-data model, Y1, Y2
iid∼ Binomial(n, θ), where n = 2 and θ ∈
{0, 0.01, 0.02, . . . , 1} is the parameter we want to estimate. In this model, Y1 = 1 is ob-
served and Y2 is missing. It is obvious that the MLE of θ is 0.5. To implement the multiset
EM algorithm, we built a multiset Sk with size k on the support of Ymis = Y2. Then the
conditional probability of Sk = (z1, . . . , zk) given the observed data Yobs and current estimate
θ(t) is
p(Sk|Yobs, θ(t)) ∝
∑
z∈Sk
p(z|Yobs, θ(t)),
where p(z|Yobs, θ) = p(z|θ) is Binomial(2, θ). Therefore the E-step of the multiset EM at
iteration t can be computed by
Q∗(θ|θ(t)) =
∑
Sk∈Ωk
p(Sk|Yobs, θ(t)) log
[ ∑
Ymis∈Sk
p(Yobs, Ymis|θ)
]
,
where Ωk is the set containing all possible Sk’s. For the M-step, since the support of θ is
discrete, the grid search method can be applied to find the maximum.
Starting from the initial value p = 0.1, the first eight steps of the EM algorithm and the
multiset EM with three different choices of multiset size k are displayed in Figure 2.1. The
results show that the multiset EM takes fewer steps to converge compared to EM, and the
number of iterations needed to achieve convergence seems to decrease as the multiset size k
increases. In terms of computation time, the multiset EM takes longer to converge than EM,
as shown in Figure 2.2(a), and the amount of time needed seems to increase with k. This
is due to the increasing amount of likelihood calculation in the E-step. Figure 2.2(b) shows
the computation time for each iteration of the multiset EM with different multiset size k.
The plot suggests that the computation time for each iteration increases roughly linearly as
the multiset size k increases. Note that k = 1 corresponds to the standard EM algorithm.
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multiset size k for the simple example.
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2.5.2 Genetic Linkage Model
The genetic linkage model, which has been examined by Dempster et al. (1977) and Wei
and Tanner (1990), is multinomial with four categories with the following cell probabilities
p =
(
1
2
+
θ
4
,
1− θ
4
,
1− θ
4
,
θ
4
)
.
Assume that 197 animals are multinomially distributed according to the above model, and
the observed data y = (y1, y2, y3, y4) = (125, 18, 20, 34). We regard y as incomplete data
from a five categories multinomial model with cell probabilities (1/2, θ/4, (1 − θ)/4, (1 −
θ)/4, θ/4). By splitting the first category into two categories, we augment the data as
x = (x1, x2, x3, x4, x5), where x1 + x2 = 125, x3 = y2, x4 = y3 and x5 = y4.
To implement the multiset EM algorithm, let the missing component Ymis = x2 with
support Ω = {0, 1, 2, . . . , 125}, and we can build a multiset Sk with size k = 2 on the
support Ω. The total number of all possible Sk is |Ω| × (|Ω| + 1)/2 = 126 × 127/2 = 8001.
The conditional probability of Sk = (z1, z2) given the observed data Yobs and current estimate
θ(t) is
p(Sk|Yobs, θ(t)) ∝ p(z1|Yobs, θ(t)) + p(z2|Yobs, θ(t)),
where p(z|Yobs, θ) is Binomial(n = 125, p = θ/41/2+θ/4). Therefore the E-step of the multiset
EM at iteration t can be computed by
Q∗(θ|θ(t)) =
∑
Sk∈Ωk
p(Sk|Yobs, θ(t)) log
[ ∑
Ymis∈Sk
p(Yobs, Ymis|θ)
]
,
where Ωk is the set containing all possible Sk’s, and p(Yobs, Ymis|θ) is Multinomial(m = 197,
p = (1/2, θ/4, (1 − θ)/4, (1 − θ)/4, θ/4)). For M-step, there is no explicit maximizer of
Q∗(θ|θ(t)), so we use numerical solutions at M-step.
To compare the multiset EM with the standard EM algorithm, we applied both algo-
rithms to this genetic linkage data starting from the initial value θ(0) = 0.3. The M-step of
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multiset EM was computed by the built-in optimize function in R. To have a fair compari-
son, we also used the same numerical algorithm for the M-step of EM. The results are given
in Table 2.1. The table provides the value of θ(t), the absolute error of the estimate at the
current iteration |θ(t)− θ∗|, where θ∗ is the true MLE, and the ratio of successive deviations
calculated as |(θ(t) − θ∗)/(θ(t−1) − θ∗)|. A smaller ratio indicates a faster converge rate. In
this example, the ratio for the multiset EM is always smaller than the standard EM, which
indicates that the multiset EM converges to the true MLE θ∗ = 0.6268215 faster than the
standard EM in terms of the number of iterations. The EM algorithm takes 0.03 seconds
per iteration, while the multiset EM takes 2.6 seconds per iteration due to the large amount
of likelihood evaluation in the E-step caused by the large size of Ωk.
Table 2.1: Comparison between EM and the multiset EM for the linkage data
EM Multiset EM
Iteration θ(t) |θ(t) − θ∗|
∣∣∣ θ(t)−θ∗θ(t−1)−θ∗ ∣∣∣ θ(t) |θ(t) − θ∗| ∣∣∣ θ(t)−θ∗θ(t−1)−θ∗ ∣∣∣
0 0.300000 0.326822 - 0.300000 0.326822 -
1 0.569668 0.057154 0.174877 0.582039 0.044783 0.137024
2 0.618915 0.007907 0.138341 0.621321 0.005501 0.122829
3 0.625746 0.001076 0.136030 0.626181 0.000640 0.116441
4 0.626698 0.000123 0.114441 0.626763 0.000058 0.090847
2.5.3 Gaussian Mixture Model
Consider a two-component Gaussian mixture model:
Y1 ∼ N(µ1, σ21),
Y2 ∼ N(µ2, σ22),
Y = (1−∆) · Y1 + ∆ · Y2,
where ∆ ∈ {0, 1} and P (∆ = 1) = pi. We simulated n = 20 i.i.d. data points (listed in Table
2.2) from the mixture normal with two components N(−5, 2.52), N(5, 2.52) and pi = 0.6.
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We would like to estimate θ = (pi, µ1, µ2, σ1, σ2).
Table 2.2: Twenty simulated data points from mixture normal distribution
6.998 7.163 5.877 −7.577 −4.299 10.176 1.517 5.645 7.565 −8.328
2.866 −7.549 3.480 −3.098 5.228 11.371 −1.961 5.517 −4.569 7.761
To estimate θ by the maximum likelihood method, we consider the unobserved latent
variable (or missing component) ∆i ∈ {0, 1}, which takes value 0 if observation Yi comes
from the first component and 1 if Yi comes from the second component. For each ∆i, we
build a multiset Ski with size k = 2. Then there are three possible cases for each Ski, that
is Ski = (zi1, zi2)
′ ∈ {(0, 0)′, (0, 1)′, (1, 1)′}. Given the observed data Yi and current estimate
θ(t), the conditional probability of Ski follows the three-category Multinomial(p), where
p ∝
(
2(1− pi(t))φ(Yi;µ(t)1 , σ(t)1 ), (1− pi(t))φ(Yi;µ(t)1 , σ(t)1 )
+pi(t)φ(Yi;µ
(t)
2 , σ
(t)
2 ), 2pi
(t)φ(Yi;µ
(t)
2 , σ
(t)
2 )
)
,
and φ(Yi;µ, σ) is the density function of N(µ, σ
2) evaluated at Yi.
Let Sk = (Sk1, Sk2, . . . , Skn) and Ωk be the set which contains all possible Sk’s. Then the
E-step of the multiset EM at iteration t should be computed as
Q∗(θ|θ(t)) =
∑
Sk∈Ωk
(
n∏
i=1
p(Ski|Yi, θ(t))
)
log
[
n∏
i=1
∑
z∈Ski
p(Yi, z|θ)
]
,
where
p(Yi, z|θ) = [(1− pi)φ(Yi;µ1, σ1)](1−z) · [piφ(Yi;µ2, σ2)]z.
However, the set Ωk includes 3
n components, which makes the exact computation ofQ∗(θ|θ(t))
difficult. Instead, we use naive Monte Carlo method to approximate it.
We applied both the EM algorithm and the multiset EM to this problem starting from
the same initial value θ(0) = (pi(0) = 0.3, µ
(0)
1 = 0, µ
(0)
2 = 0.5, σ
(0)
1 = σ
(0)
2 = 2). The M-
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step of the multiset EM was computed by sequentially optimizing each parameter by using
the built-in optimize function in R. At the beginning of the iterations, 2000 Monte Carlo
samples were used to approximate Q∗(θ|θ(t)) in the E-step, and in the later iterations, 5000
samples were used to obtain more accurate approximation. The EM and multiset EM
were stopped when ||θ(t) − θ(t−1)||∞ = maxi |θ(t)i − θ(t−1)i | < 0.1. The convergence history
of pi and µ1 is shown in Figure 2.3. We can see that under the same stopping criterion,
the multiset EM converged faster than EM in terms of the number of iterations. The
EM algorithm needs about 20 iterations to converge while the multiset EM needs only 13
iterations. In terms of computation time, the multiset EM takes more time to converge than
the EM algorithm, because it uses Monte Carlo approximation in the E-step (which is the
most time-consuming part) while the EM algorithm does not. When the E-step of the EM
algorithm can be computed analytically, the multiset EM often takes longer to implement
due to the computational difficulty with its E-step. When the EM algorithm also requires
Monte Carlo in the E-step, the multiset EM can converge faster in terms of computation
time. An example is given in the next section.
2.5.4 The SEIR Model
The SEIR model is a type of epidemic model which has been used to study the mecha-
nisms of the transmission of infectious diseases through individuals. In the SEIR model, the
population can be classified into four stages: susceptible, exposed, infectious, and recovered.
We use (St, Et, It, Rt) to denote the number of people in each stage at time t. In this section,
we study a simple version of the SEIR model described in Leman et al. (2009).
The model assumes that at time t, people can only stay at their current stage, move
to the next stage, or die. We use notation such as NSEt to denote the number of people
transferred from stage S at time t to stage E at time t+ 1. We assume that the population
size N stays the same, so that we have the same birth rate and death rate (denoted by µ
for both rates). Let p denote the percentage of people who are born with natural immunity
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Figure 2.3: Convergence history of pi (left) and µ1 (right) for EM and the multiset EM
(MEM) algorithms for the Gaussian mixture example.
or vaccinated at an early age. Then the model can be described as follows:
St+1 = St + (1− p)µN −NSEt − µSt,
Et+1 = Et +N
SE
t −NEIt − µEt,
It+1 = It +N
EI
t −N IRt − µIt,
Rt+1 = Rt +N
IR
t − µRt + pµN,
where NSEt ∼ Binomial(St, 1−exp(−βIt/N)), NEIt ∼ Binomial(Et, 1−exp(−σ)), and N IRt ∼
Binomial(It, 1− exp(−γ)).
We simulated data from the model above with parameters µ = 0.01, p = 0.1, σ = 1/6,
γ = 1/8, and β = 0.7. The initial states were set as S1 = 200, E1 = 200, I1 = 1, 000,
R1 = 8, 600 with total population N = 10, 000. We simulated 2,000 time steps and used
the last 50 time points of NEIt , {NEIt ; t = 1951, . . . , 2000}, as the observed data. The
parameters µ, p, σ, γ were assume known. We want to find the MLE of β.
We applied both EM and the multiset EM to this example. The missing components
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include S1951, E1951, I1951, and
{
NSEt , N
IR
t
}2000
t=1951
. When applying the multiset EM, we
augmented the system by k = 2 replicates of the missing components. For both EM and the
multiset EM, the E-step requires Monte Carlo approximation. For the EM algorithm, we
compute the E-step by the Metropolis-Hastings (M-H) algorithm with the following steps:
1. Change S1951, E1951, I1951 sequentially by 1 or −1 with probability 1/2. Accept or
reject each new value according to the M-H rule.
2. Randomly choose a time t from 1951 to 2000, and change NSEt , N
IR
t sequentially by 1
or −1 with probability 1/2. Accept or reject the new value according to the M-H rule.
For the multiset EM algorithm, we first randomly selected one multiset component, and
then implemented the same M-H steps above.
Let β0 = 0.9. For both algorithms, we ran n = 20, 000 M-H iterations at the beginning
stage and n = 200, 000 iterations at the end. To save the computation time and reduce
the dependence between M-H samples, after the first 10,000 burn-in iterations, we only
used 2,000 equally spaced samples from the remaining iterations to estimate the E-step.
The M-steps for both EM and the multiset EM were obtained using the built-in optimize
function in R. The convergence history of β for both methods is shown in Figure 2.4. Both
EM and the multiset EM converge to about 0.744, and the multiset EM seems to converge
faster compared to EM. To determine the convergence of these two algorithms, we set the
convergence criterion as |βt − 0.744| < 0.01 and |βt+1 − βt| < 10−4. According to this
criterion, the multiset EM converged in 77 steps while the standard EM converged in 132
steps. Moreover, the total computation time until convergence for the multiset EM is only
60.5% of that for the standard EM. Therefore in this example, the multiset EM converges
faster than EM in terms of not only the number of iterations, but also the total computation
time.
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Figure 2.4: Convergence history of β for EM and the multiset EM (MEM) algorithms for
the SEIR model.
2.6 Discussion
We proposed the multiset EM algorithm to improve the performance of the EM algorithm.
The joint distribution constructed on the augmented multiset flattens the margin of the
missing component. So it removes some of the information contained in the missing part and
enhances the fraction of the observed information with respect to the complete information.
Therefore the multiset EM improves the convergence rate. In the examples we have tested,
the multiset EM always achieves convergence in fewer number of iterations than EM. On
the other hand, the multiset EM usually takes longer to run due to the increased amount of
likelihood evaluations and the Monte Carlo approximation in the E-step. When the E-step of
the EM algorithm involves Monte Carlo approximation and the algorithm has difficulties in
convergence, the multiset EM can outperform EM in terms of both the number of iterations
and the computation time, as demonstrated in the SEIR model in Section 2.5.4.
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In most of the examples, we only considered the multiset with size k = 2. For the MSS,
some examples in Leman et al. (2009) suggest that k = 2 is large enough. However, the
examples in the earlier version of the MSS, proposed by Leman et al. (2007), indicate that
the MSS could converge to the target distribution faster as the multiset size increases. This
seems to agree with the results of the simple example in Section 2.5.1 where the multiset
EM seems to converge faster as k increases. On the other hand, as k increases, the number
of possible multisets increases as well, which will lead to an increase in computational cost.
In practice, we suggest choosing a small multiset size.
Our current algorithm requires that the missing component is discrete and has a finite
support, which is similar to the requirement of the MSS (Leman et al., 2009). This algorithm
also works if the missing component is continuous and lives on a bounded interval, which is
another situation considered in Leman et al. (2009). Kim and MacEachern (2015) proposed
a way to generalize the MSS to continuous infinite space, and this idea can be applied to
the multiset EM algorithm to make it more general.
We briefly describe the framework of the generalized multiset EM here. Let Ω be the
support of Ymis and Sk be a random k-tuple on Ω (a traditional vector or array with size
k whose elements are from Ω). Let Sk = (Y
(1)
mis , . . . , Y
(k)
mis ). Define the joint probability
distribution of the augmented complete data Ycom,k = (Yobs, Sk) given θ as
p(Ycom,k|θ) = p(Yobs, Sk|θ) =
k∑
i=1
(
αip(Yobs, Y
(i)
mis|θ)
∏
j 6=i
fj(Y
(j)
mis)
)
, (2.3)
where αi’s are multiset weights satisfying
∑k
i=1 αi = 1, and fi(·)’s are instrumental densities
which are usually probability densities with support equal to Ω. Then we have
p(Sk|Yobs, θ) = p(Yobs, Sk|θ)
p(Yobs|θ) =
∑k
i=1
(
αip(Yobs, Y
(i)
mis|θ)
∏
j 6=i fj(Y
(j)
mis)
)
p(Yobs|θ)
=
k∑
i=1
(
αip(Y
(i)
mis|Yobs, θ)
∏
j 6=i
fj(Y
(j)
mis)
)
.
(2.4)
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Under this setting, the generalized multiset EM algorithm can be applied to maximize
log p(Yobs|θ). Start with an initial guess θ0 of θ. At iteration t, suppose the current value of
θ is θt, the generalized multiset EM algorithm updates θt as follows:
• E-step: Calculate the expected log-likelihood of the augmented complete data with
respect to the conditional distribution p(Sk|Yobs, θt), i.e.,
Q(θ|θt) = ESk|Yobs,θt [log p(Ycom,k|θ)] ,
where p(Ycom,k|θt) and p(Sk|Yobs, θt) are given in (2.3) and (2.4) respectively.
• M-step: Find θt+1 by maximizing Q(θ|θt) over θ.
Let t = t + 1 and repeat the above updating scheme until the convergence criterion is
satisfied.
There are some tuning parameters in the generalized multiset EM algorithm, such as the
multiset weights αi and the instrumental densities fi. Kim and MacEachern (2015) discussed
the choice of these tuning parameters for the generalized MSS, and those suggestions are
useful for the generalized multiset EM algorithm as well. The E-step in the generalized
multiset EM can be hard to compute since p(Sk|Yobs, θt) is more difficult to evaluate or
sample and the complete likelihood takes longer time to compute. Further research on the
generalized multiset EM will be useful.
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Chapter 3
The Self-Multiset Sampler
3.1 Introduction
Markov chain Monte Carlo (MCMC) methods are an important class of simulation algo-
rithms for solving scientific computational problems. It is widely used in many diverse areas,
including Bayesian statistics, computational biology, finance and computational physics.
However, for Metropolis-type MCMC algorithms, the Markov chain could be very sticky
and easily trapped in a local mode. To alleviate this problem, many variants of the MCMC
algorithms have been proposed, such as parallel tempering (Geyer, 1991) and simulated tem-
pering (Geyer and Thompson, 1995), the conjugate-gradient Monte Carlo (Liu et al., 2000),
evolutionary Monte Carlo (Liang and Wong, 2001), and the equi-energy sampler (Kou et al.,
2006). All these variants are useful in improving the mixing rate and efficiency of MCMC
methods.
Among all the variants of MCMC, the idea of incorporating a temperature ladder is
widely used. For example, parallel tempering (Geyer, 1991) runs multiple chains at different
temperatures simultaneously. A high temperature chain has a flattened version of the target
distribution as its stationary distribution, so the samples can move freely between different
modes. By occasionally swapping the samples between chains of different temperatures, the
mixing of a low temperature chain can be improved as well. Evolutionary Monte Carlo
(Liang and Wong, 2001) is a population-based MCMC algorithm which also incorporates
a temperature ladder. Similar to parallel tempering, evolutionary Monte Carlo simulates a
population of samples in parallel, with a different temperature attached to each sample in
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the population. The update of the population mimics the genetic algorithm and includes
three operations: mutation, crossover and exchange. In practice, the crossover operator
can be hard to design and needs to be tailored for the specific problem under study. The
tempering idea is also used in simulated tempering (Geyer and Thompson, 1995) and the
equi-energy sampler (Kou et al., 2006). For temperature-based methods, it often involves
multiple chains or a population of samples, and the performance depends heavily on the
choice of the temperature ladder.
Another variant of MCMC, called the multiset sampler (MSS), was proposed by Leman
et al. (2009). The MSS is designed to be effective in the case that the parameters in the target
distribution can be divided into two parts: the parameters of interest (X) and the nuisance
parameters (Y ). The MSS starts by constructing a joint distribution on the augmented
system of X and a multiset of Y , while guaranteeing that the marginal distribution of X is
the same as that under the target distribution. Then a standard MCMC algorithm is used
to sample from the augmented system. The multiset can help the Markov chain move more
easily in the sample space and improve the convergence of the MCMC algorithm (Chen,
2012). The MSS of Leman et al. (2009) requires that the nuisance parameter is either
discrete with finite support or continuous on a bounded set. Later it was generalized by
Kim and MacEachern (2015), called the generalized multiset sampler (GMSS), to allow the
nuisance parameters to have unbounded infinite support.
A key step of the MSS is the construction of the joint distribution of X and a multiset
of Y . Suppose the target distribution is pi(x, y) and the multiset size is two, then the joint
distribution is defined as pi∗(x, {y1, y2}) ∝ pi(x, y1) +pi(x, y2). Suppose both (x, y1) or (x, y2)
get stuck at a local mode of pi(x, y). When a new value y∗ is proposed to replace y1 (or
y2), even if (x, y
∗) is in the low probability region of pi, the value pi∗(x, {y∗, y2}) is about
half of pi∗(x, {y1, y2}), so the proposed value y∗ may be accepted. Such move in the multiset
space can in turn help the move in the X space because there might be a value x∗ such that
(x∗, y∗) is another mode under pi. More insights and illustrations can be found in Leman
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et al. (2009).
One limitation of the MSS is that it is not applicable if all parameters are of interest
and there are no nuisance parameters. In other words, the MSS does not generate samples
from the target distribution on (X, Y ). Although the marginal of Y could be recovered in
some way (Leman et al., 2009), and some method to improve the estimations involving the
nuisance parameter Y has been suggested (Kim and MacEachern, 2015), these approaches
do not generate random samples from the target distribution on (X, Y ).
In this chapter we propose a new self-multiset sampler (SMSS), which extends the MSS
to the case with no nuisance parameters. The idea is to construct the multiset on the
parameters of interest X directly, and then define a proper joint distribution of X and
the multiset of X. Similar to the MSS, the multiset of X can help the samples move in
the X space. We propose several variants of MCMC algorithms to sample from the joint
distribution. We also generalize the SMSS to allow unbounded or infinite parameter space.
This chapter is organized as follows. Section 3.2 gives the SMSS and three variants of
the algorithm. Section 3.3 describes the generalization of the SMSS. Section 3.4 applies the
SMSS to several examples and compares it with several other Monte Carlo methods. Section
3.5 provides a discussion and section 3.6 concludes with the proof of main results.
3.2 The Self-Multiset Sampler
We first review the definition of multiset. Multiset is defined in a similar way as set
but it allows repeated elements. Let Ω be a set. A multiset of size k on Ω consists of k
elements from Ω, and these elements are unordered and can have replicates. For example,
{1, 2, 2, 3, 1} is a multiset of size 5 on the integer set N. It is the same as {1, 1, 2, 2, 3} but
different from {1, 1, 2, 3, 3}. For a multiset s, let ms(z) denote the multiplicity of the element
z in s. For instance, we have ms(1) = 2 for s = {1, 2, 2, 3, 1}.
Suppose we are interested in drawing samples from the target distribution pi(x), where
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pi(x) is the probability distribution of a random variable (or random vector) X. In this
setting there are no nuisance parameters, so we cannot construct multisets on the nuisance
parameters and use the MSS to improve the convergence of the MCMC. Instead, we propose
a method to construct the multiset on the parameters of interest X directly. In this section
we focus on the case that the support of X is either discrete with finite support or continuous
with a finite boundary. The general case will be considered in Section 3.3.
Let Ω be the support of X and Ωk be the set of all multisets of size k on Ω. Then we
construct a random multiset S of size k on Ω, and define the joint distribution of (X,S) as:
g(x, s) = pi(x)g(s|x),
g(s|x) = Cms(x),
for x ∈ s and s ∈ Φ = {A ∈ Ωk : x ∈ A}, where C is some normalizing constant.
Illustration 1. Let X be a random variable taking values {1, 2} with probabilities p(1) =
2/3 and p(2) = 1/3. There are three multisets of size 2 on {1, 2}: s1 = {1, 1}, s2 = {2, 2},
and s3 = {1, 2}. We can define the joint distribution of (X,S) as:
g(1, s1) =
2
3
· 2C = 4C
3
, g(1, s2) = 0, g(1, s3) =
2
3
· C = 2C
3
,
g(2, s1) = 0, g(2, s2) =
1
3
· 2C = 2C
3
, g(2, s3) =
1
3
· C = C
3
.
Then by inspection, we have C = 1
3
.
Illustration 2. Let X be a continuous random variable on [0, 1] with density pi(x) = 2x.
Let S be the random multiset with size 2 on [0, 1]. Since X is continuous, ms(x) = 1 almost
surely for x ∈ s. Therefore we can define the joint distribution of (X,S) as:
g(x, s) = 2Cx, x ∈ s.
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Here C can be found by solving the following equation:
∫ 1
0
∫
Φx
2Cxdsdx = 1,
where ds denotes the differential of the multiset and
Φx = {s ∈ [0, 1]× [0, 1] : x ∈ s} = {y1 = x, y2 ∈ [0, 1]} ∪ {y1 ∈ [0, 1], y2 = x}.
Since ∫ 1
0
∫
Φx
2Cxdsdx =
∫ 1
0
2
∫ 1
0
2Cxdy2dx =
∫ 1
0
4Cxdx = 2C,
we have C = 1
2
.
More generally, when X is discrete and the number of elements in Ω, denoted by |Ω|,
is finite, there are
(|Ω|+k−1
k
)
multisets of size k on Ω. Therefore each element in Ω appears(|Ω|+k−1
k
) × k/|Ω| times among all the multisets on Ω. Thus the normalizing constant C =
|Ω|
k(|Ω|+k−1k )
.
When X is continuous on an interval [a, b], since ms(x) = 1 almost surely,
1 =
∫
Φx
g(s|x)ds = C
∫
Φx
ms(x)ds = C
∫
Φx
1ds = Ck
∫ b
a
· · ·
∫ b
a
1dy2 · · · dyk = Ck(b− a)k−1.
Therefore we have C = 1
k(b−a)k−1 .
For the joint distribution g(x, s) defined above, the marginal of X is the same as the
target distribution pi(x) we want to draw samples from. So instead of sampling X directly
from pi(x), we can sample from the joint distribution g(x, s) and keep the samples of X.
Similar to the MSS, the SMSS based on sampling from the joint distribution g(x, s) can
be less trapped in local modes than the ordinary MCMC. A simple example is provided in
Illustration 3.
Illustration 3. Let X be a random variable taking values {0, 1, 2} with probabilities
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pi(0) = 0.49, pi(1) = 0.02, and pi(2) = 0.49, and suppose we want to sample from pi(x). The
ordinary MCMC can be inefficient because it tends to get stuck in the states 0 and 2 if the
proposal is a simple random walk on {0, 1, 2}. Now let us consider the SMSS with k = 2. A
new joint distribution of (X,S) is defined in Table 3.1.
s
x {0,0} {0,1} {0,2} {1,1} {1,2} {2,2}
0 0.245 0.1225 0.1225 0 0 0
1 0 0.005 0 0.01 0 0.005
2 0 0 0.1225 0 0.1225 0.245
Table 3.1: The joint distribution of (X,S) in Illustration 3
When x = 0, the multiset s can easily move to {0, 1} and {0, 2} since they have relatively
large probabilities. When s = {0, 2}, the joint distribution has large probabilities for x = 0
and x = 2. Therefore x can easily move to the other mode x = 2. This is how the SMSS
can improve on the ordinary MCMC algorithm.
3.2.1 Algorithms
In this section, we present three algorithms to sample from g(x, s). The first is a
Metropolis-within-Gibbs algorithm which samples from g(s|x) and g(x|s) iteratively. The
second uses the configurational bias Monte Carlo to sample a new point s∗ ∼ g(s) and
x∗ ∼ g(x|s∗), and a stage-wise rejection is employed to save computation time. The third is
a small variation of the second algorithm by proposing a new x value even when the proposed
s∗ is rejected. This variation may help the move in the X space. The details of the three
algorithms are described in the following sections.
The Self-Multiset Metropolis-Within-Gibbs (SMS-MWG) Algorithm
One way to sample from g(x, s) is to use the Metropolis-within-Gibbs algorithm. From
the joint distribution of (X,S), it is easy to see that the marginal distribution of S =
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(Z1, . . . , Zk) is
g(s) = g(z1, . . . , zk) =
∑
x
g(x, s) =
∑
x
pi(x)g(s|x) =
∑
x
pi(x)Cms(x) = C
∑
z∈s
pi(z). (3.1)
Then we have
g(s|x) = Cms(x),
g(x|s) = g(x, s)
g(s)
=
ms(x)pi(x)∑
z∈s pi(z)
∝ ms(x)pi(x).
So the Metropolis-within-Gibbs algorithm can be implemented as follows.
Take (x(0), s(0)) from the support of (X,S) as the initial value. Given the current state
(x(t), s(t)), where s(t) = (z
(t)
1 , . . . , z
(t)
k ), run the following steps iteratively.
1. Sample from g(s|x) ∝ ms(x):
(i) Randomly select i ∈ {1, . . . , k} with equal probability.
(ii) Draw z∗i from the proposal distribution T (·|z(t)i ).
(iii) Replace z
(t)
i in s
(t) by z∗i to obtain a new multiset s
∗.
(iv) Accept or reject s∗ by using the Metropolis-Hastings rule:
s(t+1) =

s∗, if U ≤ min
{
1,
ms∗(x
(t))T (z
(t)
i |z∗i )ms∗(z∗i )
ms(t)(x
(t))T (z∗i |z(t)i )ms(t)(z(t)i )
}
s(t), otherwise,
,
where U ∼ Unif [0, 1].
2. Sample from g(x|s) ∝ ms(x)pi(x):
(i) Draw x(t+1) from s(t+1) = (z
(t+1)
1 , . . . , z
(t+1)
k ) with probabilities proportional to
(pi(z
(t+1)
1 ), . . . , pi(z
(t+1)
k )).
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In the first step, the Metropolis-Hastings (M-H) algorithm is used to sample from the
conditional distribution g(s|x), while the conditional distribution of g(x|s) in the second step
can be sampled directly.
The Self-Multiset Configurational Bias Monte Carlo (SMS-CBMC) Algorithm
Notice that
g(x, s) = g(s)g(x|s),
so we can sample from g(x, s) sequentially by first sampling S from the marginal distribution
g(s) and then sampling X from the conditional distribution g(x|s). This is similar to the
construction of the proposal distribution in configuration bias Monte Carlo (Siepmann and
Frenkel, 1992). Therefore we have the following algorithm.
Take (x(0), s(0)) from the support of (X,S) as the initial value. Given the current state
(x(t), s(t)), where s(t) = (z
(t)
1 , . . . , z
(t)
k ), run the following steps iteratively.
1. Randomly select i ∈ {1, . . . , k} with equal probability.
2. Draw z∗i from the proposal distribution T (·|z(t)i ).
3. Replace z
(t)
i in s
(t) by z∗i to obtain a new multiset s
∗.
4. Accept or reject s∗ by using the Metropolis-Hastings rule:
s(t+1) =

s∗, if U ≤ min
{
1,
g(s∗)T (z(t)i |z∗i )ms∗(z∗i )
g(s(t))T (z∗i |z(t)i )ms(t)(z(t)i )
}
s(t), otherwise.
, (3.2)
where U ∼ Unif [0, 1] and g(s) ∝∑z∈s pi(z) as in (3.1). So
g(s∗)
g(s(t))
=
∑
j 6=i pi(z
(t)
j ) + pi(z
∗
i )∑k
j=1 pi(z
(t)
j )
.
5. If s∗ is rejected, let x(t+1) = x(t) and return to Step 1; Otherwise, sample x(t+1) from
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s(t+1) = (z
(t+1)
1 , . . . , z
(t+1)
k ) with probabilities proportional to
(
pi(z
(t+1)
1 ), . . . , pi(z
(t+1)
k )
)
.
In the algorithm, if the new proposed s∗ is rejected, we stay at the current state (x(t), s(t))
and move on to the next iteration. Otherwise, we continue to sample X from g(x|s). This
stage-wise rejection procedure is equivalent to generating s∗ and x∗ ∼ g(x|s), and then
accepting or rejecting the whole vector (x∗, s∗) using the Metropolis-Hastings rule. This is
because
g(x∗, s∗)T ((x, s)|(x∗, s∗))
g(x, s)T ((x∗, s∗)|(x, s)) =
g(s∗)g(x∗|s∗)T (s|s∗)g(x|s)
g(s)g(x|s)T (s∗|s)g(x∗|s∗) =
g(s∗)T (s|s∗)
g(s)T (s∗|s) ,
where T (·|·) denotes the proposal distribution. A small advantage of the stage-wise rejection
is we do not need to sample X if s∗ is rejected.
The Revised SMS-CBMC (R-SMS-CBMC) Algorithm
In the last step of the SMS-CBMC algorithm, we let x(t+1) stay at the current value x(t)
if s∗ is rejected. In the following revised SMS-CBMC algorithm, we sample a new value
x(t+1) from g(x|s(t+1)) no matter s∗ is rejected or not. Since the final inference is based on
the samples of X, the revised algorithm encourages the exploration of the X space.
The initialization and the first four steps of the revised algorithm are the same as the
SMS-CBMC algorithm, but Step 5 is replaced by Step 5′ below.
5′. Sample x(t+1) from s(t+1) = (z(t+1)1 , . . . , z
(t+1)
k ) with probabilities proportional to(
pi(z
(t+1)
1 ), . . . , pi(z
(t+1)
k )
)
.
This algorithm is not a standard MCMC method, so we show in the following theorem
that the revised algorithm still converges to the target distribution g(x, s).
Theorem 2. The R-SMS-CBMC transition rule induces a Markov chain with g(x, s) as its
invariant distribution.
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3.3 The Generalized Self-Multiset Sampler (GSMSS)
The SMSS can be generalized to distributions with infinite or unbounded support in a
similar way as the generalization of the multiset sampler in Kim and MacEachern (2015). To
sample from the target distribution pi(x) with support Ω, we augment the system to (X,S).
Here S = (Z1, . . . , Zk) is no longer a multiset on Ω, but a k-tuple on Ω, i.e., a traditional
vector with length k whose elements are from Ω. That means the order of the elements
matters in S. Similar to the SMSS, we construct a joint distribution of (X,S) as follows
whose marginal distribution of X is pi(x):
g(x, s) = pi(x)g(s|x),
g(s|x) =
k∑
i=1
(
αi1x(zi)
∏
l 6=i
fl(zl)
)
,
(3.3)
for x ∈ s and s ∈ Φx = {A ∈ Ωk : x ∈ A}, where x ∈ s means x equals to one of the
components in s, Ωk = Ω× · · · × Ω︸ ︷︷ ︸
k
, and 1x(·) is the indicator function at x. Following
Kim and MacEachern (2015), the multiset weights αi’s are constants from [0, 1] satisfy-
ing
∑k
i=1 αi = 1. The fi(·)’s are called instrumental densities and usually are probability
densities with support equal to Ω. In Proposition 1 we show that g(x, s) is a well defined
probability density function, and therefore we can sample from the joint distribution g(x, s)
to obtain random samples from pi(x).
Proposition 1. Suppose that fi, i = 1, . . . , k, are probability density functions (or probability
mass functions) with support Ω. Then the generalized self-multiset joint distribution g(x, s)
defined in (3.3) is a probability density function (or probability mass function).
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3.3.1 The GSMSS Algorithm
Based on (3.3), we can calculate the marginal density g(s) as
g(s) =
∑
x∈s
g(x, s) =
∑
x∈s
pi(x)
k∑
i=1
(
αi1x(zi)
∏
l 6=i
fl(zl)
)
=
k∑
j=1
(
pi(zj)
k∑
i=1
αi1zj(zi)
∏
l 6=i
fl(zl)
)
.
When Ω is continuous, zi 6= zj almost surely for any i 6= j, so
g(s) =
k∑
j=1
pi(zj)αj
∏
l 6=j
fl(zl).
Notice that g(x, s) = g(s)g(x|s) and
g(s) =

k∑
j=1
(
pi(zj)
k∑
i=1
αi1zj(zi)
∏
l 6=i
fl(zl)
)
, if Ω is discrete,
k∑
i=1
αipi(zi)
∏
l 6=i
fl(zl), if Ω is continuous,
(3.4)
and
g(x|s) ∝

k∑
i=1
(
αipi(x)1x(zi)
∏
l 6=i
fl(zl)
)
, if Ω is discrete,
αipi(x)
∏
l 6=i
fl(zl), if x = zi and Ω is continuous.
(3.5)
Of course g(x|s) = 0 if x 6∈ s. Similar to the R-SMS-CBMC algorithm, we can first sample S
from the marginal distribution g(s), followed by sampling X from its conditional distribution
g(x|s). Therefore, we have the following algorithm.
Take (x(0), s(0)) from the support of (X,S) as the initial value. Given the current state
(x(t), s(t)), where s(t) = (z
(t)
1 , . . . , z
(t)
k ), run the following steps iteratively.
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1. Randomly select i ∈ {1, 2, . . . , k} with equal probability.
2. Draw z∗i from the proposal distribution T (·|z(t)i ).
3. Replace z
(t)
i in s
(t) by z∗i to obtain a new multiset s
∗.
4. Accept or reject s∗ by using the Metropolis-Hastings rule:
s(t+1) =

s∗, if U ≤ min
{
1,
g(s∗)T (z(t)i |z∗i )
g(s(t))T (z∗i |z(t)i )
}
s(t), otherwise.
,
where U ∼ Unif [0, 1] and g(s) is given in (3.4).
5. Sample x(t+1) from s(t+1) = (z
(t+1)
1 , . . . , z
(t+1)
k ) with probabilities proportional to(
g(z
(t+1)
1 |s(t+1)), . . . , g(z(t+1)k |s(t+1))
)
, where g(·|s(t+1)) is given in (3.5).
3.4 Numerical Examples
3.4.1 A Toy Example
Consider the target distribution
pi(x) =

100
219
, x = ±10
1
219
, x = 0,±1, . . . ,±9
,
which has two well separated modes at x = ±10. We applied the ordinary MCMC algorithm
and the three SMSS algorithms in Section 3.2 to this problem. The ordinary MCMC is a
random walk Metropolis-Hastings algorithm with step size 1 and boundary [−10, 10]. For
the three SMSS algorithms, the proposal was the same as the ordinary MCMC and the
multiset size was chosen to be k = 2. For all of these algorithms, we started from the same
mode x0 = 10 and ran a total of N = 20, 000 iterations. For the SMSS, the initial value of
the multiset is k replicates of x0.
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Figure 3.1: Trace plots of the samples from ordinary MCMC (panel (a)) and three proposed
SMSS algorithms (panel (b) - (d)) in Example 3.4.1. The ordinary MCMC only jumps
between the two modes a few times while the three SMSS algorithms move more freely.
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Figure 3.1 shows the trace plots of the samples from these algorithms. We can see that
the ordinary MCMC algorithm often got stuck at the local modes for a long time and only
jumped between the two modes a few times. It indicated that when the distribution has
well-separated modes, it can be hard for the ordinary MCMC to explore the whole space.
On the other hand, the three SMSS algorithms can move between the two modes more freely
and explore the sample space better than the ordinary MCMC.
3.4.2 1-Dimensional Six Modes
In this example, the target distribution is
pi(x) ∝ e− csc
10 x
4 , x ∈ [−10, 10],
where csc denotes the cosecant function. As illustrated in Figure 3.2, this distribution has
six well-separated modes in the interval [−10, 10]. We compared the performance of the
ordinary MCMC with the three SMSS algorithms in Section 3.2. The ordinary MCMC
is a Metropolis-Hastings algorithm with proposal distribution T (x∗|x) = N(x, σ = 0.3)
constrained in [−10, 10]. For the three SMSS algorithms, we used the same proposal as the
ordinary MCMC and chose the size of multiset to be k = 3. For all of these algorithms, we
started from x0 = 5 and ran a total of one million iterations. For the SMSS, the initial value
of the multiset is k replicates of x0.
Figure 3.3 shows the histograms of the one million samples from different algorithms.
Figure 3.3(a) shows that the ordinary MCMC is trapped in the starting mode and fails to
explore the whole space. On the other hand, all three SMSS algorithms find all of the six
modes and the corresponding histograms resemble a lot to the true distribution.
We also compared the proposed R-SMS-CBMC algorithm with two variants of MCMC
algorithms: parallel tempering and evolutionary Monte Carlo.
Parallel tempering (PT): Let t1 = 1 < t2 < · · · < tk be a sequence of temperatures.
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Figure 3.2: The target distribution in Example 3.4.2. The distribution has six
well-separated modes.
We run k chains in parallel and the target distribution associated with the ith chain is
pii(x) ∝ pi(x)1/ti . Suppose the current state is (x(t)1 , . . . , x(t)k ). For 0 < α < 1, parallel
tempering is implemented as follows:
• Sample u ∼ Uniform(0, 1). If u ≤ α, conduct the parallel step; otherwise, conduct the
swapping step.
• Parallel step: Update each x(t)i to x(t+1)i via the usual MCMC scheme for each chain.
• Swapping step: Randomly choose a neighboring pair (i, i+ 1), and swap x(t)i and x(t)i+1
with probability min
{
1,
pii(x
(t)
i+1)pii+1(x
(t)
i )
pii(x
(t)
i )pii+1(x
(t)
i+1)
}
.
In our simulations, we set the maximum temperature tk to be ∞ (the corresponding pik(x)
is uniform) and let the sequence {1/tk = 0, . . . , 1/t1 = 1} be equally spaced between 0 and
1. The swapping probability α is set to be 0.5.
Evolutionary Monte Carlo (EMC): Let k be the population size and {t1, . . . , tk} be
the population temperatures. Similar to PT, we run k chains in parallel and the ith chain
corresponds to the temperature ti. Suppose the current state is (x
(t)
1 , . . . , x
(t)
k ). For 0 < q < 1,
the EMC is implemented as follows:
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Figure 3.3: True (solid curve) and attained (histograms) distributions from the ordinary
MCMC and three SMSS algorithms in Example 3.4.2. The ordinary MCMC is trapped in
the starting mode, while the three SMSS algorithms find all of the six modes.
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• Sample u ∼ Uniform(0, 1). If u ≤ q, conduct the mutation step; otherwise, conduct
the crossover step.
• Mutation step: Update each x(t)i to x(t+1)i via the usual MCMC scheme for each chain.
• Crossover step: Apply the roulette wheel to choose one pair x(t)i and x(t)j , and apply
the 1-point crossover operator.
• Conduct the exchange step: randomly choose a neighboring pair (i, j), and swap x(t)i
and x
(t)
j with probability min
{
1,
(
pi(x
(t)
j )
pi(x
(t)
i )
)(1/ti−1/tj)}
.
In our simulations, the mutation probability q is set to be 0.3. The temperatures are chosen
in the same way as PT.
We first compared the total variation (TV) distance between the target distribution pi(x)
and the estimate pˆi(x), which is the kernel density estimate based on the samples obtained
by each sampler. We evaluated the difference of pi(x) and pˆi(x) at 200 equally spaced points
between −10 and 10, so the TV distance was estimated by
TV =
1
2
∑
x
|pi(x)− pˆi(x)| × 0.1. (3.6)
We repeated the experiments 10 times, and the average TV distances between pi(x) and
pˆi(x) are given in Table 3.2.
We compared three algorithms: PT, EMC, and the R-SMS-CBMC version of SMSS. Each
algorithm was implemented under different values of k, where k is the multiset size in SMSS,
the number of temperature levels in PT, and the population size in EMC. We compared the
performance after running each algorithm for 103, 105 and 106 iterations. Table 3.2 shows
that when the number of iterations is small (103), SMSS performs better and has a smaller
TV distance than PT and EMC. As the number of iterations increases to 105 and 106, the
performance of the three samplers becomes similar.
We also compared the mixing properties of these samplers through their integrated auto-
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Iterations 103 105 106
k 3 5 7 9 3 5 7 9 3 5 7 9
PT 0.641 0.624 0.683 0.752 0.292 0.287 0.289 0.285 0.159 0.159 0.160 0.162
EMC 0.627 0.646 0.681 0.744 0.299 0.286 0.293 0.289 0.158 0.160 0.158 0.157
SMSS 0.555 0.544 0.582 0.601 0.285 0.291 0.281 0.288 0.158 0.158 0.158 0.158
Table 3.2: Average total variation distance between pi(x) and pˆi(x) in Example 3.4.2
correlation times (IATs), τint =
1
2
+
∑∞
t=1 ρt, where ρt is the correlation between samples X
(k)
and X(k+t). A smaller IAT indicates a faster mixing rate of the sampler. Following Leman
et al. (2009), we estimated the IAT using τˆint =
1
2
+
∑500
t=1(1−t/500)ρt, and ρt’s are estimated
from a long chain of 10 million samples. The results are shown in Table 3.3. We compared
the IAT of three samplers under different choices of σ, where σ is the standard deviation of
the proposal. For small values of σ, PT and EMC samplers have better performance than
SMSS. For large values of σ, SMSS is superior to PT and EMC.
σ
0.05 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
PT 97.9 99.0 89.6 87.0 83.2 79.3 77.3 72.5 71.1 64.3 60.8
EMC 92.0 82.9 88.6 82.7 80.0 80.4 79.4 76.1 72.8 70.0 65.6
SMSS 148.0 127.3 105.0 90.9 80.9 75.8 71.4 67.2 61.0 59.3 54.8
Table 3.3: Integrated autocorrelation times of different samplers in Example 3.4.2
Since the IAT does not indicate whether the sampler finds all six modes, Table 3.4 pro-
vides the probability of finding all six modes as a function of σ and the number of iterations
for different samplers. The probabilities were estimated by 100 experiments simulated under
different values of σ. The value of k is set to be 3 for the three algorithms. The swapping
probability is set to be 0.5 for PT and the mutation probability is set to be 0.4 for EMC.
The three numbers in each cell correspond to the results for PT, EMC and SMSS (in bold),
respectively. The results indicate that for the same σ and the same number of iterations,
SMSS has a higher probability of finding all six modes than PT and EMC in almost all
cases.
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σ
Iterations
1, 000 2, 000 5, 000 10, 000
0.05 0 | 0 | 0 0 | 0 | 0 0 | 0 | 0 0 | 0 | 0
0.1 0 | 0 | 0 0 | 0 | 0 0 | 0 | 0 0.02 | 0.07 | 0.05
0.2 0 | 0 | 0 0 | 0.01 | 0.02 0.12 | 0.17 | 0.25 0.42 | 0.53 | 0.59
0.3 0 | 0 | 0.02 0.06 | 0.08 | 0.09 0.46 | 0.46 | 0.61 0.76 | 0.8 | 0.9
0.4 0.06 | 0.04 | 0.12 0.17 | 0.27 | 0.45 0.69 | 0.67 | 0.85 0.95 | 0.94 | 0.97
0.6 0.16 | 0.19 | 0.45 0.51 | 0.58 | 0.81 0.93 | 0.95 | 0.98 1 | 1 | 1
0.8 0.55 | 0.57 | 0.76 0.9 | 0.84 | 0.99 1 | 1 | 1 1 | 1 | 1
1 0.77 | 0.79 | 0.87 1 | 0.97 | 1 1 | 1 | 1 1 | 1 | 1
Table 3.4: Probability of finding all six modes in Example 3.4.2 for PT | EMC | SMSS
sampler
3.4.3 2-Dimensional Six Modes
This example was studied in Leman et al. (2009) and it extends the 1-dimensional six
modes example to two dimensions. The target distribution we are interested in is
pi(x, y) ∝ e−x2/2 · e−(csc5 y−x)2/2, (x, y) ∈ [−10, 10]× [−10, 10].
Figure 3.4 shows the contour plot of pi which has six well-separated modes on the X-Y plane.
Comparison between ordinary MCMC and SMSS
We applied the ordinary MCMC and the three SMSS algorithms in Section 3.2 to this
problem to compare their performances. The ordinary MCMC is a Metropolis-Hastings
algorithm with proposal distribution T (x∗|x) = N(x,Σ) constrained in [−10, 10]× [−10, 10],
where Σ is a diagonal matrix with the diagonal elements equal to 0.32. For the three SMSS
algorithms, we used the same proposal as the ordinary MCMC and chose the size of the
multiset to be k = 5. For all of these algorithms, we started from the same point x0 = (0, 2)
T
and ran a total of one million iterations. For the SMSS, the initial value of the multiset is
k replicates of x0.
Figure 3.5 shows the histograms of the one million samples from different algorithms.
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Figure 3.4: Contour plot of the target distribution in Example 3.4.3. The target
distribution has six well-separated modes on the X-Y plane.
We can see that the three SMSS algorithms can explore the space well while the ordinary
MCMC got stuck in the starting mode. That is the reason that the x component from
SMSS algorithms can converge to the true marginal distribution of X while those from the
ordinary MCMC can not.
Comparison between MSS, GMSS, and SMSS
As discussed earlier, the MSS and GMSS are designed for the case that the parameters
in the target distribution can be divided into two parts: the parameters of interest (X) and
the nuisance parameters (Y ). Instead of sampling from the target distribution pi(x, y), they
sample from another distribution pi∗(x, s) on (X,S), where S is a size k multiset on Y for
MSS or a k-tuple on Y for GMSS. The marginal distributions of X for pi(x, y) and pi∗(x, s)
are the same, i.e., pi∗(x) = pi(x), but the marginal distributions of Y are different for these
two distributions.
If the marginal distribution of Y , pi(y), is also of interest, both the MSS and GMSS can
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(d) R-SMS-CBMC
Figure 3.5: True (solid curve) and attained (histograms) distributions from ordinary
MCMC and SMSS algorithms in Example 3.4.3. The ordinary MCMC gets stuck in the
starting mode and does not estimate the marginal distributions of X and Y well. The
three SMSS algorithms explore the space well and their estimates of the marginal
distributions are close to the truth.
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estimate pi(y). For MSS, when Y is continuous on the interval [a, b], the estimate of pi(y) is
pˆiMSS(y) = k
(
pˆi∗(y)− k − 1
k
1
b− a
)
,
where pˆi∗(y) is the estimated density of Y based on the samples of MSS (Leman et al., 2009).
For GMSS, Kim and MacEachern (2015) proposed a method to estimate the summaries
of pi(x, y) that involve y. Given the obtained samples
{
x(t), s(t) = (z
(t)
i , . . . , z
(t)
k )
}T
t=1
, the
estimate for Epi[h(X, Y )] is given by
̂Epi[h(X, Y )] =
1
T
T∑
t=1
k∑
i=1
w
(t)
i h(x
(t), z
(t)
i ),
w
(t)
i =
αipi(z
(t)
i |x(t))
∏
l 6=i fl(zl)∑k
j=1 αjpi(z
(t)
j |x(t))
∏
l 6=j fl(zl)
. (3.7)
We applied the MSS, GMSS, and our proposed R-SMS-CBMC to estimate the marginal
distribution of Y . For these three methods, we set k = 3 and used a truncated normal
proposal distribution with σ = 0.5 centered at the current state. For GMSS, αi = 1/3 and
fk are set to be the uniform density on [−10, 10]. We ran a total of 105 iterations and the
histograms of the samples from each method are shown in Figure 3.6. We can see that the
performance of the GMSS and R-SMS-CBMC are similar, and they are both better than
the MSS which have some negative estimates.
3.4.4 A Multimodal Example
We consider sampling from a two-dimensional mixture normal distribution restricted in
the region [0, 10]× [0, 10], similar to the example in Liang and Wong (2001),
pi(x) ∝
10∑
i=1
exp
{
− 1
2σ2
(x− µi)′(x− µi)
}
, x ∈ [0, 10]× [0, 10],
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(c) R-SMS-CBMC
Figure 3.6: Comparison of the density estimation of pi(y) in Example 3.4.3. The solid
curves are the true marginal distribution pi(y) and the histograms are the attained
marginal distributions using MSS, GMSS and R-SMS-CBMC algorithms with multiset size
k = 3. The performance of the GMSS and R-SMS-CBMC are similar, and they are both
better than the MSS which have some negative estimates.
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where σ = 0.1. The mean vectors of the 10 mixture components are drawn uniformly from
the square [0, 10] × [0, 10] and their values are listed in Table 3.5. These 10 centers are
well-separated compared to the small σ. Especially, the distance between component 7 and
the nearest component is 4.2.
i µi1 µi2 i µi1 µi2
1 0.125 0.968 6 2.455 3.431
2 7.154 6.884 7 8.976 1.974
3 2.755 5.901 8 0.691 7.420
4 4.908 0.971 9 0.853 2.353
5 0.992 1.183 10 3.693 7.256
Table 3.5: The mean vectors of the 10 components of the mixture normal distribution
We applied the ordinary MCMC and the three SMSS algorithms in Section 3.2 to this
example. The ordinary MCMC is a Metropolis-Hastings algorithm with proposal distribution
T (x∗|x) = N(x,Σ) constrained in [0, 10] × [0, 10], where Σ is a diagonal matrix with the
diagonal elements equal to 0.52. For the three SMSS algorithms, the same proposal was used
and the multiset size was chosen to be k = 5. For all of these algorithms, we started from
x0 = (2.5, 3.5)
T , which is near the center of component 6, and ran a total of N = 200, 000
iterations. For the SMSS, the initial value of the multiset is k replicates of x0.
Figure 3.7 gives the trace plots of the first 20,000 samples from the ordinary MCMC
and the R-SMS-CBMC algorithm. We can see that the ordinary MCMC only visited four
of the ten components while the R-SMS-CBMC has already explored all of the ten compo-
nents. Figure 3.8 shows the plots of every 20th sample from the ordinary MCMC and three
SMSS algorithms. Similar to Figure 3.7, the SMSS algorithms successfully visited all ten
components, while the ordinary MCMC did not.
To further illustrate the effectiveness of our algorithms and compare the performance of
our algorithms with PT and EMC, we ran each algorithm 20 times and each run contained
200,000 iterations. For PT and EMC, the number of temperature levels and the population
size are set to be 5 and the maximum temperature is 50. For all of the algorithms, we used
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Figure 3.7: Trace plots of the first 20,000 iterations of the ordinary MCMC and the
R-SMS-CBMC algorithm in Example 3.4.4. The ordinary MCMC only visits four
components, while R-SMS-CBMC explores all of the ten components.
the same proposal with standard deviation 0.5. For each run, the samples were used to
estimate the parameters of the mixture normal distribution. The results in Table 3.6 show
that all three SMSS algorithms can estimate the mean and the covariance matrix very well
and their estimates have smaller standard errors than PT and EMC, while the ordinary
MCMC has a poor estimation because it is unable to escape from the local modes.
Sampler
Parameter
µ1 µ2 Σ11 Σ22 Σ12
True Value 3.262 3.835 7.895 6.752 0.658
MCMC 1.319(0.1308) 2.388(0.2613) 0.702(0.0328) 1.199(0.1745) 0.792(0.0694)
PT 3.359(0.0753) 3.811(0.0632) 8.193(0.2660) 6.585(0.0738) 0.647(0.1440)
EMC 3.183(0.0767) 3.815(0.0494) 7.327(0.2916) 6.718(0.0593) 0.885(0.1589)
SMS-MWG 3.225(0.0379) 3.828(0.0330) 7.797(0.0940) 6.720(0.0466) 0.681(0.0824)
SMS-CBMC 3.301(0.0421) 3.853(0.0431) 7.962(0.1094) 6.723(0.0388) 0.663(0.0771)
R-SMS-CBMC 3.292(0.0423) 3.808(0.0345) 7.850(0.1130) 6.670(0.0445) 0.617(0.0905)
Table 3.6: Parameter estimates based on the samples from 20 runs of each algorithm. The
numbers in the parentheses are the standard errors.
Table 3.7 shows the average number of modes found and the probability of finding all
ten modes as a function of σ and the number of iterations for PT, EMC and SMSS. These
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(c) SMS-CBMC
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(d) R-SMS-CBMC
Figure 3.8: Plot of the every 20th sample (grey dots) from the ordinary MCMC and three
SMSS algorithms in Example 3.4.4. The centers of the normal components are denoted by
black dots. The ordinary MCMC only visits four components, while the SMSS algorithms
visit all ten components.
48
values were estimated by running 50 simulations under each setting. For all three algorithms
k is set to be 5. The maximum temperature for PT and EMC is 50. The results show that
SMSS usually performs better than PT and EMC in terms of the average number of modes
found and the probability of finding all ten modes.
Iterations Samplers
σ
0.05 0.1 0.2 0.3 0.4 0.5 0.75 1
103
PT
1.08
(0)
1.54
(0)
2.90
(0)
4.28
(0)
5.00
(0)
5.30
(0)
6.56
(0)
7.19
(0.02)
EMC
1.06
(0)
1.48
(0)
2.22
(0)
3.80
(0)
4.94
(0)
5.46
(0)
6.74
(0)
7.32
(0.02)
SMSS
1.02
(0)
1.64
(0)
3.54
(0)
5.00
(0)
5.50
(0)
6.18
(0.02)
7.30
(0.02)
7.47
(0.06)
104
PT
2.80
(0)
5.36
(0)
7.66
(0)
8.32
(0.06)
9.02
(0.28)
9.32
(0.40)
9.92
(0.92)
9.98
(0.98)
EMC
2.60
(0)
4.96
(0)
7.10
(0)
8.16
(0.04)
8.54
(0.12)
9.22
(0.40)
9.60
(0.62)
9.92
(0.92)
SMSS
3.22
(0)
6.64
(0)
9.12
(0.34)
9.80
(0.82)
9.92
(0.92)
10.0
(1)
10.0
(1)
10.0
(1)
105
PT
7.62
(0)
8.82
(0.12)
9.66
(0.68)
9.88
(0.88)
10.0
(1)
10.0
(1)
10.0
(1)
10.0
(1)
EMC
6.82
(0)
8.34
(0.08)
9.44
(0.44)
9.72
(0.72)
9.94
(0.94)
10.0
(1)
10.0
(1)
10.0
(1)
SMSS
8.78
(0.28)
9.96
(0.96)
10.0
(1)
10.0
(1)
10.0
(1)
10.0
(1)
10.0
(1)
10.0
(1)
Table 3.7: Average number of modes found and the probability of finding all ten modes (in
parentheses) in Example 3.4.4 for different samplers.
3.4.5 Fitting Mixture Normal Model
We consider the example in Kim and MacEachern (2015) about fitting a mixture normal
model. We simulated 100 observations from the following mixture normal model with four
components:
pi(yi|p,µ, σ2) =
4∑
j=1
pjN(yi;µj, σ
2), i = 1, . . . , n,
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where N(·;µj, σ2) denotes the density function of normal distribution with mean µj and
variance σ2. Also, p = (1/4, 1/4, 1/4, 1/4), µ = (3, 4,−3,−4) and σ = 0.4. We fit a
mixture normal model with three components based on these 100 observations. Assume
that p = (1
3
, 1
3
, 1
3
) and σ = 0.4 are known, and the prior distribution for µj is N(0, 1) for
each j = 1, 2, 3. We are interested in the posterior distribution of µ given the data y.
One way to sample from the posterior µ|y is to use the Gibbs sampler. Following Richard-
son and Green (1997), we augment the system with the latent variable γ = (γ1, . . . , γn) and
γi ∼ Multinomial(1/3, 1/3, 1/3), yi|γi ∼ N(µγi , σ2). Then the Gibbs sampler can be imple-
mented as follow:
1. Sample γ ∼ pi(γi = j|µ,y) ∝ exp
{
− (yi−µγj )
2
2σ2
}
.
2. Sample µ ∼ pi(µj|γ,y) ∼ N
(∑
i:γi=j
yi
σ2+nj
, σ
2
σ2+nj
)
, where nj = |{i : γi = j}|.
We can also implement the GSMSS to sample from µ|y. We set k = 2 and α1 = α2 = 1/2.
The instrumental densities are set to be the uniform density on (−6, 6). That is, fi(µ) =∏
j=1,2,3 1(−6,6)(µj) for i = 1, 2. The proposal distribution we used is µ
∗ ∼ N(µ(t), τ 2I),
where τ = 0.2. For both the Gibbs sampler and the GSMSS algorithm, we started from
(3,−3,−4) and ran N = 106 iterations. The trajectories of the estimated mean vectors for
both algorithms are shown in Figure 3.9. The three different greyscales (colors) represent
the three components of the mean vector µ. We can see that the Gibbs sampler found and
stayed at the combination of one upper mode and two lower modes, which is close to the
starting point. On the other hand, the GSMSS discovered the other combination of two
upper modes and one lower mode. Also, it can move between the two different combinations
of modes.
3.4.6 Breast Cancer Data
We apply the GSMSS to a real data from a breast cancer gene expression study by
Hedenfalk et al. (2001). The p-values of the two sample t-tests for comparisons between 3170
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(a) Gibbs sampler
(b) GSMSS
Figure 3.9: Trajectories of the estimated mean vectors from the Gibbs sampler and the
GSMSS in Example 3.4.5. The dashed lines are the true means of the four components of
the mixture normal. The Gibbs sampler only finds one combination of the modes. The
GSMSS discovers the other combination of the modes and can move between the two
different combinations of modes.
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genes of two mutation types, BRCA1 and BRCA2, are recorded. The dataset is available in
the R package qvalue, which can be obtained at http://www.bioconductor.org/packages/
release/bioc/html/qvalue.html.
Following Kim and MacEachern (2015), the data are transformed to z-values, and we fit
a two-component mixture normal model based on the transformed data:
f(zi|δ, µ, σ2) = (1− δ)N(zi; 0, 1) + δN(zi;µ, σ2), i = 1, . . . , n.
Weak informative priors are put on the unknown parameters:
µ ∼ N(ξ, R2), σ2 ∼ IG(2, 2), δ ∼ Uniform(0, 1),
where ξ and R are the midrange and range of the data and µ, σ2, δ are independent.
We fit the mixture model with the M-H algorithm and the GSMSS. For GSMSS, we
used the settings in Kim and MacEachern (2015). The multiset size k = 2 and the weights
α1 = α2 = 0.5. For simplicity, the instrumental densities are set as f = fδ × fµ× fσ2 , where
fδ ∼ Uniform(0, 1), fµ ∼ Uniform(0.2, 2), fσ2(log σ2) ∼ Uniform(−0.6, 0.8). However, other
densities with appropriate support also work. For both the M-H and GSMSS, we used the
same proposal:
δ(t) ∼ N(δ(t−1), 0.12), µ(t) ∼ N(µ(t−1), 0.22), σ2(t) ∼ LogNormal(σ2(t−1) , 0.22).
We ran 2 × 104 iterations for both algorithms. The kernel density estimates, the true
density and trajectories of µ are shown in Figure 3.10. The true density is estimated by
averaging five long runs of M-H with 106 iterations, and the resulted posterior mean estimates
are Epi(δ, µ, log σ
2) = (0.3825, 1.4602, 0.0353). We can see that there are two modes in the
true density for µ with the left one being smaller. For M-H, it is relatively hard to move
between the two modes and it tends to stay at the local modes, which leads to a higher
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density estimate at the smaller mode than the true density. On the other hand, the density
estimate based on the GSMSS is closer to the true density. Also the trace plots indicate
that the GSMSS move between the two modes more frequently than the M-H, which shows
that it is easier for the GSMSS to escape from the local modes.
To further compare the performance of parameter estimation based on the M-H and
GSMSS, we ran two algorithms 20 times and each run contained 2 × 104 iterations. We
also included the results based on the GSMSS with 104 iterations in each run, because 104
iterations of the GSMSS took about the same amount of time as 2 × 104 iterations of the
M-H. The results in Table 3.8 show that the estimates of GSMSS are closer to the truth,
and they have smaller standard errors and mean squared error (MSEs) than the estimates
of the M-H.
Estimate SE MSE
M-H (N = 2× 104)
δ 0.3966 0.0253 8.1× 10−4
µ 1.4313 0.0544 3.6× 10−3
log σ2 0.0527 0.0342 1.4× 10−3
GSMSS (N = 104)
δ 0.3797 0.0197 3.8× 10−4
µ 1.4678 0.0438 1.9× 10−3
log σ2 0.0280 0.0282 8.1× 10−4
GSMSS (N = 2× 104)
δ 0.3845 0.0152 2.2× 10−4
µ 1.4564 0.0332 1.1× 10−3
log σ2 0.0361 0.0222 4.7× 10−4
Table 3.8: Comparison of the M-H and GSMSS for the breast cancer data
3.5 Discussion
This chapter extends the MSS and the GMSS to the case that there are no nuisance
parameters in the target distribution. The proposed SMSS and GSMSS are suitable for
sampling from multimodal distributions with unbounded or infinite support. Numerical
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Figure 3.10: The kernel density estimates (solid line) and the true density (dashed line)
(left panels), and the trajectories (right panels) for µ from the M-H and the GSMSS in
Example 3.4.6. The M-H is relatively hard to move between the two modes, which leads to
a higher density estimate at the smaller mode than the true density. The GSMSS moves
between the two modes more frequently than the M-H and its density estimate is closer to
the true density.
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results show that the SMSS and its generalization have a substantial advantage over the
ordinary MCMC and some popular variants in sampling multimodal distributions.
Although SMSS and GSMSS are designed for multimodal distributions, they can be
advantageous for sampling single-modal distributions as well. Consider the standard normal
N(0, 1) restricted to [−3, 3] as the target distribution. We compared the performance of the
SMS-CBMC version of SMSS and the ordinary MCMC in terms of computation time and
the TV distance between the estimated density from sample and the true density. We used
the same proposal with standard deviation σ = 2 for both algorithms. The TV distance was
estimated using Equation (3.6) by evaluating the differences at 100 equally spaced points
in [−3, 3]. The results are shown in Table 3.9. The computation time of SMSS usually
increases as the multiset size k increases, and SMSS usually takes longer time than the
ordinary MCMC for the same number of iterations. However in terms of the TV distance,
SMSS performs better than the ordinary MCMC for small number of iterations (1000). For
larger number of iterations (5000), their performance becomes close.
Iterations MCMC
SMSS
k = 2 k = 3 k = 5 k = 7
1000
Time (s) 0.110 0.194 0.200 0.220 0.226
TV 0.0438 0.0243 0.0244 0.0250 0.0304
5000
Time (s) 0.553 0.953 0.971 1.047 1.068
TV 0.0227 0.0200 0.0208 0.0206 0.0231
Table 3.9: The computation time (in seconds) and total variation distance of the ordinary
MCMC and SMS-CBMC for the single-modal example
We presented three SMSS algorithms: SMS-MWG, SMS-CBMC, and R-SMS-CBMC. In
most cases, all three algorithms give similar performance. In terms of computation time,
SMS-MWG is the fastest, followed by SMS-CBMC. R-SMS-CBMC is the slowest due to the
additional generation of x when the proposed s∗ is rejected. Sometimes SMS-MWG is not
as stable as the other two algorithms. For example in Figure 3.5, the estimated density
based on SMS-MWG is less accurate than those based on SMS-CBMC and R-SMS-CBMC.
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In general, we recommend SMS-CBMC and R-SMS-CBMC algorithms.
Similar to the MSS and GMSS, the SMSS and its generalization also have tuning pa-
rameters, including the multiset size, the multiset weights αk, and instrumental functions
fk. Most of the recommendations on how to choose these parameters in Leman et al. (2009)
and Kim and MacEachern (2015) are also applicable here. For example, we often choose a
small multiset size k (k = 2 to 5 in the simulation studies) to avoid the extra computational
cost. The performance of GSMSS is not very sensitive to the choice of αk. As for the choice
of fk, when the multiset size k = 2, a combination of (fU , fG) is the recommended choice
of Kim and MacEachern (2015), where fU is a flat density on the support of the parameter
and fG is a density similar to the marginal target distribution. The actual choice of these
tuning parameters may be problem-dependent.
3.6 Proof of Theorems
3.6.1 Proof of Theorem 2
Proof. Assume the current state (x(t), s(t)) follows the target distribution g(x, s), and we
need to show that the next state (x(t+1), s(t+1)) obtained by the R-SMS-CBMC algorithm
still follows the target distribution g(x, s). Since (x(t), s(t)) ∼ g(x, s), then
s(t) ∼ g(s), (3.8)
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where g(s) is the marginal distribution of g(x, s). Notice that the marginal chain of S
satisfies the detailed balance condition since
g(s)P (s→ s∗)
= g(s)T (s∗|s) min
{
1,
g(s∗)T (s|s∗)
g(s)T (s∗|s)
}
= min {g(s)T (s∗|s), g(s∗)T (s|s∗)}
= g(s∗)P (s∗ → s).
The last equality is because the expression in the third line is symmetric in s and s∗. So
g(s) is the stationary distribution of the marginal chain of S. Combined with (3.8), we have
s(t+1) ∼ g(s). Since x(t+1) is drawn from g(x|s), then
(x(t+1), s(t+1)) ∼ g(s)g(x|s) = g(x, s).
Therefore g(x, s) is the invariant distribution of the Markov chain from the R-SMS-CBMC
algorithm.
3.6.2 Proof of Proposition 1
Proof. For s = (z1, . . . , zk), when Ω is discrete,
∑
s∈Φx
g(s|x) =
∑
s∈Ωk
g(s|x) =
∑
z1∈Ω
· · ·
∑
zk∈Ω
(
k∑
j=1
αj1x(zj)
∏
l 6=j
fl(zl)
)
=
k∑
j=1
(
αj
∑
z1∈Ω
· · ·
∑
zk∈Ω
1x(zj)
∏
l 6=j
fl(zl)
)
=
k∑
j=1
αj
∑
zj∈Ω
1x(zj)
=
k∑
j=1
αj = 1.
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The first equality is because g(s|x) = 0 for s /∈ Φx. Therefore
∑
x∈Ω
∑
s∈Φx
g(x, s) =
∑
x∈Ω
pi(x)
∑
s∈Φx
g(s|x) =
∑
x∈Ω
pi(x) = 1.
So g(x, s) is a probability mass function.
When Ω is continuous, we have ms(x) = 1 almost surely for any s ∈ Φx. Let Aj = {s :
zj = x, zi 6= x for i 6= j} for j = 1, . . . , k, and B = {s ∈ Φx : ms(x) > 1}. Then P (B) = 0
and
∫
Φx
g(s|x)ds =
∫
∪kj=1Aj
g(s|x)ds
=
k∑
j=1
[∫
Aj
k∑
i=1
(
αi1x(zi)
∏
l 6=i
fl(zl)
)
ds
]
=
k∑
j=1
[∫
Ω
· · ·
∫
Ω
αj
∏
l 6=j
fl(zl)dz1 · · · dzj−1dzj+1 · · · dzk
]
=
k∑
j=1
αj = 1.
Then
∫
Ω
∫
Φx
g(x, s)dxds =
∫
Ω
∫
Φx
pi(x)g(s|x)dxds =
∫
Ω
pi(x)dx = 1.
So g(x, s) is a probability density function.
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Chapter 4
The Mixed Membership Stochastic
Blockmodels for Heterogeneous
Networks
4.1 Introduction
In recent years, network data have drawn a lot of attentions from researchers in statistics,
computer science, biology, economics, and so on. The examples of network data include
social network, protein-protein interaction (PPI) network, the World Wide Web, research
publication network, and so on. Modeling network data is an important topic in the statistics
community. Goldenberg et al. (2010) provided a review of the statistical methods for network
analysis.
One of the interesting problems in network analysis is clustering, or community detec-
tion. Many networks show the pattern of community. That is, objects belonging to the same
community tend to have similar behavior while objects belonging to different communities
behave differently. Community detection is the process of uncovering the underlying com-
munity structure. The real world interpretation of the detected communities can also be
meaningful. For example, the detected communities turned out to be functional groups (or
proteins participate in the same cellular processes) associated with cancer and metastasis
(Jonsson et al., 2006). There have been some existing statistical methods for network clus-
tering. For example, Nowicki and Snijders (2001) proposed the stochastic blockmodel, in
which each object belongs to a cluster and the relationship between objects depends on the
pair of clusters. Hoff et al. (2002) proposed the latent space model and later this method
was extended by Handcock et al. (2007) for clustering, assuming that the latent positions
come from a mixture of Gaussians.
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There is a limitation of the classic stochastic blockmodel, which assumes each object
belongs to one single cluster, therefore can not handle the case with overlapping communities.
On the other hand, the mixed membership model have been used for modeling the situations
that violate the single cluster assumption due to the heterogeneity in the data. The mixed
membership models have been applied in many areas like text mining (Blei et al., 2003)
and image processing (Li and Perona, 2005). To deal with the single cluster limitation of
the stochastic blockmodel, Airoldi et al. (2008) proposed the mixed membership stochastic
blockmodels (MMSB). In this model, the cluster of each object is content dependent, which
means that objects can show different functional contexts (or clusters) when interacting with
different objects.
The methods mentioned above assume the network to be homogeneous, which means all
of the nodes in the network are objects of the same type, such as persons in the social network,
proteins in the PPI network. However in real world, objects with different types interact
with each other to form a large and sophisticated network. For example, a university network
consists of several types of objects (such as students, professors, courses and departments)
and different types of links among them (the teaching relationship between professors and
students, the registration relationship between students and courses and the association
relationship between students/professors and departments).
The heterogeneous network (the network with different types of objects) carries more
information than the homogeneous network. For the research publication network, the ho-
mogeneous co-authorship network can be viewed as a projection of a more complex hetero-
geneous bibliographical network, which consists of authors, papers, conferences as different
types of nodes, and also different types of relationships among them. Conducting analy-
sis only on the co-authorship network will result in an information loss, since we ignore
the paper, conference nodes and the author-paper, author-conference links. Therefore, it
is necessary to develop new methods to make use of the rich information in heterogeneous
networks.
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More attentions about the heterogeneous network have been received in recent years.
Sun and Han (2012) in the computer science community gave an overview of the methods
about mining heterogeneous networks. Sengupta and Chen (2015) proposed the spectral
clustering method for heterogeneous version of the stochastic blockmodel. However, similar
to the homogeneous stochastic blockmodel, the heterogeneous version still assumes that each
node has a single cluster.
To deal with the single cluster limitation, in this chapter, we propose the heterogeneous
version of the mixed membership stochastic blockmodel. Similar to the homogeneous MMSB,
each object in the network is allowed to have multiple clusters and the clusters are content
dependent. We present the variational EM algorithm for posterior inference so that it can
scale up to large networks. We also apply our method to analyze a subset of the DBLP
dataset to find out the community structure for authors.
This chapter is organized as follows. Section 4.2 gives a review of the homogeneous MMSB
model and introduces the heterogeneous version of the MMSB model. Section 4.3 describes
the variational algorithm for posterior inference. Section 4.4 presents the simulation studies
comparing our method with the spectral clustering method proposed by Sengupta and Chen
(2015). Section 4.5 shows the results of our method applied to the DBLP dataset. Section
4.6 concludes with a discussion.
4.2 The mixed membership stochastic blockmodel
4.2.1 Homogeneous model
An observed homogeneous network or relational data can be represented as a graph
G(V,E), where V consists of all nodes (or vertices) and E consists of all links (or edges).
Here we only consider unweighted graphs, but the edges can be directed or undirected.
Suppose there are n nodes in the graph, denoted by x1, x2, . . . , xn. An adjacency matrix Y
for this graph is an n-by-n binary matrix, where Y (p, q) = 1 if node xp and node xq are
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connected and Y (p, q) = 0 otherwise. For homogeneous network, all of the nodes in V are
of the same type, such as persons in a friendship network, papers in a citation network, or
proteins in a protein interaction network.
The original mixed membership stochastic blockmodel (MMSB) for homogeneous net-
works is proposed by Airoldi et al. (2008). Consider a homogeneous network G(V,E) and
its adjacency matrix Y . Assume there are K groups. The MMSB models the adjacency
matrix Y in a Bayesian hierarchical framework. For each pair of nodes (xp, xq), the presence
or absence of a link between two nodes is determined by a Bernoulli distribution with the
parameter depending on the latent group memberships of the two nodes. In other words,
given the latent group membership zp,q,1, zp,q,2 and the Bernoulli probability matrix B,
Y (p, q)|zp,q,1, zp,q,2, B ∼ Bernoulli(zTp,q,1Bzp,q,2).
Here zp,q,1 and zp,q,2 are K-dimensional membership indicator vectors, of which only one
element equals to one and others equal to zero. The index of the non-zero element cor-
responds to the membership of the node. For undirected graphs, zp,q,1 denotes the latent
group membership of node xp when interacting with node xq, and zp,q,2 denotes the latent
group membership of node xq when interacting with node xp. For directed graphs, zp,q,1 and
zp,q,2 denote the group membership of the initiator and receiver of the edge between xp and
xq respectively. Note that the group membership of each node depends on the nodes it is
interacting. That is, each node can have different membership when interacting or being
interacted with different nodes. For example, a researcher may sometimes work as a biologist
on a paper about mass spectrometry analysis for proteins with other biologists. At another
time, he/she may work as a statistician on paper about network analysis. The Bernoulli
probability matrix B is K-by-K, where B(g, h) represents the probability of having a link
between a node in group g and a node in group h.
For the rest of this chapter, we will focus on the undirected graph. For each node xp, the
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latent group membership zp,·,1 := {zp,q,1 : xq ∈ V } and z·,p,2 := {zq,p,2 : xq ∈ V } have prior
distribution with parameter pip,
zp,·,1|pip ∼ MultinomialK(pip),
z·,p,2|pip ∼ MultinomialK(pip),
and pip has prior distribution
pip ∼ DirichletK(α),
where pip and α are K-dimensional vectors.
Let Z1 := {zp,q,1 : xp, xq ∈ V } , Z2 := {zp,q,2 : xp, xq ∈ V } and pi := {pip : xp ∈ V }. Then
the joint distribution of data Y and the parameters {Z1, Z2,pi} is
p(Y, Z1, Z2,pi|α, B) =
∏
p,q
p1(Y (p, q)|zp,q,1, zp,q,2, B)p2(zp,q,1|pip)p2(zp,q,2|piq)
∏
p
p3(pip|α),
where p1, p2, p3 are the probability distributions of Bernoulli, multinomial and Dirichlet
distributions.
4.2.2 Heterogeneous model
Different from the homogeneous network, the nodes in a heterogeneous network are of
different types. Therefore the links in the heterogeneous network are also of different types.
For example, in the Facebook network, other than person, we have object types such as
posts, photos, movies, events, and so on. Also, besides the friendship between persons,
there is relationship of other types, such as the person-photo tagging relationship, person-
movie liking relationship, person-post publishing relationship, and so on. To deal with the
different types of nodes and links, we proposed a mixed membership stochastic blockmodel
for heterogeneous networks (MMSB).
Given a heterogeneous network G(V , E), where V contains all types of nodes and E con-
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tains all types of links. The graph is unweighted but can be directed or undirected. Suppose
there are N nodes of m different types, denoted by X1 = {x11, x12, . . ., x1n1}, . . . ,Xm =
{xm1, xm2, . . . , xmnm}. Then V =
⋃m
i=1Xi and N = n1 + . . . + nm. Let Gij be the sub-
graph between object types Xi and Xj. Let Yij be the adjacency matrix of Gij. Here
i, j ∈ {1, 2, . . . ,m} and i = j is allowed. Let Y be the following N -by-N matrix
Y =

Y11 Y12 . . . Y1m
Y21 Y22 . . . Y2m
...
...
. . .
...
Ym1 Ym2 . . . Ymm

.
Suppose there are K groups. For any node xip from Xi and any node xjq from Xj,
the probability that there is a link between the pair of nodes (xip, xjq) is determined by a
Bernoulli distribution with the parameter depending on the group memberships of nodes
(xip, xjq). Similar to the homogeneous model, we have the following Bayesian hierarchical
model:
Yij(p, q)|zip,jq,1, zip,jq,2, B ∼Bernoulli(zTip,jq,1Bijzip,jq,2),
zip,jq,1|piip ∼MultinomialK(piip),
zip,jq,2|pijq ∼MultinomialK(pijq),
piip ∼DirichletK(αi),
where zip,jq,1 and zip,jq,2 are K-dimensional membership indicator vectors. Here zip,jq,1 de-
notes the latent group membership of node xip (or the initiator for directed graph) when
interacting with node xjq, and zip,jq,2 denotes the latent group membership of node xjq (or
the receiver for directed graph) when interacting with node xip. The Bernoulli probability
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matrix B is mK-by-mK with the following structure:
B =

B11 B12 . . . B1m
B21 B22 . . . B2m
...
...
. . .
...
Bm1 Bm2 . . . Bmm

,
where Bst is a K-by-K matrix whose (g, h) entry denotes the probability of having a link
between a node of object type Xs from group g and a node of Xt from group h. The link
probability not only depends on the group membership (g, h), but also depends on the type
of node (s, t). This is necessary when modeling the heterogeneous network.
Same as the homogeneous model, the group membership for each node depends on the
nodes they interact with. The latent group membership of node xip when interacting or
being interacted with others is determined by a multinomial distribution with a node-specific
parameter piip. A Dirichlet prior is put on piip, governed by a type-specific hyperparameter
αi.
Let Z1 := {zip,jq,1 : xip, xjq ∈ V} , Z2 := {zip,jq,2 : xip, xjq ∈ V}, pi := {piip : xip ∈ V}
and α := {αi : i = 1, 2, . . . ,m}. Then the joint distribution of data Y and the parameters
{Z1, Z2,pi} is
p(Y, Z1, Z2,pi|α, B)
=
∏
i,j
∏
p,q
p1(Yij(p, q)|zip,jq,1, zip,jq,2, B)p2(zip,jq,1|piip)p2(zip,jq,2|pijq)
∏
i,p
p3(piip|αi),
where p1, p2, p3 are the probability distributions of Bernoulli, multinomial and Dirichlet
distributions.
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4.3 Posterior inference and parameter estimation
We are interested in finding the posterior distribution of the latent variables, including
the per-node mixed membership pi and the membership indicators for per-pair interaction
Z1, Z2, given the observed network. We also want to learn the Bernoulli probability matrix
B. The value of α is pre-specified and fixed in our study. In this section, we present the
variational method for posterior inference and empirical Bayes estimate for hyperparameters
B.
4.3.1 Variational posterior inference
Let X to be the collection of the latent variables X = {pi, Z1, Z2}. To compute the
posterior distribution of X given data Y and hyperparameters Θ = {α, B}, we have
p(X|Y,Θ) = p(Y,X|Θ)
p(Y |Θ) .
The normalizing constant requires integration over the latent variables,
p(Y |Θ) =
∫
pi
∑
Z1,Z2
(∏
i,j,p,q
p1(Yij(p, q)|zip,jq,1, zip,jq,2, B)
p2(zip,jq,1|piip)p2(zip,jq,2|pijq)
∏
i,p
p3(piip|αi)
)
dpi,
which is not easy to compute. To get the estimate of the Bernoulli probability matrix B, we
also need to evaluate the intractable likelihood p(Y |Θ). One way to deal with this problem
is to use Markov chain Monte Carlo (MCMC) sampling. However, MCMC could be very
slow when the network size is large. Therefore it is difficult to handle large networks.
To achieve our goals, we use the variational methods (Wainwright and Jordan, 2008),
same as the original algorithm of MMSB. The main idea of variational method is to ap-
proximate the true posterior distribution by a variational distribution with free parameters
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(also called variational parameters). Then the free parameters are fitted to minimize the
Kullback-Leibler (KL) divergence between the variational distribution and the true posterior
distribution.
We introduce a fully factorized distribution q∆ as variational distribution to approximate
the true posterior distribution. The variational distribution is defined as follows:
q∆ = q(X|γ,Φ1,Φ2) =
∏
i,p
q1(piip|γip)
∏
i,j
∏
p,q
[q2(zip,jq,1|φip,jq,1)q2(zip,jq,2|φip,jq,2)] ,
where q1 is the Dirichlet distribution and q2 is the multinomial distribution, γ = {γip : xip ∈
V}, Φ1 = {φip,jq,1 : xip, xjq ∈ V} and Φ2 = {φip,jq,2 : xip, xjq ∈ V}. Let ∆ = (γ,Φ1,Φ2) be
the variational parameters in q∆.
By Jensen’s inequality, we have
log p(Y |Θ) = log
∫
X
p(Y,X|Θ)dX
= log
∫
X
q∗(X)
p(Y,X|Θ)
q∗(X)
dX
≥
∫
X
q∗(X) log
p(Y,X|Θ)
q∗(X)
dX
= Eq∗ [log p(Y,X|Θ)− log q∗(X)] =: L(q∗,Θ), (4.1)
where q∗ is any distribution on the latent variables X. The lower bound L(q∗,Θ), which is
also the negative KL divergence from p(Y,X|Θ) to q∗, is maximized (or the equality holds)
when
q∗(X) = p(X|Y,Θ),
which is the true posterior distribution of the latent variables given Y and Θ. Therefore,
minimizing the KL divergence between the variational distribution q∆ and the true posterior
distribution, is equivalent to maximizing the lower bound L(q∆,Θ).
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4.3.2 Variational EM algorithm
To find the variational approximation of the posterior distribution of the latent variables
and obtain the estimate of Bernoulli probability matrix B, we try to maximize L(q∆,Θ)
iteratively with respect to the variational parameters ∆ and the hyperparamters Θ. The
lower bound L(q∆,Θ) can be written as follows:
L(q∆,Θ) = Eq∆
[
log
∏
i,j
∏
p,q
p1(Yij(p, q)|zip,jq,1, zip,jq,2, Bij)
]
+Eq∆
[
log
∏
i,j
∏
p,q
p2(zip,jq,1|piip)
]
+ Eq∆
[
log
∏
i,j
∏
p,q
p2(zip,jq,2|pijq)
]
+Eq∆
[
log
∏
i,p
p3(piip|αi)
]
− Eq∆
[
log
∏
i,p
q1(piip|γip)
]
−Eq∆
[
log
∏
i,j
∏
p,q
q2(zip,jq,1|φip,jq,1)
]
− Eq∆
[
log
∏
i,j
∏
p,q
q2(zip,jq,2|φip,jq,2)
]
.
After calculating the expectation on the right hand side, we have
L(q∆,Θ) =
∑
i,j
∑
p,q
∑
g,h
φip,jq,1,gφip,jq,2,hf((Yij(p, q), Bij(g, h))
+
∑
i,j
∑
p,q
∑
g
φip,jq,1,g
[
ψ(γip,g)− ψ(
∑
g
γip,g)
]
+
∑
i,j
∑
p,q
∑
h
φip,jq,2,h
[
ψ(γjq,h)− ψ(
∑
h
γjq,h)
]
+
∑
i,p
log Γ(
∑
g
αi,g)−
∑
i,p
∑
g
log Γ(αi,g) +
∑
i,p
log Γ(
∑
g
γip,g)−
∑
i,p
∑
g
log Γ(γip,g)
+
∑
i,p
∑
g
(αi,g − 1)
[
ψ(γip,g)− ψ(
∑
g
γip,g)
]
+
∑
i,p
∑
g
(γip,g − 1)
[
ψ(γip,g)− ψ(
∑
g
γip,g)
]
−
∑
i,j
∑
p,q
∑
g
φip,jq,1,g log(φip,jq,1,g)−
∑
i,j
∑
p,q
∑
h
φip,jq,2,h log(φip,jq,2,h), (4.2)
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where f(x, y) = x log(y) + (1 − x) log(1 − y) and ψ(x) = d
dx
log Γ(x) is the logarithmic
derivative of the Gamma function.
The original EM algorithm maximizes the target function by iteratively updating the
latent variables in E step and the parameters in M step. Similarly, in the variational EM
algorithm (Beal and Ghahramani, 2003), we iteratively update the variational parameters
∆ = (γ,Φ1,Φ2) in E step to update the variational distribution q∆ and update the hyper-
parameter B in M step. The overall algorithm is summarized in Algorithm 1.
Variational E step
For any given pair of nodes (xip, xjq) and any given group g, isolating the terms containing
φip,jq,1,g from Equation (4.2), we get
Lφip,jq,1,g = φip,jq,1,g
(∑
h
φip,jq,2,hf(Yij(p, q), Bij(g, h)) + ψ(γip,g)− ψ(
∑
g
γip,g)
)
− φip,jq,1,g log(φip,jq,1,g),
which can be viewed as the log-likelihood of an exponential family distribution. By using
the property that for exponential family distribution with likelihood function
f(x|θ) = h(x)eη(θ)T (x)−A(θ),
the maximizer θ∗ of the likelihood function satisfies A′(θ∗) = T (x), we have the updating
equation for φip,jq,1,g:
φˆip,jq,1,g ∝ exp{
∑
h
[φip,jq,2,hf(Yij(p, q), Bij(g, h))] + ψ(γip,g)− ψ(
∑
g
γip,g)} (4.3)
= exp{ψ(γip,g)− ψ(
∑
g
γip,g)}
×
∏
h
[
Bij(g, h)
Yij(p,q)(1−Bij(g, h))1−Yij(p,q)
]φip,jq,2,h
.
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Similarly, we can also get the updating equation for φip,jq,2,h:
φˆip,jq,2,h ∝ exp{
∑
g
[φip,jq,1,gf(Yij(p, q), Bij(g, h))] + ψ(γjq,h)− ψ(
∑
h
γjq,h)} (4.4)
= exp{ψ(γjq,h)− ψ(
∑
h
γjq,h)}
×
∏
g
[
Bij(g, h)
Yij(p,q)(1−Bij(g, h))1−Yij(p,q)
]φip,jq,1,g
.
Since φip,jq,1 and φip,jq,2 are probability vectors, they need to be normalized to make sure
that
∑
g φˆip,jq,1,g =
∑
h φˆip,jq,2,h = 1.
Given any node xip and any given group g, denote the terms containing γip,g from Equa-
tion (4.2) by Lγip,g . Set
∂Lγip,g
∂γip,g
= 0, we have
γˆip,g = αi,g +
∑
j,q
φip,jq,1,g +
∑
j,q
φjq,ip,2,g. (4.5)
Variational M step
The variational approximation and inequality (4.1) make the lower bound L(q∆,Θ) a
tractable substitute of the log-likelihood function log p(Y |Θ). To get the estimate for the
Bernoulli probability matrix B, in the variational M step, we fix the variational parameters
∆ to get the estimate of B that maximizes the lower bound L(q∆,Θ). By isolating the terms
containing B from Equation (4.2), we can find the maximizer
Bˆij(g, h) =
∑
p,q φip,jq,1,gφip,jq,2,hYij(p, q)∑
p,q φip,jq,1,gφip,jq,2,h
, (4.6)
where i, j = 1, 2, . . . ,m and g, h = 1, 2, . . . , K.
In the proposed variational EM algorithm, we iteratively update the variational param-
eters ∆ = (γ,Φ1,Φ2) in E step, and the Bernoulli probability matrix B in M step until
convergence. We use the value of lower bound L(q∆,Θ) to determine the convergence. The
convergence is achieved when L(q∆(t+1) ,Θ
(t+1))− L(q∆(t) ,Θ(t)) < , where  is the tolerance.
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Algorithm 1 Variational EM Algorithm for MMSB
1: initialize φˆ0ip,jq,1,g and φˆ
0
ip,jq,2,h for all pairs of nodes (xip, xjq) and all pairs of groups g, h
2: initialize γˆ0ip,g for all nodes xip and all groups g by Equation (4.5)
3: initialize B0,α
4: t = 0
5: repeat
6: for i = 1 to m do
7: for p = 1 to ni do
8: for j = 1 to m do
9: for q = 1 to nj do
10: for g = 1 to K do
11: update φˆt+1ip,jq,1,g by Equation (4.3)
12: end for
13: normalize {φˆt+1ip,jq,1,g}Kg=1 to sum to 1
14: for h = 1 to K do
15: update φˆt+1ip,jq,2,h by Equation (4.4)
16: end for
17: normalize {φˆt+1ip,jq,2,h}Kh=1 to sum to 1
18: end for
19: end for
20: end for
21: end for
22: for i = 1 to m do
23: for p = 1 to ni do
24: update γˆt+1ip,g by Equation (4.5)
25: end for
26: end for
27: for i = 1 to m do
28: for j = 1 to m do
29: update Bt+1ij (g, h) by Equation (4.6)
30: end for
31: end for
32: t = t+ 1
33: until convergence
71
Initialization
As stated in Algorithm 1, the initial values of Φ1 and Φ2 need to be given first. Although
the variational EM algorithm is fast and feasible to handle large networks, similar to the EM
algorithm, it typically converges to a local maximum, not necessary the global maximum.
Therefore, the results of the variational EM are sensitive to the initial values. One way
to solve this issue is to use multiple initial values, and take the one with maximal value
of L(q∆,Θ) as the final output. However it is hard to determine the number of initial
values should be used to find the global maximum and there is no guarantee that the global
maximum can be found. In practice, multiple initial values does not show much improvement
and takes longer time to run the algorithm.
Another way to deal with this problem is to use the results from some pre-analysis as
the initialization. Sengupta and Chen (2015) proposed a heterogeneous spectral clustering
algorithm (Het-SC) for community detection in heterogeneous networks. Although the Het-
SC algorithm assigns unique membership to each node, its results can still serve as a good
guidance of the initial values. Since the result of Het-SC itself can be a local maximum or
very close to a local maximum, the algorithm may get stuck in the local mode when starting
from the result of Het-SC. A remedy for this issue is to use initial values close to the results
of Het-SC to help the algorithm escape from the local mode.
4.4 Simulation Results
We conducted three simulation studies to compare the performance between our al-
gorithm and the spectral clustering algorithms for heterogeneous networks (Sengupta and
Chen, 2015). In all of the simulation studies, we consider bi-type heterogeneous networks
simulated from the mixed membership stochastic block model (MMSB). The networks are
simulated as follows:
• For each node xip from type i, i = 1, 2, p = 1, . . . , ni:
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– sample piip ∼ DirichletK(αi).
• For each pair of nodes (xip, xjq), i, j = 1, 2, p = 1, . . . , ni, q = 1, . . . , nj:
– sample the membership of xip: zip,jq,1 ∼ MultinomialK(piip).
– sample the membership of xjq: zip,jq,2 ∼ MultinomialK(pijq).
– sample Yij(p, q) ∼ Bernoulli(zip,jq,1Bijzip,jq,2).
In all simulations, we studied networks with a total ofN = 200 nodes, of which 100 were of
type I and 100 of type II. The number of groups is fixed to be K = 4. We set α1 = α2 = α1K ,
where 1K is a K-vector of 1’s. We tried three different values of α (α = 0.05, 0.1 and 0.25)
to simulate different settings of the membership. When α = 0.05, each node has almost
unique membership. We assigned the group with the highest probability to each node so
that all nodes take unique membership. As α increases, the nodes will have more diffused
membership. When α = 0.1, each node belongs to about 1.5 groups on average. When
α = 0.25, each node belongs to about 2 groups on average.
The Bernoulli probability matrix B is given by
B =
B11 B12
B21 B22
 ,
where
B11 = p11K1
′
K + (r1 − p1)IK ,
B12 = B21 = p21K1
′
K + (r2 − p2)IK ,
B22 = p31K1
′
K + (r3 − p3)IK .
Here IK is a K-by-K identity matrix. Under this setting, the parameters r1 and r3 repre-
sent the intra-group link probability of the type I-type I and type II-type II homogeneous
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networks, respectively, and r2 denotes the intra-group inter-type link probability of the type
I-type II network. The strength of inter-group homophily for the type I-type I (type II-type
II) homogeneous network is represented by p1 (p3), and p2 denotes the strength of inter-group
inter-type homophily for the type I-type II network.
We tried to compare our algorithm to the Het-SC algorithm proposed by Sengupta and
Chen (2015). However, the spectral clustering algorithm is designed for the situation that
each of the node belongs to one unique group. In order to better compare the performance
of Het-SC and our algorithm under the mixed membership setting, we adopted a revised
version of the spectral clustering, which has been used before in Airoldi et al. (2005). Based
on the cluster prediction of Het-SC, we calculated the relative distance between each node
to the centroids of clusters. Then we normalized the inverse distance to obtain the mixed
membership probability vector for each node. The closer the node is to the cluster centroid,
the higher probability it is assigned to that cluster.
4.4.1 Performance evaluation
For unique membership case (α = 0.05), we evaluated the performance of the algo-
rithm by the error rate, which is the proportion of nodes that are assigned to the wrong
group/cluster. Since for both Het-SC and our algorithm, there is an identifiability issue with
the cluster labels, we searched all permutations for the one that maximizes the accuracy (or
minimizes the error rate).
To measure the performance in the mixed membership case (α = 0.1 or 0.25), we used
another way to define the error rate. For each node, its error rate is computed by
1− TP + TN
K
,
where K is the number of clusters, TP is the number of true positives and TN is the number
of true negatives. True positives are the clusters containing the node and are correctly
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detected by the algorithm. True negatives are the clusters that the node does not belong
to and are not classified by the algorithm. Then the error rate for the whole data set is the
average of the error rate for all of the nodes. Similar to the unique membership case, all
possible permutations of the clusters are considered and the one with minimum error rate is
taken as the final error rate.
To better measure the quality of the overlapping community detection under the mixed
membership setting, we introduce the extended version of the normalized mutual information
(NMI), which was proposed by Lancichinetti et al. (2009) and reviewed by Xie et al. (2013) as
one of the most widely used measures for overlapping communities. Suppose the number of
clusters is K and the number of nodes is n. For each node, its membership can be expressed
as a binary vector of length K. Then we will have an n×K assignment matrix for all of the
nodes. Here we use X and Y to denote the assignment matrices obtained by the algorithm
we want to evaluate and the truth, respectively. Each column of X can be treated as a
random variable. The probability distribution of Xk (the kth column of X) is defined as
P (Xk = 1) = nk/n, P (Xk = 0) = 1− P (Xk = 1),
where nk is the number of nodes belonging to cluster k. Similarly, we can obtain the
probability distribution of Yl (the lth column of Y ) and the joint probability distribution of
(Xk, Yl). Then we define the entropies H(Xk), H(Yl) and H(Xk, Yl) by
−
∑
i
pi log pi,
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where pi’s are a discrete set of probabilities for the random variable (vector). Then we have
H(Xk|Yl) = H(Xk, Yl)−H(Yl),
H(Xk|Y ) = min
l
H(Xk|Yl),
H(X|Y ) = 1
K
K∑
k=1
H(Xk|Y )
H(Xk)
.
Then the extended NMI is defined by
NMI = 1− [H(X|Y ) +H(Y |X)]/2.
The extended NMI should be between 0 and 1, with one implying a perfect match. A larger
extended NMI indicates a better match with the truth.
4.4.2 Simulation 1
In this simulation we consider the heterogeneous network with the following setting:
r1 = 0.3, r3 = 0.7, p1 = p2 = p3 = 0.1. Type II nodes within the same group have a larger
link probability than type I nodes. We also let r2 increase from 0.3 to 0.7 in increments of 0.1
to simulate networks with different strength of intra-group inter-type link probability. Three
choices of α, 0.05, 0.1 and 0.25, were considered. We applied three methods to the simulated
networks: the Het-SC algorithm (SC), the revised version of Het-SC (R-SC) (for α = 0.1
and 0.25 only) and our proposed algorithm (MMSB). The results of the three algorithms
are shown in Figures 4.1 and 4.2. Panel (a) shows the average error rate for Het-SC and
MMSB under the unique membership setting (α = 0.05). Panels (b) and (c) show the error
rate and also the extended NMI for Het-SC, revised Het-SC and MMSB algorithms under
the mixed membership setting. The membership gets more diffused in panel (c) than (b).
All of the results shown in the figures are the average of 10 simulations.
Based on the results in Figures 4.1 and 4.2, we can see the performance on type II
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Figure 4.1: Error rates of Het-SC (SC), revised Het-SC (R-SC) and MMSB algorithms for
Simulation 1.
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Figure 4.2: The extended NMI of Het-SC (SC), revised Het-SC (R-SC) and MMSB
algorithms for Simulation 1.
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nodes is always better than type I nodes, due to the higher intra-group link probability. We
can also see that as the intra-group inter-type link probability r2 increases, the error rates
usually decrease (and the NMIs increase) for almost all methods and values of α. For the
mixed membership case (α = 0.1 or 0.25), the performance gets worse when the membership
becomes more diffused, for all of the three methods. When comparing MMSB with the
others, in the unique membership case, although MMSB and the Het-SC algorithm have
similar error rate for type II nodes, MMSB improves the accuracy of type I nodes a lot over
the Het-SC, for different r2 values. When α = 0.1 or 0.25, although we used the revised
Het-SC to address the mixed membership case, it did not improve the performance of Het-
SC and sometimes performed even worse. The revised Het-SC only outperforms Het-SC in
terms of error rate when α = 0.25 for the type II nodes. On the other hand, MMSB has
better performance (smaller error rate and larger NMI) than both Het-SC and the revised
Het-SC, for all values of r2 and α.
4.4.3 Simulation 2
In this section, we consider the scenario that there is no homophilic community structure
among type II-type II nodes. We set r1 = 0.3, r3 = 0.1 and p1 = p2 = p3 = 0.1. We let r2
increase from 0.3 to 0.7 in increments of 0.1. Under this setting, for type II nodes, the nodes
within the same group do not have higher link probability than nodes in different groups.
The results of the Het-SC algorithm, the revised Het-SC algorithm and the MMSB under
different values of α are displayed in Figures 4.3 and 4.4. All of the results are the average
of 10 simulations.
Figures 4.3 and 4.4 show that the performance of type II nodes is always worse than type
I nodes for all methods under different values of α and r2. The lack of community structure
in type II-type II network makes the clustering of type II nodes more difficult, since only
the information in the type I-type II links can be used to assign group. The revised Het-SC
algorithm seems to have better performance than Het-SC in terms of error rate when the
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Figure 4.3: Error rates of Het-SC (SC), revised Het-SC (R-SC) and MMSB algorithms for
Simulation 2.
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Figure 4.4: The extended NMI of Het-SC (SC), revised Het-SC (R-SC) and MMSB
algorithms for Simulation 2.
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membership becomes more diffused. The revised Het-SC has smaller error rate than Het-SC
when α = 0.25, but its NMI is not better than Het-SC. Also, the revised Het-SC has worse
performance than Het-SC when α = 0.1. As for our method, MMSB improves the accuracy
(in terms of both error rate and NMI) over both Het-SC and the revised Het-SC, for both
type of nodes, all values of α and almost all values of r2.
4.4.4 Simulation 3
We consider the scenario that there are no type II-type II links in this section. We set
r1 = 0.3, r3 = 0, p1 = p2 = 0.1 and p3 = 0. Again r2 increases from 0.3 to 0.7 in increments
of 0.1. The results of the three algorithms under different values of α are displayed in Figures
4.5 and 4.6. All of the results are the average of 10 simulations.
Similar to simulation 2, the performance of type II nodes is always worse than type I
nodes for all methods under different values of α and r2, since type II-type II links are
missing. The revised Het-SC algorithm still has better performance than Het-SC in terms
of error rate when the membership is more diffused (α = 0.25). Our MMSB method has the
best performance (in terms of both error rate and NMI) in almost all of the cases compared
with Het-SC and the revised Het-SC.
4.5 Analysis of the DBLP Data
DBLP is a computer science bibliography website, which contains over 3.3 million pub-
lications published by more than 1.7 million authors. Gao et al. (2009) and Ji et al. (2010)
extract a sub-network from the DBLP data set, which contains 14376 papers, 20 conferences,
14475 authors and 8920 terms. The sub-network focuses on four areas of computer science:
database, data mining, artificial intelligence (AI) and information retrieval, which form four
groups in the sub-network. Gao et al. (2009) and Ji et al. (2010) manually labeled the area of
4057 authors, 100 papers and all 20 conferences. In our study, we focus on the sub-network
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Figure 4.5: Error rates of Het-SC (SC), revised Het-SC (R-SC) and MMSB algorithms for
Simulation 3.
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Figure 4.6: The extended NMI of Het-SC (SC), revised Het-SC (R-SC) and MMSB
algorithms for Simulation 3.
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which contains the labeled 4057 authors and all 20 conferences. We consider only one type
of links: the author-conference links (author attended conference or have papers presented
at the conference). Therefore, we have a heterogeneous network with two types of nodes:
4057 authors and 20 conferences, and the author-conference links.
Gao et al. (2009) and Ji et al. (2010) only assigned a single group (research area) to
each author when they manually labeled the data set. However in practice, it is possible
that people have more than one research area. Since the author-conference links are very
informative for clustering (Sengupta and Chen, 2015), here we create our own label for
authors based on the area of conferences they attended. That is, we assigned the labels of
all conferences the author attended to the author. After the assignment, there are more than
27% of the authors having more than one research area and the average number of areas for
each author is 1.36.
We apply the Het-SC algorithm, the revised Het-SC and the MMSB algorithm to the
data. Both the error rate and the extended NMI are used to evaluate the performance of
each method. The results are shown in Table 4.1. The results in bold denote the best
performance under a certain criterion. The results suggest that MMSB outperforms Het-SC
and the revised Het-SC in terms of both error rate and NMI. The revised version of Het-SC
does improve the performance of Het-SC in terms of error rate and also the NMI.
Table 4.1: Performance of Het-SC (SC), revised Het-SC (R-SC) and MMSB for the DBLP
dataset
Error rate NMI
SC R-SC MMSB SC R-SC MMSB
0.0968 0.0792 0.0458 0.5850 0.6035 0.7681
To further assess the performance of the proposed method, we examine one specific case.
In the original dataset, the author with id=78624 is manually labeled to the data mining
area, while the proposed algorithm uncovers two research areas of this author: data mining
and database. To determine the true research areas of this author, we manually checked
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the author’s publications on the DBLP website. To determine whether a paper is database
related, we checked the journal/conference the paper is published, the title, keywords or
abstract of the paper. For the 60 publications shown on the DBLP webpage, 24 of them
are related to database. Therefore the proposed algorithm captures the research area of
database, which is missing in the original label. It indicates that the proposed algorithm
does a good job in uncovering the true group memberships.
4.6 Discussion
In this chapter, we propose a statistical framework for community detection in hetero-
geneous networks, which extends the original mixed membership stochastic blockmodel for
homogeneous networks to heterogeneous networks. The proposed method relaxes the unique
cluster limitation of the classic stochastic blockmodel and allows each node of different types
to have multiple memberships. The use of the variational algorithm makes the method scal-
able to large networks. Simulation studies show the more accurate clustering results of the
proposed method over the spectral clustering algorithm for heterogeneous version of the
stochastic blockmodel, especially in diffused membership case. The analysis on the DBLP
data also demonstrates the advantage of our method.
There is some connection between the mixed membership stochastic blockmodel and the
latent space model (Hoff et al., 2002), as discussed in Goldenberg et al. (2010) and Airoldi
et al. (2008). Both of them try to study the latent structure of the network, which explains
the connectivity of the observed network. It will be interesting to develop the heterogeneous
version of the latent space model for heterogeneous networks.
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