A practical generally applicable procedure for exponential modeling to maximum likelihood of macromolecular data sets constrained by a moderately large basis set of reliable phases and a molecular envelope is described, based on the computer program MICE . Acta Cryst. A46, 284-297]. Procedures were first tested
with simulated data sets. Exact and randomly perturbed amplitudes and phases were generated, together with a known envelope for solvent-free protein and for protein in an electron-dense crystal mother liquor typical of many real protein crystals. These experiments established useful guidelines and values for various parameters. Tests with basis sets chosen from the largest amplitudes indicate that exponential models with considerable correct extrapolated phase and amplitude information can be constructed from as few as 16% of the total number of reflections, with mean phase errors of about 30 ° , at resolution limits of either 5 or 3 A. When the shape of the solvent channels in macromolecular crystals is known, it offers an important additional source of information. MICE was, therefore, adapted to average the density outside the molecular boundary defined by an input envelope. This flattening process imposes a uniform density distribution in solvent-filled channels as an additional constraint on the exponential model and is analogous to the treatment of solvent in conventional solvent flattening. Experimental data for cytidine deaminase, a structure recently solved by making extensive use of conventional solvent flattening, provides an example of the performance of maximumentropy methods in a real situation and a compelling comparison of this method to standard procedures. Exponential models of the electron density constrained by the most reliable phases obtained by multiple isomorphous replacement with anomalous scattering (MIRAS) (figure of merit > 0.7, representing 34% of the total 0907-4449/93/010193-20506.00 number of reflections) and by the envelope give rise to centroid electron-density maps which are quantitatively superior by numerous statistical criteria to conventionally solvent-flattened density. Similarity of these maps to the 2Fobs -Fcalc map calculated with phases obtained after crystallographic refinement of the model implies that maximum-entropy extrapolation provides better phases for the remaining 66% of the reflections than the original centroid MIRAS distributions. Importantly, the solventflattened electron density, although it did permit interpretation of the map which was not readily accomplished with the MIRAS map, contains substantial errors. It is proposed that errors of this sort may account for previously noted deficiencies of the solvent-flattening method [Fenderson, Herriott & Adman (1990) . J. Appl. Cryst. 23, [115] [116] [117] [118] [119] [120] [121] [122] [123] [124] [125] [126] [127] [128] [129] [130] [131] and for the occasional tendency of incorrect interpretations to be 'locked in' by crystallographic refinement [Briind6n & Jones (1990) . Nature (London), 343, 687-689, and references cited therein]. Solvent flattening with combined maximization of entropy and likelihood represents a phase-refinement path independent of atomic models, using the experimental amplitudes and the most reliable phases. It should, therefore, become a valuable and generally useful procedure in macromolecular crystal structure determination.
Introduction
Exponential modeling and likelihood maximization are computer algorithms for applying maximum-entropy and Bayesian inference methods to the phase problem in X-ray crystallography (Bricogne, 1988b (Bricogne, , 1992 . Their effectiveness in ab initio phase determination has been demonstrated in successful applications involving small-molecule and especially powder crystal structures (Gilmore, Bricogne & Bannister, 1990; Gilmore, K. Henderson & Bricogne, 1991) and in electron CONFERENCE PROCEEDINGS microscopy (Dong et al., 1992) . Likelihood ranking has been shown to be a powerful discriminator of phase sets generated by traditional direct-methods algorithms for small protein data sets (Gilmore, A. N. Henderson & Bricogne, 1991) . There are compelling arguments for believing that the greatest utility of these methods may lie in macromolecular crystal structure determination (Bricogne, 1988a (Bricogne, , 1993 ). Yet, despite these successes and expectations, they have not yet proved to be of practical value when applied jointly to protein crystal structures. There are several possible reasons. At best these methods are only beginning to be understood by practising crystallographers. At worst, they are misunderstood and/or viewed in unrealistic ways, so their great promise has engendered high expectations that have not, as yet, been realized in practice. Although the foundations for these algorithms were established nearly a decade ago, they have remained intimidating from a mathematical standpoint and their intuitive rationalization (Bricogne, 1988b) has not been widely appreciated. Finally, development and distribution of a user-friendly computer program from that originally described for use with small molecules (Bricogne & has been slowed by a lack of experience with handling the unique aspects of macromolecular data sets. Consequently, the widespread interest in the methods is often accompanied by skepticism regarding their value.
Much of the misunderstanding surrounding these methods stems from a preoccupation with the long-range goal of ab initio phase determination (Sj61in, Prince, Svensson & Gilliland, 1991) , which remains exceedingly difficult. A brief and perceptive analysis of this preoccupation is given by Lemarechal & Navaza (1991) . The theoretical justifications for the methods are not limited to the ab initio problem, however, and they provide considerable motivation to utilize the methods in ways appropriate for dealing with familiar problems in macromolecular structure determination. It is therefore important to clarify intuitively what combined entropy and likelihood maximization entails, what the methods can and cannot do, and to explore their effectiveness in conventional contexts. Here we address ourselves to these goals with a brief review of the theory and a description of computational procedures, followed by a summary of results.
Review of theory
Although the theoretical foundations for the work described herein have been presented in previous publications (Bricogne, 1984 (Bricogne, , 1988a , and although these provided conclusive validation for previous anticipation of a possible role for information theory in the X-ray phase problem (Bricogne, 1982; Narayan & Nityananda, 1982; Britten & Collins, 1982; Wilkins, Varghese & Lehmann, 1983; Piro, 1983) , it is useful to restate some of the key ideas in less mathematical terms, in order to facilitate a better understanding of how and why the methods work, and to lay a foundation for the computational algorithms and results which are presented later.
Partially phased structures and conditional probability
Statistical approaches to the phase problem in crystallography (known as 'direct methods') are based on the idea of a probability distribution describing where atoms might be located in the (as yet unknown) structure contained in the crystallographic unit cell. A probable distribution of atomic positions is something like an electron-density map, with probabilities, not electron densities, at each pixel. Initially, this distribution is assumed to be uniform because we know nothing about where the atoms are. The probable distribution of atomic positions changes, however, as phases and other aspects of the crystal structure become known. Owing to the mathematical relation between atomic positions and structure factors, any knowledge about one of these changes the probable distributions of the other. Thus, as phases become known, the probable distribution of atomic positions changes and so, too, does the probable distribution of the remaining phases. When enough known phase information has accumulated the probable distribution of the remaining phases becomes so sharp as to actually determine their values with great accuracy, and the crystal structure is solved.
A brief illustration is useful. The uniform distribution, which has a constant value everywhere, is the safest assumption if there is no information regarding the atomic positions. However, once X-ray data have been collected, we are no longer totally ignorant about the distribution of atomic positions, and the uniform distribution no longer applies. Knowing the experimental data, one can usually choose phases for at least two or three strong reflections, to fix the origin of the unit cell. Doing so changes the atomic probability distribution law irreversibly; suddenly some regions of the unit cell are more likely than others to contain atoms. The new probability distribution is said to be conditional, in the sense that it is valid only if given the specific phase choices that have already been made. Associated with this is also a new conditional probability distribution for the remaining unknown phases.
What are these new conditional distributions of atomic positions and phases? The problem of choosing new distribution laws for the random atomic positions and unknown phases, once some of the reflections are phased, is the quintessence of the phase problem in crystallography. One approximation to the probable distribution of atomic positions is the Fourier synthesis calculated from the structure factors of the phased reflections. As a probability distribution, this map is not very realistic: it may have regions of very high probability, matched with regions with 'negative' probability, an ill-defined concept. It is also a bad approximation because the missing reflections all have amplitudes of zero, whereas one has actually measured them to be non-zero. Thus, the Fourier transform of any small subset of phased reflections, by itself, is never a good guess regarding the distribution of atomic positions conditional on these phase assumptions.
The two defects in the Fourier transform of phased reflections are closely connected, because we can modulate the peaks and eliminate the holes of the map if, and only if, we introduce reasonable estimates for the phases and amplitudes of the missing reflections. Clearly, the probable distribution of atomic positions and the electron-density map converge to very similar functions when the structure is solved. However, even with refined high-resolution structures, significant numbers of reflections may not have been included in the data set. So, one way or another, making optimal estimates for the conditional distribution of atomic positions can contribute to a structure solution in different ways, depending on how much phase information is available. Various contexts are summarized in Table 1. subject to the constraints in l HI. The maximum-entropy distribution restricts where atoms may be located only to the extent implied by the amplitudes and phase choices in {H}. Therefore it will optimally modulate the undesirable features of peakiness and negativity associated with the electron-density map. Concomitantly, as noted above, it will also make the best possible estimates for amplitudes and phases in {K}, given those in {H}. Far from being an arcane transplant from statistical mechanics, the concept of a constrained maximum-entropy distribution is highly intuitive in the context of conditional probability. It offers no more nor less than the shrewdest statistical guesses about reflections in {K} permitted by the current phase choices represented by the constraints, {U~}. The corresponding conditional probability distribution of structure factors in K is then given by a multivariate Gaussian distribution centered around the distribution of extrapolated structure-factor values.
The basis set and maximum-entropy extrapolation
We can divide the X-ray data into two parts -a basis set of phased reflections, I H 1, and the complementary set, I KI, for which phases are unknown. Given any basis set, I HI, choosing an appropriate probability distribution for the atomic positions is equivalent to choosing amplitudes and phases for the reflections I K}, outside the basis set, to modulate the defects in the simple Fourier transform of I HI. The resulting conditional probability distributions for the phases in I KI are obtained by a weighting procedure that compares the estimated amplitudes with their corresponding observed values. This amounts to extrapolating phase information from reflections in {HI to those with unknown phases in {K}.
Exponential modeling
So far we have not described any specific algorithms for providing either the most-probable distribution of atoms or the centroid phases in I K}. This problem has been recognized and discussed by many authors (Hauptman & Karle, 1953; Luzzati, 1955; Klug, 1958) . A comprehensive description is given by Bricogne (1984) , who provided a non-trivial proof that the desired conditional distribution of atoms can be approximated uniquely by means of a mathematical device called the saddlepoint (SP) method. This approximation involves constructing an exponential model for the distribution of atoms, qME(x) = exp ~ (hexp (-27rix.sh) (1) hEH whose Fourier transform, I uME }, matches the amplitudes and phases of reflections in I H } (Collins, 1982) . Construction of this model can be carded out by a process called 'exponential modeling', described below. It results in a map, qME(x), that has maximum entropy, S = -~-1 qilogqi,
The global log-likelihood gain criterion
The pivotal element of the exponential model is thus that its Fourier transform provides estimates for structure factors beyond the basis set, in the complementary set {K}. Useful estimates for the conditional probability distributions associated with these extrapolated structure factors can be constructed with a multivariate Gaussian centered around the vector of structure factors, [ uME I, and whose covariance matrix is approximated by a diagonal matrix with elements, 1]N(eh), where eh are the statistical weights for the space group. These conditional distributions can be integrated over the unknown phases to produce the conditional marginal probability distributions of the directly observable structure-factor amplitudes, {I Ukl}. There are slightly different expressions for acentric and centric reflections. In terms of unitary structure factors, U
for an acentric reflection k and
for a centric reflection k.
Since the amplitudes {IUkll are known from experimental measurements, these expressions can be evaluated quantitatively and used to compare them with those obtained from maximum-entropy extrapolation. The logarithm of the ratio between these probabilities and the corresponding expressions for the Wilson distribution based on the hypothesis of a uniform distribution of atomic positions, given by pS&g(IUklIUn --0), is called the loglikelihood gain (Bricogne, 1988b) 
Summing over all reflections gives the global loglikelihood gain. This function is called a log-likelihood gain because it measures how much the probability of the data (the observed structure-factor amplitudes for reflections in {K l) has been enhanced by choosing the current phases in {H}. Those familiar with the Sire probability distribution for structure factors obtained for a portion of the atoms in the unit cell (Sire, 1959) may recognize the first term of the summands in the argument of the Sim weighting factor, with U~ r'~ replacing b v~a. Qualitatively, this function increases as the quantitative agreement between the observed and extrapolated structure-factor amplitudes improves.
Centroid maps
The maximum-entropy distribution, qME(X), is not, strictly speaking, an electron-density map. Minimum variance estimates for the electron density itself are obtained from qME(x) by analogy with the arguments of Blow & Crick (1959) and also Bricogne & . Centroid estimates for the structure factors in {K I, involving the observed amplitudes together with Sire-like weights, are obtained from the first moment of the conditional probability distributions:
(i) for k acentfic
with Xk --(N/~k)IU~b~I IU~EI.
Fourier synthesis with these structure factors then gives a 'centroid' electron-density map analogous to the classical centroid map from multiple isomorphous replacement phasing.
Finally, the likelihood, (3), is a very sensitive criterion for the correctness of the constraint phases used to construct qME(x) (Bricogne, 1984) . This has two important consequences for the phase problem. Firstly, as demonstrated by Gilmore, A. N. Henderson & Bricogne (1991) the likelihood is a very good discriminator between exponential models based on different phase sets. As a result, it can be used effectively in tree-directed searches for ab initio phases, as is done for small molecules (Woolfson, 1980) . Secondly, since the likelihood statistic tends to assume a maximum for the correct basis-set phases, it provides a way to refine the basis-set phases.
To summarize, expressions (1)-(3) offer a novel and very powerful addition to existing methods for solving crystal structures. Table 1 shows three different representative situations, from ab initio phasing to high-resolution phase extension. It is known that the phase problem is usually generously over-determined, and that the unknown phases are coupled mathematically to the observed amplitudes (Sayre, 1952b; Bricogne, 1974; Rothbauer, 1980) . The real strength of exponential modeling and likelihood methods is that they exploit the phase information contained in these complex coupling patterns. The likelihood (3) serves to evaluate quantitatively how well the exponential model predicts amplitudes in {K}, and hence the correctness of the basis-set phases. Bricogne has reviewed the contexts in which these two devices may be useful, including a comprehensive plan for ab initio phasing (Bricogne, 1988a (Bricogne, , 1993 .
Relevance of statistical direct methods to macromolecular crystallography
Although the long-term goal of ab initio phase determination is appealing, construction of a maximum-entropy exponential model (1) from a set of known phases is of more immediate importance to protein crystallography. Since it represents the optimal way to couple reliable knowledge about reflections in {H} to the set of reflections for which phases are less certain, it should provide a way to insure that the phases used to solve a structure are as consistent as possible with the observed amplitude data, i.e. that the best possible phases are used. Since the relations that couple amplitudes and phases arise from conditional probability, they depend explicitly on the quality of the known phases, and hence on the size and accuracy of the basis set. It therefore makes sense to explore their use first in contexts involving a considerable foundation of reliable phase information. Several aspects of pro-tein crystal structure determination and refinement suggest that these methods should be very beneficial, for example, with problems suggested in the second colunm of Table  1 , where the primary phase determination has produced phases sufficient to solve the structure, but where existing refinement methods are weak:
(i) Numerous structure solutions rely heavily on densitymodification methods to improve the poor quality of isomorphous replacement phases (Podjarny, Bhat & Zwick, 1987) . The most popular method involves 'solvent flattening' (Wang, 1985) , a procedure that repeatedly strives to eliminate features of density outside the molecular boundary where the density should be uniform and, thereby, correct errors within the boundary caused by poor quality phases. This process is inefficient, especially so if the starting isomorphous replacement phases are of poor quality (Fenderson, Herriott & Adman, 1990) . Moreover, solventflattened maps invariably appear 'improved' in a subjective sense. But as noted in §4, we have found recently that conventional solvent flattening can introduce significant errors into the flattened map.
(ii) When the available phase information is insufficient to solve a structure, even with extensive solvent flattening, the added phasing power afforded by the amplitudes themselves could provide the difference between solving these structures and not solving them at all.
(iii) Occasionally, and perhaps more frequently than is realized, errors are made interpreting electron-density maps which are never corrected by subsequent refinement (Br/ind6n & Jones, 1990 , and references cited therein; Backes et al., 1991) . Crystallographic refinement of atomic models against the data affords little protection against such errors (Howard, Lorsbach, Ghosh, Melis & Stout, 1983; Stout, Turley, Sieker & Jensen, 1988; Stout, 1988) because statistical phase indications are intrinsically multimodal (Bricogne, 1984) , and the model itself introduces such a strong bias that quite good R factors can be obtained with models corresponding to incorrect local minima. For this reason it is important to use the best possible map for the initial interpretation.
Exponential modeling and likelihood maximization have important advantages in these situations:
(i) Additional phase information comes from the amplitudes for the native structure. These are normally the highest quality data involved in the phase determination.
(ii) Native amplitudes have no systematic errors due to lack of isomorphism.
(iii) Phasing power arising from the native amplitudes is model independent and unbiased.
Computational procedures and X-ray data sets
We have modified the computer program, MICE (Maximum entropy In a Crystallographic Environment; Bricogne & to work with protein data sets. MICE integrates exponential modeling and likelihood evaluation, and has been thoroughly tested with a vari-ety of X-ray data sets involving small-molecule structures (Bricogne & Gilmore, Bricogne & Bannister, 1990; Gilmore, A. N. Henderson & Bricogne, 1991; Gilmore, K. Henderson & Bricogne, 1991; Dong et al., 1992) . Our purpose here has been to enable MICE to work with larger data sets and, in particular, to make use of a known molecular envelope and then to evaluate its performance in the conventional context of solvent flattening.
Algorithms
Algorithms for exponential modeling and log-likelihood calculation have previously been designed to implement formulas (1) and (3) (Bricogne & . A brief description follows.
3.1.1. Exponential modeling. The Fourier coefficients of the desired exponential model, I(n }, are parameters, which must be built iteratively by fitting the model to the constraints, {Un}. The fitting process is illustrated in Fig.  1 . Each cycle begins with calculation of the exponential model based on the current parameters by Fourier transformation of {(n}, followed by exponentiation of that map. This gives the current estimate for qME(x). Shifts to bring the exponential model into closer agreement with the constraint values on the next cycle, { A(n }, are estimated from the difference Fourier coefficients by back transformation and map division.
Convergence is achieved either when the entropy of successive iterations is stationary, or when the constraints are fitted to within a reduced X2-1ike statistic, C, equal to 1.0. The C statistic is given by 198 CONFERENCE PROCEEDINGS 2.4), and or{ is the (experimental) variance of Ug bs. An adjustable parameter, p, determines the relative weights given to the Z" variance parameters and the experimental cry. Softening the constraints in this manner helps to prevent overfitting of the model when the basis-set phases are incorrect. In practice, the best indicator of convergence seems to be a maximum in the log-likelihood gain, and adjustment of the p parameter is often necessary either to soften or tighten the constraints according to the ability of the exponential model to fit the lUg bs } while still increasing the likelihood. 3.1.2. The plane search. The current iterate of the model can be moved into better agreement with the constraints by a large variety of different shifts, with varying impact on the entropy. The shifts actually used are calculated from the I A(~} after an algorithm, known as the plane search, is used to find the best compromise between the constraint and entropy-search directions (the parameters t and s; Bricogne & . In the plane search, a decision is first made regarding the appropriate force of the constraints -how closely the Fourier transform of the exponential model should agree with the constraints after the next iteration. The parameter s then subtracts a portion of the current [ (n ] in order to flatten the map and increase its entropy. The behavior of the exponential model over a patch of the (s,t) plane surface is approximated by a bicubic function, which is then contoured at the targeted level of the constraint value to determine the s and t parameters giving maximum entropy (Bricogne & .
In the process of building the parameters of the exponential model (the ('s) terms of the Fourier series for the electron density outside the basis set are built up in a statistically meaningful way, via {U ME } until, at convergence, there is a set of extrapolated values for the phases and amplitudes of reflections outside the basis set. This process of extrapolation is central to the use of exponential modeling in the determination and refinement of phases.
Adaptations for protein data sets
MICE has been modified for work with protein data sets. The necessary modifications included minor changes in array dimensions and inclusion of new functions for inputting a molecular envelope and using it to reset the solvent regions to their average value.
Array sizes in MICE were, for the most part, designed for small molecules at very high resolution; protein data sets require larger arrays, because the number of observed data is very much larger than for small molecules. Also of importance is the size of maps calculated by Fourier transformation. For small-molecule problems MICE is generally run with maps in space group P1, sampled at 0.2 /k intervals, or less. Since the size varies as the cube of the linear dimension of the unit cell, this resolution cannot be used for protein data sets on current computers. Aliasing errors can occur if the maps are not sufficiently finely sampled (Shannon, 1949; Sayre, 1952a) , and we have, therefore, studied this possibility in order to determine the best compromise between resolution and aliasing. We have looked for several kinds of indicators that might suggest aliasing problems: substantial extrapolation beyond the second neighborhood of the basis set, lack of agreement between P1 structure factors related by spacegroup symmetry, and the overall appearance of centroid maps. We have found no evidence of this problem working close to the Shannon limit at three times the effective resolution of the data. This means that working with a 3.0/k data set requires Fourier transforms be carded out on maps sampled only at 1.0 /k intervals. This size is quite manageable with current RISC architecture workstations, and it permits useful improvements in many protein electron-density maps.
Protein data sets do, however, present several unique problems that had to be addressed before these methods could be applied directly. Preparation of the structurefactor amplitudes required a special scaling treatment to estimate the F000, and the MICE program had to be modified to utilize a molecular envelope in an effective manner.
3.2.1. Data preparation. Normally, structure-factor amplitudes are prepared for use in direct-methods programs by a process known as normalization, in which the Lorentz-and polarization-corrected intensities are put on absolute scale, (optionally) sharpened with an overall temperature factor, and then sharpened again by division by the mean-square amplitude in shells of resolution (Rogers, 1980) . The resulting normalized structure-factor amplitudes, representing the root-mean-square deviation from the mean, or variance, of the scattering amplitudes, are taken to represent the amplitudes from a structure of point atoms at rest. The advantage of using normalized structure factors is considered to be that they simplify expressions of the reciprocal space marginal joint probability distributions for crystals with heterogeneous atomic composition by isolating the trigonometric part of the structure-factor expression. The utility of normalization in estimating realspace approximations to non-uniform joint probability distributions has been questioned (Bricogne, 1988a; , and it has been pointed out that in these cases normalization is both ineffectual in dealing with heterogeneous populations of atoms and unnecessary if the heterogeneity can be represented by a multichannel maximum-entropy approach (Bricogne, 1988a) . The large solvent channels present in protein crystals represent an important source of such heterogeneity, and they alter the distribution of amplitudes significantly at low resolution, thereby posing difficulties with the estimation of normalized structure factors from the measured amplitudes (Harker, 1953; Carter, Crumley, Coleman, Hage & Bricogne, 1990) . For these reasons, [El values are not used in this work.
MICE uses unitary structure factors, {UI~], where I Uhl -~ [FgbSl/Fooo and Uooo is equal to 1.0. Under these circumstances, only one scaling parameter needs to be applied to IFgbsl, namely, the IF00ol -l on the same scale as the data. Use of an appropriate scale factor is important, since scale factors that are either too large or too small will adversely affect the fitting process. These difficulties can be visualized with the aid of a simple one-dimensional illustration (Fig. 2) . For unitary structure factors on the correct scale, the fitted exponential model will have a minimum value equal to (or slightly greater than) 0.0 ( Fig. 2a ). If they are too small, then addition of U000 = 1.0 will increase this minimum value, decreasing the dynamic range of qME and its Fourier transform (Fig. 2b) . Fitting of the Ira} will cease prematurely in this case, with weakened extrapolation into the set I UK 1, because the reduced dynamic range of the constraining Fourier coefficients implies too smooth a distribution to be fitted. Alternatively, if the scale factor is too high, then the initial Fourier map will have excessively large negative regions ( Fig. 2c ), contradicting the assumption of a positive distribution of atoms. Truncation of these negative regions during exponential modeling will corrupt the shape of the distribution to be fitted. Fitting will terminate prematurely with a decrease in log-likelihood gain, this time because the exponential model cannot reproduce the constraint structure factors, and maximum-entropy extrapolation is incorrect.
In either case, the correct scale constant should lead to a higher likelihood than scale constants that are either too small or too large. We have, therefore, developed a rapid search procedure, as suggested by Bricogne (1988a), using the log-likelihood gain on the first cycle of exponential modeling to search for the absolute scale (and hence the U000) that gives maximum likelihood. This procedure is far from rigorous, because it does not pursue each trial exponential model to maximum likelihood. Nevertheless, we have carded out numerous tests without finding exceptional cases where the first cycle of exponential modeling did not turn out to be a good indicator of the ultimate likelihood maximum. This approach has worked quite well for the cytidine deaminase experiments described below, where Wilson scaling was used first to find the approximate absolute scale of the data.
3.2.2
Use of the molecular envelope. When the shape of the solvent channels is known, it offers an important additional source of information. The usefulness of this information was previously investigated by Prince, Sj61in & Alenljung (1988) . That work utilized exact data and a known envelope, much as we describe in our initial model studies, but should not be confused with the present work as they maximized the entropy of maps after conventional solvent flattening by fitting the entire (Fobs -Fcalc) data sets exactly, whereas we have found that use of maximum likelihood as a stopping criterion is essential to prevent overfitting of imperfectly phased structurefactor data. Anecdotal reference is made to work with experimental data, but details of these extensions appear not to have been published. Incorporation of information about the envelope as a constraint in the process of expo- Difficulties associated with incorrect choices for the F00o term used in calculating unitary structure factors. If the tmitary structurefactor amplitudes in the constraint reflections are too small relative to IU0001 --1.0 (a), the minimum value of the distribution q(x) will be greater than 0.0, the constraints will be too soft, and the fitting process will cease before it has the opportunity for strong maximum-entropy extrapolation. For the correct scale (b), q(x) achieves its minimum value nearly at 0.0, and the extrapolation at maximum likelihood is as strong as possible. If the unitary structure-factor amplitudes in the constraint reflections are too large relative to [U0001 = 1.0 (c), q(x) will have negative values. In this case, tnmcation of the distribution in constructing the exponential model will distort its true shape and, as the constraints are fitted the maximum-entropy extrapolation will be incorrect. The log-likelihood gain in case (b) should therefore always exceed that for either case (a) or (b). , but the uniform distribution of the solvent atoms had not been exploited.
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One way to incorporate this information is to use two different 'channels' in which the initial distributions of atoms have different properties (Bricogne, 1988a) . MICE does not implement multichannel maximum-entropy algorithms. It can, however, make use of a prior distribution of atoms, in this case represented by the envelope map. This distribution, re(x), is used as originally described [Bricogne, 1984, §3. 3.1 (ME1)] in construction of the exponential model. For data sets involving solvent-free protein atoms, {FPROTI, this procedure is adequate; there is only one type of atom (the protein atom) and it is found only where re(x) assumes non-zero values. The presence of electrondense solvent regions increases considerably the difficulty of constructing optimal exponential models. For real data sets where the solvent regions are electron dense, but are occupied by atoms with very high temperature factors, the multiplicative m(x) filter provided in MICE is unable to accommodate the qualitatively different behavior of the two types of atoms present in the crystal. A correct statistical description of the joint distribution of structure factors requires the multichannel formalism (Bricogne, 1988a) , in which the protein and the solvent atomic positions have separate probability distributions, updated by means of separate exponential models.
In this work we chose to implement an approximation to this formalism. Its basis is hinted by the remark (in §2.3 of Bricogne, 1988a) that, because the scattering factors of the two types of atoms intervene multiplicatively in the exponents of their separate exponential models, the rapid fall-off of the scattering factors of the solvent atoms will keep their distribution fiat and featureless, forcing the high-resolution detail to appear exclusively within the macromolecular envelope. A fully fledged implementation of this approach would provide a statistical technique for enforcing solvent flatness in advance, which would be useful for ab initio phase generation. Since here, however, we were interested primarily in phase extension and refinement from a substantial amount of prior phase information we settled for an approximation in which solvent flatness outside the envelope is imposed after the calculation of qME before calculating /_/VtE, and for each of the four trial maps used by the plane-search algorithm to estimate structure-factor shifts on each cycle of iteration as indicated on the fight-and left-hand sides of Fig. 1 , respectively.
Data analysis and interpretation
We used several statistical criteria, together with subjective evaluations of electron-density maps to monitor the behavior of exponential modeling, maximum-entropy extrapolation, and the consequent modification of the centroid electron-density maps. The overall strategy was to use simulated exact data first, to establish that various indicators work as expected, then to compare their behavior with perfect and noisy simulated data to estimate roughly the radius of convergence for useful improvements in maps based on experimental data. MICE provides four useful statistics that need to be considered together:
(i) The relative log-likelihood gain (3) for the exponential model itself should increase.
(ii) This increase in likelihood should be achieved without unduly decreasing the entropy.
(iii) The likelihood should ideally continue to increase until the constraints are fitted to within the variance of the experimental data. This is reflected in the value of the reduced X 2 statistic, C.
(iv) Crystallographic R factors, R ---(E~=011u~bsl -IU~II)IE~.olU~b~I are calculated for both basis-set and extrapolated reflections at maximum likelihood, without scaling U t'bs and U ME. They reflect the ability of exponential modeling to fit the constraints without decreasing the likelihood. Although these statistics are similar to conventional R factors, the I Ugb~t and I u~EI are not scaled together, and hence they are almost meaningless by them-selves. They are quite useful when taken in the context of the behavior of the log-likelihood gain, where they provide a valuable indication of how tightly the constraints can be imposed on the exponential model without causing the log-likelihood gain to plummet.
These statistics indicate the behavior of the exponential modeling, and for example, the likelihood gain proves to be a better indicator of convergence than either the entropy The basis set consisted of approximately 16% of the reflections in the data set. A six section composite of each map has been contoured at 1.8o" and the target map is superimposed on the correct structure.
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CONFERENCE PROCEEDINGS shift or C. We monitor the likelihood closely, stopping the fitting at maximum likelihood, and then examine the other statistics.
To evaluate quantitatively the performance of exponential modeling as a density-modification algorithm, we have compared the centroid maps at maximum likelihood (Bricogne & Gilmore, 1990, §1.6) with other maps using the Fisher correlation coefficient over the two discrete electron-density vectors, p(x) and ~r(y) (Read, 1986) :
Depending on the context, we have compared the centroid map to the starting (simulated or MIRAS phases), solvent-flattened maps, and to the final target maps calculated with the entire set of known correct phases and amplitudes or with coefficients [(21Fobsl -IFc~lcl)exp(i~calc)]. Comparisons are also made between the mean phase er-rors, (A~) for different maps. Phase errors were evaluated with respect to structure factors calculated for the refined model of cytidine deaminase, with solvent contributions included as described in §3.4 for the simulated data sets. In both cases (Rxy and (A~p)) we look for the exponential model to introduce features into the Fourier transform of 111 ] that bring it into better agreement with the target map.
X-ray data sets
The full potential of entropy maximization and likelihood ranking will probably be realized by stepwise application to problems of increasing difficulty. We have decided to focus initially on situations where considerable phase information is already available from other sources, that is with moderately sized basis sets (Table 1 ). In these cases it is likely that the methods will work, we can evaluate readily whether or not they do work and they are most likely to have immediate practical utility. We have carefully selected two protein data sets for use in the preliminary characterization and testing of MICE. Briefly, these data sets are: (i) A simulated data set assembled from coordinates for a known structure taken from the database. The protein coordinates selected for these simulations were those of kallikrein (Bode et al., 1983) . This crystal form has a typical solvent content of about 55 %, and was considered representative of most protein crystals, and found not to present an unusually favorable geometric redundancy from large solvent regions. Calculated structure factors, including F000, based on refined coordinates were generated by Fourier transformation of electron densities, on an absolute scale, for the protein in the absence of solvent, I FPR°a'}; the envelope function, I G}; and the internal fluctuations of the protein density around its mean value, I A }, subject tothe defining relationship F PR°a" = G + A, as described elsewhere (Carter, Crmnley, Coleman, Hage & Bricogne, 1990 , § 1.1). Simulated {Fobs} structure factors and phases representing a real experiment were obtained by setting the electron density outside the molecular boundary to 0.40 e A -3, equivalent to about 75 % saturated ammonium sulfate. The molecular boundary in the electron-density map simulated for solvent-free protein was chosen to include a mean protein electron density of 0.418 e A -3. In the immediate neighborhood of the protein, the density was smoothed by a simple seven-point pixel averaging procedure, constrained to satisfy the analytical relationship that the electron density of the unit cell was equal to the sum of the contents of the protein region and the (Carter, Crumley, Coleman, Hage & Bricogne, 1990 ). Either the amplitudes or the phases, or both were then varied randomly, to simulate noise. The maximum and mean phase errors introduced were 60 and 30 °, and the maximum amplitude error was (Fobs) 1/2.
(ii) Experimental [ Fobs, ~PMIRAS } data for E. coli cytidine deaminase, a structure recently solved and partially refined to 2.8 /~, (Betts & Carter, 1991; Betts, 1991) , with an envelope determined during solvent flattening.
Results
We have tested MICE with the adaptations to accommodate molecular envelopes as an alternative to using solvent flattening. Experiments with simulated data using calculated structure factors for the solvent-free protein [ FPR°'I" 1, the solvated protein [Pbs], and the envelope I G] show that the process works well with protein data, that the likelihood is an excellent figure of merit for the correct basis-set phases, that the use of an envelope as an initial m(x) map aids considerably in convergence and in overall likelihood gain, and that structure factors I UK } generated by maximum-entropy extrapolation represent a considerable amount of correct new phase information. These trials also defined reasonable limits for the requisite size and quality of the basis set. Experiments with our cytidine deaminase data show remarkable improvement over the solvent-flattened map. 
Ideal error free data
Test experiments with exact data used the envelope map, m(x), as a non-uniform initial prejudice as originally described by Bricogne [1984, §3. 3.1 (ME1)] in constructing the exponential model, qME. Under these conditions, MICE would reconstruct electron density essentially correctly, working with a basis set of only 16% of the PROCEEDINGS strongest reflections to 3.0 ,/t resolution. These experiments constitute a 'positive control' or a 'best case', in the sense that structure-factor amplitudes ({Fi'ROTi for solvent-free protein) are maximal for reflections sensitive to the transform of the molecular envelope (Carter, Crmnley, Coleman, Hage & Bricogne, 1990) , the F000 and absolute scale factor are known exactly, as is the envelope, which serves as a very strong constraint. Exponential modeling behaves according to expectation:
(i) The likelihood continues to increase until X 2 = 0.01, permitting almost arbitrarily strong imposition of the constraints.
(ii) The R factor for basis-set reflections at maximum likelihood is about 0.038.
(iii) The R factor for extrapolated reflections is 0.42. (iv) Correlation coefficients between the qr~m maps, the centroid maps, and the target map were calculated at each cycle, and they too reach maxima. The qUE map itself reaches a maximum correlation with the target map earlier than the centroid map, the log-likelihood gain, the R factors, or reduced X 2 reach their optima. For the qME map, this correlation coefficient is about 0.89, while for the centroid map it is 0.93, showing that the latter is, as expected, a better representation of the electron density than is qME itself. Both the maximum-entropy extrapola-tion and the ability to fit the constraints therefore continue to improve in parallel beyond the point at which the exponential model reaches its maximum correlation with the target map. These results show that under ideal conditions the algorithms work exceedingly well. Maximum-entropy extrapolation predicts the amplitudes of 84% of the data to within an R factor of 0.42, quite an acceptable figure Fig. 6 . Density modification of the cyfidine deaminase map, based on the initial MIRAS phases in the region containing Ala 62-Cys 63 and Gly 87-Asn 89. The final solvent-flattened map (a) is interrupted in the main-chain continuity for these two segments, one an a-helix on the left, the other a/7-sheet on the right. Two successive maximum-likelihood centroid maps, before (b) and after (c) phase recombination with the MIRAS phase probability distributions both show strong, continuous main-chain density in these regions and resemble the final 21Pb~l -l/~¢1 map (d) after structure refinement. There is also improved density for the side chain of Phe 86 in the lower central region of the figure.
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for structure-factor calculations from an unrefined model. Clearly, under these circumstances, the basis set is redundant, even at only 16% of the data.
Simulated data with random errors
Exponential modeling was next carried out in the same way using the same basis-set reflections, with exact amplitudes, but with random phase errors averaging 30 °. A 'starting map' calculated with only basis-set reflections had a correlation coefficient of 0.725 with the target map. A map calculated with all 3.0 A, reflections had a correlation coefficient of 0.83 with the target map, illustrating the effects of the 30 ° phase errors. The centroid map at maximum likelihood had a correlation coefficient of 0.88 with the starting map, and 0.775 with the target map. Thus, with only 16% of the reflections and with random phase errors, the centroid map at maximum likelihood moved closer to the target map (0.725 ~ 0.775), while remaining faithful to the starting map. This phenomenon recurs in experiments using experimental data, demonstrating that exponential modeling is indeed a very conservative density-modification algorithm; in keeping with the criterion of maximum entropy, it moves only minimally away from the starting map. 4.2.1. The log-likelihood gain is a maximum for the correct basis-setphases. The maximum likelihood in this second case was lower by a factor of about five (1799 versus 8338), and the constraints could only be satisfied to within an R factor of 0.37 for basis-set reflections and 0.57 for extrapolated reflections. This is an encouraging demonstration of the fact that the likelihood is a maximum for the correct phases, and showed that this procedure could be used to test phase-refinement algorithms. It also underscores the central contribution made by the maximum-likelihood criterion in preventing overfitting of the exponential model. 4.2.2. Accuracy of maximum-entropy extrapolation. The accuracy of phase extrapolation was also encouraging. Distributions of phase errors for extrapolated centric and acentric reflections revealed that nearly 70% of the centric reflections were correctly extrapolated, while extrapolated acentric reflections had average, r.m.s, and U-weighted r.m.s, phase errors of 63, 80 and 59 °, respectively for all reflections with Sim weights > 0.1. This distribution included 9706 of the remaining 11 491 reflections to 3.0 tit. Electron-density maps based on the phases in the basis set, the centroid map and the target map show that the centroid map has a strong resemblance to the target map where the map based on the constraints alone is very poorly defined.
Simulated data with solvent contrast matching
Use of simulated amplitude data, representing the protein embedded in a solvent of average density close to the mean value of protein, provided a more realistic test of the algorithms. A number of experiments were carded out using these data at different resolution limits, with dif-ferent choices of strong basis-set reflections, and making different uses of the molecular envelope.
Exponential modeling under the constraint of solvent tlatness, described in §3.2.2, proved to work very well with both exact and noisy simulated data. A useful illustration of this performance is shown in Table 2 . Here, a basis set of the strongest 237 of 3163 (7.5%) reflections to 5 A resolution, with random average phase errors of 30 ° , was used to build an exponential model using the solvent-averaging procedure. The log-likelihood gain indicates that despite the relatively small basis set, the extrapolation is quite strong. This is confirmed by the increase in the correlation coefficients between qME and centroid maps and the target map calculated with all the 5 A, reflections and the correct phases. Nearly all of the remaining reflections outside the basis set have significant extrapolation. Nevertheless, the exponential model itself leaves much to be desired. Although the entropy is high, the ability to fit the constraints is rather poor, as indicated by the R factor for basis-set reflections. Further fitting to the constraints resuits in a dramatic decrease in the likelihood (not shown). This example is typical of what might be encountered in a low-resolution structure determination with weak isomorphous replacement phase information. Fig. 3 presents a comparison of the starting, centroid and target maps for this experiment.
Experimental data for cytidine deaminase
Cytidine deaminase crystallizes with a monomer of about 30 kdalton in the asymmetric unit and a solvent volume about 70% of the unit cell. The crystal structure has been solved and refined at 2.8 A resolution using X-PLOR (Briinger, 1990) to an R factor of about 24% without individual atomic B factors or water molecules (Betts & Carter, 1991; Betts, 1991) . Native intensities were measured using a multiwire area detector, and they are of high quality (Rmerge --5.0% for 12 348 reflections to 2.8 A resolution). This problem is useful and interesting for at least three reasons:
(i) The structure solution was based on a 3.2 A double isomorphous replacement phase determination with anomalous scattering, and involving extensive electrondensity modification by means of the solvent-flattening algorithm of B. C. Wang and subsequently by the modified isomorphous pseudo-derivative procedure (Zelwer, 1988; Romanaora, Arnoux & Zelwer, 1991) . Two heavy-atom derivatives were used in the phase determination, but they were very similar, having several sites in common. This situation was, therefore, scarcely more favorable than a single isomorphous replacement phase determination with anomalous scattering. Therefore, it provided a useful standard against which to measure the performance of MICE as a density-improvement algorithm.
(ii) The solvent-flattened map was difficult to interpret, and refined 2Fobs -Fcalc and Fobs -F~alc difference maps indicate that there are still areas where the model should be improved by rebuilding. These properties of the solu-tion suggest that solvent flattening did not fully correct the MIRAS phase errors, and that there is room for improvement in processes subsequent to the primary phase determination.
(iii) Significant structural questions with unclear answers at the current state of refinement, might be answerable if a better set of experimental phases could be obtained. Among these is the configuration of a bound ligand, 5-fluoropyrimidine-2-one riboside. The electrondensity map with the current set of phases is ambiguous about whether the pyrimidine ring is syn or anti, relative to the ribose. It may be possible, even at 2.8 A resolution, to resolve this ambiguity using omitted-fragment difference maps. Unfortunately, the best phases currently available are those of the model, which have a built-in bias. We are therefore interested in whether or not exponential modeling can provide a better set of phases than those obtained from solvent flattening, and which could unambiguously settle this question. (We do not address this issue further here.) 4.4.1. Preparation of unitary structure factors. Wilson scaling provided a good initial estimate for the scaling parameter, IF0001-1. In order to optimize this value for density modification, we carded out a series of studies varying the scale constant for the simulated data, and determining the behavior of the log-likelihood gain on the first cycle, and at convergence of the exponential modeling. We also observed that at the correct scale, the ratio Foscl = Y~HIUgb~II~U~.IIUhMEI ~--1.2, which provided an additional guide to the appropriate scale.
These experiments, together with similar studies with the cytidine deaminase I IFgb~l] are illustrated in Fig. 4 .
Using MICE without making reference to the m(x) file, the scale of the input unitary structure factors was systematically varied, and the log likelihood, the log-likelihood gain and the ratio Foscl were determined for the first cycle of an exponential modeling run constrained by the basis-set phases alone, with a uniform prior distribution for the random atomic positions, i.e. without imposing solvent flatness. For the simulated data, the points near the maximum were taken to maximum likelihood with subsequent cycles of exponential modeling. The ultimate maximum likelihood, as a function of the scale parameter, closely matched that observed for the first cycle. In the plots shown in Fig. 4 , ranges within which the maximum log likelihood and, for the simulated data, the final maximum likelihood were observed and hence the ranges of appropriate scale factors are indicated by vertical lines for the log-likelihood gain and for the ratio, Fo~l. For cytidine deaminase data the F000 term for converting I Ipb~l} amplitudes to unitary structure factors was estimated initially from Wilson scaling and optimized by using one cycle of exponential modeling to estimate the log-likelihood gain for each of a series of values of the scaling factor. That factor which maximized this first cycle log-likelihood gain was then used throughout the subsequent procedures.
Density modification by exponential modeling.
Various other parameters for the cytidine deaminase data were chosen based on experience with the simulated data. It was clear that significant electron-density improvements were realized with constraints having a mean phase error of about 30 °. This error corresponds roughly to a mean figure of merit of 0.867. We used, therefore, a figure of merit threshold of 0.7 to select basis-set phases from the original cytidine deaminase MIRAS phases, having a mean figure of merit of 0.87. This afforded a basis set of 4174 reflections to 3.2 /~ resolution, a somewhat larger fraction of the total number of reflections (12 348) than we had used with the simulated data.
The envelope defined by the final round of solvent flattening was used as a mask for solvent averaging, resetting the density outside the envelope to its average value on each cycle of exponential modeling. Exponential modeling under these circumstances has fulfilled or exceeded most of the expectations stated above (Tables 3-5 ):
(i) The log-likelihood gain reached a value of 6214 after 40 cycles of fitting. At this stage the R factor was 0.29 for basis-set reflections and 0.49 for extrapolated reflections.
(ii) Throughout the electron-density maps (Figs. 5a, 5b, 6a, 6b, 7a and 7b) there were regions where the centroid map was clearly superior to the solvent-flattened map, more nearly resembling the final 2Fob~ -Fcalc map. Side-chain densities connected to neighboring main-chain density in the solvent-flattened map were clearly separated (Fig. 5 ). Regions where connectivity of the main chain was broken in the solvent-flattened map were clearly and correctly delineated in the centroid map (Fig. 6) . Places with no side-chain density in the solvent-flattened map had developed appropriate density in the centroid map ( Fig. 7) .
(iii) The centroid map obtained from exponential modeling is clearly superior to that obtained by solvent flattening with reference to the same envelope.
Recombination of centroid phases from exponential modeling with MIRAS phases
At this point, the Sim phase probability distribution from exponential modeling of cytidine deaminase was recombined with the original MIRAS probability distribution (Table 4 ). The mean figure of merit for all reflections rose from 0.55 to 0.66, and that for the basis-set reflections had risen from 0.867 to 0.914. An even more significant improvement was observed for reflections outside the basis set, and for which MICE generated extrapolated phases. For these reflections, the mean figure of merit rose from 0.34 to 0.47. The mean phase changes in the recombined phases were 6.4 ° for basis-set reflections, 32 ° for extrapolated phases and 22 ° overall. Judging from the experiments with simulated data, these changes are largely made in the fight direction and represent improvements in the phases for most reflections. More exhaustive study will be required in order to determine whether the recombined phases are actually better than the centroid U ME phases for reflections having poor MIRAS figures of merit. We are now investigating this question by rebuilding the cytidine deaminase model in conjunction with phase refinement and extension via phase permutation and likelihood evaluation.
Recombined phases for the original basis-set reflections were input to a second refinement by MICE. The resulting centroid maps showed modest additional improvement, -.
( Figs. 5c, 6c and 7c ), even though they already strongly resembled the final 2Fobs-Fcalc map. New figures of merit for basis-set and extrapolated phases, together with the exponential modeling statistics indicated significant improvement in the basis-set phases: (i) Fitting the exponential model continued to improve the likelihood beyond the point at which the previous refinement had converged, as measured by the R factor between observed and ME structure-factor amplitudes at maximum likelihood (0.25 for basis set; 0.48 for extrapolated reflections).
(ii) Remarkably, this improvement in the fit of the exponential model at maximum likelihood is also accompanied by a modest increase in the entropy, from -0.94 to -0.85, even though the constraints were more strictly enforced, as indicated by the decrease in the crystallographic R factor. This suggests that in the neighborhood of the correct phases the entropy itself may be a useful secondary criterion. This importance of the entropy as a potential criterion for the correct phases was also apparent with the simulated data.
(iii) Phase recombination continues to improve the basis set phases. Ongoing work shows that phase recombination also improves phases outside the basis set, suggesting that these too can be recruited into a new basis set. Thus, the whole calculation can be iterated, in a process that potentially could accurately determine all phases. This implies that all experimental electron-density maps should be amenable to considerable improvement by this process prior to model building.
Comparison with cytidine deaminase results using traditional methods
Solvent flattening in combination with exponential modeling to maximum likelihood has turned out to have important advantages over traditional density-modification methods. Several aspects of the improvement in the cytidine deaminase maps are worth special emphasis. 4.6.1. The centroid cytidine deaminase map lies nearly on a direct path from the MIRAS map to the target map. The MIRAS map for cytidine deaminase has a correlation coefficient of 0.48 with the target 2Fobs-Fcalc. The centroid map after the first round of exponential modeling retains high correlation coefficients with both the MIRAS (0.68) and starting (0.78) maps, while having an improved correlation coefficient with the target map (0.69). In marked contrast, the solvent-flattened map, although it does improve the agreement with the target map (0.59), also shows a pronounced deviation from the MIRAS map (0.44). This deviation is reflected in the errors in connectivity and side-chain density illustrated in Figs. 5-7 . The improvement in the centroid maps is not difficult to identify; it is dramatic. The centroid map obtained using only 35% of the data is superior to the final solvent-flattened map both subjectively and by every quantitative criterion after only one cycle of exponential modeling and without phase recombination. Subsequent phase recombination and reconstruction of the optimal exponential model produces additional improvements in the map; the correlation coefficient with the MIRAS map remains at 0.68, while that with the target map increases to 0.70. Maps (b) and (c) in Figs. 5-7 are both nearly indistinguishable from the target 2Fob~ -Fcalc map.
Centroid
Of particular relevance from the experiments with cytidine deaminase is that the centroid maps (Figs. 5b, 5c , 6b, 6c, 7b and 7c) are comparatively free from the artifacts introduced by solvent flattening. This phenomenon is a global feature of the maps themselves, as is illustrated in Fig. 8 . Global distances, Dxy, between maps were estimated from the correlation coefficients, Rxy, via Dxy --(1 -Rxy)/(1 -Rtarget.MIRAS).
From this comparison it is evident that the centroid map based on the first exponential model lies more nearly on the direct path from the MIRAS map to the target 2Fob~ -Fcalc map, and that the solvent-flattened map interpreted to construct the atomic model represents a rather significant and essentially unpredictable excursion from both starting and target maps. This important phenomenon may help to explain why incorrect models (Br~ind6n & Jones, 1990) are occasionally built based on solvent-flattened maps. 4.6.2. Maximum-entropy extrapolation is responsible for most of the map improvement. Conventional solvent fiattening and maximum-entropy solvent flattening both improve average phase errors. However, several interesting trends emerge from consideration of the distributions of phase errors in the two cases ( Fig. 9 ). Maximum-entropy solvent flattening reduces phase errors significantly more than does conventional solvent flattening, particularly for strong reflections (Figs. 9b and 9d ). Conventional solvent flattening seems to be particularly ineffective for lowresolution reflections (Figs. 9a and 9c) , where maximumentropy solvent flattening shows a major improvement. These trends are even more evident for reflections in {K} 210 CONFERENCE PROCEEDINGS ( Figs. 9c and 9d ). Hence, maximum-entropy phase extension produces a more significant phase improvement for those reflections which are least well determined by isomorphous replacement, and these reflections are the least improved by conventional solvent flattening. This may refleet the fact that conventional solvent flattening tends not to improve phases that are initially poor (Fenderson, Herriott & Adman, 1990) . Most of the improvement of the maps seen in Figs. 5-7 can be attributed therefore to the improvement in the phases of reflections in I K}, or those arising from maximum-entropy extrapolation. 4.6.3. Maximum-entropy solvent flattening only requires reasonable computing resources. Exponential modeling to maximum likelihood with solvent averaging requires comparable computing resources to those required for solvent flattening. A single cycle of fitting (resulting in Figs. 5b, 6b and 7b) required only about 12 h of CPU time on a DEC station 5000/200. The method is entirely compatible with conventional phase combination, and may be iterated to convergence, involving re-definition of the envelope. It can therefore be used in exactly the same context as conventional solvent flattening.
These algorithms are so effective for the following reasons. Both solvent-flattening algorithms remove peaks from the solvent regions that are considered to result from errors in the phases. Iteration by combining observed amplitudes with phases modified by recombination of MIRAS phases with those from the solvent-flattened map tends to restore scattering represented by the peaks removed from the solvent by introducing new density inside the envelope. Conventional solvent flattening gives no guidance whatsoever regarding where inside the envelope to put this new density. In contrast, construction of a constrained exponential model for the solvent-flattened density assures that new features inside the envelope are optimally consistent with the observed amplitudes and the current phases in the basis set by maximizing the map entropy. In contrast, the errors in part (a) of Figs. 5-7 are low-entropy features because there are relatively fewer ways to construct them consistently using the basis-set structure factors. They were introduced into the map by the unguided solvent-flattening procedure, as indicated by the lack of correlation between the solvent flattened map and the initial MIRAS map (0.44).
Figures of merit
Both the map entropy and the associated likelihood have been proposed as figures of merit on the correctness of basis-set phases (Bricogne, 1984 (Bricogne, , 1988a Gilmore, Bricogne & Bannister, 1990; Gilmore, A. N. Henderson & Bricogne, 1991; Dong et al., 1992) . Our experience so far provides compelling evidence regarding the value of the log-likelihood gain. The likelihood seems to be the best indication of both the convergence of the exponential modeling stages of refinement and the quality of the constraints, including the envelope as well as the basis-set phases. It is especially valuable in preventing overfitting of the data, as indicated by the fact that the constraints are fitted to varying degrees, depending on the quality of the constraints (the basis-set phases and the envelope). In the absence of such a criterion and without the envelope constraint, it is possible to fit the constraints exactly, since there are an equal number of parameters in the exponential model and observations contributing to the constraints. Overfitting in this fashion normally leads directly to catastrophic decreases in the global log-likelihood gain.
The entropy is clearly also a useful indicator of the correctness of the basis-set phases under certain conditions. In both experimental and model test situations, even small improvements in the basis-set phases lead to increases in the entropy at maximum likelihood. This suggests that the 'Bayesian score', combining the log-likelihood gain with the entropy, should be an even more powerful figure of merit on the quality of the constraints (Bricogne, 1988a) .
R factors for basis-set and extrapolated reflections also provide very useful guides as to the overall quality of the constraints: as the basis-set phases improve, the exponential modeling can be carded further -fitting more tightly to the constraints -as long as the likelihood continues to improve. The R factor at maximum likelihood also indicates the quality of the mask, so in situations where the mask is not known a priori, the ability to fit to the constraints should also be an indicator of the correctness of the mask.
Taken together, these statistics provide a rational and powerful measure of the quality of all sources of phase information. The ability to fit an exponential model to a set of constraints is, perhaps, the best all round characterization of those constraints. However, none of the individual statistics provides a complete characterization. The entropy itself is actually a rather weak discriminator, compared to the log-likelihood gain. Both entropy and loglikelihood gain are relative quantities, dependent on the contributors in the sets {H } and I K}, respectively. For this reason, they should be used only to compare comparable configurations of reflections. An example is provided by the comparison between Tables 3 and 5. The improvements seen in Table 5 represent significant improvements in the basis-set phases for cytidine deaminase, because the basis and complementary sets contained the same reflections. The crystallographic R factors, on the other hand, reflect the absolute agreement between the observed amplitudes and those from the Fourier transform of the exponential model. As such, they are useful indicators of the overall progress of phase determination. For the purposes of calculations described here, the likelihood is most useful as a safeguard against over-or under-fitting to the current constraints.
The minimum size and quality of the basis set
It is reasonable to ask what the practical limits are for application of this approach as a phase-determination or phase-extension procedure. In other words, how little phase information, and of what quality, must be provided to convert an uninterpretable MIRAS or SIR map into an interpretable one? The minimum size of the starting basis set is probably smaller than 30% of the total number of reflections. It is undoubtedly smaller if a molecular envelope can be determined from other sources. With respect to the question of phase accuracy in the basis set, an important practical conclusion from studies with cytidine deaminase is that phases with a figure of merit > 0.7 are close enough to the correct phases to be within the radius of convergence of the method to the correct structure, provided that an envelope is available. Since even rather poor SIR phase sets often generate phases with a figure of merit > 0.7 for 20-30% of the data set, this suggests that use of these procedures may bring a larger number of partially phased structures into range for full solutions.
Summary
We have shown that exponential modeling to maximum likelihood constrained by solvent flatness within a known molecular envelope is a superior way to improve isomorphous replacement electron-density maps before model building. Tests with simulated data involving exact and noisy data provide useful examples of the capabilities of the algorithm, and an essential reference point for calibrating its behavior with experimental data. The method is effective throughout the critical resolution range 5-3 A which includes most of the macromolecular crystal structure determinations likely to benefit most from density modification. In the presence of a known molecular envelope, maximum-entropy phase extrapolation can generate significantly better phases, on average, than centroid MI-
