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Abstract 
This paper presents a novel approach of visual 
inspection for texture surface defects. It is based on the 
measure of texture energy acquired by a kind if high 
performance 2D detection mask, which is learned by 
genetic algorithms. Experimental results of texture defect 
inspection on textile images are presented to illustrate 
the merit and feasibility of the proposed method. 
1. Introduction 
Surface inspection is usually a bottleneck in many 
production processes. There is a great number of 
manufacturing processed where inspection for surface 
finishing or surface defects is attempted such as textile 
[1], wooden slabs [2], paper [3] and steel surfaces [4][5]. 
The most difficult task of inspection is that of inspecting 
of visual appearance. The visual inspection in most 
manufactUling processes mainly depends on human 
inspectors whose perfollnance is generally inadequate 
and vmiable. The human visual system is adapted to 
perfOlm in a world of variety and change; the visual 
inspection processes, on the other hand, requires 
observing the same type of image repeatedly to detect 
anomalies. The accuracy of human visual inspection 
declines with dull, endlessly routine jobs. Slow, 
expensive, erratic inspection is the result. Computer 
based visual inspection is obviously the alternative to the 
human inspector. 
This paper is concerned with the problem of 
computer inspection of texture surface. In past years 
numerous approaches have been developed for texture 
inspection tasks [6]. Previous methods can be divided 
into two main categOlies: statistical and structural. The 
structural approach assumes the texture is characterized 
by some plimitives following a placement rule. In this 
view, to desclibe a texture one needs to describe both the 
primitives and the placement rule. However, the 
approach is resuicted by the complication encountered in 
detellnining the primitives and the placement rules that 
operate on these primitives. Therefore, textures suitable 
for sU'uctural analysis have been confined to quite regular 
textures rather than more natural textures in practice. In 
the statistical approach, texture is regarded as a sample 
£i'om a probability disuibution on the image space and 
defined by a stochastic model or characterized by a set of 
statistical features. The models which have been used to 
generate and represent textures include: time series 
models, fractals, random mosaic models, syntactic 
models and linear models. The most common features 
used in practice are based on the tonal propeliies and the 
pattem properties. These are measured from first-order 
and second-order statistics and have been widely used as 
discliminators between textures. 
A major problem with the application of texture 
inspection to real problems is that textures in the real 
world are often not unifOlm, due to changes in 
Olientation, scale or other visual appearance. How to 
exu'act robust texture features has become a key issue in 
the field cf texture inspection. In recent years, some 
researches presented some approaches based on Gabor 
filters [7][8][9], autoregressive random field model [10] 
and local binary pattems [11] to extract texture features 
which are not invmiant to changes in rotation or scale. 
UnfOliunately, the degree of computational complexity of 
these proposed texture measurement is high. In order to 
solve the problem, this paper presents a new method to 
exu'act a robust texture defect feature by genetic 
algOlithms. In his method, the principle texture statistic 
utilized to represent the texture feature is the nOlmalized 
"texture energy" delived £i'om Law's approach: the 
standard deviation of pixel gray scale within a 
predetelmined window size computed aler convolution 
with a optimal texture filter through task-aimed training 
based on genetic algOlithms (GA). The details about the 
algorithm design are discussed in this paper. 
This paper is organized as follows: Section 2 
desclibes the leaming algorithm for texture defect 
detection. Section 3 shows the experimental results and 
conclusions are given in Section 4. 
2. Methodology 
201 Overview of genetic algorithms 
GA is a heuristic search technique for obtaining the best 
possible solution in a vast solution space. It employs 
mechanisms analogous to those involved in natural 
selection to conduct a search through a given parameter 
space for the maximum/minimum of some objective 
function. To apply a GA, an initial population is 
generated and the fitness of each member of the 
population is evaluated. The algOlithm then iterates the 
following: members from the population are selected for 
reproduction in accordance to their fitness evaluations. 
The reproduction operator are then applied, which 
generally include a crossover operator that models the 
exchange of genetic material between the parent 
chromosomes and a mutation operator to maintain 
diversity and introduce new alleles into the generation, or 
a combination of both, to generate the offspling of the 
next generation. The fitness of the offspling is then 
evaluated, and the algorithm stmis a new iteration. The 
algOlithm stops when either a sufficiently good solution 
is found, or after a predetelmined number of iterations. 
GA has been successfully applied in numerous 
commercial and indusuial fields. For image processing 
problems, some recent attempts in image segmentation, 
plimitive exu'action, scene recognition and image 
interpretation are repOlied in the literature [12][13] 
[14][15]. In this study, we apply GA to obtaining optimal 
filter parameters and segmentation threshold for texture 
defect detection. 
2.2 Genetic algorithms for learning defect 
detection 
Basically, a genetic algorithm includes six issues such as 
encoding scheme, evaluation, selection, crossover, 
mutation and stopping clitelion. In this study several 
issues must be considered as follows. 
2.2.1 Encoding scheme 
Now we define a set of individuals in a population 
generated dUling t generation cycles. P(t)={Ikl 
WI W2 W3 ~ W5 
W6 W7 Wa W9 WIO 
Wll W12 WI3 W14 WI5 
WI6 W17 WIa WI9 W20 
W21 W22 W23 WJ4 W25 
(a) A 5 by 5 filter architecture. 
Wi E [-2,2], i = 1,2, ... ,25 
k=I,2, ... ,n}, where n is the number of individuals or the 
population size. The size affects both the ultimate 
perfOlmance and the efficiency of GA. Each individual is 
generated by some encoded form known as a 
chrOllDsome. In this study, a segmentation threshold and 
parameters of a 5 by 5 filter are encoded a float 
chromosome. Fig. 1 desclibes the encoding scheme. 
2.2.2 Evaluation function 
We need to define a function which measures the 
detection quality of a chromosome. The evaluation 
function is defined as below: 
M j=-xlOO% 
N 
(1) 
where M is the number of the samples detected cOlTectly, 
N is the total number of training samples. The greater the 
value off, the higher the chromosome's fitness. 
For each chromosome, the procedure to recognize 
defects consists of following three steps: 
1) Decode a chromosome and get a filter and a 
threshold. 
2) Convolve the all u'aining images by the filter. The 
2D convolution of the image I(i,j) and filter A(i,j) 
with size 2a+ 1 by 2 a + 1 is given by the relation 
a a 
F(i, j) = A(i, j) • J(i, j) = I IA(k,/)J(i+k,j+l) (2) 
k=-al=-a 
For a 5 by 5 filter, a is 2. 
3) Calculate the standard deviation values of the 
convolved u'aining images. The images whose 
standard deviation values are greater than the 
threshold are recognized as defective textures, 
otherwise, they are recognized as non-defective 
textures. 
2.2.3 Genetic operators 
For GA, the two operations, namely, crossover and 
mutation, will be implemented. In this study, a single-
point crossover is employed. For the single-point 
crossover, the crossover-point position in a suing are 
randomly selected. Mutation is can'ied out by performing 
a random replacement operation on some randomly 
selected position of the parent suings. 
The parameters that conu'ol the GA can significantly 
r I Filter parameters I r IL--T_h_r_es_h_o_ld--...J 
T I 
(b) A chromosome architecture. T E [0,512] 
Figure 1. Encoding scheme 
affect its perfOlmance. The most impOliant parameters 
are the crossover rate and the mutation probability. In 
this paper, we introduce a dynamic adaptive setting 
method. The crossover rate Pc and the mutation 
probability Pm are given as follows 
Pc = fmax - I' (3) 
flllax - fmin 
f max - f (4) Pili = f max - Intin 
where I is the fitness value of cUITently evaluated 
chromosome, III/ax is the maximum fitness value of the 
population, Jllill is the minimum fitness value of the 
population, and f' is larger of the fitness values of the 
parent chromosomes to be crossed. 
From Eq. 3 and Eq. 4, we can see that Pc and Pm 
decrease in accordance to the increase of the fitness value 
of evaluated chromosome. For the best chromosome of 
the population, Pc =0, and Pm=O. It is helpful to preserve 
'good' cm·omosomes ofthe population. In addition, each 
cm·omosome except best chromosome is subjected to the 
crossover and mutation operations. It leads to the 
Off-line learning phase 
Create an initial population 
diversity of the population and speeds up the procedure 
of searching for the best solution. 
2.2.4 Stopping criteria 
The genetic algorithm will be iteratively perfOlmed on 
training image samples until a stopping critelion is 
satisfied. The stopping cliterion is either the percentage 
of the fitness function value improvement between two 
consecutive iteration is smaller than a tm·eshold or the 
number of iteration is greater than a given threshold. In 
this study, the maximum number of iterations of GA is 
100. 
2.2.5 The procedure of proposed genetic learning 
algorithm 
The procedure of learning thresholds and defect filters is 
given below, where pet) is a population of candidate 
solutions at generation t. 
t=O; 
initialize pet) 
evaluate pet) 
while not (telmination condition) 
On-line detection phase 
Input a detected image 
Optimal chromosome 
(Detection parameters) 
Detection 
[
Image convolutiOl~ 
Thresholding j 
Evaluate chromosomes 
Selection operation 
Defective textures 
Crossover operation 
Mutation operation 
Figure 2. Flowchart of the defect detection based on genetic learning 
Non-defective 
textures 
begin 
t=t+ 1; 
reproduce P(t)fromP(t-l) 
recombine pet) by crossover and mutation operator 
evaluate pet) 
end; 
end while 
2.3 Defect detection procedure based on learned 
parameters 
After learning procedure, the acquired optimal solution 
(the texture object filter and threshold) is used to detect 
defects. 
Firstly, according to Eq.2, convolve the testing image 
by the learned filter. Secondly, calculate the standard 
deviation within a 19 by 19 window at each point. The 
standard deviation is defined as the texture feature (TE) 
at the point. Thirdly, compare the TE value at each point 
with the learned threshold. If the TE is greater than the 
tlu'eshold, the point belongs to the defect region. 
Otherwise, it belongs to the defect-fi'ee region. Finally, a 
post-processing based on morphology dilation and 
erosion processing is employed to remove noise. 
Figure 2 shows the whole flowchaIi of defect 
detection based on the genetic learning. 
3. Experimental results 
In this section we present expelimental results on textile 
images. The training textile images used in the 
experiment are fi'om the TILDA textile image database 
created at the University of Freiburg, Gelmany. Some of 
them are shown in Figure 3 and Figure 4. In TILDA, 
textile samples are grouped as defect-fi'ee or having a 
celiain type of defect. For each defect type, defect-free 
samples are provided. In our expeliment, we leamed a 
defect filter and segment threshold for each texture type. 
For each texture type, a total of 30 sample images are 
selected for learning defect detection. These images are 
sampled from the same type of textile images, and they 
are divided into two texture classes. One of them belongs 
to defect-fi'ee texture samples, the other belongs to defect 
texture samples. Figure 3(a) and 4(a) show some defect 
texture samples under different orientations, scales and 
shapes. Figure 3(b) and 4(b) show some defect-free 
texture samples under different Olientations, scales and 
shapes. 
The expeliment of texture defect detection is 
perfOlmed in two stages. The first stage is the training 
phase where adaptive filters and segmentation thresholds 
are obtained through learning the training texture 
samples using GA. The second stage is to detect defects 
using these filters and thresholds. Figure 5(b) and 5(d) 
(a) Defect texture sample images 
(b) Defect-fi'ee texture sample images 
Figure 3. Textile sample image set A 
(a) Defect texture sample images 
(b) Defect-fi'ee texture sample images 
Figure 4. Textile sample image set B 
(d) 
Figure 5. Four examples of textile inspection by proposed algorithms. 
(a) (c) Oliginal textile images. 
(b) (d) Defect detection results. 
show the results of extracting defects from images shown 
in Fig. 5(a) and 5(c), respectively. From Fig.5, it can be 
seen that, although defect appearances on different textile 
surfaces are much different, they can be extracted 
cotTectly by proposed method. We test our algorithms on 
100 textile images. The CotTect rate can reach 91.2%. 
4. Conclusions 
This paper presents the approach for texture inspection 
based on genetic leaming and demonstrates its ability for 
texture inspection. The method can extract defects with 
different sizes, shapes and otientations, and its simple 
computational fotm is very suitable for hardware 
implementing. Although this paper has been devoted 
almost entirely to the textile inspection problem, the 
principle of proposed approach can be applied to other 
machine vision applications. 
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