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Abstract
Based on the iterative root theory for monotone functions, an algorithm for computing polygonal iterative roots of increasing
polygonal functions was given by J. Kobza. In this paper we not only give an algorithm for roots of decreasing polygonal functions
but also generalize Kobza’s results to the general n. Furthermore, we extend our algorithms for polygonal PM functions, a class of
non-monotonic functions.
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1. Introduction
Since the initial works by Babbage [5], Abel [1], Königs et al. [10], increasing attentions [2,11–13] have been paid
to the problem of iterative roots, which is concerned both in the theory of functional equations and in that of dynamical
systems. For an integer n0, the nth iterate of a self-mapping x : E → E, where E is a non-empty set, is deﬁned by
xn(t) = x(xn−1(t)), x0(t) = t ∀t ∈ E,
inductively. An nth iterative root x of a given self-mapping f : E → E is a solution of the functional equation
xn(t) = f (t) ∀t ∈ E. (1.1)
Finding iterative roots of a continuous self-mapping on a topological space E is a weak approach to its embedded
(semi-)ﬂows [6,14], no matter whether such a (semi-)ﬂow exists.
For strictly monotone and continuous f, various cases were discussed for Eq. (1.1) and plentiful results can be found
from [11,12]: (K1) The solution x of Eq. (1.1) is continuous if and only if x is strictly monotone ([11, Theorem 15.3]).
(K2) If f is continuous and increasing then Eq. (1.1) has continuous and increasing solutions x, which depend on an
arbitrarily given initial function. In addition, for even n Eq. (1.1) also has decreasing solutions ([11, Theorems 15.7
and 15.9]). (K3) For even n no continuous solutions exist if f is strictly decreasing ([11, Chapter XV, Section 4]). (K4)
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For odd n Eq. (1.1) has increasing (resp. decreasing) solutions if f is continuous and increasing (resp. decreasing) ([11,
Theorem 15.8]). (K5) Eq. (1.1) has continuous and decreasing solutions if and only if n2 is even and f is continuous
and increasing with a regular ﬁxed point  (See [11, deﬁnition, p. 301]). Based on these results, Kobza [9] gave an
algorithm to compute polygonal (i.e., piecewise linear) square iterative roots of increasing polygonal functions on the
whole real line. Actually, computing iterative roots has attracted interests from the community of information science
[7,8] for many years.
Finding iterative roots of a general non-monotone function remains difﬁcult, although some advances [3,15,16] have
been made in non-monotone cases. As shown in [16], for a strictly piecewise monotone function f (abbreviated as PM
function) this problem can be reduced to its a restriction to the “characteristic interval”, on which f is strictly monotone
and all known results obtained in monotone cases are available. As deﬁned in [15,16], a PM function is a strictly
monotone function with ﬁnite non-monotone points on the inner of closed interval. Let N(f ) denote the number of
non-monotone points of f, which are all extremum points in the ﬁnite case. Obviously, N(fm) is not decreasing in m.
Let H(f ) denote the minimal integer m which satisﬁes N(fm) = N(fm+1). It is shown in [16] that Eq. (1.1) has no
continuous solutions if H(f )> 1 and n>N(f ), which motivates us to improve Kobza’s algorithm so as to compute
iterative roots of polygonal functions in some non-monotone cases.
In this paper we discuss Eq. (1.1) in the class of polygonal PM functions and give an algorithm to compute polygonal
solutions of Eq. (1.1) for a given polygonal PM function f. In order to apply results obtained in [15,16], unlike Kobza’s
work [9], we discuss on a compact interval [a, b] instead of the whole real line R. In some sense discussion on a
compact interval has more difﬁculties than on R because on R one can ignore the trace of the endpoints under iteration
but on [a, b] we cannot. For example, if we restrict the linear function f considered in [9, Figure 5a] to the compact
interval [−1, 1] then the decreasing polygonal solution x4 is not well deﬁned on the interval. Therefore, we have to
restart our discussion with linear f, as done in Section 2, and give exact expressions of all linear solutions of Eq. (1.1)
for general n and for both increasing f and decreasing f. In order to give solutions for a polygonal PM function f, we
may encounter the case that f is decreasing on its characteristic interval. So, in Section 3, both increasing polygonal
f and decreasing polygonal f are discussed for polygonal solutions of Eq. (1.1) with general n. As shown in [16], a
solution of Eq. (1.1) for a PM function can be obtained by extending a solution on the characteristic interval of f, where
composition of non-monotone polygonal functions will be involved. Having different domains and ranges possibly
as well as different distribution of vertices, composition of polygonal functions usually makes more difﬁculties than
iteration of a polygonal function. We exhibit a property of such composition as a lemma in section 4, which actually
reinforces the corresponding result in of [9, Section 3], and ﬁnally give an algorithm for polygonal PM functions.
2. Linear roots of linear f
As a fundamental work, we begin our investigation from linear functions, the trivial class of continuous polygonal
functions. First of all, we observe that the nth iterate of a linear function x(t) = t +  can be calculated by either
xn(t) =
{
nt + 
(
1 − n
1 − 
)
for  = 1,
t + n for  = 1.
(2.1)
Then Kobza’s [9] Lemma 1, describing all linear solutions of (1.1) for n=2 with linear f, can be stated in the following
general format.
Lemma 1. Suppose that f (t)=Kt +B, whereK,B ∈ R, and n2 is an integer. (i) ForK < 0, Eq. (1.1) has a unique
linear solution onRwhen n is odd,which actually is decreasing and can be presented as x(t)=−|K|1/nt+B((|K|1/n+
1)/(|K| + 1)), but no continuous solutions on R if n is even. (ii) For 0K = 1, Eq. (1.1) has a unique linear solution
on R when n is odd, which actually is increasing and can be presented by x(t)=K1/nt+B((K1/n−1)/(K−1)).When
n is even, Eq. (1.1) has exactly two linear solutions x±(t)=±K1/nt +B((±K1/n −1)/(K −1)), which are increasing
and decreasing, respectively. (iii) For K = 1, Eq. (1.1) has exactly an increasing linear solution x(t) = t + B/n.
Moreover, for even n Eq. (1.1) has inﬁnitely many decreasing linear solutions x(t)=−t +, depending on an arbitrary
constant  ∈ R, if B = 0, but has no decreasing linear solutions if B = 0.
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Proof. Results (i) and (ii) can be given immediately by computation with Eqs. (1.1) and (2.1). For result (iii), if K = 1
and B = 0 there do not exist regular ﬁxed point of f. If K = 1 and B = 0 we note that all ﬁxed points of f are regular,
so everycontinuous involution function can be satisﬁed (Eq. (1.1)). [11, Lemma 15.2]. 
Our discussion on polygonal iterative roots is restricted to a compact interval I =[a, b], on which the self-mapping f
has a ﬁxed pointP : (B/(1−K),B/(1−K)). This excludes the case thatK=1, B = 0.We only discuss the non-trivial
case K = 0 and require that |K|1 for f to be self-mapping. Thus, we have to restrict either a − KbBb − Ka
when −1K < 0 or a − KaBb − Kb when 0K1. Based on Lemma 1 we have:
Lemma 2. Consider the linear function f as in Lemma 1. (i′) For K < 0, if B = (a + b)(1 − K)/2, i.e., P coincides
with the intersection C : ((a + b)/2, (a + b)/2) of the diagonal line and the anti-diagonal line of I × I , then
Eq. (1.1) has a unique linear solution as given in Lemma 1 (i) when n is odd; otherwise, if B > (a+b)(1−K)/2 (resp.
B < (a+b)(1−K)/2) thenEq. (1.1)has aunique linear solution if andonly ifn ln |K|/(ln(B+bK−b)/(a−aK−B))
(resp. n ln |K|/(ln(B + aK − a)/(b − bK − B)). (ii′) For 0<K = 1, Eq. (1.1) has a unique increasing linear
solution x+(t), as described in Lemma 1 (ii). On the other hand, when n is even, Eq. (1.1) has a unique decreasing
linear solution x−(t) if B = (a + b)(1 − K)/2; otherwise, the unique decreasing linear solution exists if and only if
the order n satisﬁed the conditions as (i′).(iii′) For K = 1 and B = 0, Eq. (1.1) has a unique increasing linear solution
x(t) = t . In particular, for even n, Eq. (1.1) has a unique decreasing linear solution x(t) = −t + (a + b).
Proof. Since our discussion is restricted to a compact interval [a, b], it sufﬁces to check if the root x obtained in
Lemma 1 is a self-mapping on [a, b].
Suppose that K < 0. If P coincides with C, we only need to discuss the slope  of the root x because x is also
decreasing and has a unique ﬁxed point at C. By Lemma 1,  = −|K|1/n for odd n. Obviously −1< <K since K
is restricted to satisfy that |K|1 for f to be a self-mapping. Hence, x is a self-mapping on [a, b]. If P is different
from C, by Lemma 1, for odd n the root x is decreasing with the slope  = −|K|1/n and has a unique ﬁxed point at
P : (B/(1 − K),B/(1 − K)). One can calculate x(a) = −|K|1/na + B((|K|1/n + 1)/(|K| + 1)), the maximum of x
on [a, b], and x(b)=−|K|1/nb+B((|K|1/n + 1)/(|K|+ 1)), the maximum of x on [a, b]. Clearly, x is a self-mapping
if and only if x(a)b and x(b)a, which requires that either
n ln |K|/ ln B + bK − b
a − aK − B as B > (a + b)(1 − K)/2
or
n ln |K|/ ln B + aK − a
b − bK − B as B < (a + b)(1 − K)/2.
This proves the results in (i′). We similarly obtain results in (ii′).
For the case (iii′) we note that the graph f coincides with the diagonal line and the problem is to solve the Babbage
equation [12, Section 11.7]. By [12, Theorem 11.7.1], either x(t)= t or x is a strictly decreasing involution for even n.
Clearly, x(t) = −t + (a + b) is the unique linear strictly decreasing involution. 
3. Roots of monotonic f
In this section we consider solutions of Eq. (1.1) with f being a monotonic polygonal function on a compact interval
I =[a, b].As indicated in the Introduction, we follow the results found from [11,12] to answer the existence of iterative
roots of the polygonal form, generalizing Kobza’s algorithm from n= 2 to the general n for increasing polygonal f and
giving an algorithm for decreasing polygonal f.
We discuss increasing solutions and decreasing ones separately.
3.1. Increasing solutions of increasing f
It is a common practice to decompose the domain I := [a, b] into a union of sub-intervals, each of which is bounded
by either two consecutive ﬁxed points or a ﬁxed point and an endpoint of I, and ﬁnd roots of f by linking those roots
500 W. Zhang, W. Zhang / Journal of Computational and Applied Mathematics 205 (2007) 497–508
of restrictions of f to those sub-intervals. Therefore, we only need to clarify our results on an interval without interior
ﬁxed points. Without loss of generality we only give an algorithm for f on I with f (t)< t .
Theorem 1. Every continuous and increasing polygonal function f (t) = Kit + Bi, i = 1, . . . , m, on I with vertices
Fi : (ti , fi), i = 1, . . . , m, which satisﬁes that f (t)< t on (a, b), where both a and b are ﬁxed points or one of them is
an endpoint, has inﬁnitely many increasing polygonal roots on I, which are computed with the following
Algorithm 1 (iroot_ip).:
Step 1: Choose an initial point t0 ∈ (a, b)arbitrarily and interpolaten−1points such thatf (t0)< tn−1 < · · ·< t1 < t0.
Then an initial increasing polygonal function x0(t) is determined uniquely by linearly linking these vertices
X0 : (t0, t1),X1 : (t1, t2), . . . , Xn−1 : (tn−1, f (t0)).
Step 2 : Let tn := f n(t0) and extend the set of those points to a sequence of verticesXj : (tj , tj+1) on I, j=n, n+1, . . . ,
and −1,−2, . . ., where tpn+i = f p(ti), i = 0, . . . , n − 1 and p is an integer.
Step 3 : Let f have  vertices in (t1, t0), i.e., t1 <s < · · ·<s1 < t0.Compute xn−10 (si), i=1, . . . , , and obtain  vertices
Yi : (xn−10 (si), f (si)), i = 1, . . . , , of solution x between Xn−1 and Xn. Then the solution x(t) is extended
with x0(t) from the interval [tn−1, t0] to [tn, tn−1] by linearly linking Xn−1, Y1, . . . , Y, Xn.
Step 4 : For each si deﬁne a sequence (sij ) as in Step 2 with the initial points xn−10 (si)< · · ·<x0(si)< si . Then reﬁne
the sequence (tj ) with the union of (tj ) and all (sij ), i = 1, . . . , . For simplicity, we let (t˜j ) denote the reﬁned
sequence.
Step 5 : Inductively, suppose the solution x is extended well on [tn+, t0], where 0, and let (t˜j ) be the corresponding
sequence reﬁned accumulatively as in Step 4. Let j , j = 1, . . . , , be all f-vertices in the interval (t−1, t−2),
i.e., t−1 <  < · · ·< 1 < t−2. Compute the coordinates Zj : (xn−1(j ), f (j )), j = 1, . . . , . Then the
solution x is extended again to [tn++1, tn+] by linearly linking all Zj ’s, all points (t˜j+1, t˜j ) on the interval
(tn++1, tn+) and the endpoints Xn+, Xn++1.
Step 6 : The solution x can be extended to thewhole interval (a, t0] by the above-mentioned procedure. The computation
of x on [t0, b) can be proceeded similarly with the inverse f−1 and ceased according to the restriction of the
right boundary at t = b.
Proof. Steps 1 and 2 are naturally proceeded by related results (K1, K2) in [11,12], which are summarized in the
Introduction. Thus, an initial function of polygonal form is chosen on the interval [tn−1, t0]. As usual, a continuous
solution x can be deﬁned piecewise with the cover {Ij : j ∈ Z}, where Ij := [tj+1, tj ], of the interval I := (a, b). It
is clear that x has to be a polygonal function.
The key to determining the polygonal function x is to compute all vertices of x, some of which are generated from
Xj ’s but some of others are given from vertices of f. As shown in [11,12], if x is well deﬁned on
⋃j+n−1
i=j Ii , we have
x(t) = f ◦ x1−n(t), t ∈ Ij+n. (3.1)
This implies that f-vertices in interval Ij only generate new vertices for x on intervals Ii, i=j +n, j +n+1, . . . .Thus,
we naturally proceed Steps 3–5, where the sequence (tj ) is reﬁned over and over again by those additional vertices
generated by f-vertices in the extension of x from the initial point t0 to the ﬁxed point a. Obviously, the reﬁned sequence
(t˜j ) is strictly decreasing and tends to a because a is an attractive ﬁxed point of f when f (t)< t on (a, b).
We similarly see the reason for Step 6. 
Remark that in Theorem 1 the sequence (sij ) may have coincidence with the sequence (tj ). Such a coincidence
does not affect our computation procedure but reduces the complexity of computation. Obviously, the less vertices
are involved, the lower the complexity gets. Therefore, the complexity can be reduced if we choose the initial point
t0 at a vertex of f and interpolate as many points t1, . . . , tn−1 as possible at vertices of f. Although f has ﬁnitely
many vertices, the number of vertices of solution x may be inﬁnite. In the case of inﬁnity, the ﬁxed point a as in
Theorem 1 is the limit of vertices.We can reduce the complexity by starting from a linear solution on a sub-interval with
the end a by Lemma 2 and extending it to right step by step as in Theorem 1. This procedure must be terminated in ﬁnite
steps.
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Fig. 1. Increasing solutions of increasing polygonal function.
In Fig. 1(a) and (b) we illustrate our Algorithm iroot_ip with two increasing polygonal functions f1(t) and f2(t),
respectively, which have a repulsive ﬁxed point and an attractive one, respectively, in the interior of the interval. Function
f1 takes its vertices at t = i/8, i = 0, 1, . . . , 8, on the graph of F1(t) = p(p(t)), where p(t) = (sin((t − 12 )) + 1)/2.
Function f2 takes its vertices at t ∈ {0,± 14 ,± 23 ,± 78 ,±1} on the graph ofF2(t)= t5.Applying the Maple software to f1
with the initial points X0 : ( 38 , 13 ),X1 : ( 13 , 724 ),X2 : ( 724 , 14 ) and initial points Y0 : ( 58 , 3348 ), Y1 : ( 3348 , 1724 ), Y2 : ( 1724 , 1824 ),
respectively, for m = 10 steps and we draw a polygon for the increasing solution in Fig. 1(a). Similarly, we apply the
Maple software to f2 with the initial points X0 : ( 78 , 68 ),X1 : ( 68 , 58 ) and initial points Y0 : (− 78 ,− 68 ), Y1 : (− 68 ,− 58 ),
respectively, for m = 10 steps and we also obtain a polygon for the increasing solution in Fig. 1(b).
3.2. Decreasing solutions of increasing f
By the property (K5), for increasing f Eq. (1.1) has no decreasing solutions if either the order n is odd or f has no
regular ﬁxed point. Let F(f ) denote the set of ﬁxed points of f. As deﬁned in [11, p. 301], a point  ∈ F(f ) is said to
be regular if there is an order-reserving mapping 	 : F(f ) → F(f ) such that 	() =  and in the interval (
, ) and
(	(), 	(
)) with no points in common with F(f ) the expression f (t)− t has opposite signs. In order to illustrate our
algorithm of ﬁnding decreasing solutions, we only consider ﬁnite set F(f ) and discuss separately in the case that the
endpoints of I := [a, b] are both ﬁxed points and the case that a <f (t)< b for all t ∈ I .
In the ﬁrst case, let  be the regular ﬁxed point of f. Then F(f )=FL ∪FR, where FL ={a0 := a, a1, . . . , ak, } and
FR = {, bk, . . . , b1, b0 := b} with the order
a0 <a1 < · · ·<ak < <bk < · · ·<b1 <b0.
We are going to ﬁnd a continuous and decreasing function x(t) with a graph passing through the points: Q0 :
(a0, b0), Q1 : (a1, b1), . . . ,Qk : (ak, bk), C : (, ),Q′k : (bk, ak), . . . ,Q′1 : (b1, a1),Q′0 : (b0, a0). In fact,
x2(ai) = f (ai) if x(ai) = bi, x(bi) = ai . Since the interval I can be divided by the order-reversing mapping 	 into
ﬁnitely many sub-intervals Ji := [ai−1, ai], J ′i := [bi, bi−1], i = 1, . . . , k, and Jk+1 = [ak, ], J ′k+1 = [, bk] such that
I =
(
k+1⋃
i=1
Ji
)
∪
(
k+1⋃
i=1
J ′i
)
,
(f (s) − s)(f (t) − t) < 0 ∀s ∈ Ji, t ∈ J ′i , i = 1, 2, . . . , k + 1,
we can solve a decreasing solution on eachunionJi∪J ′i of coupled sub-intervals and then link them toobtain a decreasing
solution on the whole I. For a simple statement we describe our algorithm for n = 2 on the union [ak, ] ∪ [, bk].
Theorem 2. For a continuous and increasing polygonal function f (t) = Kit + Bi (i = 1, . . . , m) on I with exactly
three ﬁxed points, two of which lie at the endpoints a, b and the other is the regular ﬁxed point , Eq. (1.1) with n = 2
has inﬁnitely many decreasing polygonal solutions on I, which are computed by the following
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Algorithm 2 (droot_ip).:
Step 1: Choose a point X0 : (t0, t1) arbitrarily such that t0 >  and t1 < . Use the two points X0 and X1 : (t1, f (t0))
for the initial vertices, which actually lie on the right and the left of  separately.
Step 2: Let tj := f j (t0) and choose pointsXj : (tj , tj+1) on I, j=2, 3, . . ., and−1,−2, . . .,where t2p+i =f p(ti), i=
0, 1 and p is an integer. These points deﬁne two sequences (X2j : j ∈ Z) and (X2j+1 : j ∈ Z), which lie on
the right and the left of  separately.
Step 3 : Unlike the case in Section 3.1 we choose the line segment linking X0 and X2 as an initial function x0(t), which
is decreasing and lies on the right of . Then f-vertices sij on the interval (t2, t0] also make vertices of x in
[t1, t3) with the composition f (x−10 (t)), which reﬁne the sequence (tj ) to be (t˜j ). Furthermore, f-vertices on
[t1, t3) again make more vertices of x in (t4, t2], which can be calculated by the composition f (x−11 (t)), where
x1(t) := f (x−10 (t)). Thus (t˜j ) is reﬁned again and ﬁnally we can extend x0 to a decreasing polygonal function
on (t4, t0] by linking the vertices determined by the well reﬁned (t˜j ).
Step 4: As done in Step 5 of Algorithm iroot_ip given in Theorem 1, we can similarly reﬁne (t˜j ) again in every
sub-interval (t2+2, t2] and extend x0 to a decreasing polygonal function on the whole interval (, b).
Step 5: The solution x on the left of , i.e., on the interval (a, ), can be extended similarly from the function x1(t),
which is deﬁned in Step 3 on [t1, t3). Thus, the solution is given by connecting the two parts on (, b) and
(a, ) and complementing the ﬁxed point (, ) and the two endpoints (a, b) and (b, a).
Proof. As in the proof of Theorem 1, the key to determining the polygonal solution x is to compute all vertices of
x, some of which are given by Xj ’s and the others are generated from f-vertices. Since the chosen x0 is decreasing,
the line segment linking X0 and X2 has a negative slope. Note that each Xj is an image of a composition of x0 and
an iterate of the increasing function f. Thus, as chosen in Steps 1 and 2, the sequence (Xj ) can be partitioned as two
monotone subsequences (X2j ) and (X2j+1). Their monotonicity decides that the polygon linking those points gives a
decreasing function.
Unlike Theorem 1 we construct the solution x separately on the left sub-interval (a, ) and the right sub-interval
(, b). On the right sub-interval, the procedure of interpolating vertices generated from f-vertices in the sub-sequence
(X2j ) is shown in Steps 3 and 4.We only need to note that the monotonicity of f and x0 guarantees that the monotonicity
of (X2j ) is maintained in the procedure. Thus, the polygonal function linking those vertices in the reﬁned sequence is
decreasing. Since the sequence (t˜j ) has limits  and b as j → +∞ and −∞, respectively, the initial segment x0 can
be extended surely to the whole (, b). The procedure on (a, ) is similar. 
Clearly, it is similar to choose the initial point X0 on the upper left of the ﬁxed point C : (, ) in Algorithm 2
(droot_ip).
In the other case, i.e., a <f (t)< b for all t ∈ I , the iterative root can be computed with the same algorithm. The
procedure starts from the chosen initial point X0 but ﬁnishes in ﬁnite steps to the endpoints a and b. A simple choice is
to ﬁx X0 on the right side of the square I × I , i.e., t0 = b, a t1f (a). According to Algorithm (droot_ip) we obtain
a sequence (Xj : j = 0, 1, 2, . . .) with coordinates between t1 and b. Thus, the decreasing solution on [t1, b] can be
computed. Since t1f (a)f (t1), by continuity and monotonicity of x0 there exists a unique t∗ ∈ (f (b), b) such that
x0(t∗)= f (a), i.e., the point (t∗, f (a)) lies on the segment linking X0 : (b, t1) and X2 : (f (b), f (t1)). Choose a point
X∗ : (a, t∗) on the left side of the square I × I . Then we easily calculate vertices generated from f-vertices on (a, t1) by
x(t) = x−10 (f (t) and interpolate them between X∗ and X1 : (t1, f (b)). Connecting those vertices linearly, we extend
the solution to the whole I.
It is well known that when f (t) ≡ t decreasing solutions of Eq. (1.1), called the Babbage equation, are all involutory
functions ([11, p. 290]). Thus, for f (t) ≡ t a decreasing solution can be given by choosing a decreasing polygonal
function above the diagonal line of the square I × I and reﬂecting it to the side blow.
For an arbitrary even n = 2m, one can ﬁnd all decreasing solutions x of Eq. (1.1) by combining Algorithms 2
(droot_ip) and 1 (iroot_ip) as given in Theorems 2 and 1. In fact, y(t) := x2(t) is an increasing function and satisﬁes
Eq. (1.1) for n = m.
Kobza [9] also considered an algorithm to compute decreasing solutions for increasing f and n = 2. He stated his
algorithm for linear f in [9, Theorem 2] and remark on polygonal f with one vertex in Section 4.3 and on f with more
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Fig. 2. Decreasing solutions of monotone polygonal function.
vertices in Section 5.1. In this section we treat polygonal functions on a compact interval and give our algorithm
generally step by step in a different style.
In Fig. 2(a) and (b) we illustrate our Algorithm iroot_ip and Algorithm droot_ip with increasing polygonal function
f3(t) and decreasing polygonal function f4(t), respectively. Function f3 takes its vertices at t =±i/4, i =0, 2, 3, 4, on
the graph of F3(t) = t3. Function f4 takes its vertices at t = ±i/2, i = 0, 1, 2, on the graph of F4(t) = −t3. Applying
the Maple software to f3 with the initial point X0 : ( 78 ,− 78 ) and initial point Y0 : (− 78 , 78 ), respectively, for m = 10
steps we draw a polygon for the decreasing solutions in Fig. 2(a). Similarly, we apply the Maple software to f4 with
the initial points X0 : ( 12 ,− 12 ),X1 : (− 12 , 38 ) and initial points Y0 : (− 12 , 12 ), Y1 : ( 12 , 38 ), respectively, for m= 10 steps
we also obtain a polygon for the decreasing solutions in Fig. 2(b).
3.3. Decreasing solutions of decreasing f
As stated in (K4), Eq. (1.1) with decreasing f has continuous solutions only when n is odd. In this case the solutions
are all decreasing. Let P(f ) consist of the unique ﬁxed point  of f and all its 2-periodic points on the interval I.We only
need to consider two cases: either the endpoints a, b are on the same 2-periodic orbit or none of a and b is a 2-periodic
point. In fact, if f 2(a) = a and f (a)< b, then the decreasing monotonicity of f implies that a = f 2(a)>f (b), a
contradiction to the assumption that f is a self-mapping on I.
In the ﬁrst case, the 2-periodic points appear in pair and distributed on the both side of the ﬁxed point . Then the
set I\P(f ) is a union of at most countable disjoint open intervals, i.e.,
I\P(f ) =
⋃
i
[(ai, ai+1) ∪ (f (ai+1), f (ai))],
where ai’s are all 2-periodic points of f in [a, ). Obviously, we can restrict our discussion on each union (ai, ai+1) ∪
(f (ai+1), f (ai)) since no interaction happens between any different two of those unions under iteration. For a simple
statement, without loss of generality, we give our algorithm on the interval (a, ) ∪ (, b), where a, b ∈ P(f ) and
f 2(t) − t > 0 for all t ∈ (a, ).
Theorem 3. Every continuous and decreasing polygonal function f (t)=Kit +Bi, i = 1, . . . , m, on I which satisﬁes
that f (a) = b, f (b) = a and f 2(t) − t > 0 on [a, ] has inﬁnitely many decreasing polygonal roots on I, which are
computed with the following
Algorithm 3 (droot_dp).:
Step 1: Choose an initial pointX0 : (t0, t1) arbitrarily such that t0 >  and t1 < . Interpolate n−2 points t2, . . . , tn−1
such that t2 > t4 > · · ·> t(n−1) in (f (t1), t0) and t3 < t5 < · · ·< t(n−2) in (t1, f (t0)). Then the points X0 :
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(t0, t1),X1 : (t1, t2), . . . , Xn−1 : (tn−1, f (t0)) arewell deﬁned,whereX2j ’s lie on the right of  andX2j+1’s lie
on the left of .An initial decreasing polygonal function is deﬁned on the union [t1, f (t0))∪(tn−1, t0] piecewise
by x0 : (tn−1, t0] → [t1, f (t0)) and x1 : [t1, f (t0)) → (f (t1), t2], which are determined uniquely by linking
the sequence of points X2j and sequence of points X2j+1, respectively.
Step 2: Let tn := f n(t0) and extend the set of those points to a sequence of verticesXj : (tj , tj+1) on I, j=n, n+1, . . . ,
and −1,−2, . . ., where tpn+i = f p(ti), i = 0, . . . , n − 1 and p is an integer. Similarly, the points indexed by
even lie on the left of  but the points by odd on left.
Step 3: As in Step 3 in Theorem 1, f-vertices sij on the interval (t2, t0) do not make vertices of x in [t1, tn) ∪ (tn−1, t0].
The x-vertices in [tn+1, tn−1) are computed by the composition f ◦ (x−11 ◦x−10 )(n−1)/2 at those f-vertices. Thus,
we can add-vertices Yj between Xn−1 and Xn+1 on the right of  and extend x0 from (tn−1, t0] to (tn+1, tn−1]
by linking Xn−1, Yj ’s and Xn+1.
Step 4: As in Step 4 in Theorem 1, insert sequences (sij ), which are generated by iteration of f at sj ’s in the sequence
(tj ) and let (t˜j ) denote the reﬁned sequence. On the basis of (t˜j ) we continue to solve x on [tn, tn+2) similarly
on the left of . Thus, x1 can be extended from [t1, tn) to [tn, tn+2) by linking the vertices of t˜j ’s on [tn, tn+2)
and the vertices generated by f-vertices on [t1, t3).
Step 5: As in Step 5 in Theorem 1, we can inductively extend x0 and x1 to (t2+2, t2] and (t2+3, t2+1], respectively
for all integers (n−1)/2 in the alternate manner. Thus the solution x on the whole I is extended from x0 and
x1 and complemented with the ﬁxed point (, ) and the two endpoints (a, b) and (b, a) by x()= , x(a)= b
and x(b) = a.
Proof. The proof is similar to that of Theorem 1 and to that of Theorem 2 partly. As in Theorem 2 the sequence (Xj )
is partitioned into two sub-sequences indexed by even and odd separately and distributed on the right and the left of ,
respectively. The difference from the proof of Theorem 2 is that we cannot extend x0 to the whole right sub-interval
(, b) independently but the extension on the right has to be made alternately together with the extension on the left.
Besides, we also note that the f-vertices in an interval Ij bounded by tj and tj+2 only generate x-vertices in Ii for i
from j + n upon, a similar property as stated in the proof of Theorem 1 but having more complicated sub-interval
construction. The extended function x is clearly a polygonal function. 
In the second case, i.e., a /∈P(f ) and b /∈P(f ), as in Section 3.2, implementation of the algorithm toward the
endpoints a, b must be terminated in ﬁnite steps, so a simple choice is to ﬁx the initial point X0 on the right (or left)
side of the square I × I .
4. Roots in non-monotonic case
In this section we compute iterative roots of polygonal PM functions. As in [15,16], an interior point t0 in I is
referred to as a monotonic point of a continuous function f : I → I if f is strictly monotone in a neighborhood
of t0; otherwise, t0 is called a non-monotonic point (or fort simply). A continuous function f : I → I having
at most ﬁnitely many non-monotonic points is called a strict piecewise monotone function (or PM function sim-
ply). Let PM(I, I ) consist of all of those PM functions. Since a non-monotonic point of a polygonal PM func-
tion is surely a vertex but the reverse is not true, it sufﬁces to ﬁnd all its vertices in the case of polygonal PM
functions.
For a PM function f two important numbers N(f ) and H(f ), as indicated in the Introduction, are involved in
discussion. As shown in [15,16], when H(f )1 there is a unique sub-interval I ′ = [a′, b′] of I which is bounded by
two consecutive non-monotonic points and contains f (I), i.e. [m,M] ⊂ I ′, where m := min f and M := max f . This
interval is called the characteristic interval of f. Moreover, f is monotone on it and solutions of Eq. (1.1) restricted it
can be extended continuously to the whole I. The following results can be found in [15,16]: (Z1) If f is continuous and
increasing on I ′ and satisﬁes f (a′) = a′ and f (b′) = b′, then Eq. (1.1) for n2 has continuous solutions. (Z2) If f is
continuous and decreasing on I ′ and satisﬁes f (a′) = b′ and f (b′) = a′, then Eq. (1.1) for odd n3 has continuous
solutions. The advantage of existence of I ′ is that we can reduce a non-monotonic case to a monotone one. The
algorithms given in Section 3 provide techniques in the computation for roots of polygonal PM functions on I ′. In order
to extend monotone solutions obtained on I ′ with those algorithms to the whole I, we need to compute composition of
W. Zhang, W. Zhang / Journal of Computational and Applied Mathematics 205 (2007) 497–508 505
two polygonal functions. The following lemma generalizes in [9, Lemma 3] to composition of two functions, which
may be distinct and non-monotonic.
Lemma 3. Suppose that continuous polygonal functions f and g are well deﬁned on I1 and I2, respectively, have a set
of vertices V (f ) = {ti : i = 1, . . . , k} and a set of vertices V (g) = {si : i = 1, . . . , }, respectively, and satisfy that
g(I2) ⊂ I1. Then, the composition f ◦ g is a polygonal function, whose set V (f ◦ g) of vertices satisﬁes
V (f ◦ g) ⊂ V (g) ∪ g−1(V (f ) ∩ g(I2)). (4.1)
We omit the simple proof of this lemma but only need to note the intersection on the right-hand side of (4.1) because
g−1 is not well deﬁned at all vertices of f.
Let (f ) := (t∗j ) be the sequence consisting of all non-monotonic points of a polygonal PM function f such that
t∗j < t∗j+1 for all j. By the deﬁnition of PM functions, (f ) is a ﬁnite sub-set of V (f ). The following lemma gives a
sufﬁcient condition for a polygonal PM function to satisfy H(f )1. It is inferred directly from [16, Lemma 2.4] and
the monotonicity between two consecutive non-monotonic points.
Lemma 4. Let (f ) be given as above for a polygonal PM function f on I := [a, b]. If either f (t∗j ) = m and
f (t∗j+1) = M or f (t∗j ) = M and f (t∗j+1) = m, for an index j, where m,M are the minimum and maximum of f on I,
then H(f )1.
Thus we are ready to give an algorithm for polygonal PM functions.
Theorem 4. Suppose that f is a polygonal PM function and satisﬁes H(f )1 and conditions in either (Z1) or (Z2).
Then a polygonal solution of Eq. (1.1) can be computed with the following
Algorithm 4 (pmroot_pmp).:
Step 1: Let f1 denote the restriction of f to the characteristic interval I ′ := [a′, b′]. Apply Algorithms 1(iroot_ip),
2(droot_ip) or 3 (droot_dp) to the strictly monotone function f1, which is a homeomorphism from I ′ onto I ′,
to obtain a polygonal strictly monotone function xc : I ′ → I ′ which satisﬁes xnc = f1. Let V (xc) be the set of
all vertices of xc on I ′.
Step 2: Let fR denote the restriction of f to [b′, b] and VR(f ) be the set of vertices of fR. Compute mR := min fR
and MR := max fR by comparing the values of f on VR(f ). Linearly link the points in the set UR :=
VR(f ) ∪ f−1R (V (xc) ∩ [mR,MR]) to obtain a polygonal function xc ◦ fR on [b′, b].
Step 3: Let [xc(mR); xc(MR)] denote the closed interval bounded by xc(mR) and xc(MR). Linearly link the points in
the set UR ∪ (xc ◦ fR)−1(V (f−11 ) ∩ [xc(mR); xc(MR)]) to obtain a polygonal function f−11 ◦ xc ◦ fR on the
interval [b′, b].
Step 4: Similarly, we obtain a polygonal function f−11 ◦ xc ◦ fL on the interval [a, a′], where fL is the restriction of f
to I ′. Thus, a polygonal solution x(t) of (1.1) is deﬁned by xc, f−11 ◦ xc ◦fR and f−11 ◦ xc ◦fL on the intervals
I ′, [b′, b] and [a, a′], respectively.
Proof. Step 1 is a simple application of Theorems 1–3 to the monotone f1 on I ′. In Step 2 we note that UR covers
V (xc ◦ fR) by Lemma 3. In Step 3 we notice that [mR,MR] ⊂ [m,M] ⊂ [a′, b′]. Moreover, f1(I ′) = I ′ by (Z1)
and (Z2). Since xc maps I ′ onto itself homeomorphically, the inverse f−11 is well deﬁned on the range of xc and the
composition f−11 ◦ xc is meaningful. So is the inverse f−11 on the interval [xc(mR); xc(MR)]. By Lemma 3, the set
UR ∪ (xc ◦ fR)−1(V (f−11 ) ∩ [xc(mR); xc(MR)]), covers V (f−11 ◦ xc ◦ fR). In Step 4, the solution x(t) is actually
deﬁned by xc(t) in I ′ and by f−11 (xc(f (t))) in [a, a′]∪ [b′, b]. It is clearly a polygonal function on I and one can check
that xn(t) = f−11 (xnc (f (t))) = f (t) for all t ∈ [a, a′] ∪ [b′, b]. 
Remark that besides the conditions in (Z1) and (Z2), [16, Theorems 4 and 5] also allow a′ <f (t)< b′ for all t ∈ I ,
i.e., f is not a homeomorphism on I ′. In this case x can be computed similarly with Algorithm 4 (pmroot_pmp) and
appropriately chosen initial functions of the root xc in Step 1 such that xc([m,M]) ⊂ [m1,M1], where m1 := min f1
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and M1 := max f1 since the domain of the inverse f−11 is [m1,M1]. Such a choice can be practiced with a slight
modiﬁcation of algorithms given in Section 3 in the idea of Bödewadt’s Theorem ([4] or [16, p. 119]) and the Proposition
in [16, p. 125].
Let us illustrate our algorithms with the polygonal PM function f5 on [0, 1] which has endpoints A : (0, 12 ), B :
(1, 916 ) and vertices V1 : ( 18 , 78 ), V2 : ( 14 , 58 ), V3 : ( 34 , 38 ), V4 : ( 78 , 18 ). Clearly, N(f ) = N(f 2) = 2 by
Lemma 4. Moreover, it has a characteristic interval I ′ = [ 18 , 78 ]. In order to solve (1.1) for n = 3, we ﬁrst calcu-
late xc on I ′ as in Step 1 of Algorithm pmroot_pmp. Choose initial vertices X0 : ( 34 , 14 ) and X1 : ( 14 , 1116 ). Im-
plementing Algorithm droot_dp with the Maple software, we obtain the sequence(Xm : m = 1, . . . , 20) in I ′ as
follows:(
9
64 ,
55
64
)
,
( 19
128 ,
27
32
)
,
(
5
32 ,
53
64
)
,
( 3
16 ,
13
16
)
,
( 7
32 ,
3
4
)
,
( 1
4 ,
11
16
)
,
(
3
8 ,
5
8
)
,
( 13
32 ,
9
16
)
,
(
7
16 ,
35
64
)
,
(
15
32 ,
17
32
)
,(
35
64 ,
15
32
)
,
( 9
16 ,
7
16
)
,
(
5
8 ,
13
32
)
,
( 11
16 ,
3
8
)
,
( 3
4 ,
1
4
)
,
( 13
16 ,
7
32
)
,
(
53
64 ,
3
16
)
,
(
27
32 ,
5
32
)
,
(
55
64 ,
19
128
)
,
( 221
256 ,
9
64
)
.
As in Step 5 in Section 3.3 we must trace the value of the solution on the endpoint of I ′ and obtain the two-periodic
points ( 78 ,
1
8 ), (
1
8 ,
7
8 ). Then we add those vertices and the ﬁxed point (
1
2 ,
1
2 ) to the above sequence.
Furthermore, implementing Steps 2 and 3 ofAlgorithmpmroot_pmpwith theMaple software, we obtain the sequence
of vertices on the interval [ 78 , 1]:( 7
8 ,
1
8
)
,
( 197
224 ,
17
128
)
,
(
395
448 ,
9
64
)
,
( 99
112 ,
19
128
)
,
(
25
28 ,
5
32
)
,
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112 ,
3
16
)
,
(
51
56 ,
7
32
)
,
(
53
56 ,
1
4
)
,
( 107
112 ,
3
8
)
,
( 27
28 ,
13
32
)
,
( 109
112 ,
7
16
)
,
(
55
56 ,
1
2
)
,
( 223
224 ,
9
16
)
,
(
1, 58
)
,
and the sequence of vertices on the interval [0, 18 ]:(
0, 12
)
,
( 1
64 ,
9
16
)
,
(
1
48 ,
5
8
)
,
( 1
24 ,
11
16
)
,
( 1
16 ,
3
4
)
,
( 1
12 ,
13
16
)
,
(
5
48 ,
53
64
)
,
( 7
64 ,
27
32
)
,
(
11
96 ,
55
64
)
,
( 23
192 ,
221
256
)
,( 31
256 ,
111
128
)
,
( 1
8 ,
7
8
)
.
Combining three sequences of vertices and linearly linking those vertices, we can plot the polygon of the solution x
as in Fig. 3(a). We can similarly plot Fig. 3(b) for a PM function f6 with an increasing restriction to its characteristic
interval which has endpoints A : (0, 12 ), B : (1, 916 ) and vertices V1 : ( 18 , 18 ), V2 : ( 14 , 38 ), V3 : ( 34 , 58 ), V4 : ( 78 , 78 ).
In Fig. 4(a) and (b) we illustrate our algorithms with PM functions f7 and f8 deﬁned by
f7(t) =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
1
2
− t
2
, 0 t < 1
4
,
1
4
+ t
2
,
1
4
 t < 3
4
,
1 − t
2
,
3
4
 t1,
f8(t) =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
1
2
+ t
2
, 0 t < 1
4
,
3
4
− t
2
,
1
4
 t < 3
4
,
3t
4
− 3
16
,
3
4
 t1,
respectively. Their restrictions to the characteristic interval I ′ are increasingly linear and decreasingly linear, respec-
tively, but, unlike f5 and f6, none of them is a homeomorphism on I ′. Their polygonal solutions can be plotted
similarly.
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Fig. 3. Solutions of polygonal PM functions which map the characteristic interval onto itself.
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Fig. 4. Solutions of polygonal PM functions which map the characteristic interval into itself.
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