As one of the most critical issues for target track, α-jerk model is an effective maneuver target track model. Non-Gaussian noises always exist in the track process, which usually lead to inconsistency and divergence of the track filter. A novel Kalman filter is derived and applied on α-jerk tracking model to handle non-Gaussian noise. The weighted least square solution is presented and the standard Kalman filter is deduced firstly. A novel Kalman filter with the weighted least square based on the maximum correntropy criterion is deduced. The robustness of the maximum correntropy criterion is also analyzed with the influence function and compared with the Huber-based filter, and, moreover, the kernel size of Gaussian kernel plays an important role in the filter algorithm. A new adaptive kernel method is proposed in this paper to adjust the parameter in real time. Finally, simulation results indicate the validity and the efficiency of the proposed filter. The comparison study shows that the proposed filter can significantly reduce the noise influence for α-jerk model.
Introduction
Target track is a real-time estimation process to obtain the position, the velocity and other motion parameters for the tracked target through the measurement data. Because of the uncertainty and nonlinearity of the maneuver target motion process and the target measurement process, a lot of algorithms were researched and proposed for the maneuver target track in the past [1, 2] . To sum up, the track algorithms study has been focused on two parts, i.e., maneuver target modeling and nonlinear filter design.
For the maneuver target modeling, many models were proposed to describe the target maneuvers. Singer model [3] is a classic model proposed by Singer in 1970 . In 1982, Bar-shalom and Birmiwal [4] proposed a maneuver target track model with the maneuver detection. In 1984, Zhou and Kumar [5] proposed the current statistical model based on the Singer model. The jerk model proposed by Mehrotra [6] was another valid method to track the maneuver target. Among the models above, jerk model has the highest order. A higher model order can present higher mobility of target. Jerk model broadens the adaptive target maneuver form and is more suitable for high maneuver targets [5] . However, for the traditional jerk model, "jerk" α should be predefined and may be time-varying in the practical process. Therefore, Luo proposed α-jerk model [7] , which considered α as a parameter to be estimated by the expanding-dimension method in the real-time filter process. [20] is the latest approach to handle the non-Gaussian noises with Gaussian kernel. It is different from the MCKF in the form and the derivation process. The aforementioned MCCKF has been proved to have higher accuracy than other approaches in a benchmark navigation problem with the non-Gaussian noises. However, it does not have an optimal rule for the kernel size selection, which is important for the robustness of MCCKF. Furthermore, it has not been applied on the maneuver target track. Thus, we adopt the Kalman filter based on the maximum correntropy criterion for α-jerk model with the non-Gaussian process to realize the maneuver target track.
Maximum correntropy criterion Kalman filter (MCCKF)
The key contributions of this paper are as follows. Firstly, the robustness of Kalman filter algorithm based on the maximum correntropy criterion is introduced in the presence of the non-Gaussian noises. Then, the influence function of the filter algorithm, for the first time, is analyzed in this paper. Moreover, an optimal kernel size is obtained by a novel adaptive size adjusting skill. Finally, the large outliers and the Gaussian mixture noises in the maneuver target track with α-jerk model are properly handled by MCCKF.
The organization of this paper proceeds as follows. The α-jerk model is briefly reviewed in Section 2. In Section 3, we design the algorithm steps for MCCKF, analyze the robustness performance with the influence function and propose a novel kernel size selection method. In Section 4, simulation results are presented to compare the performances of different filter algorithms with respect to different noise conditions. Finally, conclusions are drawn in Section 5.
α-Jerk Model
Jerk model is a classical target tracking model. "Jerk" means the acceleration rate [6] . It is described as follows:j (t) = −αj (t) + ω (t) ,
where j (t) = ... x (t) is the target "jerk", x (t) is the target position, α is the correlation parameter permitting the modeling of different classes of targets, ω (t) is the process noises with the zero mean and the variance σ 2 ω = 2ασ 2 j , and σ 2 j is the variance for the target "jerk". In the model, α is a fixed value. However, it is difficult to predefine and may be time-varying in the practical process. α-jerk model considers α as a parameter to be estimated and supposes that α is a state variable. In this way, it will be real-time estimated in the filter process. Consider the following equation:
where ε(t) denotes the zero mean Gaussian noises with the variance σ 2 ε . Combined with Equation (2) and Jerk model [6] , the state equation for the continuous time α-jerk when only one variable, x, in the state variable vector x y z T , is considered, the α-jerk model can be written as
where x,ẋ,ẍ, ... x represent the position, the velocity, the acceleration and the jerk of the aerial target in the x-direction, respectively. Denote 
The state equation can be expressed as:
Equation (6) is discretized as:
where
where T is the time interval and Φ k|k−1 is the state transition matrix; W k is the process noises at time k. From Equation (8) , the discrete state transition matrix can be written as:
The variance of the process noises W k is
The measurement equation can be expressed as:
where H k is the measurement matrix at time k; V k is the measurement noises and independent of the process noises W k . In most situations, V k is the Gaussian white noises. However, in practice, due to the target glint, the scattering of the radar tracking equipment and the faults of the operators [16, 38] and so on, the measurement noises may be non-Gaussian or some outliers exist in the measurement data. It can behave as:
where V (1) k denotes the Gaussian white noises, V
k obeys another Gaussian distribution different from V (1) k , and ∆V k denotes the outliers.
In this paper, a new filter algorithm will be proposed to deal with the non-Gaussian noises like Equations (14) and (15).
Design for Maximum Correntropy Criterion Kalman Filter with Non-Gaussian Noise

Standard Kalman Filter
From Section 2, α-jerk model for the maneuver target track can be expressed as:
Assume W k and V k are independent Gaussian white noises, satisfying
where Q k and R k are known positive definite matrix. In the KF, the predicted state X k|k−1 satisfies
where P k|k−1 is the predicted covariance. One very reasonable estimate X k , taking into account the measurement Z k , is the weighted least squares estimate, which we call X k . For this estimate, we choose X k as the value of X k that minimizes the quadratic form
Note that the weighting matrices, P −1 k|k−1
and R
−1
k , are the inverse matrices of the prior expectations
T , respectively, and the predicted state is obtained as follows:
The value X k = arg min X k J (X k ) will be the best estimate. The detailed proof is given in [39] to
show that Kalman filter can be deduced by Equation (19) . Therefore, Kalman filter can be deduced by solving
Therefore, Kalman filter equations are expressed as:
The standard Kalman filter has been applied in many fields. However, it is under the assumptions that the process noises and the measurement noises are both Gaussian white noises. Therefore, it cannot have a good performance in a non-Gaussian condition, which is introduced in Section 2. Thus, some robust Kalman filtering algorithms were developed [40] . In this paper, a latest robust Kalman filter, maximum correntropy criterion Kalman filter, is deduced based on correntropy therory. It has higher accuracy than some other approaches in the presence of non-Gaussian noises.
Design of Maximum Correntropy Criterion Kalman Filter
Correntropy
Correntropy [41] defines a metric in the data space and it is directly related to information entropy. It induces a new metric in the sample space that is equivalent to the 2-norm distance [42] [43] [44] . Given two random variables, A, B ∈ R with the joint probability density function (PDF) p (a, b). Then, the definition of the correntropy between two random variables is as follows: Definition 1. Correntropy is a generalized similarity measure between two arbitrary scalar random variables A and B defined by
where E is the expectation and κ λ ( , ) is any continuous positive definite kernel function, λ > 0 is the kernel size.
In this paper, the kernel function is chosen as the Gaussian kernel given by
where e = a − b.
In practice, the joint PDF p (a, b) is unknown and a finite number of sample data are available. Therefore, the correntropy can be estimated by the sample mean estimator:
where 10] and the samples number is 50, the correntropy can be shown as Figure As can be seen from Figure 1 , the correntropy can be used as a similarity measure in the joint space. In addition, when a i = b i , the correntropy reaches the maximum value. The cost function that incarnates the maximum correntropy criterion (MCC) is:
MCC has a probabilistic meaning of maximizing the error probability density at the origin [41] , and it has the advantages that it is a local criterion of similarity and it is very useful for non-Gaussian noise [45] . In other words, compared with the mean square error (MSE), MCC is local along the bisector of the joint space, which means that the maximum correntropy value is mainly decided by the kernel function along the line A = B [46] .
Maximum Correntropy Criterion Kalman Filter Algorithm
Similar to Equation (19) , the maximum correntropy criterion Kalman filter (MCCKF) is designed based on the MCC theory. We have the correntropy-based objective function:
where R −1
are chosen as the weighting matrices.
The derivative of Equation (28) with respect to X k is:
Therefore,X k is the solution of Equation (29) . Let
k H k X k|k−1 is added and subtracted on the right-hand side of Equation (30) to obtain
In addition, then the MCCKF algorithm can be derived from Equation (34) as follows:
1. State Prediction
2. Covariance Prediction
3. Filter Gain
4. State Update
5. Covariance Update
Robustness of MCCKF
The advantage of MCCKF is that the algorithm uses a method similar to Huber-based filter (HF) [47] , which can resist the non-Gaussian noises because the robust function of HF does not increase rapidly as the estimate residual grows. Next, the algorithm robustness is analyzed with the influence function [48] in theory and is compared with HF through the weighting function.
HF is achieved by introducing the concept of the robustness in the maximum likelihood as proposed by Huber [47] . Recall that the maximum likelihood estimator is from a data observation Z = {z 1 , ..., z N }, a state variable X = {x 1 , ..., x N }. Assuming that e = Z − HX obeys the distribution and p (e; X) is known except for the parameters X, the MLE of X can be written as
If e 1 , ..., e N are i.i.d. observations, it can be rewritten as
Assume that ρ is a function that satisfies ρ (e i ; X) = a (− ln p (e i ; X)) + b, where a > 0 and b is irrelevant to X. Therefore, X MLE satisfies
For some parametric models, if the errors in the target track model are assumed as purely stochastic white and follow a Gaussian distribution with zero mean and constant variance σ 2 , then the maximum likelihood estimation can be solved. However, in practice, the measurement equipment are affected by external environment or break down. Therefore, the measurement outliers cannot be avoided. In addition, some errors obey the Gaussian distributions with different mean values and variances with most errors. For example, for one error, its distribution can be described as follows:
where F ( ) denotes the mixture distribution, F 0 ( ) is a known normal distribution, F c ( ) is a contaminated distribution that is unknown, υ denotes the contamination ratio [49] , which is usually much smaller than 1. For Equation (43) , it is impractical to solve the maximum likelihood estimation by Equation (42) . For this problem, Huber promoted that ρ can change freely within limits. The method to solve Equation (42) is called M-estimation.
Huber defined the M-estimators as a generalization of maximum likelihood as
ϕ (e i ; X) = 0 with ϕ (e i ; X) = dρ (e i ; X)
where ρ (e) is called the cost or penalty function [48] and must obey the properties:
Let
It is trivial to check that it obeys the properties of Equation (45) . Furthermore,
In other words, there is a connection with MCC and Equation (46) [50, 51] :
Considering the M-estimation problem, the weighting function ψ MCC (e i ) is defined by
. Therefore,
Based on the penalty function and the weighting function above, we will analyze the robustness with influence function and compare it with Huber-filter to prove the superiority of MCCKF.
Influence Function of MCCKF
Influence function (IF) is a quantitative measure to evaluate the robustness of Kalman filter [52] . The conventional definition of IF is defined as: Definition 2. For any l ∈ R, R is the real set, δl is the probability distribution that is degraded in l and the mixture distribution is:
where F 0 is the main distribution, and υ is the contamination ratio, and then if the limit
exists, where T (F)is one functional expression of the distribution function F, then IF (l; F 0 , T) is called the influence function about T (F).
The traditional definition of IF describes the relative influence of a contaminated measurement on functional T. The smaller the IF is, the more insensitive the reflection on the contaminated measurement of T is. In other words, for the fixed distribution F, the change of IF reflects the different influences on different measurements. Thus, it can effectively reflect the robustness of Kalman filter.
However, the traditional form of IF is sometimes complex to analyze the performance of Kalman filter. For analyzing the robustness of Kalman filter more clearly, Chang [48] derived a new form of the influence function. According to Equation (16) , construct a following pseudo-measurement
with
with Z Z Z k as the measurement and X k as the parameter to be estimated. Equation (52) is exactly a classic linear regression problem with the known statistics of the measurements, which can be solved using the weighted least square methods aŝ
Define
For the sake of brevity, the subscript k is omitted and let m = n x + n y in the sequel, where n x , n y denotes the dimension of the state vector and the measurement vector. Find the ML solution to Equation (59) through maximizing the following likelihood function
where r = Z Z Z k − H H H kXk , F ( ) denotes the probability distribution. Similar to Equation (41), Equation (61) is equal to the following form:
where ρ ( ) is the cost or penalty function. Then, a necessary condition for the minimizer in Equation (62) is
and h i is the corresponding column vector of H H H T (the measurement matrix). By taking transpose, Equation (63) is equivalent to
Define an estimator as E (F) explicating that it is a functional of the distribution F. Then, based on the description above, the new form of IF for the distribution Equation (43) is as follows:
where h is the generalization of h j representing the corresponding column vector of H H H T , υ ↓ 0 stands for the limit from right. It evaluates the infinitesimal influence on the estimator E of any single measurement whose residual is r, which comes from the neighborhood of the distribution F 0 through the designing matrix h T . Let the method of estimatingX for the m-sample data be denoted as E m . Then, according to the relation betweenX and r, Chang [48] transformed the definition of IF in another form to obtain the IF of E m . It is derived in Ref. [48] in detail. The IF to assess the influence of one of the m elements of the pseudo-measurement vector in Equation (59) is defined as :
where r j is the j-th element of r. Three requirements about the IF are needed for an estimator to be infinitesimally robust, i.e., boundedness, continuity, and linearity at the center [48] .
Next, we will prove that MCCKF satisfies the requirements above. According to the Equation (46) 
Then,
where σ is the standard deviation of distribution F 0 . Therefore, we have the IF of MCC expressed as:
where E F 0 [φ MCC (r)] is a constant (proved in Equation (70)) and H H H T H H H −1 h j is a known constant matrix. It is trivial to check that the IF in Equation (71) satisfies continuity and linearity at the center. Next, we will prove the boundedness of Equation (71).
According to the statement above, the boundedness of IF depends on φ MCC r j .
Remark 1. φ MCC (r) is a bounded function in the interval (−∞, +∞).
Proof.
It is evident that φ MCC (r) is a continuous function, so it satisfies the boundedness in any closed intervals. Furthermore, it is an odd function. 
Therefore, φ MCC (r) is bounded in [ε, +∞). According to the characteristic of the odd function, it is also bounded in (−∞, −ε].
Hence, the IF of MCCKF satisfies all three of the requirements of a robust estimator, i.e., boundedness, continuity, and linearity at the center.
HF is another filter whose robustness is also proved with IF in [48] . Next, we will compare the MCCKF with HF.
Comparison with Huber Filter
In fact, the Huber-based filter (HF) estimates by minimizing the following cost function [54] 
where ρ HF ( ) is the designed robust function that is bounded and convex. In other words, a Huber-based filter can resist the non-Gaussian noises because the robust function does not increase rapidly as the estimate residual grows. In addition, the M-estimation function with the expression shown in Equation (74) has several forms. Huber M-estimator [46] is a common one that can be shown as:
Its weighting function is
where δ is the tuning parameter. In a similar manner, Equation (46) can seem like a new ρ ( ) function in which the kernel size λ plays a role similar to δ. Suppose only one measurement is adopted. Figure 2 shows the ψ MCC of the MCC in Equation (49) and ψ Huber in Equation (76) with different errors, in which λ = 1 and δ = 1, respectively. The result is also presented in Ref. [46] . The weighting function of MCC and Huber reduces as the error value increases. It means that both methods can reduce the weight of the measurements containing large outliers. However, MCC has a higher speed to zero compared to that of Huber. It means that Huber may employ more large outliers into the estimation process than that of MCC, although their impacts are reduced. In other words, MCC selects those measurements with smaller errors and discards those with a large outlier. MCC can completely remove the inappropriate measurements from the estimation processes and have a better performance. That is, Kalman filter under the MCC can improve the robustness.
From Equation (49), the kernel size λ plays an important role in the weighting function. The robustness is decided by the kernel size.
Kernel Size Selection
Due to the close relationship between M-estimation and correntropy, choosing an appropriate kernel size in the correntropy criterion becomes practical [54] . In the MCCKF algorithm, or the same input data, different kernel sizes lead to different filter results. If the kernel size is too large, the filter system will degrade into linear regression. If the kernel size is too small, all the data will look distinct and the system cannot infer on unseen samples falling between the training points [55] . Therefore, the kernel size can be adaptively adjusted as other parameters.
There are not many accessible values to the problem for us. However, the measurements, the dynamic system model and the noise parameters are accessible. It is a new thought to make use of this information in the adaption of the kernel size selection. In fact, Cinar et al. [56] has proposed that the best kernel sizes are in the range of the observation errors and half of the cost function has the observation error as the argument and a similar kernel size will get a better result. Based on the idea, he heuristically chose the kernel size at each time instant to be the observation error as shown below:
In this paper, inspired by Equation (77) and combined with the the weighted least square thought, we proposed that the kernel size selection method can be adjusted to
In fact, Equations (77) and (78) reflect the Euclidean distance and the Mahalanobis distance, respectively. Equation (78), which is a novel kernel size selection method proposed in the article, can overcome the influence of the covariance due to the advantages of Mahalanobis distance. It is much more sensitive to the small change of data.
To show the different results of different kernel size, the weights are shown under the different sizes for λ in Equation (77) and for λ 0 in Equation (78) as follows.
From Figure 3 , λ 0 has a higher speed to zero compared to λ. λ 0 can employ less outliers than λ, although both impacts are reduced. Therefore, λ 0 can select the measurements with smaller error and remove more inappropriate measurements from the estimation processes. Therefore, λ 0 is more appropriate than λ. 
Simulation
In this section, we mainly demonstrate the performances of the MCCKF in the presence of large outliers and mixture Gaussian noises. The estimation performances are compared based on the following indices:
where N is the entire time steps in every Monte Carlo run and M represents the total Monte Carlo runs.
Simulation Conditions
In this section, simulation experiments are conducted to validate the proposed algorithm for restricting the non-Gaussian noises. The α-Jerk model results obtained by the Huber-based filter (HF), ensemble Kalman filter (EnKF), unscented Kalman filter (UKF), Gaussian sum filter (GSF) and maximum correntropy criterion Kalman filter (MCCKF) are compared here.
The target tracking parameters are set as below: time interval is T = 1 s; 500 independent Monte Carlo runs have been conducted, i.e., M = 500; the measurement noise covariance is R = diag 2 2 2 ; the standard deviation of input is σ ε = 0.7; the standard deviation of the target 'jerk' is σ j = 0.2; and the state vector in three dimensions is
which contains the position, the velocity, the acceleration and the 'jerk', respectively; the initial true state is x (0) = 30000,ẋ (0) = 300,ẍ (0) = 1, ...
and the initial covariance matrix of the states are chosen as P 0|0 = diag 10000 1000 100 10 10000 1000 100 10 10000 1000 100 10 .
The initial values in three dimensions are α x = α y = α z = 0.5.
The Kernel Size Adaptive Method
To choose a better kernel size adaptive method, a simulation is made in this section with Equations (77) and (78), respectively. The simulation conditions are the same as Section 4.1. Figure 4 shows the trajectories in a two-dimensional plane under two kernel size selection methods.
As can be seen from Figures 4 and 5, MCCKF with the new adaptive method ensures a higher accuracy than the other in most time. Tables 1-3 show that the newly proposed kenel size selection method in this paper (λ 0 ) indeed has a higher accuracy on the whole. 
The Presence of Gaussian Noise
In this section, we will apply the MCCKF on α-jerk model in the presence of Gaussian noises to present the performance of MCCKF. The simulation parameters and the initial state are the same as Section 4.1.
To explain the advantages of MCCKF, we use EnKF, UKF, GSF and HF algorithms to track target with α-jerk model compared with MCCKF. Figure 6 demonstrates the real target trajectory and the estimated target trajectories with EnKF, GSF, UKF, HF and MCCKF in a two-dimensional plane. Figure 7 demonstrates the residual defined in Equation (79) 
The Presence of Large Outliers
In this section, we will apply the MCCKF on α-Jerk model in the presence of large outliers to verify the robustness of MCCKF. The simulation parameters and the initial state are the same as Section 4.1. The constant outliers are added, respectively, from 251 s to 260 s and from 351 s to 360 s. The magnitude of the outliers is 10.
To explain the advantages of MCCKF, we use the EnKF, UKF, GSF, and HF algorithms to track targets with α-jerk models compared with MCCKF. Figure 8 demonstrates the real target trajectory and the estimated target trajectories with EnKF, GSF, UKF, HF and MCCKF in a two-dimensional plane. Figure 9 demonstrates the residual defined in Equation (79) with EnKF, UKF, GSF, HF and MCCKF. Tables 7-9 summarize the corresponding RMSE of every state variable with five algorithms in three directions. As can be seen from Figure 8 , MCCKF has a higher accuracy in most time. From Figure 9 , it can be evidently seen that EnKF, UKF and GSF have divergence during the time of outliers. HF and MCCKF have a stable behavior in the whole process. Tables 7-9 show that MCCKF has a better performance than others, including HF. 
The Presence of Gaussian Mixture Noises
In this section, we will apply the MCCKF on the α-Jerk model in the presence of Gaussian mixture noises to verify the advantage of MCCKF. The simulation parameters and the initial state are also the same as Section 4.1. In the measurement process, we add the Gaussian mixture noise. The Gaussian mixture noise model is as follows:
where µ 1 = 0 0 0 , µ 2 = 0 0 0 , σ 2 1 = R, σ 2 2 = diag 10 10 10 and υ = 0.01. The accuracy of the MCCKF is compared with the EnKF, UKF, GSF, and HF. Figure 10 demonstrates the real target trajectory and the estimated target trajectories with EnKF, UKF, GSF, HF and MCCKF. Figure 11 demonstrates the residual defined in Equation (79) with EnKF, GSF, UKF, HF and MCCKF in a two-dimensional plane. Tables 8-10 summarize the corresponding RMSE of every state variable with five algorithms in three directions. Similar to the presence of large outliers, MCCKF has a higher accuracy in most time compared to other methods from Figures 10 and 11 . Furthermore, it can be seen that it has a better performance than others from Tables 10-12. 
Conclusions
α-jerk model, a modified jerk model, can estimate the parameter α in real time during the process of target tracking. In the process of tracking targets, the measurement noise is a research focus. Large outliers and Gaussian mixture noises are the most popular non-Gaussian noises in the measurement process. Maximum Correntropy Criterion Kalman Filter is deduced with the weighted least square algorithm, which is proved to be rational based on the correntropy theory. Its robustness in the state estimation is analyzed with influence function for the first time. It proves that the filter algorithm can overcome the influence of non-Gaussian noises. Furthermore, a novel kernel size selection is proposed, which can improve the robustness of the filter algorithm. Simulated experimental results demonstrate that it provides effective performance to control the non-Gaussian noises of α-jerk model.
