Abstract. Let k be a field, k * = k \ {0} and C 2 the cyclic group of order 2. In this note we compute all the braided monoidal structures on the category of k-vector spaces graded by the Klein group C 2 × C 2 . Actually, for the monoidal structures we will compute the explicit form of the 3-cocycles on C 2 × C 2 with coefficients in k * , while for the braided monoidal structures we will compute the explicit form of the abelian 3-cocycles on C 2 × C 2 with coefficients in k * . In particular, this will allow us to produce examples of quasi-Hopf algebras and weak braided Hopf algebras, out of the vector space k[C 2 × C 2 ].
Introduction
For k a field and G a group it is well-known that the category of G-graded vector spaces Vect G is a monoidal category. Now consider monoidal structures on Vect G , with the same tensor product, unit object k, and the natural unit constraints, but with different associativity constraints. These monoidal structures are in bijective correspondence with the normalized 3-cocycles on G with coefficients in k * = k\{0}. In the case where G is abelian, braided monoidal structures on Vect G are in bijective correspondence with abelian 3-cocycles, these are normalized 3-cocycles together with a so-called R-matrix. Isomorphism classes of braided monoidal structures are then classified by the cohomology group H 3 ab (G, k * ), which is isomorphic to the group of quadratic forms QF (G, k * ), by a result of Eilenberg and Mac Lane.
Associative algebras in Vect G with one of these monoidal structures are usually not associative in the usual sense; remarkable examples include Cayley-Dickson algebras and Clifford algebras: in [1, 3] , Albuquerque and Majid show that they are associative algebras in a suitable symmetric monoidal category of graded vector spaces. Other examples are given by superalgebras, these are algebras in Vect C2 , or, more generally, associative algebras in the category of anyonic vector spaces Vect Cn , with a suitable monoidal structure.
In the case where G is a cyclic group, the classification of braided monoidal structures on Vect G is presented in [12, 13] . The monoidal structures on Vect Z are all trivial, and the braided monoidal structures are given by the R-matrices R α : Z × Z → k * , R α (x, y) = α xy , with α ∈ k * . For a finite cyclic group, we have H 3 (Z n , k * ) ∼ = µ n (k), the group of n-th roots of 1. The cohomology class corresponding to q ∈ µ n (k) is represented by the normalized 3-cocycle (1.1) φ q (x, y, z) = 1 if y + z < n q x if y + z ≥ n , for all x, y, z ∈ {0, 1, · · · , n − 1}.
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The braidings on Vect
Zn are represented by abelian cocycles (φ ν n , R ν ) with ν ∈ k * such that ν n 2 = ν 2n = 1, where R(x, y) = ν xy , for all x, y ∈ {0, · · · , n − 1}. Notice that the case G = Z 3 has been handled also in [2, Prop. 6 and 7] . In this note, we continue the classification of the braided monoidal structures on Vect G . As we have explained, the cyclic case has been covered completely; in what follows we complete the classification in the easiest remaining case, that is the case where G is the Vierergruppe von Klein, the product C 2 × C 2 of two cyclic groups of order 2. Using techniques from homological algebras we can describe H 3 (C 2 × C 2 , k * ), see Proposition 2.3. But for the explicit monoidal structures we need explicit formulas for the representing cocycles. In Section 3,we reduce this problem to the computation of the so-called happy 3-cocycles and then, after some computations, we were able to find out the explicit form of these elements, see Theorem 3.5. It came out that there are three types of normalized happy 3-cocycles which were denoted by φ X , h a and g b , respectively (X ⊆ (C 2 × C 2 )\{e}, and a, b ∈ k * ).
The abelian cocycles are computed in Section 4. Using the Eilenberg-Mac Lane Theorem we can compute H 3 ab (C 2 × C 2 , k * ), but, again, we want to compute the explicit formulas for the R-matrices. When k does not contain a primitive fourth root of unit there are 8 non-isomorphic braidings on Vect C2×C2 , all of them having the trivial cocycle as a underlying 3-cocycle, cf. Proposition 4.3. If k has a primitive fourth root of unit i, then we have 24 additional non-isomorphic braidings, with underlying cocycles φ X , with |X| = 2, see Proposition 4.4. In this case H 3 ab (C 2 × C 2 , k * ) ∼ = C 4 ×C 4 ×C 2 . In both cases, there are only four non-isomorphic symmetric monoidal structures. The importance of having the explicit formula for the cocycles and R-matrices is illustrated in the final Section 5, where we construct explicit examples of quasi-Hopf algebras and weak braided Hopf algebras. Quasi-Hopf algebras are obtained by determining explicitely some Harrison 3-cocycles corresponding to some 3-cocycles on C n and C 2 × C 2 , while the weak braided Hopf algebras are build on k[C n ] or k[C 2 × C 2 ] with the help of a coboundary abelian 3-cocycle on C n , respectively on C 2 × C 2 . Note that the latter are commutative and cocommutative weak braided Hopf algebras in Vect Cn or Vect C2×C2 , which are symmetric monoidal categories with the braided monoidal structures defined by a so-called 2-cochain on C n (resp. on C 2 × C 2 ).
Preliminary results

Braided monoidal categories.
A monoidal category is a category C together with a functor ⊗ : C × C → C, called the tensor product, an object 1 ∈ C called the unit object, and natural isomorphisms a : ⊗ • (⊗ × Id) → ⊗ • (Id × ⊗) (the associativity constraint), l : ⊗ • (1 × Id) → Id (the left unit constraint) and r : ⊗ • (Id × 1) → Id (the right unit constraint). In addition, a has to satisfy the pentagon axiom, and l and r have to satisfy the triangle axiom. We refer to [14, 15] for a detailed discussion. In the sequel, for any object X ∈ C we will identify 1 ⊗ X ∼ = X ∼ = X ⊗ 1 using l X and r X . The switch functor τ : C × C → C × C is defined by τ (X, Y ) = (Y, X). A braiding on a monoidal category C is a natural isomorphism c : ⊗ → ⊗ • τ , satisfying certain axioms, see for example [14, 15] . If c X,Y = c −1 Y,X , for all X, Y ∈ C, then we call C a symmetric monoidal category. We are mainly interested in the case where C = Vect G , the category of vector spaces graded by a group G. We will write G multiplicatively, and denote e for the unit element of G. Recall that a G-graded vector space is a vector space V together with a direct sum decomposition V = g∈G V g . An element v ∈ V g is called homogeneous of degree g, and we write |v| = g ∈ G. For two G-graded vector spaces V and W , a k-linear map f : V → W is said to preserve the grading if f (V g ) ⊆ W g , for all g ∈ G. Vect G is the category of G-graded vector spaces and grade preserving k-linear maps.
Monoidal structures on Vect
G . For two G-graded vector spaces V and W ,
k is a G-graded vector space, with k e = k and k g = 0, for all G ∋ g = e. The problem is now to describe monoidal structures on Vect G , with ⊗ as tensor product and k as the unit object. It is known that these correspond to 3-cocycles φ on G with coefficients in k * . To solve this problem, we need to give the possible associativity and unit constraints. To this end, let us first recall the definition of group cohomology. Let K n (G, k * ) be the set of maps from G n to k
is a group under pointwise multiplication. We have maps ∆ n :
. ∆ 2 and ∆ 3 are given by the formulas
It is well-known that φ(y, z, t)φ(x, yz, t)φ(x, y, z) = φ(xy, z, t)φ(x, y, zt),
Lemma 2.1. If φ is a normalized 3-cocycle, then φ(e, y, z) = φ(x, y, e) = 1, for all x, y, z ∈ G. A coboundary ∆ 2 (ψ) is normalized if and only if ψ(e, x) = ψ(z, e), for all x, z ∈ G. Then ψ is called a normalized 2-cochain on G.
Proof. Taking z = e in (2.1), we find that φ(x, y, e) = 1. Taking y = e, we find that φ(e, z, t) = 1. The proof of the second statement is straightforward.
Monoidal structures on Vect G are in bijective correspondence to the elements of Z 3 (G, k * ). Given a 3-cocycle φ, the corresponding associativity constraint is given by the formula
for G-graded vector spaces V, W and Z, and v ∈ V , w ∈ W and z ∈ Z homogeneous. The unit constraints are given by the formulas Proof. Take y = z = 1 in (2.1). Then we find φ(x, 1, t) = φ(1, 1, t)φ(x, 1, 1). In particular, it follows that φ(1, 1, 1) = 1 (take x = t = 1). Then consider the map
, and compute that
It then follows that φ∆ 2 (g) is normalized.
consisting of normalized elements. We then have a well-defined group morphism
which is surjective by Lemma 2.2. It is easy to see that it is also injective, and therefore
2.3. Braided monoidal structures on Vect G . The next problem is to describe all braided monoidal structures on Vect G , with ⊗ as tensor product and k as unit object. Such a braiding can only exist in the case where G is abelian. In this case, these structures are in bijective correspondence with so-called abelian 3-cocycles in G, see [12, 13] . An abelian 3-cocycle is a pair (φ, R), where φ is a normalized 3-cocycle, and R : G × G → k * is a map satisfying
for all x, y, z ∈ G. If we take x = y = e in (2.2) and y = z = e in (2.2), then we obtain immediately that (2.4) R(e, z) = R(x, e) = 1.
We call φ the underlying 3-cocycle, and R the R-matrix. The corresponding monoidal structure is defined by φ, and the braiding is described by the formula
for all V, W ∈ Vect G and v ∈ V and w ∈ W homogeneous. It is easy to show that the formulas (2.2-2.3) express the commutativity of the hexagonal diagrams in the definition of a braiding. Take ψ : G × G → k * satisfying ψ(e, x) = ψ(y, e), for all x, y ∈ G, so that ∆ 2 (ψ) is normalized. Consider the map R ψ : 2.4. Some homological algebra. We can compute certain cohomology groups using techniques from homological algebra. For r, s ∈ N 0 , let (r, s) be the greatest common divisor of r and s. Denote by µ r (k) the group of r-th units in k, and by k * (r) := {α r | α ∈ k}. We also denote by C s the cyclic group of order s written multiplicatively and by Z r the cyclic group of order r written, this time, additively. Proposition 2.3. Let k be a field, and r, s ∈ N 0 . Then
Proof. We have the following consequence of the Universal Coefficient Theorem, see for example [18, Exercise 6.1.5]:
where
is the n-th homology group of G with values in Z. 1) We apply (2.6) in the case where n = 3 and G = C r ∼ = Z r . From [18, Example 6.2.3], we recall that
proving the first formula in (2.5).
2) It follows from the Künneth formula, see for example [18, Prop. 6.1.13] , that
Now, for any positive integers p, q we have
for p odd and q = 0 0 otherwise , and
for p = 0 and q odd Tor
for p odd and q = 0 0 otherwise . Substituting these formulas in the Künneth formula, we find that
It is well-known that Ext
(see for example [16, Theorem 7.17] ), and that
The second formula in (2.5) then follows after we apply (2.6).
The Eilenberg-Mac Lane Theorem. The Eilenberg-Mac Lane Theorem gives a description of H
for all x, y, z ∈ G. The set of quadratic forms on G with values in k * is denoted by QF (G, k * ). It is easy to see that the pointwise product of two quadratic forms is again a quadratic form, so QF (G, k * ) is an abelian group. [10, 17] ) Let G be an abelian group and 
Theorem 2.4. (Eilenberg-Mac Lane
For a proof of the Eilenberg-Mac Lane Theorem, we refer to [12, p. 35, Theorem 12].
Computation of the 3-cocycles on the Vierergruppe
The Vierergruppe von Klein is the non-cyclic group of order four, C 2 × C 2 . It follows from Proposition 2.3 that
In order to be able to describe the monoidal structures on the category of vector spaces by the Klein group, we need the cocycles explicitly. This explicit form will also be needed in Section 4, where we will compute the abelian 3-cocycles. In this Section, we will compute the cocycles manually. We will work over a field k of characteristic different from 2. In the sequel, we will write G = C 2 × C 2 = {e, σ, τ, ρ}, with στ = τ σ = ρ and σ 2 = τ 2 = e.
3.1. The normalized coboundaries. Consider g :
) is a normalized coboundary, then g is determined completely by the following data (see Lemma 2.1):
for all x ∈ G. All other values of g are equal to 1. Normalized coboundaries thus depend on the choice of ten parameters
For later use, we list some of the values of ∆ 2 (g):
The cocycle relations. Taking
We have similar formulas for ε τ = φ(τ, τ, τ ) and ε ρ = φ(ρ, ρ, ρ). Since every coboundary takes the value 1 at (σ, σ, σ), (τ, τ, τ ) and (ρ, ρ, ρ), we see that ε σ , ε τ and ε ρ stay invariant if we replace φ by a cohomologous cocycle.
Lemma 3.1. Any normalized 3-cocycle φ satisfies the relations
These relations remain valid after we apply a permutation of (σ, τ, ρ).
Proof. All the formulas follow directly from the cocycle relation (2.1): we subsequently take
Lemma 3.2. Let φ be a normalized cocycle, and write
Proof. We compute:
In a similar way, we prove that q = ε σ ε τ ε ρ .
3.3. Reduction to happy cocycles. A normalized 3-cocycle φ is called even, respectively odd if p = 1, respectively p = −1. φ is called happy if φ(x, y, z) = p whenever x, y and z are pairwise distinct and different from 1.
Proposition 3.3. Every 3-cocycle φ is cohomologous to a happy normalized 3-cocycle.
Proof. It follows from Lemma 2.2 that we can assume that φ is normalized. Let g be defined as in (3.1), with a 1 = a 2 = a 3 = 1,
−1 and c = 1. Applying (3.3), we find immediately that φ∆ 2 (g) is happy.
Description of the happy cocycles. Assume that
* is happy and normalized. This means that it satisfies the following properties:
(1) φ(x, y, z) = 1, if one of the three entries is 1; (2) ε x = φ(x, x, x) = ±1, for all x ∈ {σ, τ, ρ}; (3) φ(x, y, z) = p = ε σ ε τ ε ρ , if (x, y, z) is a permutation of (σ, τ, ρ).
The cocycle relations (3.8-3.13) then simplify as follows: 
= pε ρ , and this finishes the proof.
Theorem 3.5. Let φ be a happy normalized 3-cocycle. φ is completely determined by ε σ , ε τ , ε ρ , a = φ(τ, σ, σ) and b = φ(σ, τ, σ). More precisely, we have
Proof. Remark first that some of the cocycle conditions simplify if φ is happy. Using these simplified cocycle relations, we compute
as we claimed, so our proof is complete.
The maps φ described in Theorem 3.5 are indexed by the following parameters: ε σ , ε τ , ε ρ ∈ {−1, 1} and a, b ∈ k * . It is a routine computation to verify that they all satisfy (3.5-3.7) and (3.15-3.17), hence they are all 3-cocycles, by Proposition 3.4. This tells us that there is a bijection from the subgroup
Let H 1 be the subset of
, consisting of 8 elements:
φ ∅ is the trivial 3-cocycle and for a non-empty subset X of {σ, τ, ρ}, φ X is the 3-cocycle defined as follows: ε x = −1 if and only if x ∈ X. The multiplication on H 1 is the following:
is the symmetric difference of the sets X and Y . φ X is an even cocycle if and only if |X| is even. It follows that
Since a normalized cocycle takes the value 1 if one of the three entries is equal to e, we can view them as functions {σ, τ, ρ} 3 → k * . From the description in Theorem 3.5, it follows that the eight cocycles in H 1 are invariant under permutation: φ X • s = φ X , for all X ⊂ {σ, τ, ρ} and s ∈ S 3 . Let {P e , P σ , P τ , P ρ } be the basis of
* , these can also be described as follows:
and X σ,τ (x, y, z) = 1 if one element of (x, y, z) equals σ and the two other ones equal τ , and X σ,τ (x, y, z) = 0 otherwise. Also observe that the X, X x and X x,y are orthogonal. From Theorem 3.5, we now deduce the following formulas for the elements of H 1 ,
For any b ∈ k * , let g b be the cocycle that we obtain taking a = 1, ε σ = ε τ = ε ρ = 1 in Theorem 3.5. We have
For any a ∈ k * , let h a be the cocycle that we obtain taking b = 1, ε σ = ε τ = ε ρ = 1 in Theorem 3.5. Thus
It is clear that
, and we have the following result.
Corollary 3.6. We have an isomorphism of abelian groups
It is easy to see that h a g b is invariant under permutation if and only if a = b = −1.
Observe also that
The subgroupH of Z 3 h (C 2 × C 2 , k * ) consisting of cocycles invariant under permutation is the subgroup generated by H 1 and h −1 g −1 , and it follows from Corollary 3.6 thatH ∼ = C 4 2 . In order to compute H 3 (C 2 × C 2 , k * ), we now have to figure out which happy normalized cocycles are coboundaries.
. We have to figure out which happy normalized cocycles are coboundaries. Proof. The first statement follows from the fact that φ(x, x, x) = 1 for every x if φ is a normalized coboundary, cf. (3.2). h a can be written as a coboundary in two different ways: take g : C 2 × C 2 → k * as in (3.1), with b i = 1, for i = 1, · · · , 6, a 1 = a 2 = a 3 = a and c = 1, or c = a, and all the a i and b i equal to 1. It follows from (3.3) that ∆ 2 (g) is happy, and that ∆ 2 (g)(τ, σ, σ) = a and ∆ 2 (g)(σ, τ, σ) = 1. Applying Theorem 3.5, we see that ∆ 2 (g) = h a . Assume that b = d 2 , and consider g : C 2 × C 2 → k * as in (3.1), now with
It follows from (3.3) that ∆ 2 (g) is happy, and that ∆ 2 (g)(τ, σ, σ) = 1 and ∆ 2 (g)(σ, τ, σ) = d 2 = b. Theorem 3.5 tells us that ∆ 2 (g) = g b , so g b is coboundary. 
Corollary 3.9. If every element of k has a squareroot (for example, if k is algebraically closed), then
So a non-strict monoidal structure on Vect C2×C2 is defined by the one of the 3-cocycles defined in (3.22), or by a 3-cocycle as in (3.23) with b ∈ k * \k * (2) . All the remaining monoidal structures of Vect C2×C2 are monoidal isomorphic to the strict monoidal structure of Vect C2×C2 .
All our computations are over fields of characteristic different from 2; they can be extended easily to the case where char(k) = 2. Then all ε x = 1, and we obtain the following result.
Proposition 3.10. Let k be a field of characteristic 2. Then
. If every element of k has a squareroot, then
Remark 3.11. Let C 2 = {e, α}. If the characteristic of k is different from 2, then Z 3 (C 2 , k * ) contains two cocycles. The nontrivial cocycle φ takes the value −1 at (α, α, α), and 1 elsewhere. Otherwise stated
* dual to {e, α}.
Now we have three Hopf algebra morphisms
* . These are given by the formulas 4. Computation of the abelian cocycles on the Vierergruppe 4.1. Computation of the quadratic forms. Throughout this Section, we assume that char(k) = 2. In order to describe the braidings of Vect C2×C2 , we have to compute H 3 ab (C 2 × C 2 , k * ), see Section 2.3. To this end, we will make use of the Eilenberg-Mac Lane Theorem, see Section 2.5: we will compute QF (C 2 × C 2 , k * ).
quadratic form if and only if
Proof. Assume first that Q is a quadratic form. a) follows after we take x = y = z = e in (2.7). b) Take x = y = z = σ in (2.7). Since σ 3 = σ and σ 2 = e, it follows that Q(σ) 4 = 1. c) Take x = y = σ and ρ = τ in (2.7). Then we find that
Multiplying both sides by Q(ρ) 2 , we find c).
Conversely, assume that Q satisfies conditions a), b) and c). Then Q(x −1 ) = Q(x) is automatically satisfied, since x = x −1 , for all x ∈ C 2 × C 2 . To prove (2.7), we distinguish several cases. Case 1: e ∈ {x, y, z}, say x = e. Then (2.7) reduces to Q(yz)Q(y)Q(z) = Q(y)Q(z)Q(yz), which is satisfied. Case 2: e ∈ {x, y, z}. 2a) |{x, y, z}| = 1:
Assume first that k contains i, a primitive fourth root of 1. Then Q is a quadratic form if and only if Q(e) = 1, Q(σ), Q(τ ), Q(ρ) ∈ {±1, ±i} and Q(σ)Q(τ )Q(ρ) = ±1. Then QF (C 2 × C 2 , k * ) has 32 elements, summarized in Table 1 .
Thus QF (C 2 × C 2 , k * ) is the abelian group consisting of I, A, B, C, AB, AC, BC, ABC; E j , AE j , BE j , CE j , ABE j , ACE j , BCE j , ABCE j , j = 1, 2, 3, with relations (4.1)
because it is an abelian group of order 32 that contains precisely seven elements of order two and all the other non-trivial elements have order four. If k does not contain a fourth root of 1, then we clearly have
Our aim is now to compute explicitly the abelian cocycles corresponding to the 32 quadratic forms.
4.2.
Computation of the abelian cocycles. By abuse of language, we will say that a 3-cocycle φ ∈ Z 3 (C 2 × C 2 , k * ) is abelian if it is the underlying cocycle of an abelian coycle (φ, R) ∈ Z 3 ab (C 2 × C 2 , k * ), or, equivalently, if π −1 (φ) = ∅, where π :
is induced by the projection on the first component. 
I
A B C AB AC BC ABC Q(σ) 
Proof. Assume that g b is an abelian 3-cocycle via a certain map R : G × G → k * . Taking x = y = σ and z = τ in (2.2) we find that
By (3.23) we obtain b = R(σ, τ ) 2 , and so g b is a coboundary 3-cocycle on C 2 × C 2 , cf. Proposition 3.7.
Our next aim is to compute π −1 (φ ∅ ). This allows to compute π −1 (φ), for every coboundary φ.
Its elements are of the form [(1, R)], with R given by the following data:
Proof. Let (1, R) be an abelian cocycle. The relations (2.2-2.3) reduce to (4.2) R(xy, z) = R(x, z)R(y, z) and R(x, yz) = R(x, y)R(x, z),
for all x, y, z ∈ C 2 × C 2 . This means that R is a bilinear map. Observe that 
Indeed, the other values of R follow from the bilinearity of R:
Now let R and R − be two bilinear forms that reach the same values at (σ, σ), (τ, τ ) and (ρ, ρ), and assume that R(σ, τ ) = 1 = −R − (σ, τ ).Then R and R − are cohomologous as abelian 3-cocycles on C 2 × C 2 . To see this take g :
It is easy to see that the images under EM of the eight bilinear forms that take the value 1 at (σ, τ ) are I, A, B, C, AB, AC, BC and ABC. It then follows from the Eilenberg-Mac Lane Theorem 2.4 that these eight bilinear forms represent different cohomology classes in
In Table 2 , we present the eight abelian cocycles representing the elements of π −1 (φ). Remark that the braidings associated to I, AB, AC and BC are symmetries on Vect C2×C2 . Indeed, by (4.2) it follows that R −1 (x, y) = R(x −1 , y) = R(x, y), for all x, y ∈ C 2 × C 2 , so Vect C2×C2 is symmetric monoidal if and only if R(x, y) = R(y, x), for all x, y ∈ C 2 × C 2 . Now Table 2 below shows that only I, AB, AC and BC satisfy this condition. We still have to compute the abelian 3-cocycles in π −1 (φ X ), with X a non-empty subset of {σ, τ, ρ}. Proof. Assume (φ X , R) abelian for a certain R and denote µ x := R(x, x), for all x ∈ {σ, τ, ρ}. Taking x = y = z in (2.2) or (2.3) we get µ 2 x = ε x , for all x ∈ {σ, τ, ρ}.
If we take x = z = y in (2.2) we obtain R(xy, x) = φ X (x, y, x)µ x R(y, x), for all x = y from {σ, τ, ρ}. Thus, according to (3.21) we have
The same relations we get if we take y = z = x in (2.2). For x = y = z in (2.2) we obtain φ X (x, z, x) = φ X (x, x, z)R(x, z) 2 φ X (z, x, x), and therefore, by (3.21) we deduce that
Moving to (2.3), for z = x = y we obtain φ X (x, y, x)R(x, xy) = µ x R(x, y), so
The same relations are obtained if we take x = y = z among {σ, τ, ρ} in (2.3), while for y = z = x we obtain φ X (x, y, y)φ X (y, y, x) = R(x, y) 2 φ X (y, x, y). This yields to
From the first equalities in (4.4) and (4.6) it follows that p = 1, and so φ X is necessarily even. Also, there exists x ∈ {σ, τ, ρ} such that ε x = −1, so the equation µ 2 x = −1 has a solution in k, and k contains a primitive fourth root of 1. Conversely, if φ X is even and k contains a primitive fourth root of 1, then φ X is completely determined by µ x , x ∈ {σ, τ, ρ}, and α := R(σ, τ ) ∈ {±1}, cf. the first relation in (4.6). Actually, combining the relations in (4.3)-(4.6) we must have
Likewise, if R is defined by (4.7) then it can be easily checked that all the relations in (4.3-4.6) are satisfied, and so (2.2) and (2.3) are verified.
Remark 4.5. Consider an abelian 3-cocycle (φ X , R), and assume that the corresponding braided monoidal structure is symmetric. If X = ∅, then there exists x ∈ X, such that ε x = −1 and R(x, x) = µ x = ±i, by (4.7). Then R(x, x) −1 = −R(x, x), contradicting that the monoidal structure is symmetric. We conclude that X = ∅, and Vect C2×C2 admits only four types of symmetric monoidal structures, namely the ones corresponding to the abelian 3-cocycles I, AB, AC and BC, see Table 2 for the description of these cocycles.
The abelian 3-cocycles in Proposition 4.4 with α = 1 represent the same elements in H 3 ab (C 2 × C 2 , k * ) as the ones with α = −1. For this take g as in the proof of Proposition 4.3 to show that they are cohomologous as abelian 3-cocycles. The abelian 3-cocycles obtained from α = 1 are not cohomologous because of the theorem of Eilenberg and Mac Lane. If k does not contain a primitive fourth root of unity, then π −1 (Φ X ) = ∅ for X = ∅, and
as described in Proposition 4.3. Now assume that k contains a primitive fourth root of unity i. The inverse images under π of φ X , X = {σ, τ }, {σ, ρ}, {τ, ρ}, each contain eight elements. Their explicit description is given in Proposition 4.4, and is summarized in Tables 3, 4 and 5.
Remark 4.6. This is a continuation of Remark 3.11. It is easy to show that Q : C 2 × C 2 → k * is a quadratic form if and only if Q(e) = 1 and Q(α) 4 = 1. Assuming that k has a primitive fourth root of 1, we have that QF (C 2 , k 
(1, 1) and (1, R 2 ) give symmetries on Vect C2 ; the two other ones give braided nonsymmetric monoidal structures. Now it is easy to calculate that
and these are precisely the nontrivial symmetric abelian cocycles. In a similar way, we can compute that t 1 (φ, R 3 ) = (φ {τ,ρ} , E 3 ) ; t 1 (φ, R 4 ) = (φ {τ,ρ} , ABE 3 ); t 2 (φ, R 3 ) = (φ {σ,ρ} , E 2 ) ; t 2 (φ, R 4 ) = (φ {σ,ρ} , ACE 2 ). t 3 (φ, R 3 ) and t 3 (φ, R 4 ) are cohomologous to (φ {σ,τ } , E 1 ) and (φ {σ,τ } , ABE 1 ).
Some applications
5.1. Quasi-Hopf algebra structures. We will examine the following classification problem. Let H be a commutative, cocommutative, finite dimensional Hopf algebra, in our case let
, where C n is the cyclic group of order n. Classify, up to gauge equivalence, all quasi-bialgebra structures on H. Recall briefly that a quasi-bialgebra is a unital associative algebra endowed with a coalgebra structure that is coassociative up to conjugation by a reassociator Φ ∈ H ⊗ H ⊗ H. For a complete definition we invite the reader to consult [14, 15] . Notice that a quasi-bialgebra structure on a commutative Hopf algebra H is completely determined by such a reassociator, that is a normalized Harrison 3-cocycle Φ on H. Furthermore, the quasi-bialgebra (H, Φ) is gauge equivalent to (H, 1 ⊗ 1 ⊗ 1) if and only if Φ is a coboundary. Since every Harrison 3-cocycle is equivalent to a normalized 3-cocycle, it follows that our problem is equivalent to computing the third Harrison cohomology group H 
and we are reduced to computing group cohomology.
Proposition 5.1. Let C n = c be the cyclic group of order n written multiplicatively and k a field containing a primitive n-th root of unit ξ. Then all the normalized
where l ∈ {0, 1, · · · , n − 1}. In particular, if n = 2, there is a unique non-trivial
Proof. As we have mentioned in the Introduction, we have a bijection between H 3 (C n , k * ) and the n-th roots of 1 in k. So we have a cocycle for every positive integer l ∈ {0, · · · , n − 1}. Since k contains a primitive n-th root of unit ξ, we deduce that the characteristic of k does not divide n (this follows easily from n = (1 − ξ)(1 − ξ 2 ) · · · (1 − ξ n−1 )). Suppose C n = c , written multiplicatively, and let {P 1 , P c , · · · , P c n−1 } be the basis of
Then f is a well defined algebra map and f j (c s ) = ξ js , for all 0 ≤ s ≤ n − 1. Furthermore, we know from [9, Exercise 4.3.6] that
extended linearly, is a Hopf algebra isomorphism. Its inverse is defined by
We easily compute that
Thus, using the definition of φ q from (1.1) we have that any normalized 3-cocycle
as stated. In the case when n = 2 we calculate n i,j=0
Note that it is precisely the 3-cocycle that confers to k[C 2 ] the unique quasi-bialgebra structure that is not twist equivalent to a Hopf algebra, see [11] .
Our next aim is to describe the cocycles in
We use the notation of the previous Sections: C 2 × C 2 = {e, σ, τ, ρ}, with στ = ρ. There are three Hopf algebra maps
we immediately find three Harrison 3-cocycles Φ x = 1 − 2p
We can use this isomorphism to write down the Harrison cocycles in the basis {u e , u σ , u τ , u ρ }. It is then possible in principle to write the cocycles as sums of monomials. Some of the cocycles can be written down explicitly. Observing that
and
we see that
In a similar way, we can show that Ψ(φ {σ,ρ} ) = Φ τ and Ψ(h −1 g −1 φ {σ,τ } ) = Φ ρ . If −1 has a squareroot in k, then it follows that Φ ρ is cohomologous to Φ σ Φ τ . Note that these observations are consistent with Remark 3.11.
5.2.
Weak braided Hopf algebra structures. The definition of a weak Hopf algebra can be found in [5] . For the definition of a weak braided Hopf algebra in a symmetric monoidal category we refer to [4, 6] . From [6] , we recall the following construction of weak braided Hopf algebras in Vect G .
Let F : G × G → k * be a normalized 2-cochain (see Lemma 2.1), with pointwise inverse
is a coboundary abelian 3-cocycle on G. Let Vect [G], the vector space equipped with the algebra and coalgebra structure defined above, is a commutative and cocommutative weak braided Hopf algebra in Vect G F −1 , see [6, Proposition 4.7] . The antipode S is identity on k [G] . Examples of such braided Hopf algebras are the Cayley-Dickson and Clifford algebras, see [6, 7] . Moreover, they are monoidal Frobenius algebras and monoidal co-Frobenius coalgebras in the appropriate braided monoidal category of graded vector spaces. We will now apply this construction in the case where G = C n and G = C 2 × C 2 , in order to construct more examples of weak braided Hopf algebras. We begin with a generalization of [2, Cor. 10] , where it is shown that the map φ in Lemma 5.2 is a 3-cocycle and a coboundary in the case where n = 3. Proof. The fact that q n = 1 implies that φ well defined. Indeed, if a = a ′ + n, b = b ′ + n and c = c ′ + n then abc = n 3 + (a and g : C n × C n → k, g(σ a , σ b ) = q f (a,b) . If a = a ′ + n and b = b ′ + n then it can be easily checked that
This relation together with q n = 1 and q n(n−1) 2 = 1 implies that g is well defined. A straightforward computation now shows that f (y, z) − f (x + y, z) + f (x, y + z) − f (x, y) = xyz, for all x, y, z ∈ Z, proving that ∆ 2 (g) = φ, and φ is a coboundary. Proposition 5.3. Let k be a field containing a primitive n-th root of unit q such that q n(n−1) 2 = 1 (consider for instance n odd). If C n = σ is the cyclic group of order n generated by σ and F : C n × C n → k * is given by F (σ a , σ b ) = q Proof. This follows immediately from Lemma 5.2 and the general construction of k We leave to the reader to check that the second weak braided Hopf algebra structure from the statement is precisely the one on k
. We notice only that in this case we have the braided monoidal structure on Vect C2×C2 produced by g, that is ∆ 2 (g) = g d 2 and R g (x, x) = R g (e, y) = R g (z, e) = 1 , ∀ x, y, z ∈ C 2 × C 2 , R g (σ, τ ) = R g (τ, ρ) = R g (ρ, σ) = d and R g (τ, σ) = R g (σ, ρ) = R g (ρ, τ ) = d −1 .
