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Abstract
Time-varying networks are fast emerging in a wide range of scientific and busi-
ness disciplines. Most existing dynamic network models are limited to a single-subject
and discrete-time setting. In this article, we propose a mixed-effect multi-subject
continuous-time stochastic blockmodel that characterizes the time-varying behavior of
the network at the population level, meanwhile taking into account individual subject
variability. We develop a multi-step optimization procedure for a constrained stochas-
tic blockmodel estimation, and derive the asymptotic property of the estimator. We
demonstrate the effectiveness of our method through both simulations and an applica-
tion to a study of brain development in youth.
KEY WORDS: brain connectivity analysis; fused lasso; generalized linear mixed-effect model;
stochastic blockmodel; time-varying network
1 Introduction
The study of networks has recently attracted enormous attention, as they provide a nat-
ural characterization of many complex social, physical and biological systems. A variety
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of statistical network models have been developed to analyze data in the form of networks
(Wei and Li, 2007; Bickel and Chen, 2009; Li et al., 2014; Zhao et al., 2014; Cai et al.,
2017; Zhao et al., 2017, among many others). See also Kolaczyk (2009) for a review. To
date, much research, however, has focused on static networks, where a single snapshot of
the network is observed and modeled. Dynamic networks, where the data consist of a se-
quence of snapshots of the network that evolves over time, are fast emerging. Examples
include brain connectivity networks, gene regulatory networks, protein signaling networks,
and terrorist networks. Modeling of dynamic networks has appeared only recently (Xu and
Hero, 2014; Matias and Miele, 2017; Pensky, 2016; Zhang and Cao, 2017). Most existing
dynamic network models, however, considered a discrete-time and single-subject setting, in
which the network observed at multiple time points is based upon the same study subject;
the snapshots of the dynamic network are observed on a finite and typically small number
of discrete time points. Methodology for modeling dynamic networks in a multi-subject and
continuous-time setting remains largely missing. In this article, we develop a new network
model to address this question.
Our motivation is a study of brain development in youth based on functional magnetic
resonance imaging (fMRI). In recent years, there has been substantially increasing attention
in understanding how brain functional connectivity develops during youth (Fair et al., 2009;
Supekar et al., 2009). Brain connectivity reveals synchronization of brain systems via corre-
lations in neurophysiological measures of brain activity, and when measured during resting
state, it maps the intrinsic functional architecture of the brain (Varoquaux and Craddock,
2013). Brain connectivity is commonly encoded by a network, with nodes representing brain
regions and links representing interaction and coordination between those regions (Chen
et al., 2015b; Kang et al., 2016; Li and Solea, 2017). As such, network based analysis has
become a crucial tool in understanding brain functional connectivity. Our data consist of
491 healthy young subjects with age between 7 and 20 years, where age was continuously
measured. Each subject received a resting-state fMRI scan, and the image was preprocessed
and summarized in the form of a network. The nodes of the network correspond to 264
seed regions of interest in brain, following the cortical parcellation system defined by Power
et al. (2011). The links of the network record partial correlations between pairs of those 264
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nodes. Partial correlation has been frequently employed to characterize functional connec-
tivity among brain regions (Wang et al., 2016; Xia and Li, 2017). Moreover, those 264 nodes
have been partitioned into 10 functional modules that correspond to the major resting-state
networks defined by Smith et al. (2009). Each module possesses a relatively autonomous
functionality, and complex brain tasks are carried out through coordinated collaborations
among those modules. The goal of this study is to investigate how functional connectivity
at the whole-brain level varies with age, and in turn to understand how brain develops from
childhood to adolescence and then to early adulthood.
To achieve this goal, we propose a new mixed-effect time-varying stochastic blockmodel.
Stochastic blockmodels have been intensively studied in the networks literature (Nowicki and
Snijders, 2001; Bickel and Chen, 2009; Rohe et al., 2011; Zhao et al., 2012), and there have
been some recent studies of dynamic stochastic blockmodels (Xu and Hero, 2014; Matias and
Miele, 2017; Zhang and Cao, 2017). However, the existing models assume a single-subject
and discrete-time setting, and thus are not directly applicable to our data problem. In
contrast, by introducing a mixed-effect term in the stochastic blockmodel, our new proposal
adapts to the multi-subject setting. It both characterizes the time-varying behavior of the
network at the population level, and accounts for subject-specific variability. Moreover, by
modeling the connecting probabilities as functions of the time variable, our method works
for the continuous-time setting. In addition, we introduce a shape constraint and a fusion
constraint to further regularize and improve our model estimation and interpretation. Both
our model choice and the regularization constraints are guided and supported by current
neurological findings of brain development studies, as well as evidences from the analysis of
the motivating brain development data. The resulting model offers a good balance between
model complexity and model flexibility, and is highly interpretable.
The contributions of our work are twofold. Scientifically, we provide a systematic and
rigorous approach to model time-varying networks, and address a class of problems of im-
mense scientific importance. We also remark that, although motivated by a concrete brain
development study, our proposed method is not limited to this application alone, but is
applicable to a broad range of dynamic network modeling problems. Methodologically, the
proposed model is able to both characterize the time-varying nature of the network and ac-
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count for individual variability. An important contribution of the proposed model is that it
can handle both the multi-subject and continuous-time settings. It thus fills an existing gap
in the literature on network models. For the proposed model, we develop a multi-step opti-
mization procedure to address the challenges in parameter estimation that are introduced by
the shape and fusion constraints. We also derive the error bound of the resulting estimator.
Our proposal makes a useful addition to the toolbox of network modeling.
The rest of the article is organized as follows. Section 2 develops the mixed-effect time-
varying stochastic blockmodel, and introduces the shape and fusion structures on the model
parameters. Section 3 describes a multi-step procedure for model estimation, and Section 4
investigates the asymptotic property of the resulting estimator. Section 5 demonstrates the
effectiveness of the proposed method through simulations, and Section 6 analyzes the moti-
vating brain development data. The Supplementary Materials collect all technical proofs.
2 Model
Suppose there are N subjects, ordered by a continuous time variable. Without loss of
generality, we assume the time variable is sorted and normalized in that 0 = r1 ≤ r2 ≤
. . . rN−1 ≤ rN = 1. In our example, the time variable is age, while it can represent other
variable that orders the subjects as well. For each subject i = 1, . . . , N , a network Gi(Vi, Ei)
is observed, where Vi denotes the set of nodes and Ei the set of edges. Here we consider
simple networks that are undirected and have no self-loops or multiple edges. Most real
world networks, including brain connectivity networks, belong to this class. We also assume
that all subjects share the same set of nodes, i.e., V1 = . . . = VN = V , and the size of V is
n. This assumption is reasonable in our context, as brain images of different subjects are
generally mapped to a common reference space. Each network Gi is uniquely represented by
its n×n adjacency matrix Ai, where Aijj′ = 1 if there is an edge between nodes j and j′ for
subject i, and Aijj′ = 0 otherwise, 1 ≤ j ≤ j′ ≤ n.
We assume the nodes in V belong to K communities, and denote the community mem-
bership of node j as cj ∈ {1, 2, . . . , K}, j = 1, . . . , n. We model the entries of the adjacency
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matrix Ai of subject i as independent Bernoulli random variables such that
Aijj′|ri = t, cj = k, cj′ = l ∼ Bernoulli(Pikl),
g(Pikl) = θkl(t) + wi, wi ∼ Normal
(
0, σ(t)2
)
,
(1)
for i = 1, . . . , N, 1 ≤ j, j′ ≤ n, 1 ≤ k, l ≤ K. In this model, θkl(t) is the continuous-time con-
nectivity function that characterizes the population level between-community connectivity
when k 6= l, and the within-community connectivity when k = l. It is modeled as a function
of time t, and is treated as a fixed-effect term, as it is commonly shared by all subjects. In our
investigation, θkl(t) is the primary object of interest. To account for subject-specific variabil-
ity, we introduce a random-effect term wi for subject i, which is assumed to follow a normal
distribution with zero mean. Its variance σ(t)2 is also time-varying, which is supported
by the existing literature that the subject level variability varies with age (Garrett et al.,
2017; Nomi et al., 2017). On the other hand, different communities are assumed to share
a common variance function σ2(t). This is a reasonable tradeoff between model complexity
and flexibility; it allows one to pool information from different communities to estimate the
variance function. If there are additional subject-specific covariates, it is straightforward to
incorporate those covariates into our model. That is, letting xi denote the vector of covari-
ates from subject i, we simply modify (1) with g(Pikl) = θkl(t) + x
>
i β + wi, where β is the
vector of covariate coefficients. For simplicity, we skip the term x>i β in this article.
We note that our proposed model is different from those in the literature in several ways
(Xu and Hero, 2014; Pensky, 2016; Matias and Miele, 2017; Zhang and Cao, 2017). First, it
accommodates multi-subject network data, and includes a random effect term to characterize
subject-level variability. Second, the proposed model handles the continuous-time setting,
while existing methods are limited to the discrete-time setting. As such, existing time-
varying network models cannot be applied when the time variable (e.g. age, observation
time,. . . ) is continuous. Furthermore, to increase the model flexibility, we allow both the
fixed effect term and the variance of the random effect component to be time-varying. We
call model (1) a mixed-effect time-varying stochastic blockmodel.
In model (1), g(·) is a known, monotonic, and invertible link function. We set g(·) as the
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logit link, while other link functions such as the probit link can also be used. We remark that,
in our model formulation, we assume the network community information is known, and it
does not change over time. This assumption is both plausible and useful scientifically. In
brain connectivity analysis, brain regions (nodes) are frequently partitioned into a number of
known functional modules (communities). These communities are functionally autonomous,
and they jointly influence brain activities. Moreover, although the connectivities within
and between the functional modules vary with age, the nodes constituting those modules
remain stable over age (Yeo et al., 2011; Betzel et al., 2014). Focusing on those brain
functional modules also greatly facilitates the interpretation, particularly when the brain
network changes over time.
Next, we propose to model the time-varying components θkl(t) and σ(t) as piecewise
constant functions. This assumption is desirable for several seasons. Scientifically, numerous
studies have found that the development of brain undergoes a mix of periods of rapid growth
and plateaus (Zielinski et al., 2010; Geng et al., 2017). Such a pattern can be adequately
captured when θkl(t) is piecewise constant. Moreover, functions with a simple structure
such as piecewise constant enables an easier and clearer interpretation than those involving
curvatures. Methodologically, the piecewise constant structure allows one to pool together
subjects of similar ages to better estimate the variance of the subject-specific random-effect
term wi, which would in turn lead to an improved estimation of the connectivity probabilities.
This characteristic is particularly useful, since the individual variability is typically large in
brain development studies. Theoretically, we show in Section 4 that, even when the true
connectivity function θkl(t) does not admit a piecewise constant form, estimating it with a
piecewise constant structure with a diverging number of constant intervals would still achieve
a reasonable estimation accuracy.
To model the piecewise constant functions θkl(t) and σ(t), we partition (0, 1] into S in-
tervals; i.e., (0, 1] = ∪Ss=1(ts−1, ts] for 0 = t0 < t1 < . . . < tS = 1. One can either use
equal-length intervals, or set each interval to contain the same number of subjects. In Sec-
tions 5 and 6, we show that our method is not overly sensitive to the number of intervals
S, in that a similar estimate is obtained as long as S is within a reasonable range. The-
oretically, we allow S to go to infinity along with the sample size N . This allows our
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piecewise constant approximation to better capture the time-varying pattern, even if it
changes frequently. Following the above partition, we assume that the connectivity func-
tion between the communities k and l is constant in (ts−1, ts] and denote it as θkl,s, and the
random-effect variance function is constant in (ts−1, ts] and denote it as σ2s , s = 1, . . . , S.
Next we define the vector θkl = (θkl,1, . . . , θkl,S)
> ∈ RS, σ = (σ1, . . . , σS)> ∈ RS, and
the matrix Θ = (θ11, . . . ,θ1K ,θ22, . . . ,θ2K , . . . ,θKK) ∈ RS×K(K+1)/2. Furthermore, let
τi =
∑S
s=1 I(ri ≤ ts) denote the interval that contains subject i, where I(·) is the indicator
function. Write A = {A1, . . . ,AN}, and c = {c1, . . . , cn}, where Ai is the adjacency matrix
of subject i, i = 1, . . . , N , and cj is the community membership of node j, j = 1, . . . , n. We
then aim to estimate the parameters of interest Θ and σ by minimizing the following loss
function,
L(Θ,σ|c,A) = −log
{
N∏
i=1
n∏
j=1
n∏
j′>j
P
Aijj′
icjcj′
(
1− Picjcj′
)(1−Aijj′ )}
= −
N∑
i=1
log
{∫ +∞
−∞
K∏
k=1
K∏
l≥k
(
eθkl,τi+wi
)nikl(
1 + eθkl,τi+wi
)nkl φ(wi, σ2τi) dwi
}
,
(2)
where φ(·, ·) is the zero mean normal density function, nikl =
∑
1≤j<j′≤mAijj′I(cj = k, cj′ =
l), nk =
∑n
j=1 I(cj = k), and nkl = nknl, 1 ≤ k ≤ l ≤ K, i = 1, . . . , n. Figure 1, the
left panel, shows the estimated connecting probability g−1(θ89) between the 8th and 9th
communities, executive control and frontoparietal right, in our brain development example,
after minimizing the loss function (2). Details on minimization of (2) are given in Section 3.
It is seen from the plot that the estimated connecting probability roughly follows an in-
creasing trend along with age; however, it is not strictly monotonic, with small fluctuations
from approximately 9 to 16 years old. Next we introduce a shape constraint to the loss func-
tion (2), in that θkl(t) follows a certain shaped trajectory, such as monotonically increasing,
monotonically decreasing, unimodal, and inverse unimodal shape. Such a constraint is to
both facilitate the interpretation, and is scientifically plausible, supported by evidences from
current literature on human brain development (Sowell et al., 2002, 2003; Wang et al., 2012).
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Figure 1: Estimated connecting probability between two functional modules, with the end-
points connected with red dashed lines. Left panel: the estimate obtained by minimizing the
loss function in (2) with no constraint; middle panel: the estimate with the shape constraint;
right panel: the estimate with both the shape constraint and the fusion constraint.
Toward that end, we impose
θkl ∈ Ukl, 1 ≤ k ≤ l ≤ K,
where Ukl complies with one of the following shape constraints,
(a) the monotonically increasing shape:
Ukl = {θkl ∈ RS : θkl,1 ≤ . . . ≤ θkl,skl ≤ θkl,skl+1 ≤ . . . ≤ θkl,S},
(b) the monotonically decreasing shape:
Ukl = {θkl ∈ RS : θkl,1 ≥ . . . ≥ θkl,skl ≥ θkl,skl+1 ≥ . . . ≥ θkl,S},
(c) the unimodal shape:
Ukl = {θkl ∈ RS : θkl,1 ≤ . . . ≤ θkl,skl ≥ θkl,skl+1 ≥ . . . ≥ θkl,S, for 1 ≤ skl ≤ S},
(d) the inverse unimodal shape:
Ukl = {θkl ∈ RS : θkl,1 ≥ . . . ≥ θkl,skl ≤ θkl,skl+1 ≤ . . . ≤ θkl,S, for 1 ≤ skl ≤ S}.
We briefly note that, imposing a unimodal or inverse unimodal shape constraint consists
of two steps: locating the mode, then imposing two monotonic shape constraints. If only
imposing the monotonic shape constraint, one simply skips the mode finding step. Figure 1,
the middle panel, shows the estimated g−1(θ89) under the loss function (2) and the unimodal
constraint. It is clearly seen that the connectivity increases with age.
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It is also seen from the middle panel in Figure 1 that the estimated connectivity at
adjacent time points are often very close, and there are relatively a small number of time
points with a substantial change in magnitude. We thus further introduce a fusion type
constraint, in addition to the shape constraint, to encourage sparsity in difference of the
coefficients. Specifically, we consider
‖Dθkl‖0 ≤ bkl, 1 ≤ k ≤ l ≤ K, where D =

−1 1 0 · · · 0 0
0 −1 1 · · · 0 0
...
0 0 0 · · · −1 1
 ∈ R
(S−1)×S,
|| · ||0 is the `0 norm and equals the number of non-zero elements, and bkl is the fusion param-
eter that takes a positive integer value and controls the maximum number of different values
in θkl. Adding such a fusion constraint again facilitates the model interpretation. Moreover,
it is able to reduce the estimation error, as the fusion constraint fits well with the piece-
wise constant model assumption, and can effectively pool information from adjacent time
intervals. Figure 1, the right panel, shows the estimated g−1(θ89) under the loss function (2)
with both the unimodal constraint and the fusion constraint. It is seen that the connectivity
between those two functional modules experiences notable changes when the age is around
9, 13 and 19 years. The resulting estimate is more interpretable than the one without any
constraint. We next develop an optimization algorithm to estimate the unknown parameters
of our model under the shape and fusion constraints.
3 Estimation
We aim at the constrained optimization problem,
minimizeΘ,σL(Θ,σ|c,A), such that θkl ∈ Ukl, and ‖Dθkl‖0 ≤ bkl. (3)
This is a nontrivial optimization as it is neither convex nor biconvex. We propose a se-
quential estimation procedure with three major steps. We first summarize the procedure in
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Algorithm 1, then describe each step in detail.
In step 1, we seek the minimizer of the loss function (2) without any constraint. We
first write (2) as L(Θ,σ|c,A) = −∑Ni=1 log {fi(Ai|c,Θτi,·, στi)}, where Θs,· is the sth row
of matrix Θ, s = 1 . . . , S and
fi(Ai|c,Θτi,·, στi) =
∫ +∞
−∞
K∏
k=1
K∏
l≥k
(
eθkl,τi+wi
)nikl(
1 + eθkl,τi+wi
)nkl φ(wi, σ2τi) dwi. (4)
It involves an integration that cannot be evaluated exactly, but instead can be approximated
through the adaptive Gauss-Hermite numerical integration (Pinheiro and Bates, 1995). That
is, the integral
∫
f(a)φ(a)da can be approximated as
∫
f(a)φ(a)da ≈
B∑
b=1
f(ab)ub,
where B is the number of quadrature points used in the approximation, ab and ub are the
adaptive quadrature nodes and weights (Pinheiro and Bates, 1995). A reasonable value of
B ensures a good approximation of the integral, and we further discuss the choice of B in
parameter tuning later. Accordingly, we approximate fi(Ai|c,Θτi , στi) with
f˜i(Ai|c,Θτi , στi) =
B∑
b=1
uib
{
K∏
k=1
K∏
l≥k
(
eθkl,τi+στhaib
)nikl(
1 + eθkl,τi+στiaib
)nkl
}
.
We then seek the minimizer,
(Θ˜, σˆ) = arg minΘ,σL˜(Θ,σ|A, c) = −
N∑
i=1
log
{
f˜i(Ai|c,Θτi , στi)
}
. (5)
We achieve this by updating Θ and σ in an alternating fashion. The block coordinate decent
algorithm is used for such an update (Tseng, 2001).
In step 2, we add the shape constraint to the loss function in (2), by computing a
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Algorithm 1 The sequential optimization procedure of (3).
step 1: Solve the minimization problem (5) to obtain {Θ˜, σˆ}.
repeat
step 1.1: Update σ
(q)
s given {Θ(q−1), σ(q−1)1 , . . . , σ(q−1)s−1 , σ(q−1)s+1 , . . . , σ(q−1)S }, where σ(q)s is
the sth element of the vector σ(q) at iteration q, s = 1, . . . , S.
step 1.2: Update Θ(q)s,· given {Θ(q−1)1,· , . . . ,Θ(q−1)s−1,· ,Θ(q−1)s+1,· , . . . ,Θ(q−1)S,· ,σ(q)}, where Θ(q)s,·
is the sth row of the matrix Θ(q) at iteration q, s = 1, . . . , S.
step 1.3: Update the iteration number q = q + 1.
until the objective function L˜(Θ,σ|A, c) in (5) converges.
step 2: Solve the shape constrained problem (6) to obtain Θˇ.
step 3: Solve the fusion constrained problem (7) to obtain Θˆ.
projection of θ˜kl, the column of Θ˜, to the set of shape constrained sequences,
θˇkl = arg minv1,...,vS
S∑
s=1
(vs − θ˜kl,s)2, such that (v1, . . . , vS) ∈ Ukl. (6)
That is, we find the vector θˇkl = (θˇkl,1, . . . , θˇkl,S)
> such that it satisfies the shape con-
straint specified in Ukl, meanwhile minimizing the sum of squared error with respect to
θ˜kl = (θ˜kl,1, . . . , θ˜kl,S)
>. For the unimodal shape constraint, we first find the mode of the
sequence, by performing an isotonic regression for each possible candidate, then taking the
one that yields the smallest sum of squared error as the estimated mode (Turner and Wollan,
1997). Once we locate the mode, finding a unimodal sequence breaks into finding two mono-
tonic sequences, one monotonically increasing before the mode and the other monotonically
decreasing after the mode, and each can be achieved by an isotonic regression. The isotonic
regression is carried out using an efficient linear algorithm, the pool adjacent violators al-
gorithm (Barlow et al., 1972). For the inverse unimodal constraint, the estimation can be
carried out similarly. For the monotonic shape constraint, we simply skip the mode finding
step, and the rest of implementation is the same.
In step 3, we further add the fusion constraint to the shape constrained estimate θˇkl, by
seeking
θˆkl = arg minv1,...,vS
S∑
s=1
(vs − θˇkl,s)2, such that ‖Dv‖0 ≤ bkl, (7)
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where v = (v1, . . . , vS)
>, and bkl is the fusion tuning parameter. A common way to incorpo-
rate the fusion penalty is through soft thresholding, such as in fused lasso (Tibshirani et al.,
2005), though it would yield a biased estimator (Rinaldo et al., 2009). Instead, we employ a
hard thresholding approach. Specifically, for a vector v = (v1, . . . , vS)
> ∈ RS and a positive
integer number b ≤ S, we first truncate the vector Dv, such that we keep the largest (b− 1)
entries in their absolute values, and set the rest to zero. This would in effect yield that
there are b groups of distinct values in v. We then average the values of v within each of
those b groups. We call this a fusion operator, and denote it by Fuse(v, b). As a simple
illustration, let v = (0.1, 0.2, 0.3, 0.5, 0.6)> and b = 2. Then Dv = (0.1, 0.1, 0.2, 0.1)> and
after truncation, we obtain (0, 0, 0.2, 0)>. This in effect suggests that there are two groups
in v, with the first three entries v1, v2, v3 of v belong to one group, and the last two entries
v4, v5 belong to the other. We then average the values of v in each group, and obtain that
Fuse(v, b) = (0.2, 0.2, 0.2, 0.55, 0.55)>.
It is important to note that, the added fusion structure in the third step actually preserves
the shape constraint from the second step, in that the estimator after applying the fusion
constraint still belongs to the parameter space under the shape constraint. The next lemma
characterizes this result, and its proof is given in the Supplementary Materials.
Lemma 1 Let U comply with one of the following shape constraints on sequences v ∈ RS:
monotonically increasing, monotonically decreasing, unimodal, or inverse unimodal. For any
v ∈ U and b ∈ N+, we have Fuse(v, b) ∈ U .
Our proposed three-step estimation procedure involves a number of tuning parameters,
including the number of intervals S, the number of quadrature points B in the integral
approximation, and the fusion penalty parameters bkl. For S, in our numerical analysis, we
have experimented with a number of different values and found our final estimate is not
overly sensitive to the choice of S. See Sections 5 and 6 for more details. For B, we have
also experimented with a range of values between 1 and 25, which is often deemed sufficient
to provide a good approximation to the numerical integration. The final estimates with B
in this range are very close. As a greater B value implies a higher computational cost, we
fix B = 5 in our subsequent analysis. For bkl, we propose to use the following BIC criterion
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for tuning,
BIC = −2L˜kl(θˆkl, σˆ|A, c) + logN × df(θˆkl).
In the above BIC criterion, we have
L˜kl(θˆkl, σˆ|A, c) =
N∑
i=1
log

B∑
b=1
uib
(
eθkl,τi+
√
2στiaib
)nikl(
1 + eθkl,τi+
√
2στiaib
)nkl

and df(θˆkl) denotes the degrees of freedom, which is defined as the number of unique elements
in the vector θˆkl.
4 Theory
We next investigate the asymptotic property of our proposed estimator as the sample size N
tends to infinity. We first introduce some notations. For a function v(t) ∈ L2([0, 1]), we define
its function `q norm as ‖v‖q =
(∫ 1
0
|v(t)|qdt
)1/q
. For two sequences {an} and {bn}, we write
an ≺ bn if an/bn → 0 as n→∞. We write an  bn if an ≤ cbn and an ≥ c′bn for some positive
constants c and c′. For 1 ≤ k ≤ l ≤ K, let θkl(t) denote the true underlying function, which
is assumed to be piecewise constant and comply with one of the following shape constraints:
monotonically increasing, monotonically decreasing, unimodal or inverse unimodal. Let pkl
denote the true number of constant intervals of θkl(t), and p = max1≤k,l≤K pkl. We write
(0, 1] = ∪pklj=1(tkl,j−1, tkl,j], for 0 = tkl,0 < tkl,1 < . . . < tkl,pkl = 1, and
θkl(t) =
pkl∑
j=1
θkl,jI {t ∈ (tkl,j−1, tkl,j]} .
We assume that |tkl,j−1 − tkl,j|  1pkl for j = 1, . . . , pkl. Given a chosen number of intervals
S, the vector estimates θˇkl from (6) and θˆkl from (7), we define the corresponding function
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estimates as
θˇkl(t) =
S∑
s=1
θˇkl,sI
{
t ∈
(
s− 1
S
,
s
S
]}
,
θˆkl(t) =
S∑
s=1
θˆkl,sI
{
t ∈
(
s− 1
S
,
s
S
]}
.
We next introduce a set of main regularity conditions, and give some additional technical
conditions in the Supplementary Materials.
Assumption 1 Assume the number of intervals S and the number of subjects N satisfy that
S = O(N1−α) for some 0 < α < 1.
This assumption allows the number of intervals S to diverge along with the subject size N .
The condition α < 1 ensures that there are enough number of samples in each interval to
guarantee the performance of our estimation in the first step.
Assumption 2 Assume that p ≺ S1/3 and the tuning parameter bkl ≥ 2p.
This assumption allows the true number of constant intervals in the true underlying function
to diverge. Moreover, by placing a lower bound on the tuning parameter bkl, the fusion step
would not incorrectly merge two distinctive groups of coefficients. This is similar to the
condition required in the hard thresholding operator in sparse learning problems (Yuan
and Zhang, 2013), and is also analogous to the condition on the tuning parameter in soft
thresholding based fused lasso (Rinaldo et al., 2009).
Assumption 3 Denote the gaps in θkl(t) as ∆kl,j = |θkl,j − θkl,j−1|, j = 1, . . . , pkl. Assume
that p
√
(p logS)/N ≺ ∆kl,j ≺
√
(S logS)/N , 1 ≤ k, l ≤ K, j = 1, . . . , pkl.
This assumption places both a lower bound and an upper bound on the gaps among sequential
distinct values of θkl(t). The condition on the lower bound is analogous to the minimal
signal condition of sparse coefficients in high-dimensional regressions (Fan et al., 2014). The
condition on the upper bound indicates that, as the number of intervals in θkl increases,
the signal in θkl grows at a bounded rate. This is needed to control the approximation
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error. Moreover, the technical condition (C4) in the Supplementary Materials ensures the
identifiably of the unique minimizer.
Next we present the main theorem of our proposed estimator.
Theorem 1 Under Assumptions 1 - 3 and the technical condition (C4) in the Supplementary
Materials, we have
‖θˇkl(t)− θkl(t)‖2 ≥ ‖θˆkl(t)− θkl(t)‖2, (8)
where the equality holds if and only if θˇkl(t) = θˆkl(t). Furthermore, we have
‖θˆkl(t)− θkl(t)‖22 ≤ C
(
p logS
N
)
, (9)
for some positive constant C, and ‖ · ‖2 denotes the function `2 norm.
We give an outline of the proof here, and present the complete proof in the Supplementary
Materials. The fact that the true underlying connectivity function θkl(t) is a step function
with unknown time intervals, and that the estimation is multi-step, have posed challenges
in obtaining the asymptotic property of our estimator. Based on Domowitz and White
(1982), we first show that θ˜kl, which is obtained from (5) in Step 1, is asymptotically normal
and consistent. It is also noteworthy that, the estimation of θ˜kl can be formulated as a
generalized mixed partial linear regression problem (Heckman, 1986; Chen et al., 2015a;
Lian et al., 2015). As such, θ˜kl can be viewed as the estimator when the unknown function
in this model takes a step function form. The asymptotic property of this type of estimator
has not yet been studies in the literature. Next we follow Chatterjee and Lafferty (2015),
which establishes the adaptive risk of the unimodal least square estimator, to obtain the
asymptotic property of the shape constrained estimator θˇkl from Step 2. Finally, we show
that the error of the fused and shape constrained estimator is no greater than that of the
shape constrained estimator using the property of our hard thresholding fusion operator.
This is reflected in the inequality in (8), which offers a theoretical justification of the fusion
step in our procedure. We then establish the error bound for the final estimator θˆkl(t) from
Step 3.
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We also make some remarks about the derived error bound. First, when the true function
θkl(t) is indeed piecewise constant, the error bound obtained in (9) for our estimator θˆkl(t)
is analogous to the bound that is commonly seen in sparse regressions, which is in the form
of sparsity × log(dimension)/(sample size) (Negahban et al., 2012). In our setup, p plays
the role of the sparsity quantity, and S the role of the dimension. Second, when the true
function θkl(t) is not piecewise constant, we work under a misspecified model. Since the
number of intervals S is allowed to grow with the sample size N , the difference between
the true function and the piecewise constant approximation tends to zero as S tends to
infinity. In this case, the number of distinct values in the approximation function scales
with S, and the corresponding error bound becomes C(S logS)/N . This is analogous to
the error bound that is commonly seen in non-sparse regressions, which is in the form of
dimension× log(dimension)/(sample size) (Bu¨hlmann and Van De Geer, 2011).
5 Simulations
Next we investigate the finite sample performance of our proposed method. We generated
N subjects with the age variable simulated from a uniform distribution on [0, 1]. For each
subject a network was generated based on a stochastic blockmodel, with n nodes belonging
to K communities. We fix n = 75, K = 2, and the two communities have numbers of nodes
equal to n1 = 50 and n2 = 25, respectively.
We consider different ways of generating the within-community and between-community
connectivity functions {θ11(t), θ12(t), θ22(t)} and the variance function of the random-effect
σ2(t).
Example A: The connectivity functions are time-varying, while the variance of the
random-effect is fixed over time. Specifically, we set logit−1{θ11(t)} and logit−1{θ22(t)} to
take the functional form as shown in the upper left panel and logit−1{θ12(t)} as shown in the
upper right panel of Figure 2. In this setting, the within-community and between-community
time-varying connecting probability follow different trajectories. The within-community con-
necting probability is monotonically increasing with [0, 0.2], (0.2, 0.5], (0.5, 0.7], and (0.7, 1]
as true intervals, whereas the between-community connecting probability is monotonically
16
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Figure 2: Two scenarios of the true within-community and between-community connecting
probabilities as functions of time.
decreasing with [0, 0.3], (0.3, 0.5], (0.5, 0.8], (0.8, 1] as the true intervals. We set σ = 0.1.
Example B: Both the connectivity functions and the variance function are time-varying.
Specifically, we choose the same {θ11(t), θ12(t), θ22(t)} as in Example A, while we set σ(t) =
0.2−0.1I(t > 0.5). This function is motivated by the scientific finding that there is usually a
higher variability in functional connectivity when subjects are at a younger age (Nomi et al.,
2017).
Example C: Both the connectivity functions and the variance function are time-varying.
Moreover, the connectivity functions are no longer piecewise constant, but instead contin-
uous functions. This example thus evaluates the performance of our method under model
misspecification. Specifically, we set logit−1{θ11(t)} and logit−1{θ22(t)} to take the functional
form as shown in the lower left panel and logit−1{θ12(t)} as shown in the lower right panel
of Figure 2. In this setting, the within-community connectivity is monotonically increas-
ing and goes through a continuous and notable increase between t = 0.2 and t = 0.6; the
between-community connectivity is monotonically decreasing and goes through a continuous
decrease between t = 0.4 and t = 0.8. We again set σ(t) = 0.2− 0.1I(t > 0.5).
We compare three estimation methods. The first is our proposed mixed-effect time-
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varying stochastic blockmodel estimator with shape and fusion constraints. The second is
the unconstrained estimator obtained from (5). The third is to fit a cubic B-spline with
nine interior knots equally spaced in [0, 1]. For the first two methods, we divide [0, 1] into S
equal-length intervals, and we vary the value of S. We impose the unimodal shape constraint
and use BIC to tune the fusion penalty parameters. The estimation error is evaluated based
on the criterion,
∫ 1
0
{θ(t)− θˆ(t)}2dt / ∫ 1
0
θ(t)2dt, where θˆ(t) denotes the estimated function of
the truth θ(t).
Figure 3 reports the results based on 50 data replications, while the sample size is fixed
at N = 600. For Example A (the left panel), we observe that our proposed fused and
shape constrained estimator achieves the best overall performance, as long as the number of
intervals S is reasonably large (S ≥ 10). Moreover, its performance is stable for a wide range
of values of S. This is an appealing feature of our estimator. By contrast, the unconstrained
estimator is much more sensitive to the choice of S. This is because it does not borrow
information across different time intervals as the constrained estimator does. The spline
estimator also performs poorly, since the underlying true function is piecewise constant
rather than smooth. For Example B (the middle panel), we again observe that our proposed
estimator performs the best, and remains relatively stable across a wide range of values
of S. By comparison, the unconstrained estimator performs worse when the random-effect
variance varies over time. The spline estimator continues to perform poorly in this setting.
For Example C (the right panel), we see that our proposed method maintains a competitive
performance, even though the underlying true functions are continuous and our model is
misspecified. This is due to the property that our estimator effectively pools information
across different time intervals and across subjects. By contrast, the unconstrained estimator
performs poorly. This setting favors the spline estimator; however, our method performs
about the same as the spline solution.
We also vary the sample size N = 200, 600 for different values of S = 20, 50 in the above
three examples. Table 1 reports the average estimation error and the standard deviation (in
parenthesis) for the three methods based on 50 data replications. It is clearly seen that the
performance of the proposed estimator improves with a larger sample size N and a smaller
number of intervals S. This observation agrees with our theoretical results. Consistent with
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Figure 3: Estimation error of three different methods: the proposed shape and fusion con-
strained estimator (solid line), the unconstrained estimator (dashed line), and the cubic
B-spline estimator (dotted line). The grey bands are the 95% confidence interval.
the pattern shown in Figure 3, we see that our proposed estimator achieves the best perfor-
mance in all combinations of N and S in Examples A and B. In Example C, our proposed
estimator performs similarly as the cubic B-spline, and both outperform the unconstrained
one.
6 Brain development study
We revisit the motivating example of brain development study in youth that is introduced
in Section 1. We analyzed a resting-state fMRI dataset from the ADHD-200 Global Com-
petition (http://fcon_1000.projects.nitrc.org/indi/adhd200/). Resting-state fMRI
characterizes functional architecture and synchronization of brain systems, by measuring
spontaneous low-frequency blood oxygen level dependent signal fluctuations in functionally-
related brain regions. During fMRI image acquisition, all subjects were asked to stay awake
and not to think about anything under a black screen. All fMRI scans have been prepro-
cessed, including slice timing correction, motion correction, spatial smoothing, denoising by
regressing out motion parameters and white matter and cerebrospinal fluid time, and band-
pass filtering. Each fMRI image was summarized in the form of a network, with the nodes
corresponding to 264 seed regions of interest in the brain, following the cortical parcellation
system defined by Power et al. (2011), and the links recording partial correlations between
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Method N
Example A Example B Example C
S = 20 S = 50 S = 20 S = 50 S = 20 S = 50
shape and fusion
constrained
estimator
200
0.0335
(0.0093)
0.0545
(0.0115)
0.0490
(0.0148)
0.0719
(0.0144)
0.0720
(0.0078
0.0762
(0.0077)
600
0.0171
(0.0051)
0.0197
(0.0056)
0.0191
(0.0051)
0.0236
(0.0090)
0.0551
(0.0041)
0.0541
(0.0073)
unconstrained
estimator
200
0.0596
(0.0063)
0.0938
(0.0068)
0.0784
(0.0117)
0.1195
(0.0105)
0.0811
(0.0068)
0.1124
(0.009)
600
0.0337
(0.0040)
0.0529
(0.0041)
0.0409
(0.0050)
0.0665
(0.0058)
0.0586
(0.0039)
0.0674
(0.0065)
cubic B-spline
estimator
200
0.1156
(0.0043)
0.1216
(0.0065)
0.0679
(0.0088)
600
0.1087
(0.0025)
0.1108
(0.0028)
0.0533
(0.0052)
Table 1: Average estimation errors (with standard deviations in the parenthesis) of three
methods with varying sample size N and number of intervals S.
pairs of those 264 nodes. Moreover, those 264 nodes have been partitioned into 10 functional
modules corresponding to the major resting-state networks defined by Smith et al. (2009).
These modules are (1) medial visual, (2) occipital pole visual, (3) lateral visual, (4) default
mode, (5) cerebellum, (6) sensorimotor, (7) auditory, (8) executive control, (9) frontoparietal
right, and (10) frontoparietal left, and they form the K = 10 communities in our stochastic
blockmodeling. The original data included both combined types of attention deficit hyperac-
tivity disorder subjects and typically developing controls. We focused on the control subjects
only in our analysis, as our goal is to understand brain development in healthy children and
adolescents. This results in N = 491 subjects. Their age ranges between 7 and 20 years,
and is continuously measured.
We applied our method to this data. We partitioned the time interval such that each
interval contains about the same number of subjects 20. We have also experimented with
other choices of S, and obtained similar results. We further discuss the sensitivity of our
result as a function of S later. We applied both the unimodal and inverse unimodal shape
constraints, and selected the one with a smaller estimation error. We used BIC to select
the fusion tuning parameter. Figure 4 reports the heat maps of the connecting probabilities
both within and between the ten functional modules when age takes integer values from 8 to
20. In principle we can estimate the connecting probabilities for any continuous-valued age.
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Figure 4: Heat maps of the estimated within- and between-communities connecting proba-
bilities at different ages.
We first make some observations of the overall patterns of the connectivity as a function
of age. It is seen that the within-community connectivity is greater than the between-
community connectivity, by noting generally much darker cells on the diagonals. This ob-
servation agrees with the literature that brain regions within the same functional module
share high within-module connectivity (Smith et al., 2009). It is also seen that the between-
community connectivity grows stronger with age, by noting an increasing number of dark-
colored off-diagonal cells as age increases.
We next examine the between-community connectivity patterns. It is seen from Figure
4 that the connectivity between the 4th community, default mode network, and other mod-
ules increases with age. This observation supports the existing literature that the default
mode module has increasingly synchronized connections to other modules (Grayson and Fair,
2017). It is also observed that there is increased connectivity between the 5th community,
cerebellum, and other modules, which agrees with a similar finding in Fair et al. (2009).
Moreover, it is seen that the 6th community, sensorimotor, is segregated from all other com-
munities, with a low connecting probability between this community and the rest. A similar
finding has been reported in Grayson and Fair (2017). In addition, we have noted that the
first three communities, all involved with visual function, exhibit a high between-community
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Figure 5: The estimated within-community connecting probabilities as functions of age.
connectivity even at young ages, and this connectivity strengthens with age; the frontopari-
etal modules (Communities 9 and 10) show increased connectivity to the executive control
module (Community 8) with age. Such results have not been reported in the literature and
are worth further investigation.
We then examine the within-community connectivity patterns, which are shown in Figure
5. It is seen that the 5th community, cerebellum, has a high within-community connectiv-
ity and it does not change over time. All other within-community connectivities tend to
increase with age. This agrees with the literature that large-scale brain functional mod-
ules tend to become more segregated with age, and as part of this process of segregation,
the within-module connectivity strengthens (Fair et al., 2009). There is also an age pe-
riod, approximately around age 9 and 10, i.e., late childhood and early adolescence, where
most within-community connectivity exhibit notable changes. On the other hand, most
within-community connectivity remain unchanged starting from approximately age 13, i.e.,
adolescence.
Finally, we carried out a sensitivity analysis by varying the number of intervals S so that
the number of subjects in each interval ranges in {10, 15, 20, 25, 30, 35, 40, 45}, respectively.
Our general finding is that the final estimates are not overly sensitive to the choice of S as
long as each interval contains a reasonably large number of subjects. As an illustration, we
report in Figure 6 the estimated within-community connectivity for the 4th module, default
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Figure 6: The estimated connecting probability within the 4th community. The
number of subjects in each interval from top to bottom and left to right is nS =
{10, 15, 20, 25, 30, 35, 40, 45}, respectively.
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Figure 7: The estimated connecting probability between the 9th and 10th communities.
The number of subjects in each interval from top to bottom and left to right is nS =
{10, 15, 20, 25, 30, 35, 40, 45}, respectively.
model network, and report in Figure 7 the between-community connectivity for the 9th and
10th modules, frontoparietal right and frontoparietal left, under different choices of S.
References
Barlow, R., Bartholomew, D., Bremner, J., and Brunk, H. (1972), Statistical inference under
order restrictions; the theory and application of isotonic regression, Wiley, London.
23
Betzel, R. F., Byrge, L., He, Y., Gon˜i, J., Zuo, X.-N., and Sporns, O. (2014), “Changes
in structural and functional connectivity among resting-state networks across the human
lifespan,” Neuroimage, 102, 345–357.
Bickel, P. J. and Chen, A. (2009), “A nonparametric view of network models and Newman-
Girvan and other modularities,” Proceedings of the National Academy of Sciences, 106,
21068–21073.
Bu¨hlmann, P. and Van De Geer, S. (2011), Statistics for high-dimensional data: methods,
theory and applications, Springer Science & Business Media.
Cai, T., Liang, T., and Rakhlin, A. (2017), “On Detection and Structural Reconstruction of
Small-World Random Networks,” IEEE Transactions on Network Science and Engineer-
ing, 4, 165–176.
Chatterjee, S. and Lafferty, J. (2015), “Adaptive Risk Bounds in Unimodal Regression,”
arXiv preprint arXiv:1512.02956.
Chen, J., Li, D., Liang, H., Wang, S., et al. (2015a), “Semiparametric GEE analysis in
partially linear single-index models for longitudinal data,” The Annals of Statistics, 43,
1682–1715.
Chen, S., Kang, J., Xing, Y., and Wang, G. (2015b), “A parsimonious statistical method to
detect groupwise differentially expressed functional connectivity networks,” Human Brain
Mapping, 36, 5196–5206.
Domowitz, I. and White, H. (1982), “Misspecified models with dependent observations,”
Journal of Econometrics, 20, 35–58.
Fair, D. A., Cohen, A. L., Power, J. D., Dosenbach, N. U., Church, J. A., Miezin, F. M.,
Schlaggar, B. L., and Petersen, S. E. (2009), “Functional brain networks develop from a
“local to distributed” organization,” PLoS Computational Biology, 5, e1000381.
Fan, J., Xue, L., and Zou, H. (2014), “Strong oracle optimality of folded concave penalized
estimation,” Annals of Statistics, 42, 819.
24
Garrett, D. D., Lindenberger, U., Hoge, R. D., and Gauthier, C. J. (2017), “Age differences
in brain signal variability are robust to multiple vascular controls,” Scientific Reports, 7,
10149.
Geng, X., Li, G., Lu, Z., Gao, W., Wang, L., Shen, D., Zhu, H., and Gilmore, J. H. (2017),
“Structural and maturational covariance in early childhood brain development,” Cerebral
Cortex, 27, 1795–1807.
Grayson, D. S. and Fair, D. A. (2017), “Development of large-scale functional networks from
birth to adulthood: A guide to the neuroimaging literature,” NeuroImage, 160, 15–31.
Heckman, N. E. (1986), “Spline smoothing in a partly linear model,” Journal of the Royal
Statistical Society. Series B (Methodological), 48, 244–248.
Kang, J., Bowman, F. D., Mayberg, H., and Liu, H. (2016), “A depression network of func-
tionally connected regions discovered via multi-attribute canonical correlation graphs,”
NeuroImage, 141, 431–441.
Kolaczyk, E. D. (2009), Statistical analysis of network data: methods and models, Springer.
Li, B., Chun, H., and Zhao, H. (2014), “On an additive semi-graphoid model for statisti-
cal networks with application to pathway analysis,” Journal of the American Statistical
Association, 109, 1188–1204.
Li, B. and Solea, E. (2017), “A nonparametric graphical model for functional data with appli-
cation to brain networks based on fMRI,” Journal of the American Statistical Association,
in press.
Lian, H., Liang, H., and Carroll, R. J. (2015), “Variance function partially linear single-index
models,” Journal of the Royal Statistical Society: Series B (Statistical Methodology), 77,
171–194.
Matias, C. and Miele, V. (2017), “Statistical clustering of temporal networks through a
dynamic stochastic block model,” Journal of the Royal Statistical Society: Series B (Sta-
tistical Methodology), 79, 1119–1141.
25
Negahban, S. N., Ravikumar, P., Wainwright, M. J., and Yu, B. (2012), “A Unified Frame-
work for High-Dimensional Analysis of M -Estimators with Decomposable Regularizers,”
Statistical Science, 27, 538–557.
Nomi, J. S., Bolt, T. S., Ezie, C. C., Uddin, L. Q., and Heller, A. S. (2017), “Moment-to-
Moment BOLD Signal Variability Reflects Regional Changes in Neural Flexibility across
the Lifespan,” Journal of Neuroscience, 37, 5539–5548.
Nowicki, K. and Snijders, T. A. B. (2001), “Estimation and prediction for stochastic block-
structures,” Journal of the American Statistical Association, 96, 1077–1087.
Pensky, M. (2016), “Dynamic network models and graphon estimation,” arXiv preprint
arXiv:1607.00673.
Pinheiro, J. C. and Bates, D. M. (1995), “Approximations to the Loglikelihood Function in
the Nonlinear Mixed Effects Model,” Journal of Computational and Graphical Statistics,
4, 12–35.
Power, J. D., Cohen, A., Nelson, S., Wig, G. S., Barnes, K., Church, J., Vogel, A., Laumann,
T., Miezin, F., Schlaggar, B., and Petersen, S. (2011), “Functional Network Organization
of the Human Brain,” Neuron, 72, 665–78.
Rinaldo, A. et al. (2009), “Properties and refinements of the fused lasso,” Annals of Statistics,
37, 2922–2952.
Rohe, K., Chatterjee, S., and Yu, B. (2011), “Spectral clustering and the high-dimensional
stochastic blockmodel,” Annals of Statistics, 39, 1878–1915.
Smith, S. D., Fox, P. T., Miller, K., Glahn, D., Fox, P., Mackay, C. E., Filippini, N., Watkins,
K. E., Toro, R., Laird, A., and Beckmann, C. F. (2009), “Correspondence of the brain;
functional architecture during activation and rest.” Proceedings of the National Academy
of Sciences of the United States of America, 106, 13040–5.
Sowell, E. R., Peterson, B. S., Thompson, P. M., Welcome, S. E., Henkenius, A. L., and Toga,
A. W. (2003), “Mapping cortical change across the human life span,” Nature Neuroscience,
6, 309–315.
26
Sowell, E. R., Trauner, D. A., Gamst, A., and Jernigan, T. L. (2002), “Development of
cortical and subcortical brain structures in childhood and adolescence: a structural MRI
study,” Developmental Medicine & Child Neurology, 44, 4–16.
Supekar, K., Musen, M., and Menon, V. (2009), “Development of large-scale functional brain
networks in children,” PLoS Biology, 7, e1000157.
Tibshirani, R., Saunders, M., Rosset, S., Zhu, J., and Knight, K. (2005), “Sparsity and
smoothness via the fused lasso,” Journal of the Royal Statistical Society: Series B (Sta-
tistical Methodology), 67, 91–108.
Tseng, P. (2001), “Convergence of a block coordinate descent method for nondifferentiable
minimization,” Journal of Optimization Theory and Applications, 109, 475–494.
Turner, T. and Wollan, P. (1997), “Locating a maximum using isotonic regression,” Com-
putational Statistics & Data Analysis, 25, 305–320.
Varoquaux, G. and Craddock, R. C. (2013), “Learning and comparing functional connec-
tomes across subjects,” NeuroImage, 80, 405 – 415.
Wang, L., Su, L., Shen, H., and Hu, D. (2012), “Decoding lifespan changes of the human
brain using resting-state functional connectivity MRI,” PLoS One, 7, e44530.
Wang, Y., Kang, J., Kemmer, P. B., and Guo, Y. (2016), “An efficient and reliable statistical
method for estimating functional connectivity in large scale brain networks using partial
correlation,” Frontiers in Neuroscience, 10, 1–17.
Wei, Z. and Li, H. (2007), “A Markov random field model for network-based analysis of
genomic data,” Bioinformatics, 23, 1537–1544.
Xia, Y. and Li, L. (2017), “Hypothesis Testing of Matrix Graph Model with Application to
Brain Connectivity Analysis,” Biometrics, in press.
Xu, K. S. and Hero, A. O. (2014), “Dynamic stochastic blockmodels for time-evolving social
networks,” IEEE Journal of Selected Topics in Signal Processing, 8, 552–562.
27
Yeo, B. T., Krienen, F. M., Sepulcre, J., Sabuncu, M. R., Lashkari, D., Hollinshead, M.,
Roffman, J. L., Smoller, J. W., Zo¨llei, L., Polimeni, J. R., et al. (2011), “The organization
of the human cerebral cortex estimated by intrinsic functional connectivity,” Journal of
Neurophysiology, 106, 1125–1165.
Yuan, X.-T. and Zhang, T. (2013), “Truncated power method for sparse eigenvalue prob-
lems,” Journal of Machine Learning Research, 14, 899–925.
Zhang, J. and Cao, J. (2017), “Finding Common Modules in a Time-Varying Network with
Application to the Drosophila Melanogaster Gene Regulation Network,” Journal of the
American Statistical Association, 112, 994–1008.
Zhao, S. D., Cai, T. T., and Li, H. (2014), “Direct estimation of differential networks,”
Biometrika, 101, 253–268.
Zhao, Y., Levina, E., and Zhu, J. (2012), “Consistency of community detection in networks
under degree-corrected stochastic block models,” Annals of Statistics, 40, 2266–2292.
Zhao, Y., Wu, Y.-J., Levina, E., and Zhu, J. (2017), “Link prediction for partially observed
networks,” Journal of Computational and Graphical Statistics, 26, 725–733.
Zielinski, B. A., Gennatas, E. D., Zhou, J., and Seeley, W. W. (2010), “Network-level struc-
tural covariance in the developing brain,” Proceedings of the National Academy of Sciences,
107, 18191–18196.
28
