Given a configuration of pebbles on the vertices of a connected graph G, a pebbling move removes two pebbles from some vertex and places one pebble on an adjacent vertex. The pebbling number of a graph G is the smallest integer k such that for each vertex v and each configuration of k pebbles on G there is a sequence of pebbling moves that places at least one pebble on v.
Introduction
Graph pebbling was introduced by Chung in 1989 . Following a suggestion of Lagarias and Saks, she computed the pebbling number of Cartesian products of paths to give a combinatorial proof of the following number-theoretic result of Kleitman and Lemke. Theorem 1. [3, 13] Let Z n be the cyclic group on n elements and let |g| denote the order of a group element g ∈ Z n . For every sequence g 1 , g 2 , . . . , g n of (not necessarily distinct) elements of Z n , there exists a zero-sum subsequence (g k ) k∈K , such that k∈K 1 |g k |
Linear Programming Preliminaries
Computing a graph's pebbling number is hard. Watson [18] and Clark and Milans [4] studied the complexity of graph pebbling and some of its variants, including optimal pebbling and cover pebbling. Watson showed that it is NP-complete to determine whether a given configuration is solvable for a given rooted graph (G, r). Clark and Milans refined this result, showing that deciding whether π(G) ≤ k is Π P 2 -complete; this means that pebbling is in the class of problems computable in polynomial time by a co-NP machine equipped with an oracle for an NP-Complete language.
Hurlbert [10] introduced a new linear programming technique, in hopes of more efficiently computing bounds on pebbling numbers. Before we describe our improvements on it, we briefly explain his method. Let G be a graph and let T be a subtree of G rooted at r. For each v ∈ V (T ) − r, let v + be the parent of v, the neighbor of v in T that is closer to r. A tree strategy is a tree T and an associated nonnegative weight function w T (or w if the context is clear) where w(r) = 0 and w(v + ) = 2w(v) for every vertex not adjacent to r. Further, w(v) = 0 if v ∈ V (T ). Let 1 G be the vector on V (G) in which every entry is 1.
Hurlbert [10] proposed a general method for defining such a weight function through tree strategies. He proved the following result (here · denotes dot product). Lemma 1. Let T be a tree strategy of G rooted at r, with associated weight function w. If p is an r-unsolvable configuration of pebbles on V (G), then w · p ≤ w · 1 G .
The proof idea is easy. Suppose that p is a configuration with w · p > w · 1 G . This implies that some vertex v in T has at least two pebbles. Now we make a pebbling move from v toward the root, i.e., from v to v + , to get a new configuration p . Since w(v + ) = 2w(v), we have w · p = w · p > w · 1 G . By repeating this process, we can eventually move a pebble to the root, r.
Since every r-unsolvable pebbling configuration p satisfies w · p ≤ w · 1 G , it follows that π(G, r) is bounded above by one plus the number of pebbles in the largest configuration p such that w · p ≤ w · 1 G . Let T r be the set of all tree strategies in G associated with root vertex r. By applying Lemma 1 to all of T r simultaneously, we arrive at the following integer linear program:
Let z G,r be the optimal value of this integer linear program and letẑ G,r be the optimum of the linear relaxation, so that configurations can be rational. Since z G,r ≤ ẑ G,r , we get the bound π(G, r) ≤ z G,r + 1 ≤ ẑ G,r + 1. Let w 1 , . . . , w k be weight functions of tree strategies for trees (possibly different) rooted at r, and let w be a convex combination of w 1 , . . . , w k . If p is an r-unsolvable configuration, then
For ease of application, we state this observation in a slightly more general form. We call this the Covering Lemma.
Lemma 2 (Covering Lemma). For a graph G and a root r ∈ V (G), let w be a convex combination of tree strategies for r, and let C and M be positive constants. If
For any bound on π(G) arising from such a w , a certificate of the bound consists of the strategies w i and their coefficents in the convex combination forming w .
Hurlbert applies this linear programming method more broadly by considering strategies on trees where w(v + ) ≥ 2w(v), called nonbasic strategies. Since nonbasic strategies are conic combinations of basic strategies [10, Lemma 5] , this extension does not strengthen the method. However, it often yields simpler certificates.
More General Weight Functions
Here we generalize the notion of weight function from the previous section to allow weight functions for graphs G that are not trees. A weight function is a map w :
A weight function for a graph G and root r is valid if w(r) = 0 and every r-unsolvable configuration p satisfies w · p ≤ w · 1 G . Although it is harder to show that one of these more general weight functions is valid, when we can, this often leads to improved pebbling bounds for a variety of graph families. Given a graph G and a root r, it is straightforward to check that the theory developed in the previous section extends to any weight function w such that w · p ≤ w · 1 G for every configuration p that is not r-solvable. Our next result establishes a new family of such weight functions. A k-vertex is a vertex of degree k.
Lemma 3. Form G from an even cycle C 2t by identifying one vertex with the endpoint of a path of length s − t. Let x t be the resulting 3-vertex and x 0 be the 2-vertex farthest from x t ; now x 0 and x t split the even cycle into two paths, P 1 and P 2 . Label the internal vertices of P 1 as x 1 , x 2 , . . . , x t−2 , x t−1 and the internal vertices of P 2 as x 1 , x 2 , . . . , x t−2 , x t−1 . Call the 1-vertex r, and let P 3 be the path from x t to r. Label the internal vertices of P 3 as x t+1 , x t+2 , . . ., x s−1 , x s . For each i = 0, give weight 2 i to vertex x i or vertices x i and
and give weight α to x 0 . Fix some order on the vertices, and let w be the vector of length |V (G)| where entry i is the weight of vertex i. If p is an r-unsolvable configuration, then w · p ≤ w · 1 G .
Proof. Figures 1 and 6 both show examples of this lemma, which we apply later.
Let p be an r-unsolvable configuration. We will show that
(Here L, R, and C stand for left, right, and center.) We will show that
By symmetry, assume that W L = 0. Now Lemma 1 implies that α 
we can move all weight from internal vertices of P 1 to x t . This gives a new configuration p with W L = 0. Again 
We can assume that W 0 > 0, since otherwise the lemma holds by Lemma 1. Thus, we have W 0 ≥ α, so (2α
Subtracting this inequality from (1) gives the desired result.
The following observation extends our class of valid weight functions a bit further. Observation 1. Let G be a graph and r a root; let w be a weight function on G such that w · p ≤ w · 1 G for every r-unsolvable configuration p. Form G from G by adding a new vertex u adjacent to some vertex u + of G (with u + = r), and form w from w, where w (u) = 1 2 w(u + ) and w (v) = w(v) for every v ∈ V (G). For every r-unsolvable configuration p in G , we have w ·p ≤ w ·1 G . Further, we can allow, more generally, that w (u) ≤ 1 2 w(u + ). We can also attach trees, rather than single vertices.
Proof. If the new vertex u has more than one pebble, we move as much weight as possible from u to u + , which does not decrease the total weight on G. This proves the first statement. The second statement follows from taking convex combinations of w and w . The final statement follows by induction on the size of the tree T that we attach (we just proved the induction step, and the base case, |T | = 0, is trivial).
The Cube and the Lemke Graph
To illustrate the usefulness of Lemma 3 and Observation 1, we give two easy applications of this method. We show that π(Q 3 ) = 8 and π(L) = 8, where Q 3 is the 3-dimensional cube and L is the Lemke graph, shown in Figure 3 . When using tree strategies alone, Hurlbert's method cannot handle these graphs. 
To show that π(Q 3 ) ≤ 8, we first note that the weight function in Figure 1 is valid. Since a valid weight function remains valid when multiplied by a positive constant (in this case 3), this statement follows from Lemma 3, with t = 2 and s = 0. The convex combination of the three strategies shown in Figure 2 (each taken with weight 1) yields w such that w (v) = 12 for all v = r. Thus, the Covering Lemma shows that π(Q 3 ) ≤ 8, so Q 3 is Class 0. These three strategies in Figure 2 also serve as a certificate that π(Q 3 ) ≤ 8, and they yield an efficient algorithm for getting a pebble to r, starting from any configuration p with |p| ≥ 8.
The most famous long-standing pebbling problem is Graham's conjecture: for all graphs G 1 and
; here denotes the Cartesian product. This conjecture has been verified only for a few classes of graphs. Specifically, it holds when G 1 and G 2 are both cycles [9] , both trees [14] , both complete bipartite graphs [7] , or a fan and a wheel [8] .
When considering Graham's conjecture, we are interested in the Lemke Graph, denoted L and shown on the left in Figure 3 . This graph is of interest because it is the smallest graph without the 2-pebbling property. The exact definition is unimportant for us here; what matters, is that if G has this property, then π(G H) ≤ π(G)π(H) for every graph H. This makes L L a natural candidate for disproving Graham's conjecture. Hurlbert asserted that it is impossible, using tree strategies alone, to obtain the pebbling number of the Lemke graph via the linear programming technique. However, by using this method with more general weight functions, we prove that π(L) = 8. Proof. Note that π(L) ≥ |V (L)| = 8, so we focus on proving the upper bound. Hurlbert [10] showed that π(L, v) = 8 for all vertices v ∈ L except for r, as shown on the left in Figure 3 . So we only need to show that π(L, r) = 8. Now we need the weight function in Figure 4 . Figure 4 is valid.
Claim 1. The weight function in
The proof of this claim is very similar to the proof of Observation 1, so we just sketch the ideas. If any vertex weighted 6 has no pebbles, then we invoke the weight function in Figure 1 , and multiply the resulting inequality by 5 4 to get one that implies what we want; so we assume that each vertex weighted 6 has a pebble. If the vertex weighted 12 has a pebble, then the vertex weighted 5 has at most one pebble, so we are done. Otherwise, the vertex weighted 5 has at most 3 pebbles; again, we are done. This proves the claim.
The proof that π(L, r) ≤ 8 uses the two strategies in Figure 3 . The rightmost is a nonbasic tree strategy. The center strategy is derived from the weight function in Figure 4 by adding a vertex with weight 3 adjacent to some vertex with weight 6. This weight function is valid, by Observation 1. When we sum the weights of the two strategies, each vertex has weight at least 7 and the total weight is 55. Now the Covering Lemma implies that π(L, r) ≤ 55 7 + 1 = 8.
Larger Graphs
In this section we determine the pebbling number of the Bruhat graph of order 4. The (weak) Bruhat graph of order m has as its vertices the permutations of {1, . . . , m}; two vertices are adjacent if the corresponding permutations differ by an adjacent transposition. Since this graph is vertex-transitive, we can choose the root vertex arbitrarily. Using the linear programming method, Hurlbert proved that π(B 4 ) ≤ 72. By using more general weight functions, we calculate the pebbling number of this graph exactly. Proof. The diameter of B 4 is 6, so π(B 4 ) ≥ 2 6 = 64. We need to show that π(B 4 ) ≤ 64. Note that the rightmost graph in Figure 6 describes two strategies, as we explain below. We combine these four strategies, as shown in Figure 5 , (weighted with multiplicities Figure 6 are valid. The proof that the middle strategy is valid is similar to the proof of Lemma 3, so we just sketch the ideas. Note that weights 30, 15, 10, and 5 (with the other vertices unweighted) are consistent with Lemma 3 (mulitplied by 15 2 ), when t = 2 and s = 0, and adding a vertex by Observation 1. Thus, we know that if p is r-unsolvable, then these five vertices have weight at most 75. The key observation is that these five vertice can play the role of P 3 in the proof of Lemma 3. Let x 0 , x 1 , and x 1 denote the vertex labeled 40 31
and its two neighbors, respectively. We first consider the case where x 1 or x 1 , say x 1 , has no pebbles. In this case we move as much weight as possible to the vertex labeled 5 from x 0 and x 1 . We also consider the case where both x 1 and x 1 have pebbles. Either we can reduce to the previous case, or else we get two inequalities. We add these two to the inequality for the bottom 5 vertices, which gives the desired inequality.
Class 0 Graphs

Preliminaries
In this section, we study Class 0 graphs. We focus on graphs with diameter at least 2 since those with diameter 0, a single vertex, and diameter 1, a complete graph, are well understood. A graph G is Class 0 if its pebbling number is equal to its number of vertices, i.e., π(G) = |V (G)|. Recall that always π(G) ≥ |V (G)
Blasiak et al. [1] showed that every n-vertex Class 0 graph G has e(G) ≥ 3n 2 . They also conjectured (see [10, p. 19] ) that for some constant C and for all sufficiently large n there exist n-vertex Class 0 graphs with e(G) ≤ 3n 2 + C. In particular, they defined a family of "generalized Petersen graphs" of arbitrary size and diameter with one vertex of some fixed degree m and all other vertices of degree 3. They conjectured that these graphs are all Class 0. We disprove this conjecture in a very strong sense. Shortly, we prove that for fixed m, all sufficiently large graphs of this form are not Class 0. (Figure 7 shows P 8,2 , one of these generalized Petersen graphs that is not Class 0.) Later in this section, we extend this idea to show that every n-vertex Class 0 graph G has e(G) ≥ . To conclude the section, for all diameter 2 graphs G we strengthen this lower bound to e(G) ≥ 2n − 5. Further, we characterize the graphs where this bound holds with equality (which include two infinite families). n + C, then G is not Class 0.
Proof. We can choose n 0 sufficiently large so that there exists some pair of vertices u, v violating the second statement of the Small Neighborhood Lemma. Specifically, it suffices to find a 3-vertex v such that every vertex within distance four of v is a 3-vertex. To guarantee such a vertex v, we can take, for example, n 0 = 2C * 3 5 .
Diameter at least 3
Now we use the Small Neighborhood Lemma to prove, in Theorem 4, that every nvertex Class 0 graph G with diameter at least 3 has e(G) ≥ . The case δ(G) = 2 is complicated, so we handle it separately, in Lemma 6. For the case δ(G) ≤ 1, we use the following easy lemma from [5] .
Lemma 5 ([5]
). Every Class 0 graph G has no cut-vertices. Specifically, δ(G) ≥ 2.
Proof. Let G be a graph with a cut-vertex u and neighbors v 1 and v 2 that are in different components of G − u. Consider the distribution p with 3 pebbles on v 1 , 0 pebbles on each of u and v 2 , and 1 pebble on each other vertex. Distribution p has |V (G)| pebbles, but no pebble can reach v 2 , which we now show. If a pebble ever moves to u, then at that point each vertex has at most one pebble, and v 2 has no pebbles. Otherwise, every pebbling move is within the component of G − u containing v 1 , so no pebble reaches v 2 . Thus no pebble can reach v 2 , so G is not Class 0. . Proof. Let G be an n-vertex Class 0 graph with diameter at least 3 and δ(G) = 2. We assign each vertex v a charge ch(v), where ch(v) = d(v). Now we redistribute these charges, without changing their sum, so that all but a few vertices finish with charge at least 10 3 ; the charge of each vertex v after redistributing is ch * (v). If at most k vertices finish with charge less than 10 3 (but all charges are nonnegative), then e(G) = (n − k)) = We redistribute charge according to the following two discharging rules. We show that nearly all vertices finish with charge at least 10 3 . Consider a vertex
. Now suppose v ∈ N 2 and d(v) ≥ 3. In this case, ch . We show that G has at most two 2-vertices in N 2 with 2-neighbors in N 2 . Suppose, to the contrary, that u 1 , u 2 , and u 3 are 2-vertices in N 2 , each with a 2-neighbor in N 2 ; by symmetry, assume u 1 u 2 ∈ E(G). By Lemma 5, u 1 and u 2 cannot have a common neighbor v ∈ N 1 , since then v would be a cut-vertex. Thus, u 1 and u 2 have distinct neighbors in N 1 . However, now u 3 is distance three from either u 1 or u 2 ; by symmetry, say u 1 . Now u 1 and u 3 contradict the Small Neighborhood Lemma. So indeed N 2 has at most two 2-vertices with 2-neighbors in N 2 . Now we consider 4-vertices in N 3 + . Rather than compute the charges of these 4-vertices individually, we group them together as follows. Let H be the subgraph induced by 4-vertices in N 3 + , and let H 1 be a component of H with k vertices. If H 1 contains a cycle, then H 1 contains at least k edges, so vertices of H 1 give charge to at most 4k − 2(k) = 2k vertices outside H 1 . Thus, ch
k. Similarly, if H 1 has some adjacent vertex that is not a 2-vertex, then ch
k. Instead, assume that H 1 is a tree and every vertex adjacent to H 1 is a 2-vertex. Recall that each such 2-vertex is in N 2 .
If every 2-neighbor of H is adjacent to the same vertex of N 1 , call it v, then v is a cut-vertex. Thus, H 1 has 2-neighbors that are adjacent to both vertices of N 1 ; call these 2-neighbors u 1 and u 2 . By the Small Neighborhood Lemma, every pair of 2-vertices in N 2 are adjacent or have a common neighbor. Since u 1 and u 2 are both adjacent to H 1 , they can't be adjacent to each other; thus, they must have a common neighbor, u 3 . Further, every 2-vertex in N 2 must be adjacent to u 3 . Since u 3 ∈ V (H 1 ), u 3 is a 4-vertex, so N 2 has at most four 2-vertices. Thus, H 1 is the only component of H with final charge less than 10 3 times its size. Furthermore, H 1 has only a single vertex, and ch * (H 1 ) = 4 − 4( k. We now show that the sum of all final excesses is greater than or equal to − 22 3 , which proves the lemma.
, so v has nonnegative excess. Each component of H, other than (possibly) H 1 , has nonnegative excess. Further, H 1 has excess greater than or equal to − . Finally, the sum of the final charges on N [r] is at least 4 (since r takes no charge from N (r)). Thus, the sum of excesses of N [r] is at least 4 − 3( , so e(G) ≥ . Now we prove our main theorem of this section.
Theorem 4.
If G is an n-vertex Class 0 graph with diameter at least 3, then e(G) ≥ ≥ 2n. Thus, we assume that δ(G) = 3.
The proof is similar to that of Lemma 6, but easier. Recall that a k-vertex is a vertex of degree k. Similarly, a k + -vertex has degree at least k and a k-neighbor of a vertex v is a k-vertex adjacent to v. Choose r to be a 3-vertex with as few vertices at distance 2 as possible. For each integer i, let N i denote the set of vertices at distance i from r. Also, let N 4 + = i≥4 N i . We first handle the case |N 2 | ≥ 8, which is short.
Since r was chosen among all 3-vertices to minimize N 2 , each 3-vertex has either a 5 + -neighbor or at least two 4-neighbors. Thus, we let ch(v) = d(v) and use the following discharging rule. 1 6 from each 4-neighbor and
Each 3-vertex takes
or ch
n. This proves the claim.
Hereafter, we assume that |N 2 | ≤ 7. Now a variation on the Small Neighborhood Lemma implies that d Now we again redistribute charge. We let ch(v) = d(v) and we use the following two discharging rules.
1. Each vertex in N 2 takes charge 1 from its neighbor in N 1 .
2. Each vertex in N 3 takes charge 1 3 from its neighbor in N 2 .
We show that each vertex in V (G) \ N [r] finishes with charge at least 10 3 . If v ∈ N 4 + , then ch
. The total charge on vertices of {r} ∪ N 1 is 3 + 3(1) = 6. Thus, the sum of all final charges is at least 10 3 (n − 4) + 6 = 
Diameter 2
We now prove that every n-vertex diameter 2 Class 0 graph G has at least 2n − 5 edges. This bound is best possible. Before proving this result, we describe some graphs where equality holds. In what follows, we show that these are the only graphs where equality holds. To begin, we need the following lemma. Proof. Let G be Class 0, and form G from G as in the lemma. We show that G is Class 0. Let p be a configuration of size |V (G )| on G and r be a target vertex in G .
First suppose that r / ∈ {v, v }. We form configuration p for G as follows. Let p(w) = p (w) for all w ∈ V (G) \ {v}, and let p(v) = max(p (v) + p (v ) − 1, 0). Now |p| ≥ |V (G)|, so r is reachable from p in G; let σ be a pebbling sequence that reaches r in G. If σ reaches r from p in G , then we are done. Otherwise, v must make more moves in σ in G from p than are possible in G from p . Now all of these "extra" moves from v can be made instead from v (precisely because
Suppose instead that r ∈ {v, v }; by symmetry, assume that r = v. We may assume that p (v) = 0 and p (v ) < 4. If p (v ) ≤ 1, then we can proceed as in the previous paragraph. So assume that p (v ) ∈ {2, 3}. Since G is Class 0, Lemma 5 implies that d(v) ≥ 2. Choose u 1 , u 2 ∈ N (v). Since p(v ) ∈ {2, 3}, we can assume that p(u 1 ) = p(u 2 ) = 0. We form p for G as follows. Let p(w) = p (w) for all w ∈ V (G) \ {u 1 , u 2 } and p(u 1 ) = p(u 2 ) = 1. Now |p| ≥ |V (G)|, so v is reachable from p in G; let σ be a pebbling sequence that reaches v in G. If σ makes no moves from u 1 or u 2 , then σ also reaches v from p in G . So assume that σ makes a move from u 1 or u 2 . Form σ from σ by truncating σ just before the first time that it moves from To form an instance of F p,q , begin with K 3 and replace the two edges incident to some vertex v with p parallel edges and q parallel edges (where p and q are positive); finally, subdivide each of these p + q new edges.
To form an instance of G p,q,r , begin with K 4 and replace the three edges incident to some vertex v with p parallel edges, q parallel edges, and r parallel edges (where p, q, and r are positive); finally, subdivide each of these p + q + r new edges.
It is easy to see that each n-vertex graph in F p,q has 2n − 5 edges, since the 2-vertices induce an independent set (when p ≥ 2 and q ≥ 2), and the three high-degree vertices have among them a single edge. Similarly, G p,q,r has 2n − 5 edges, since the 2-vertices induce an independent set and the four high-degree vertices have among them 3 edges.
We prove that all of F p,q is Class 0, by induction on p+q; the induction step follows immediately from Lemma 7. The base case is F 1,1 , which is the 5-cycle. To show that it is Class 0, we use the tree strategies shown in the first row of Figure 8 . Since C 5 is vertex-transitive, we can pick the root arbitrarily. Let w be the sum of the weights in the two tree strategies for C 5 . Note that w(v) ≥ 3 for every vertex v ∈ V (G) \ {r} and v∈V (G)\{r} w(v) = 14 < 3(4 + 1). Thus, by the Covering Lemma, C 5 is Class 0.
We prove that all of G p,q,r is Class 0, by induction on p + q + r; the induction step follows immediately from Lemma 7. The base case is G 1,1,1 . To show that G 1,1,1 is Class 0, we use the tree strategies shown in Figure 8 . Up to symmetry, G 1,1,1 has three types of vertices: a degree 2 vertex, the center degree 3 vertex, and a peripheral degree 3 vertex. The tree strategies for these cases are given in the first, second, and third row below the strategies for C 5 .
Let r be a degree 2 vertex, and let w(v) be the sum of the two weight functions in the second row of Figure 8 . Note that w(v) ≥ 3 for all v ∈ V (G) \ {r}. Further, v∈V (G)\{r} w(v) = 20 < 3(6 + 1). Thus, the Covering Lemma implies that π(G 1,1,1 , r) ≤ |V (G 1,1,1 )|. Now let r be the center vertex, and let w(v) be the sum of the three weight functions in the third row of Figure 8 . Note that w(v) = 4 for all v ∈ V (G) \ {r}. Thus, v∈V (G)\{r} w(v) = 24 < 4(6 + 1). Thus, the Covering Lemma implies that π(G 1,1,1 , r) ≤ |V (G 1,1,1 )|. Finally, let r be a peripheral vertex, and let w(v) be the sum of the three weight functions in the fourth row of Figure 8 . Note that w(v) ≥ 7 for all v ∈ V (G) \ {r}. Further, v∈V (G)\{r} w(v) = 46 < 7(6 + 1). Thus, the Covering Lemma implies that π (G 1,1,1 , r) ≤ |V (G 1,1,1 )|. Since π (G 1,1,1 , r) ≤ |V (G 1,1,1 )| for each root r, we conclude that π (G 1,1,1 ) ≤ |V (G 1,1,1 ) |. So, G 1,1,1 is Class 0. Now we show that every diameter 2 Class 0 graph G has e(G) ≥ 2n − 5 and characterize when equality holds. Clarke et al. [5, Theorem 2.4 ] characterized diameter 2 graphs that are not Class 0. It seems likely that we could derive our result from theirs. However, we prefer the proof below, since it seems simpler and more straightforward. Further, the proof below generalizes to diameter 2 graphs with no cut-vertices.
Theorem 5. Let G be an n-vertex graph with diameter 2. If G has no cut-vertex (in particular, if G is Class 0) then e(G) ≥ 2n − 5. Further, equality holds if and only if G is the Petersen graph or one of the graphs in Example 1.
