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Abstract
Recent advances in the development of mobile devices, equipped with multiple
sensors, together with the availability of millions of applications have made these
devices more pervasive in our lives than ever. The availability of the diverse set
of sensors, as well as high computational power, enable information retrieval
(IR) systems to sense a user’s context and personalize their results accordingly.
Relevant studies show that people use their mobile devices to access information
in a wide range of topics in various contextual situations, highlighting the fact
that modeling user information need on mobile devices involves studying several
means of information access.
In this thesis, we study three major aspects of information access on mobile
devices. First, we focus on proactive approaches to modeling users for venue sug-
gestion. We investigate three methods of user modeling, namely, content-based,
collaborative, and hybrid, focusing on personalization and context-awareness.
We propose a two-phase collaborative ranking algorithm for leveraging users’
implicit feedback while incorporating temporal and geographical information
into the model. We then extend our collaborative model to include multiple
cross-venue similarity scores and combine it with our content-based approach to
produce a hybrid recommendation.
Second, we introduce and investigate a new task on mobile search, that is,
unified mobile search. We take the first step in defining, studying, and model-
ing this task by collecting two datasets and conducting experiments on one of
the main components of unified mobile search frameworks, that is target apps
selection. To this end, we propose two neural approaches.
Finally, we address the conversational aspect of mobile search where we pro-
pose an offline evaluation protocol and build a dataset for asking clarifying ques-
tions for conversational search. Also, we propose a retrieval framework consist-
ing of three main components: question retrieval, question selection, and doc-
ument retrieval. The experiments and analyses indicate that asking clarifying
questions should be an essential part of a conversational system, resulting in
high performance gain.
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Chapter 1
Introduction
1.1 Motivation
Recent years have witnessed a rapid growth in the use of mobile devices, such
as smartphones and tablets, to search the web for information. This has resulted
in a shift of users’ behavior to the extent that, as of 2016, more searches are
performed on mobile devices than on more “traditional” desktop computers [87].
Mobile devices can be readily used in many situations that a desktop computer
cannot since they are carried constantly on one’s person at most of the times
of the day and night. As such, searching is now performed in a larger range of
contexts than ever before and, often, at the same time with other tasks [94].
Moreover, mobile devices are nowadays equipped with many sensors such as
GPS, light sensor, and accelerometer. These sensors enable a system to capture
a user’s current position, surrounding devices, movement, people they are with,
time of the day, and weather as their current context. A mobile IR system should
be able to model a user’s context and interest to personalize the retrieval process
according to the user’s needs and context. Therefore, search on mobile devices
has become an area of interest in Information Retrieval (IR) [73].
Users access information on their mobile devices to address a wide range of
information needs such as shopping, dining, or visiting a new place. In particular,
Google and Nielsen conducted a large-scale study in 2013 to understand how
people access information on their mobile devices [89]. As we see in Figure 1.1,
they found that mobile users search for a wide variety of information [89] with
Art & Entertainment and News being the top search topics. Users tend to access
a wide range of information in various circumstances such as at home, on the
go, and in-store. We see in Figure 1.2 that Google and Nielsen [89] also found
mobile search contexts vary by type of search. Specifically, we see that many
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Figure 1.1. Mobile users search for a wide variety of information [89].
types of mobile searches occur out of the home. For instance, people search for
food and shopping, mainly while they are in a store or on the go.
Using mobile devices to access various types of information under various
contexts requires multiple strategies for modeling users’ information needs. Mod-
eling information needs of mobile users should consider various aspects that are
related to mobile information access. In particular, it should take into account
multiple methods of user interaction such as voice, text, and gestures under var-
ious contexts. For instance, suppose a user who is visiting a new city and is
walking in the city center. In this context, the user’s attention is fragmented [94]
since they have to pay attention to their surrounding area while walking and, as
a consequence, their interaction with their device is much limited. Therefore,
the system should be able to anticipate the user’s information need and recom-
mend points of interest (POIs) to them. Alternatively, the system can provide
the user with a voice interface through which the user can communicate their
information need with their device more conveniently.
Considering both the type of information need and context, we have focused
on three main aspects of mobile information access:
1. A mobile information access system must be able to model the user in-
formation need according to their past behavior, as well as their current
context, to provide personalized context-aware recommendations.
2. Such a system must be able to understand the users’ queries under different
contexts to retrieve relevant information from multiple applications. In
many cases, different parts of information need should be retrieved from
different applications and put together.
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Figure 1.2. Mobile search contexts vary by type of search [89].
3. The system must converse with the user to understand their information
need. Many queries are incomplete, faceted, or ambiguous and, as such, a
conversational search system needs to ask clarifying questions whose an-
swers would help the system understand the user’s information needs more
clearly.
These three aspects constitute the main ideas behind the new generation of
personal assistants such as Google Now, Microsoft Cortana, and Apple Siri. The
main goal of these systems is to be able to converse with users effectively and
retrieve useful information from multiple channels such as applications and web-
sites. At the same time, they aim to provide helpful information to the users based
on their past behavior and current context.
In this thesis, we present our work on all these three aspects of mobile in-
formation access. First, we study the problem of venue suggestion for mobile
devices as it enables proactive information retrieval on mobile devices. Also, as
it is concerned with user mobility and depends highly on the user’s context, it
poses multiple challenges to address. Second, we study how to determine a tar-
get application for a given query for unified mobile search where we also studied
modeling contextual information available on mobile devices. Third, we address
the conversational search task where we define an offline evaluation protocol for
IR and build a dataset for researching the problem of asking clarifying questions
for conversational search. Moreover, we proposed a neural approach that can
retrieve and select clarifying questions to narrow down a user’s search.
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1.2 Thesis Outline
This thesis is organized into three parts and nine chapters. But first, Chapter 2
reviews the related work on areas relevant to venue suggestion, mobile search,
and conversational search, the three areas targeted by the thesis.
Part 1 focuses on venue suggestion where Chapter 3 describes our work on
studying various mobile relevance criteria in the context of the Text REtrieval
Conference - Contextual Suggestion track (TREC-CS). The task was to retrieve
and rank venues relevant to users’ interest and context, given by a history of
preferences in a mobile environment. Participants were provided with the same
dataset built by NIST1, and the result of their models was independently evalu-
ated by TREC assessors. In TREC-CS 2015, we explored the linear combination
of source, opinion, and category relevance criteria and were ranked as the best
performing group. In 2016, we followed a more sophisticated approach and
modeled complex contextual information. Our approach was again ranked as
the best performing approach in TREC-CS 2016. Later, we expanded those works
and studied various aspects of relevance criteria and their combination where we
collected different datasets: (i) a large dataset of venue profiles on Foursquare2;
(ii) a smaller dataset of venue profiles on Yelp3; (iii) a crowdsourced dataset of
contextual features relevant to a trip; and (iv) a crowdsourced dataset of con-
textual labels for given features. We explore several similarity scores as part of
a content-based recommendation model and the impact of several modalities
of information on their performance. Furthermore, we move one step further
and model user information need using a collaborative approach. To this end, in
Chapter 4, we propose a two-step collaborative model that utilizes users’ implicit
feedback (i.e., check-in data) as well as contextual information. From the lessons
we learned while experimenting content-based and collaborative relevance cri-
teria estimation and combination, we found that the best approach would be
to combine both strategies. Therefore, in Chapter 5, we propose a hybrid rec-
ommendation model outperforming all existing content-based and collaborative
state-of-the-art models.
Although studying venue recommendation on mobile devices helped us ac-
quire invaluable understanding and insight into how users’ access information
on their mobile devices, it missed an important element of mobile IR: search
queries. Part 2 elaborates on the work we have done on a unified mobile search.
Chapter 6 describes how we collected a dataset of mobile search queries that
1the USA National Institute of Science and Technology
2https://foursquare.com
3https://yelp.com
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were submitted to various applications. This study gave us interesting intuitions
on how users seek information using various applications and helped us design
a system for unified mobile search where we tackled, as the first step, the task of
target apps selection. This task is concerned with returning a ranked list of appli-
cations for a given search query such that the applications that are ranked higher
are more likely to address the user’s information need. Chapter 7 presents our
follow-up work where we collected a more realistic dataset of cross-app queries
and captured mobile sensor data from users, where we modeled contextual in-
formation as part of a neural target apps selection model. Here we focused on
the user’s interaction with the application as context and studied how the appli-
cations that a user interacts with in the past 24 hours help a system determine
context more accurately.
Recently, there has been an increasing interest in conversational search sys-
tems, both on voice-only devices and smartphones. This motivated us to study
conversational search on mobile devices in Part 3. To this aim, we studied
the problem of asking clarifying questions for conversational search in Chap-
ter 8. Asking questions is a crucial element of conversational systems mainly for
two reasons: (i) systems are usually limited in the number of results they can
present to users and (ii) conversation is the easiest means of interacting with
users. Therefore, in cases where the user’s initial query is faceted, ambiguous,
or incomplete, and the confidence of the system is low, the user’s intent can be
clarified by asking relevant questions. We collected a large dataset of clarifying
questions and their corresponding answers for various search scenarios. This
helped us propose an offline evaluation framework and explore neural and non-
neural question retrieval and selection models. The results showed that asking
even only one clarifying question can lead to a retrieval improvement of over
170%.
Finally, Chapter 9 concludes the thesis and describes various possible future
directions that stem from this thesis.
1.3 Main Contributions
Here we describe the main contributions of each part of the thesis:
1. Venue Suggestion (Part 1):
• We introduce a set of relevance scores for measuring the similarity
between a user’s history and a location considering location’s content
and reviews.
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• We present a probabilistic generative approach to finding the mapping
between location taste keywords and user tags, thus modeling the
personalized opinion of users about venues more accurately.
• We introduce a novel dataset for predicting contextually appropriate
locations and show how to predict the contextually appropriate loca-
tions given the user’s current context and evaluate its effectiveness on
recommendation.
• We propose a general time-sensitive regularizer, taking into account
the variance of users activities and venues popularity over time.
• We propose a novel two-phase CR-based POI recommendation algo-
rithm incorporating users implicit check-in feedback with a focus on
the top of the list.
• We introduce a novel CR framework with the focus on the top of the
recommendation list while incorporating the cross-venue similarities
into the model.
• We propose a simple yet effective hybrid recommendation system.
2. Unified Mobile Search (Part 2):
• We design and conduct two crowdsourcing tasks for collecting cross-
app search queries for real-life search tasks.
• We present the first study of user behavior while searching with dif-
ferent apps as well as their search queries. In particular, we study
the attributes of the search queries that are submitted to different
apps and user behavior in terms of the apps they chose to complete a
search task.
• We propose two neural models for target apps selection.
• We design and conduct an in situ mobile search study for collecting
thousands of real-life cross-app queries.
• We present the first in situ analysis of cross-app queries and users’
behavior as they search with different apps. More specifically, we
study different attributes of cross-app mobile queries concerning their
target apps, sessions, and contexts.
• We propose a context-aware neural model for target apps selection.
• We evaluate the performance of state-of-the-art retrieval models for
this task and compare them against our proposed model.
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3. Conversational Search (Part 3):
• We formulate the task of selecting and asking clarifying questions in
open-domain information-seeking conversational systems.
• We propose an offline evaluation framework based on faceted and
ambiguous queries and collect a novel dataset, building on top of the
TREC Web Track 2009-2012 collections.
• We conduct oracle experiments and analyze the behavior of the model
under various conditions.
• We propose a retrieval framework, consisting of three main compo-
nents as follows: (i) question retrieval; (ii) question selection; and
(iii) document retrieval.
1.4 Resources Created and Released
Throughout my Ph.D., we have collected and released multiple resources with
the aim of foster research in relevant areas. Here we provide a brief overview of
the resources we have created. We first describe the data collections, followed
by the tools that we have developed.
• Data Collections:
– TREC-CS 2015-16 Venue Information: This dataset contains the
profiles of the venues on two main LBSNs. The venues are those that
are present in the TREC-CS 2015 and 2016 datasets. The dataset
contains over 300K venue profiles on Foursquare and 20K of venue
profiles on Yelp. It contains rich meta and textual information about
venues such as venue address, ratings, and reviews (see Section 3.5).
– Venue Appropriateness Feature and Labels: We built this dataset
via crowdsourcing. The aim is to assess the appropriateness of a venue
for a given contextual description. We collected this dataset based on
general contextual descriptors as well as venue categories. This makes
the dataset general enough to be used on venue suggestion datasets
(see Section 3.5).
– UniMobile: We designed two crowdsourcing tasks to collect cross-
app search queries paired with their relevant apps. The first task pro-
vided us with over 200 real-life mobile search tasks targeting various
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modalities and topics. The second task collected thousands of query-
app pairs for every mobile search tasks. We have released both search
task definitions and query-app pairs (see Section 6.2).
– ISTAS: This is the first in situ collection of cross-app mobile search
queries. We have collected thousands of query-app pairs via self-
reporting of nearly 300 users over three months. We have also col-
lected multiple sensor readings and app usage statistics (see Section 7.2).
– Qulac: To enable offline evaluation of asking clarifying questions we
have collected over 10K questions and answers via crowdsourcing.
We collected the data in four steps involving both crowdsourcing and
expert annotation. Qulac enables evaluation of models for asking clar-
ifying questions (see Section 8.3).
• Tools:
– uSearch: We developed a bespoke Android app, called uSearch, with
which we collected the ISTAS data collection. uSearch is open source
and can be used to collect various types of data that involve user
behavior and search on mobile devices. It is designed to perform
self-report data collection or user study. However, the architecture
of uSearch enables the easy and quick extension for other tasks (see
Section 7.2.1).
– Omicron: We developed Omicron based on the infrastructure that
we developed for uSearch. Omicron is designed for performing task-
based user studies for mobile search. Also, we improved the design
of its user interface as well as its efficiency (see [20]).
1.5 Publication Overview
The material of this thesis was published in conferences and journals as listed
below:
• Chapter 3 is based on:
– [11] Mohammad Aliannejadi, Ida Mele, and Fabio Crestani. User
model enrichment for venue recommendation. In Proceedings of the
Asia Information Retrieval Societies Conference (AIRS), pages 212–223.
Springer, 2016.
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– [16]Mohammad Aliannejadi, Dimitrios Rafailidis, and Fabio Crestani.
Personalized keyword boosting for venue suggestion based on multi-
ple lbsns. In Proceedings of the European Conference on IR Research
(ECIR), pages 291–303. Springer, 2017.
– [4] Mohammad Aliannejadi and Fabio Crestani. Venue appropriate-
ness prediction for personalized context-aware venue suggestion. In
Proceedings of the International ACM SIGIR Conference on Research
and Development in Information Retrieval (SIGIR), pages 1177–1180.
ACM, 2017.
– [15] Mohammad Aliannejadi, Ida Mele, and Fabio Crestani. A cross-
platform collection for contextual suggestion. In Proceedings of the
International ACM SIGIR Conference on Research and Development in
Information Retrieval (SIGIR), pages 1269–1272. ACM, 2017.
– [7]Mohammad Aliannejadi and Fabio Crestani. Personalized context-
aware point of interest recommendation. ACM Trans. Inf. Syst., 36(4):
45:1–45:28, 2018.
• Chapter 4 is based on:
– [22]Mohammad Aliannejadi, Dimitrios Rafailidis, and Fabio Crestani.
A joint two-phase time-sensitive regularized collaborative ranking model
for point of interest recommendation. IEEE Transactions on Knowledge
and Data Engineering (TKDE), 2019 (in press).
• Chapter 5 is based on:
– [17]Mohammad Aliannejadi, Dimitrios Rafailidis, and Fabio Crestani.
A collaborative ranking model with multiple location-based similari-
ties for venue suggestion. In Proceedings of the ACM SIGIR Interna-
tional Conference on Theory of Information Retrieval (ICTIR), pages
19–26. ACM, 2018.
• Chapter 6 is based on:
– [19] Mohammad Aliannejadi, Hamed Zamani, Fabio Crestani, and
W. Bruce Croft. Target apps selection: Towards a unified search frame-
work for mobile devices. In Proceedings of the International ACM SIGIR
Conference on Research and Development in Information Retrieval (SI-
GIR), pages 215–224. ACM, 2018.
• Chapter 7 is based on:
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ACM, 2018.
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Conference on Research and Development in Information Retrieval (SI-
GIR), pages 475–484. ACM, 2019.
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Chapter 2
Literature Review
In this chapter, we review the literature on the topics that we have covered in
this thesis. In particular, the chapter consists of three sections, reviewing works
related to venue suggestion, mobile IR, and conversational search, respectively.
2.1 Venue Suggestion
Recommender systems play an important role in satisfying users’ expectations for
many online services such as e-commerce, LBSN and social network websites.
Venue Suggestion can be divided into three categories of approaches, namely,
content-based, collaborative, and hybrid models.
Content-based approaches generally rely on modeling users behavior in the
form of user profiles. These models also generate POI profiles to characterize
venues’ features and produce the recommendation by computing the similarity
between users and venues profiles [3, 199]. Content-based filtering has several
advantages such as being user independent and transparent, as well as being
able to recommend items that have not yet been rated by any users [132]. The
dependency on user and item profiles, however, introduces a number of draw-
backs, namely, limited content analysis, over-specialization, and its inability to
recommend items to a new user [132]. The need for domain knowledge and fea-
ture generation leads to limited content analysis. Moreover, such models highly
depend on the generated profiles and users past behavior. Therefore, what a sys-
tem recommends to a user is very similar to what they have visited in the past,
limiting the serendipity of recommendation. Finally, the system is able to gen-
erate a user profile only after it receives sufficient ratings, limiting the ability of
such approaches to handle the cold-start problem.
Collaborative filtering (CF) approaches are based on the core idea that users
13
14 2.1 Venue Suggestion
with similar behavioral history tend to act similarly in the future [32, 88]. A
large body of research has been done following this idea [84, 90, 203, 217]. CF
can be divided into two categories: memory-based and model-based. Memory-
based approaches consider user rating as a similarity measure between users or
items [169]. Model-based approaches, on the other hand, employ techniques
like matrix factorization [116]. CF approaches often suffer from data sparsity
since there are a lot of available locations, and a single user can visit only a few
of them. As a consequence, user-item matrix of CF becomes very sparse, leading
to poor performance of recommender systems in cases that there is no significant
association between users and items.
Many studies have tried to address the data sparsity problem of CF by incor-
porating additional information into the model [201, 208]. More specifically, Ye
et al. [201] argued that users’ check-in behavior is affected by the spatial influ-
ence of locations and proposed a unified location recommender system incorpo-
rating spatial and social influence to address the data sparsity problem. Yuan
et al. [208], on the other hand, proposed a time-aware collaborative filtering ap-
proach. More specifically, they recommended locations to users at a particular
time of the day by mining historical check-ins of users in LBSNs. Yin et al. [203]
proposed a model which captures user interests as well as local preferences to rec-
ommend locations or events when users are visiting a new city. Ference et al. [84]
took into consideration user preference, geographical proximity, and social influ-
ences for POI recommendation. Griesner et al. [90] also proposed an approach
integrating temporal and geographic influences into matrix factorization. Zhang
and Chow [216] aggregated ratings of users’ friends as well as the bias of users
on venue categories as power-law distributions. Reviews reveal the underlying
reasons of users’ ratings related to a particular location and that is why many
researchers have tried to incorporate the review text into the recommendation
algorithms. In fact, as argued by Chen et al. [54], online reviews significantly
help a system to deal with the data sparsity problem. For instance, as showed
by Zhang et al. [217], fusing virtual ratings derived from online reviews into CF
improves the recommendation effectiveness. Hariri et al. [92] tried to predict
userâA˘Z´s context from their reviews about venues by learning a Labeled Latent
Dirichlet Allocation (LDA) [41] model on a dataset from TripAdvisor and using
the predicted contextual information to measure the relevance of a venue to a
user. In fact, the effectiveness of topic models has been extensively experimented
in other domains [34, 35, 136].
Another line of research lies in combining content-based and collaborative ap-
proaches, aiming to use the advantages of both models in various domains [103,
137, 168, 188] for improved recommendation. More specifically, [25] studied a
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number of content-based, collaborative, and hybrid recommendation algorithms
for contextual suggestion and concluded that hybrid methods perform best for
this task, followed by content-based and collaborative approaches. As mentioned
earlier, content-based modeling can effectively recommend POIs that have not
been visited in the past by other users. This is specifically crucial for cases where
the data is very sparse. The TREC Contextual Suggestion (TREC-CS) track is an
example of such scenario in which a user is visiting a new town with no prior
check-in data available in the dataset. That is why content-based approaches
generally outperform collaborative approaches on this dataset. Moreover, since
hybrid approaches are able to fuse information from both models and leverage
each model’s advantages, they perform best for various recommendation tasks
such as TREC-CS.
In the remaining of this section, we review the literature on the topics relevant
to the thesis. We start by reviewing research on contextual suggestion, followed
by studies on context-aware recommendation. Finally, we focus on the topic of
collaborative ranking.
2.1.1 TREC Contextual Suggestion
The TREC-CS track [96] aimed to encourage research on context-aware POI rec-
ommendation. In fact, the task was to produce a ranked list of locations for each
user in a new city, given the user’s context and history of preferences in 1-2 other
cities. The contextual dimensions were the trip duration, the season, the trip
type, and the type of group with whom the user was traveling. These contex-
tual dimensions were introduced in TREC-CS 2015. Since then, among the top
runs, few approaches tried to leverage such information. Arampatzis and Kala-
matianos [25] studied the performance of various content-based, collaborative,
and hybrid fusion methods on TREC-CS and they found that content-based meth-
ods performed best among these methods. Yang and Fang [198] introduced some
handcrafted rules for filtering locations based on their appropriateness to a user’s
current context. According to them, applying such filters degrades the perfor-
mance of the system. Hence, one can conclude that contextual appropriateness
is not a simple problem of applying some deterministic rules to filter locations.
Yang et al. [199] created rich user profiles aggregating online reviews from other
users and measured the similarity between a new location and a user profile.
Yuan et al. [209] proposed to consider both geographical and temporal influ-
ences while recommending POIs to the users via a geographical-temporal in-
fluences aware graph. They proposed to propagate these influences using a
breadth-first strategy. Cheng et al. [57] proposed a multi-center Gaussian model
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to capture users’ movement pattern as they assumed users’ movements involves
several centers. In a more recent work, Zhang et al. [215] considered three
travel-related constraints (i.e., uncertain traveling time, diversity of the venues,
and venue availability) and use them to prune the search space. Griesner et al.
[90] also proposed an approach integrating temporal and geographic influences
into matrix factorization. Cui et al. [75] investigated how geotagged photos can
be linked to venues to study users’ tastes. Finally, Yuan et al. [207] addressed
the data sparsity problem assuming that users tend to rank higher the POIs that
are geographically closer to the one that they have already visited.
2.1.2 Context-Aware POI Recommendation
Another line of research tries to leverage available contextual information to
enhance the performance of a recommender system. Context-aware recommen-
dation has been categorized into three types [1]: (i) pre-filtering: data selection
is done based on context; (ii) post-filtering: recommendation is done using a
traditional approach and context is used to filter venues; (iii) contextual mod-
eling: contextual information is incorporated into the model. Our work aims at
modeling the contextual information by re-ranking the recommendations. Ado-
mavicius et al. [2] proposed a multidimensional context pre-filtering model based
on the online analytical processing for decision support. Park et al. [146] com-
puted a weighted sum of the conditional probabilities of restaurants’ attribute
values. They automatically detected users’ physical contexts such as the time
of the day, the position, and the weather and used a Bayesian network for ex-
pressing their probabilistic influences. Levi et al. [122] developed a weighted
context-aware recommendation algorithm to address the cold start problem for
hotel recommendation. More specifically, they defined context groups based on
hotel reviews and followed a user’s preferences in trip intent and hotel aspects
as well as the user’s similarity with other users (e.g., nationality). Other works
focused on time as context [78, 83, 86, 208]. Gao et al. [86] developed a time-
aware recommendation model. Fang et al. [83] proposed a model which takes
into account both spatial and temporal context to address the data sparsity prob-
lem. Deveaud et al. [78] modeled locations popularity in the immediate future
utilizing time series. They leveraged the model to make time-aware POI recom-
mendation. Braunhofer et al. [45] used various complex contextual factors such
as budget, companion, and crowdedness to overcome the cold start problem.
They developed an active learning strategy and a context-aware recommenda-
tion algorithm using an extended matrix factorization model.
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2.1.3 Collaborative Ranking
Collaborative ranking is done by combining the ideas of CF and Learning to Rank
(LTR). LTR methods have been proven to be effective in Information Retrieval
(IR) [128]. LTR learns a ranking function which can predict a relevance score
given a query and document. There are three categories of LTR, namely, point
wise [71], pair wise [47], and list wise [51]. In short, point-wise approaches
predict ranking scores for individual items. Pair-wise approaches, on the other
hand, learn the order of the items, comparing the rank position of pairs of items.
List-wise approaches consider an entire ranked list of items as individual train-
ing example. CR takes the idea of predicting preference order of items from LTR
and combines it with the idea of learning the loss function in a collaborative
way [36]. Weimer et al. [189] used a surrogate convex upper bound of Normal-
ized Discounted Cumulative Gain (nDCG) error together with matrix factoriza-
tion as the basic rating predictor. Shi et al. [172] explored optimizing a surrogate
lower bound for Expected Reciprocal Rank (ERR) for data with multiple levels
of relevance.
Christakopoulou and Banerjee [60] followed the idea of pair-wise LTR ap-
proaches. In particular, the authors base their work on LTR methods with an
emphasis on the top of the recommendation list. This approach, however, is
limited to explicit user feedback such as user ratings for movies. Rafailidis and
Crestani [156] presented an LTR model, taking into account the relevant items
of users and their friends, pushing these items at the top of the list. Rendle
et al. [165] presented a generic optimization criterion as well as a learning al-
gorithm for incorporating implicit feedback while learning personal ranking for
users, demonstrating its effectiveness on approaches such as matrix factorization.
In Rafailidis and Crestani [154], authors combined various LTR methods into a
joint model aiming to enhance the recommendation accuracy with trust relation-
ships. In a more recent work, Rafailidis and Crestani [157] proposed a model
considering not only relevant items of the user and her trusted friends, but also
the items of her distrusted foes. Lee et al. [121] assumed that the user-item ma-
trix is low rank within certain neighborhoods of the metric space and minimized
a pair-wise loss function. Hu and Li [100] proposed a point-wise CR approach
considering user ratings as ordinal rather than viewing them as real values or cat-
egorical labels. Also, they emphasized more on positively rated items to improve
the performance at the top of recommended list.
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2.1.4 Time-Aware Recommendation
Many researchers have studied temporal influence on users’ preferences. A group
of studies conducts time-aware recommendation learning of users’ temporal pref-
erence for specific time slots and for recommending POIs for a given time slot,
like the hour of a day [81]. Yuan et al. [208] computed the similarity between
users by finding the same POIs at the same time slots in their check-in history to
train a user-based CF model. Yao et al. [200] matched the temporal regularity of
users with the popularity of POIs to improve a factorization-based algorithm. Li
et al. [124] proposed a time-aware personalized model adopting a fourth-order
tensor factorization-based ranking which enables the model to capture short-
term and long-term preferences. Yin et al. [205] proposed a topic-region model
that discovers the semantic, temporal, and spatial patterns of users’ check-ins and
uses the additional information to address the data-sparsity problem. Yin et al.
[202] defined the temporal context as the public’s attention at a certain time and
proposed a temporal context-aware mixture model, modeling the topics related
to users’ interests and temporal context in a unified way. This work was later
extended in [204] to a dynamic temporal context-aware mixture model, captur-
ing users’ evolving interests. Gao et al. [86] preserved the similarity of personal
preference in consecutive time slots by considering different latent variables at
each time slot for each user.
There also exists another category of approaches which tries to recommend
the next POI to visit, known as successive POI recommendation. For example,
Cheng et al. [56] captured sequential check-in behavior of users by training per-
sonalized Markov chains. Liu et al. [129] combined the ideas of both categories
by recommending POIs for a particular time, exploiting sequential patterns of
users.
2.2 Mobile Search
In this section, we review the work related to the second part of the thesis. While
the study of unified mobile search is a new research area, it has roots in previous
research related to mobile IR, human interaction with mobile devices (mobile
HCI), federated, and aggregated search. Moreover, relevant research has been
done in the area of proactive IR where a system aims to provide personalized
information to users based on their context. Other relevant works can be found
in the areas of query classification and neural networks. In the following, we
summarize the related research in each of these areas.
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2.2.1 Mobile IR
One of the main goals of mobile IR is to enable users to carry out all the classical
IR operations using a mobile device [73]. One of the earliest studies on mobile IR
was done by Kamvar and Baluja [105]where they did a large-scale mobile search
query analysis. They also found that mobile queries were less diverse than desk-
top queries at the early days of mobile search. Crestani and Du [72] compared
spoken and written queries in a lab study with 12 users. They found that spo-
ken queries are longer and more similar to natural language queries. In another
study, Church et al. [65] analysed six million search queries in a period of one
week. They also analysed the click-thru rate and found that users focused on the
first few search results. In fact, Song et al. [177] studied a commercial search
log and found significant difference in search patterns done using iPhone, iPad,
and desktop. For instance, they found that query length on mobile devices were
longer. However, they suggested that the query length continued to change and
this could be a sign of evolving mobile usage patterns. Also, query categories,
usage time, and location of usage were different among different devices. In
a similar study, Montanez et al. [139] studied search across multiple devices in-
cluding smartphones. In a more recent study, Guy [91] analysed 500,000 spoken
queries from a commercial mobile search app, submitted via a voice interface.
The analysis confirmed that voice queries are longer on average and are closer to
natural language. Moreover, they are more focused on multimedia content and
require less interaction with the device’s touchscreen.
More recently, research has been done on various topics in mobile IR such
as app recommendation search [144, 145]. For instance, Shokouhi et al. [174]
studied query reformulation patterns in mobile query logs and found that users
do not tend to switch between voice and text while reformulating their queries.
Park et al. [144] represented apps using online reviews for improved app search
on the market. Williams et al. [192] leveraged mobile user gesture interactions,
such as touch actions, to predict good search abandonment on mobile search.
Park et al. [145] inferred users implicit intentions from social media for the task
of app recommendation. Ong et al. [140] observed different user behaviors while
doing mobile and desktop search as the amount of information scent was altered.
A few industrial systems exist aiming to provide users with unified mobile
search. Apple Spotlight1 is the most popular example of such systems that is
available on iOS devices. Also, Sesame Shortcuts2 is an Android app that creates
easy-to-access shortcuts to the installed apps. The shortcuts are also accessible
1https://en.wikipedia.org/wiki/Spotlight_(software)
2http://sesame.ninja/
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via keyword-based queries. Despite the existence of these systems, research on
cross-app search has not yet been done.
2.2.2 Mobile HCI
Understanding human interaction while doing mobile search has become an area
of interest since mobile devices are constantly evolving [177]. For this reason,
many researchers have conducted user studies to understand various aspect of
user behaviour and interaction in relation to mobile search. Sohn et al. [176]
conducted a two-week diary study from 20 participants in which they found that
contextual features such as activity and time influence 72% of mobile information
needs. Kaikkonen [104] asked 390 mobile Internet users to fill an online survey,
followed by a 23 face-to-face interviews. They analysed the impact of location
and Web page design on mobile phone browsing behaviour. At the time of the
study, they found that were more female users from Asian countries and they
preferred mobile tailored Web content over full Web content.
Church and Smyth [63] studied the intent behind mobile information needs
of twenty users over four weeks via a diary study. They observed significant
differences between mobile and desktop information needs. In particular, they
found that users had many non-informational information needs, with geograph-
ical and personal information needs being popular. Later, Church and Oliver [62]
carried out another diary and interview study to understand the shift of mobile
information needs. The study was done over a four-week period with 18 active
mobile users, discovering that the popularity of stationary mobile Web access was
increasing. In another attempt to understand users’ information needs, Church
et al. [66] conducted a large-scale snippet-based diary [43] study with 100 partic-
ipants throughout a three-month period. This technique allowed users to capture
moments in situ and send them via SMS or MMS. Later, they could access a Web
site in which they would review the messages and provide more details about
their context. They found significant differences in terms of information needs
and how they were addressed depending on users gender, device, and location.
Also, the studies aimed to analyse touch-screen gestures [192], effect of search-
ing on-the-go [93], effect of result snippets [112] as well as users’ perception of
result usefulness [135]. In particular, Williams et al. [192] conducted a lab study
with 60 participants, focusing on the analysis of user gesture interactions, such
as touch actions, and their relation with good search abandonment on mobile
search. They showed that the time spent interacting with answers on a SERP is
positively correlated with good abandonment and satisfaction. Through another
lab study consisting of 72 participants, Ong et al. [140] observed different pat-
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terns in user behaviour while doing mobile and desktop search as the amount
of information scent was altered. They found that users’ behaviour differ sig-
nificantly in a mobile environment. For instance, desktop users preferred SERPs
with a higher number of relevant search results; whereas this preference was
not observed on the mobile environment. Moreover, Harvey and Pointon [93]
recruited 24 participants and did a lab study where they found that fragmented
attention of users while searching on-the-go, affects their search objective and
performance perception. Kim et al. [112] conducted a lab study of 24 partici-
pants and analysed the effect of result snippet size on mobile search time and
accuracy. They found that, for informational tasks on mobile devices, longer
snippets lead to longer search times with no better search accuracy. In fact, they
conclude that the optimum mobile snippet length is two to three lines. Later,
Mao et al. [135] investigated result usefulness in mobile search via a lab study
involving 43 participants and confirmed that usefulness feedback can better re-
flect user satisfaction than relevance annotations.
Moreover, as mobile devices evolved to become our main means of accessing
data, researchers tried to understand the impact of mobile applications (apps)
on Web search [53] as well as search within apps [18, 19]. In this context, Car-
rascal and Church [53] ran an in situ study with 18 users, analysing how users
interacted with apps while they were doing mobile Web search. They showed
that users’ interactions with apps have an impact on search. For example, they
found significant differences in the categories of apps used within search sessions
as opposed to non search sessions.
2.2.3 Context-Aware Search
Most of the previous work in context-aware search is based on the user’s search
history [171, 190, 194]. Shen et al. [171] presented context-sensitive language
models based on users’ short-term search history. White et al. [190] investigated
ways to optimally combine the query and its context by learning a model that
predicts the context weight for each query. Bennett et al. [39] estimated the
location preference of a document and used it to improve Web search.
2.2.4 Proactive IR
The aim of proactive IR systems is to anticipate users’ information needs and
proactively present information cards to them. Shokouhi and Guo [173] ana-
lyzed user interactions with information cards and found that the usage patterns
of the cards depend on time, location, and user’s reactive search history. Benetka
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et al. [38] showed that information needs vary across activities as well as dur-
ing the course of an activity. They proposed a method to leverage users’ check-in
activity for recommending information cards. Sun et al. [180] proposed a collab-
orative nowcasting model, tackling the intent monitoring problem, utilizing the
collaborative capabilities among users. This thesis focuses on the queries that
users issue in different apps. Queries can express complex information needs
that are impossible to infer from context.
2.2.5 Federated and Aggregated Search
A unified mobile search system distributes a search query to a limited number of
apps that it finds more relevant to a search query. There is a considerable over-
lap between the target apps selection task and federated/aggregated search. In
federated search, the query is distributed among uncooperative resources with
homogeneous data; whereas in aggregated search, the content is blended from
cooperative resources with heterogeneous data [26]. Given the uncooperative
environment of most federated search systems, Callan and Connell [48] pro-
posed a query-based sampling approach to probe various resource providers and
modeled them based on the returned results. In most aggregated search systems,
on the other hand, different resources are parts of a bigger search system and
thus cooperative. Moreover, an aggregated search system can even access other
metadata such as users’ queries and current traffic [26]. Diaz [80] proposed mod-
eling the query dynamics and collection to detect news queries for integrating the
news vertical into the result page. This work was later extended by Arguello et al.
[27] to include images, videos, and travel information. In this thesis, we assume
an uncooperative environment because the contents of apps are not accessible
to the unified search system. Moreover, given the existence of various content
types in different apps, we assume documents to be heterogeneous.
2.2.6 Query Classification
Our work is also related to research in query classification where different strate-
gies are used to assign a query to predefined categories. Kang and Kim [107] de-
fined three types of queries arguing that search engines require different strate-
gies to deal with queries belonging to each of the classes. Shen et al. [170] intro-
duced an intermediate taxonomy to classify queries to specified target categories.
Cao et al. [49] leveraged conditional random fields to incorporate users’ neigh-
boring queries in a session as context. More recently, Zamani and Croft [210]
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studied word embedding vectors for the query classification task and proposed a
formal model for query embedding estimation.
2.3 Conversational Search
Finally, we review the work related to the third part of the thesis, that is, con-
versational search. Our work is mainly related to the areas of conversational IR,
clarifying questions, and conversational question answering. In the following,
we briefly summarize the related research in each of these areas.
2.3.1 Conversational IR
While conversational search has roots in early IR research, the recent advances in
automatic voice recognition and conversational agents have created increasing
interest in this area.
One of the first works in conversational IR dates back to 1987 when Croft and
Thompson [74] proposed I3R that acted as an expert intermediary system, com-
municating with the user in a search session. A few years later Belkin et al. [37]
characterized information-seeking strategies for conversational IR, offering users
choices in a search session based on case-based reasoning. Since then researchers
in the fields of IR and NLP have studied various aspects of this problem. Early
works focused on rule-base conversational systems [186, 191], while another
line of research investigated spoken language understanding approaches [8, 9,
98, 149] for intelligent dialogue agents in the domain of flight [99] and train trip
information [28]. The challenge was to understand the user’s request and query
a database of flight or train schedule information accordingly. The recent ad-
vances of conversational agents have attracted research in various aspects of con-
versational information access [19, 29, 30, 40, 181, 195]. One line of research
analyzes data to understand how users interact with voice-only systems [178].
Radlinski and Craswell [153] proposed a theoretical framework for conversa-
tional search highlighting the need for multi-turn interactions with users for nar-
rowing down their specific information needs. Also, Trippas et al. [183] studied
conversations of real users to identify the commonly-used interactions and in-
form the design of a conversational search system. Moreover, research on query
suggestion is relevant to our work if we consider suggesting queries as a means
of clarifying users’ intent in a traditional IR setting [153]. Result diversification
and personalization is one of the key components for query suggestion [102],
especially when applied to small-screen devices. In particular, Kato and Tanaka
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[109] found that presenting results for one facet and suggesting queries for other
facets is more effective on such devices.
2.3.2 Clarifying Questions
Research on clarifying questions has attracted considerable attention in the fields
of NLP and IR. People have studied human-generated dialogues on question an-
swering (QA) websites, analyzing the intent of each utterance [152] and, more
specifically, clarifying questions [44]. Kiesel et al. [111] studied the impact of
voice query clarification on user satisfaction and found that users like to be
prompted for clarification. Much work has been done on interacting with users
for recommendation. For instance, Christakopoulou et al. [61] designed a system
that can interact with users to collect more detailed information about their pref-
erences in venue recommendation. Also, Sun and Zhang [181] utilized a semi-
structured user query with facet-value pairs to represent a conversation history
and proposed a deep reinforcement learning framework to build a personalized
conversational recommender system. Focusing on clarifying questions, Zhang
et al. [218] automatically extracted facet-value pairs from product reviews and
considered them as questions and answers. They proposed a multi-memory net-
work to ask questions for improved e-commerce recommendation. Our work is
distinguished from these studies by formulating the problem of asking clarifying
questions in an open-domain information-seeking conversational setting where
several challenges regarding extracting topic facets [114] are different from a
recommendation setting.
In the field of NLP, researchers have worked on question ranking [161] and
generation [162, 187] for conversation. These studies rely on large amount
of data from industrial chatbots [151, 187], query logs [164], and QA web-
sites [161, 162, 182]. For instance, Rao and Daumé [161] proposed a neural
model for question selection on a simulated dataset of clarifying questions and
answers extracted from QA websites such as StackOverflow. Later, they proposed
an adversarial training for generating clarifying questions for a given product de-
scription on Amazon [162]. Also, Wang et al. [187] studied the task of question
generation for an industrial chatbot.
2.3.3 Conversational Question Answering
Several NLP areas fall into this category of research such as question answering
and language understanding. SQuAD [160] is a corpus on reading comprehen-
sion consisting of questions and answers about various topics. CoQA [163] ad-
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dresses the challenge of conversational question answering. While Choi et al.
[59] extended the idea of CoQA data collection with the difference that the
person asking questions did not see the description of information and called
it QuAC. Both CoQA and QuAC paired two crowdworkers to participate in a live
conversation.
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Part I
Venue Suggestion
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Chapter 3
Content-based User Modeling for Venue
Suggestion
3.1 Introduction
Despite the ever-growing number of users on the major Location-Based Social
Networks (LBSNs) with long history of check-ins and interactions, these plat-
forms are still facing many challenges that need to be addressed. As a conse-
quence, a great deal of research is being carried out on improving user and POI
profiles on LBSNs. As the time goes by and the history of users as well as POIs
becomes richer, these platforms should be able to take advantage of the massive
amount of information they are exposed to. This provides a unique opportunity
to study how users’ behavior is influenced by various factors that occur in a long
span of time. Apart from personal preference and interest, the user behavior
is influenced and, in many cases, constrained by local and contextual prefer-
ences [83]. For instance, a user may be a big fan of nightlife spots. However,
when traveling with their family, they may prefer not to visit such locations.
Hence, it is crucial to consider a user’s context when recommending locations
to them. It is also important to note that the user’s context often introduces
new constraints, not necessarily in tune with their opinion and interest. To this
end, the main focus of the Text REtrieval Conference (TREC) Contextual Sug-
gestion (TREC-CS) track1 in 2015 [76] and 2016 [96] was to improve location
recommendation with the aid of contextual information. However, not many
successful participants took into account context in their proposed approaches.
Thus, applying contextual constraints still remains a challenge for context-aware
1https://sites.google.com/site/treccontext/
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POI recommendation.
Given the easy access to the Internet and availability of mobile devices such
as cell phones, smart watches and tablets, users tend to leave their check-in data
more often. However, writing a long review on such devices is not as trivial as is
using a desktop computer. As a consequence, the majority of users rate locations
without writing a review. Reviews contain a wealth of information relevant to
the user’s opinion and view about a location; for example a user’s opinion about
a location’s view or staff. In order to compensate for the absence of such informa-
tion, an LBSN could assist a user with a few related predefined tags, from which
the user can conveniently select those expressing their opinion. Predefined tags
come very handy especially on smaller devices such as smart watches enabling
users to express themselves with the aid of a couple of taps. Modeling users with
such tags is very challenging since user tags are much more sparse compared to
user ratings. Thus the traditional CF approach could not be applied for user tag
modeling. Furthermore, in real-world POI recommendation scenarios for mobile
devices, the top 10 locations are usually interesting to users [57], because of the
screen size of a typical mobile device and limited effort a typical user spends to go
through the recommendation list. Therefore, providing a personalized ranking
to the user is crucial, making this task a top k recommendation task.
In this chapter, we present our initial attempt to model users’ information
need and context. As a first step, we followed a content-based approach for
modeling users and POIs. To this aim, our contributions can be summarized as
follows:
1. We introduce a set of relevance scores for measuring the similarity between
a user’s history and a location considering location’s content and reviews.
2. We present a probabilistic generative approach to find the mapping be-
tween location taste keywords and user tags thus modeling the personal-
ized opinion of users about venues more accurately.
3. We address the sparsity problem by performing personalized boosting of
location keywords in a user’s history.
4. We explore different machine learning models to predict user tags and eval-
uate their effectiveness in terms of both tag prediction and recommenda-
tion effectiveness.
5. We introduce a brand new dataset for predicting contextually appropriate
locations and show how to do this given the user’s current context and
evaluate its effectiveness on recommendation.
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Figure 3.1. Overview of the proposed method.
6. We evaluate several learning to rank techniques to incorporate boosting
and tag prediction into our POI recommendation model using information
from multiple LBSNs.
Figure 3.1 shows an overview of our proposed method. In the first step, user
and POI profiles are analyzed to perform personalized keyword boosting, result-
ing in a list of boosted keywords for each user (see Section 3.2). Then the list of
boosted keywords together with user and POI profiles are fed to the personalized
scoring component to calculate the similarity scores between a given user and a
POI. The scores are then passed to the ranking model (i.e., learning to rank) to
produce a personalized ranked list of POIs for each user (see Section 3.4). Fi-
nally, given the user’s current context, the level of contextual appropriateness of
every venue is predicted (see Section 3.3) and used to re-rank the personalized
ranking scores, resulting in a personalized context-aware ranked list of POIs.
In fact, experiments show that combining multimodal information from mul-
tiple LBSNs improves POI recommendation significantly. Moreover, we show
that the proposed mapping of location keywords to user tags enables us to pre-
dict user tagging behavior effectively. We also show that predicting contextually
appropriate locations and reranking suggestions according to their contextual
appropriateness results in a more accurate top k venue recommendation.
The remainder of the chapter is organized as follows. We begin with describ-
ing our methodology for crawling data from major LBSNs followed by two crowd-
sourcing tasks that we designed to collect contextual features in Section 3.5.
Then, before explaining our proposed recommendation approach, we describe
two critical components of our model in Sections 3.2 and 3.3. We first describe
how we model the statistical mapping between user tags and venue taste key-
words in Section 3.2.1. Then, we explore two directions to use this information.
First, we explain how we use the computed mapping to reduce the dimension-
ality of venue taste keywords in Section 3.2.3. Second, we describe how we use
32 3.2 Personalized Keyword Boosting
the computed mapping as training data to learn the sequential tagging of user
tags in Section 3.2.4. The trained tagging models are then used to predict user
tags for unseen venues. Section 3.3 elaborates our proposed approach to predict
contextual appropriateness of locations. After describing the two main compo-
nents of our model, in Section 3.4 we describe how we integrate them with other
similarity measures in order to recommend POIs to users. Section 3.6 describes
the evaluation protocol and Section 3.7 presents our experimental evaluation.
We summarize this chapter in Section 3.8, describing the main findings and the
need to explore this problem further as a collaborative approach.
3.2 Personalized Keyword Boosting
In this section we propose a probabilistic approach by which we map location key-
words to user tags. Furthermore we propose two possible approaches to utilizing
such additional information in order to enhance location recommendation. First,
we propose to use the mapping as additional information to reduce the dimen-
sionality of location keyword space in order to address the data sparsity problem.
Second, we use the mapping to train a sequence labeling model to predict user
tags for a new location. We use the outcome of both approaches to estimate the
similarity of a location to a user in Section 3.4.
3.2.1 Personalized Keyword-Tag Mapping
In this section we present a probabilistic approach to map location keywords to
user tags. We aim to find a meaningful correlation between the location content
(e.g., keywords) and user tags since users annotate locations with tags based on
both their personal views and locations’ characteristics. We assume that the key
characteristics that trigger the user’s mind to annotate a location with a specific
tag are of those listed in the location keywords. For example, tagging a location
as healthy-food is a result of the user’s personal view reflected in the location’s
characteristics (e.g., keywords). Hence, a user who believes vegan foods are
healthy may tag a vegan location as healthy-food, whereas another user with a
different view may tag a sushi place as healthy-food. Therefore, user tags are de-
pendent on both users views and locations’ characteristics. That is why we need
to find a meaningful mapping between user tags and location keywords to take
into account locations’ characteristics. The mapping needs to be personalized to
model users’ personal views. Figure 3.2 depicts a real example mapping with a
set of two user tags and four location keywords. Our ultimate goal is to deter-
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mine the most likely mapping of location keywords to user tags, personalized for
each user.
For a given user u, let fJ = 〈 f1 . . . f j . . . fJ〉 be a sequence of location keywords.
We aim to find the sequence of user tags tI = 〈t1 . . . t i . . . t I〉. Note that tI refers
to a sequence named t with the length of I . Hence, ti denotes a set with the size
of i (ti = 〈t1 . . . t i〉), whereas t i refers to the i-th item of a given sequence. Our
aim is to find a user tag sequence maximizing Pr(tI |fJ):
tˆI = argmax
tI
{Pr(tI |fJ)}= argmax
tI
{Pr(fJ |tI)Pr(tI)} , (3.1)
where Pr(tI) models user tags. In fact, given tI , this function determines to what
extend tI is likely to be generated by a specific user. It basically models the user’s
behavior of tag annotation regardless of location keywords. We fairly assume
that users annotate locations with a specific tag independent of other tags. In
other words, we assume zero-order dependence of user tags. Hence, we rewrite
Pr(tI) as follows:
Pr(tI) = p(I)
I∏
i=1
p(t i|ti−1, I) = p(I)
I∏
i=1
p(t i|I) , (3.2)
where ti−1 = 〈t1 . . . t i−1〉.
Pr(fJ |tI) in (3.1) models location keywords given a sequence of user tags tI .
We need to find the optimum mapping between location keywords and user tags
to optimally model location keywords given tI . Therefore, we marginalize the
probability Pr(fJ |tI) over mJ . We introduce mJ as the latent variable defining
how location keywords are mapped to user tags: mJ = 〈m1 . . . m j . . . mJ〉, with
m j ∈ {1, . . . , I}:
Pr(fJ |tI) =∑
mJ
Pr(fJ ,mJ |tI) , (3.3)
where
Pr(fJ ,mJ |tI) = p(mJ |tI , I , J)p(fJ |mJ , tI , I , J)
= p(J |tI)
J∏
j=1
[p(m j|m j−1, J , tI , I)p( f j|f j−1,mJ , J , tI , I)] , (3.4)
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Figure 3.2. An example of mapping of J = 4 location keywords to I = 2 user
tags.
where mi−1 = 〈m1 . . . mi−1〉. We also assume a zero-order dependence for both
m j ’s and f j ’s. Note that given the limited amount of data and its sparsity, we make
some assumptions in order to reduce the number of parameters. Therefore, we
consider p(J |tI) only dependent on J and m j is only dependent on the length of
the user tag sequence I . We also assume that f j depends only on tm j , i.e., the user
tag associated to f j according to the mapping. Notice that since f
J denotes the
sequence of location keywords of size J and tI denotes the sequence of user tags
of size I , therefore Pr(fJ ,mJ |tI) also depends on the length of both sequences.
Consequently, (3.4) is simplified as follows:
Pr(fJ |tI) = p(J)∑
mJ
J∏
j=1
p(m j|I)p( f j|tm j) . (3.5)
3.2.2 Parameter Estimation Based on Expectation-Maximization
Assume that we have N pairs of training samples as in S =

(f(1), t(1)), . . . , (f(n), t(n)),
. . . , (f(N), t(N))
	
, the log-likelihood function for the training samples would be:
F(ϑ) =
N∑
n=1
Jn∑
j=1
log
In∑
i=0
p(i|In)p( f jn|t is) , (3.6)
where ϑ := {p(i|I), p( f |t)} are the free parameters. To solve the parameter
estimation problem of (3.6), we follow the Maximum Likelihood (ML) criterion
subject to the constraint
∑
f p( f |t) = 1, for each user tag t. We use Lagrange
multipliers to make the optimization problem unconstrained. However, since we
introduced hidden variables into our model (Equation (3.3)), there is no closed-
form solution to this optimization problem. Therefore, we follow the iterative
process of the Expectation-Maximization (EM) algorithm.
To be able to follow the EM algorithm, we first define Q(ϑ, ϑˆ) as:
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Q(ϑ, ϑˆ) = Q
 {p(i|I), p( f |t)}; {pˆ(i|I), pˆ( f |t)}
=
N∑
n=1
Jn∑
j=1
In∑
i=0
γn(i| j, Jn, In) log

pˆ(i|In)pˆ( f jn|t in)
	
=
N∑
n=1
Jn∑
j=1
In∑
i=0
p(i|In)p( f js|t is)∑In
i′=0 p(i′|In)p( f js|t i′s)
log

pˆ(i|In)pˆ( f jn|t in)
	
,
(3.7)
where γn(i| j, Jn, In) is the posterior probability, defined as:
γn(i| j, Jn, In) = p(i|In)p( f js|t is)∑In
i′=0 p(i′|In)p( f js|t i′s)
.
According to the EM algorithm, we follow an iterative procedure for param-
eter estimation. After defining the relative objective function, Q(ϑ, ϑˆ), we follow
the usual steps of the algorithm:
1. E-step: calculate Q(ϑ, ϑˆ) for all training samples in S with the previous
estimate of ϑ.
2. M-step: optimize Q(ϑ, ϑˆ) over ϑˆ.
We start the algorithm with uniform values for the parameters and follow the
EM steps until convergence.
In the following we describe two possible directions to use the computed
mapping.
3.2.3 Location Keywords Boosting
After finding the optimum mapping between the user tags and location keywords,
we aim to use this additional knowledge in our system to address the sparsity
problem and eventually enhance the recommendation performance. Take Fig-
ure 3.3 as a real example of such mapping from our dataset. As we can see,
19 taste keywords from one location are illustrated together with tags for the
same location by 3 different users . Not surprisingly, the 3 sets have some tags
in common such as “beer” and “cocktails.” However, each user has her own per-
sonal opinion and therefore her personal set of tags. The lines and the numbers
in parentheses represent the result of our proposed mapping for these 3 users.
Every mapped item is based on the user personal preference and behavior with
respect to all locations in her history. As an example, we take one of the user tags
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Figure 3.3. A sample of tags from three different users assigned to one single
location and the calculated mapping. The lines connect each user tag to their
mapped location keywords. Also, the index number of the mapped location
keywords is written in parentheses for more convenient reading.
that is common between the three users: “cocktails.” What is interesting about
this tag is that each user maps it to a different location keyword. For User1 “cock-
tails” is mapped to “good-for-a-late-night,” for User2 to “cocktails” and for User3
to “lemoncello.” All three location keywords are good candidates to be mapped
to “cocktails” user tag, however, as we argued each user has her own reasons to
tag the same location with a different tag.
After the observation of Figure 3.3, we assume that among the I location
keywords, we can determine J keywords that are mapped to user tags and pre-
sumably are more interesting to the user. As in the example of Figure 3.3, the
number of location keywords (I = 19) is much higher than user tags (Juser1 = 4).
Therefore, by boosting the mapped location keywords in our model we achieve
two main goals: 1) reduce the location keyword space dimensions drastically
(e.g., 19→ 4) and; 2) use the valuable information given by the users to detect
those location keywords that are more interesting to each users.
Formally, let fI = 〈 f1 . . . fI〉 be the set of keywords of a location and fˆ ∈ fI be
the set of location keywords which are mapped to user tags. According to the
result of our probabilistic mapping, we assume that there is a strong correlation
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between fˆ and the user’s interest. In other words, the keywords in fˆ correlate
more to the user’s interest as opposed to the other ones in fI . Hence, we boost fˆ
to model the user’s interests, reducing the data dimensionality from I to |ˆf|. This
helps us to address the data sparsity problem. The personalized boosted location
keywords are used for POI recommendation (see Section 3.4).
3.2.4 User Tag Prediction
As an alternative approach, we explore three models to predict user tags. We
utilize the result of our mapping model (m) between location keywords and user
tags to train a model able to predict user tags for a new location. We predict user
tags for an unseen location as an alternative to keyword boosting. We explore
this direction for two reasons: 1) to see how we can predict a user behavior
in terms of tag annotation and; 2) to compare the effect of user tag prediction
against location keyword boosting to see which strategy is able to enhance the
recommendation more effectively. We follow two approaches to predict user
tags: 1) we use the maximum likelihood criterion with our estimated parameters
to generate the most likely set of user tags given a set of location keywords and;
2) we model the user tag prediction as a sequence labeling problem enabling us
to apply different sequence labeling models.
Maximum likelihood. Here we describe how we follow Maximum Likelihood to
leverage the learned mapping parameters in order to predict user tags for a new
POI. As we mentioned in relation to (3.1) in Section 3.2.1, given a set of location
keywords from Foursquare, fJ , we aim to compute the most probable set of user
tags, tˆI . Once the model parameters are estimated using EM (see Section 3.2.2),
one approach to predict user tags given a set of location keywords is to follow the
maximum likelihood criterion (see (3.1)) to generate the most likely set of user
tags. We search the space of user tag probabilities to find the optimum sequence
of user tags following a Viterbi-like algorithm.
Sequence labeling. In the following, we begin with explaining how we model
user tag prediction as a sequence labeling problem. Furthermore, we introduce
the set of features we choose to train the tagging models as well as the tagging
models we adopt. Assuming we have N sample mapped pairs of user tags and lo-
cation keywords for each user: S = {(f(1), t(1)), . . . , (f(n), t(n)), . . . , (f(N), t(N))} with
N corresponding mappings. That is, M = {m(1), . . . ,m(n), . . . ,m(N)}. We should
model the tag prediction problem as a sequence labeling problem: given a se-
quence of location keywords we aim to predict the most probable sequence of
user tags. In order to do this, we need to adapt the form of the training data.
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As in a general sequence labeling problem, we need to assign a label from
the target space to each item in the source space. Therefore, we should assign
a label to all location keywords even if they are not mapped to any user tag. To
this end, we automatically annotate location keywords following these steps:
1. For each fi ∈ f(n) mapped to a user tag with m(n), we annotate fi with its
corresponding user tag m j.
2. For each fi ∈ f(n) not mapped to a user tag with m(n), we annotate fi with
“null.”
As for the example of Figure 3.3, a sample training sequence would be as
follows:
burgers︸ ︷︷ ︸
restaurants
, chicken︸ ︷︷ ︸
beer
, good-for-a-late-night︸ ︷︷ ︸
cocktails
, pasta︸︷︷︸
f ood
, good-for-groups︸ ︷︷ ︸
null
, lively︸︷︷︸
null
, steak︸︷︷︸
null
, . . .
As we can see, each of the location keywords is annotated with a tag. There-
fore, it is straightforward to use this data as training samples for a sequence
tagger. We adopt two models as taggers: Conditional Random Fields (CRF) [119]
and another tagger based on Support Vector Machines (SVM) [117]. The main
advantage of these models is that they are discriminative [110]. Discriminative
tagging models have proven to be more effective for sequence labeling mainly
because they normalize the model over the whole training set, resulting in a more
generalized model. Furthermore, discriminative tagging models accept a wider
range of features, something that is of great importance to some applications.
As features of the sequence labeling models, for a user tag at position j, t j,
we only consider the location keyword at the same position, f j. That is to follow
our assumption that user tags only depend on one location keyword and since
we assume that user tags are independent, we use a zero-order tagger model.
In this section, we first introduced a probabilistic framework for finding the
mapping between location content (i.e., keywords) and user-annotated tags.
Then, we described how this information can be leveraged to reduce the dimen-
sionality of location keywords and hence to address the data sparsity problem.
We also explored modeling this problem as a sequence labeling problem and used
some state-of-the-art techniques to predict user tags given a new POI’s keywords.
In Section 3.4, we show how we use the two mentioned directions to enhance
POI recommendation.
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Table 3.1. Description of different contextual information dimensions.
Context Value Short Reference Description
Duration Day Trip day-trip The duration of the trip is one day.
Night Out night-trip The duration of the trip is a night out.
Weekend Trip weekend-trip The trip lasts for a weekend.
Longer longer-trip The trip lasts longer than a weekend.
Group Alone alone The person travels alone.
Friends with-friends The person travels with her friends.
Family with-family The person travels with her family.
Other with-others The person travels with a group.
other than family and friends.
Type Business business-trip The type of the trip is business.
Holiday holiday-trip The type of the trip is holiday.
Other other-trip The type of the trip is other than
holiday and business, e.g., medical.
Table 3.2. Examples of contextual features generated using crowdsourcing.
Category Context Fapp(cat, cx t)
Beach Trip type: Holiday 1.0
College & University Trip duration: Weekend −1.0
Shop & Service Trip type: Holiday 0.71
Museum Trip type: Business −0.66
Pet Store Trip duration: Weekend −0.18
Medical Center Trip type: Other 0.0
3.3 Contextual Appropriateness Prediction
In this section, we first define the problem of predicting the contextual rele-
vance of locations. Then we present the set of features that we use to train the
appropriateness classifier and introduce the dataset that we collected to train the
classifier. The computed contextual relevance scores are then used to re-rank a
ranked list of POIs in Section 3.4.
Let V = {v1, . . . , vn} be a set of locations and Cx = {cx1, . . . , cxm} a set of con-
textual descriptors. Our aim is to predict whether it is appropriate for a user to
visit a location vi ∈ V under a given context Cx . Different contextual dimensions
define user’s preferences, constraints, or requirements and are listed as follows:
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Trip type (holiday, business, other), Trip duration (day trip, night out, weekend
trip, longer) and Group type (alone, family, friends, other). More information
could be found in Table 3.1. We model the problem as binary classification con-
sidering location categories and contextual descriptors as classification features.
3.3.1 Contextual Features
In this section, we describe the features that we used to train the appropriate-
ness classifier. The degrees of appropriateness between location categories and
contextual descriptors constitute our features.
We define a contextual feature function as follows:
Definition 3.3.1. A contextual feature, Fapp(cat, cx t), is a function determining
the relevance of a POI category, cat, to a contextual dimension, cx t. Fapp(cat, cx t)
ranges between −1 and +1 with −1 representing absolute inappropriateness and
+1 absolute appropriateness.
For instance, assume a user wants to visit a location with category nightlife-
spot, and her context is described as follows: holiday-trip, with-family, weekend-
trip. The three features of this example are the appropriateness value between
the location category and each of the contextual dimensions. Therefore, the fea-
tures are Fapp(nightlife-spot, holiday-trip), Fapp(nightlife-spot, with-family), and
Fapp(nightlife-spot, weekend-trip).
In many cases, determining such contextual features is intuitive and can
be done by one human annotator. However, there are several features that
human annotators cannot agree on, like for example Fapp(office,with-friends),
Fapp(food-and-drink-shop, business-trip), or Fapp(stadium, night-out-trip). Hence,
we define two classes of features: objective and subjective. Objective features are
those that the annotators quickly agree on. This suggests that a user would be
very likely to agree with the annotators on the objective features. Therefore,
we can conclude that objective features potentially influence a user’s decision
of visiting a location. As in the previous example, supposedly, everyone would
consider going to a nightlife spot with family is not appropriate. Thus a user who
regularly goes to nightlife spots might change her mind when they are traveling
with her family. As we saw in this example, such objective features can directly
change users’ decisions adding contextual constraints to the model. Subjective
features, in contrast, have less impact as they mainly depend on the user’s opin-
ion and personal preferences. If the annotators did not agree on a feature, we
would not be able to predict a user’s opinion. Therefore, we cannot predict the
influence of subjective features on a user’s decision.
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We determined the level of subjectivity or objectivity of features via a crowd-
sourcing task. In the task, we asked the workers to judge if a location cate-
gory is appropriate for a context descriptor (e.g., cat = nightlife-spot and cx t =
with-family). We asked at least five different assessors to judge each category-
context pair. In the context of this thesis, we define those pairs with high agree-
ment rate between the workers as objective, while we consider those lacking as-
sessors agreement as subjective. More details on how we created the dataset can
be found in Section 3.5.
Table 3.2 lists some example features from our dataset. As we can see in this
table, lower values for |Fapp(cat, cx t)| mean that the features are more subjec-
tive. We created the contextual features for all pairs of 11 contextual dimensions
and the 177 most frequent categories of Foursquare category tree2. Overall we
generated 1,947 contextual features from 11,487 judgments3. More details can
be found in Section 3.5.
3.3.2 Training the Classifier
As described earlier, we formulate contextual appropriateness as binary classifi-
cation. In Section 3.3.1 we explained how we created the contextual features.
Here, we describe another dataset for training the appropriateness classifier us-
ing our features. We randomly selected 10% of the data from TREC-CS 2016
dataset. We created another crowdsourcing task for annotating the training data.
We asked workers to assess if it is appropriate that a user with a full description
of context (e.g., Holiday, Friends, Weekend) to visit a location category (e.g.,
Bar). Each instance in the dataset is considered as appropriate only if at least
two of the three assessors voted for their appropriateness. We train the contex-
tual appropriateness classifier on 10% of the data from TREC-CS 2016 to predict
the remaining 90% of TREC-CS 2016 and the whole TREC-CS 2015 dataset. We
applied a wide range of classifiers for this task. However, we only report the best
results that were obtained with SVM [70]. The predicted contextual relevance
score is denoted as Scx t and we use it to re-rank the personalized location ranking
(see Section 3.4).
2https://developer.foursquare.com/categorytree
3The dataset if freely available on request.
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3.4 Recommendation based on Information from Mul-
tiple LBSNs
After explaining the two major components of our proposed approach in Sec-
tions 3.2 and 3.3, here, we explain our way of performing POI recommendation,
exploiting the scores from multiple LBSNs. We describe two sets of scores: the
frequency-based and review-based scores. We use the frequency-based score to
incorporate the boosted keywords (Section 3.2.3), the predicted user tags (Sec-
tion 3.2.4), as well as other types of information. We also demonstrate how
we combine different scores to produce the personalized location ranking using
learning to rank.
3.4.1 Frequency-based Score
We base the frequency-based scores on the assumption that users prefer the type
of locations that they like more frequently and rate them positively4. Therefore,
we create positive and negative profiles considering the content of locations in
the user’s check-in history and calculate the normalized frequencies as they ap-
pear in her profile. Then we compute a similarity score between the user’s pro-
file and a new location. For simplicity, we only explain how to calculate the
frequency-based score using location categories. The method can be easily gen-
eralized to calculate the score for other types of information.
Let u be a user and hu = {v1, . . . , vn} her history of check-ins. Each location
has a list of categories C(vi) = {c1, . . . , ck}. We define the user category profile
as follows:
Definition 3.4.1. A Positive-Category Profile is the set of all unique categories
belonging to locations that user u has previously rated positively. A Negative-
Category Profile is defined analogously for locations that are rated negatively.
Each category in the positive/negative category profile is assigned with a
user-level normalized frequency. We define the user-level normalized frequency
for a category as follows:
Definition 3.4.2. A User-level Normalized Frequency for an item (e.g., cate-
gory) in a profile (e.g., positive-category profile) for user u is defined as:
cf+u (ci) =
∑
vk∈h+u
∑
c j∈C(vk),c j=ci 1∑
vk∈hu
∑
c j∈C(vk) 1
,
4We consider reviews with rating [4, 5] as positive, 3 as neutral, and [1, 2] as negative.
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where h+u is the set of locations that u rated positively. We calculate user-level
normalized frequency for negative categories, cf−u , analogously.
We create positive/negative category profiles for each user based on Defini-
tions 3.4.1 and 3.4.2 . Given a user u and candidate location v, the frequency-
based similarity score based on location categories, Scat(u, v), is calculated as
follows:
Scat(u, v) =
∑
ci∈C(v)
cf+u (ci)− cf−u (ci) . (3.8)
We follow the same procedure to calculate a frequency-based score based on
other types of information as listed below:
• Ske y: We consider location taste keywords (instead of categories) to com-
pute the similarity score between a given user’s profile and a candidate
location.
• Sboost: As for boosting, for each user we follow Definition 3.4.1 to create
positive and negative boosted location taste keyword profiles. We consider
only the location taste keywords that are mapped to user tags (see Sec-
tion 3.2). Given a candidate location, we calculate boosted keywords sim-
ilarity score according to Definition 3.4.2 and (3.8).
• Sml: Following Definitions 3.4.1 and 3.4.2, we create positive and negative
user tag profiles for each user. However, since a candidate location does
not naturally have user-assigned tags, we use our ML-based approach to
predict user tags. The predicted user tags are then compared with the user’s
profile following (3.8) to calculate Sml similarity score.
• Scr f : We calculate Scr f score similar to Sml . We predict user tags for a
candidate location using the trained CRF model. Then we follow (3.8) to
calculate the Scr f score comparing predicted user tags with user profile.
• Ssvm: This score is also calculated like Sml . For a candidate location, we pre-
dict user tags using our trained SVM-based tagging model. The predicted
user tags are then compared with the user’s profile using (3.8) resulting in
Ssvm.
3.4.2 Review-Based Score
Modeling a user only on locations’ content is general and does not determine
why the user enjoyed or disliked a POI. The content of locations is often used to
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infer “which type” of POIs a user likes. On the other hand, reviews express the
motivations behind users’ ratings [199]. Since there could be a lack of explicit
reviews from the user, we tackle this sparsity problem using reviews of other
users who gave a similar rating to the location. We follow the same idea of Yang
et al. [199], that is, a user’s opinion regarding a location could be learned based
on the opinions of other users who rated the same location similarly.
We calculate the review-based score using a binary classifier. We model this
problem as binary classification since a user, before visiting a new city or loca-
tion, could get a positive or negative impression of the location after reading the
online reviews of other users. We assume that a user compares the characteris-
tics of a location and the opinions which are expressed by other users in their
reviews to her expectations and interests. A user would be convinced of visiting
a particular location if the reviews satisfy her expectations up to a certain point.
An alternative to binary classification would be a regression model. However, we
assume that users behave similarly to a binary classifier when they read online
reviews before deciding on whether to visit a venue or not. For example, assume
a user reads a few positive and negative online reviews about a POI and measures
how similar the mentioned qualities are to her expectations. Finally, depending
on the balance between the positive remarks and the negative ones, they make a
binary decision (i.e., whether to go or not). We see this behavioral pattern simi-
lar to that of a binary classifier: it learns from the positive and negative samples
and compares the learned parameters with a test sample and assigns its label
accordingly. Furthermore, due to data sparsity, grouping ratings as positive and
negative aids us to model users more effectively.
We train binary classifier using the reviews from the locations in a user’s
check-in history. The positive training samples for user u are positive reviews
of locations that were liked by u. Likewise, the negative reviews of locations
that u disliked constitute the negative training samples. We decided to ignore
the negative reviews of liked locations and positive reviews of disliked locations
since they are not supposed to contain any useful information.
We consider TF-IDF score of terms in reviews as features. We trained many
classifiers but SVM outperformed all other models. Therefore, we choose SVM
and consider the value of its decision function as the review-based score and refer
to it as Srev. The decision function gives us an idea on how relevant a location is
to a user profile.
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Table 3.3. Four proposed models using different combination of similarity
scores.
Category Review Keywords Context
UT-ML Scat Srev Ske y , Sml Scx t
UT-CRF Scat Srev Ske y , Scr f Scx t
UT-SVM Scat Srev Ske y , Ssvm Scx t
PK-Boosting Scat Srev Ske y , Sboost Scx t
3.4.3 Location Ranking
After defining the mentioned relevance scores, here we explain how we combine
them. Given a user and a list of candidate locations, we calculate the scores
for each location and combine them to create a ranked list of locations. We
adopt several learning to rank5 techniques to rank the candidate locations since
they have proven to be effective for similar tasks [128, 199]. In particular, we
examine the following learning to rank techniques: AdaRank, CoordinateAscent,
RankBoost, MART, LambdaMART, RandomForest, RankNet, aÆŠnd ListNet. We
introduce four models using different combinations of the scores as mentioned
in Table 3.3.
3.5 Data Collection and Analysis
We chose Foursquare and Yelp not only because they are two of the most popular
LBSNs where many users leave their check-in data, but also because the type of
information provided by Yelp is a perfect complement to the type of information
on Foursquare. Moreover, as we will show in the statistics of the dataset, there
is a considerable overlap of venues that have a profile on both LBSNs. However,
there are places in the TREC dataset that appear only on one of the two crawled
LBSNs, hence crawling data from both of them allows making the data gathering
more complete.
Deveaud et al. [78] showed that venue-centric features which were extracted
from Foursquare play a key role in venue recommendation. On the other hand, Chen
et al. [54] argued that user reviews on venues provide a wealth of information
that can be leveraged to address the data-sparsity and the cold-start problems
5We use RankLib implementation of learning to rank: https://sourceforge.net/p/lemur/
wiki/RankLib/
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for venue recommendation. Also, Yang et al. [199] showed that the accuracy
of a recommender system can be significantly improved by extracting opinions
from user reviews in Yelp. Also, almost all of the best performing systems in the
TREC Contextual Suggestion track 2015 and 2016 [96] crawled data from these
LBSNs. In particular, our previous work which were among the best runs in both
2015 [11] and 2016 [4] benefited from a comprehensive crawled dataset from
Yelp and Foursquare. We also showed that a system can benefit from multiple
LBSNs, and systems using reviews from Yelp and venue tags from Foursquare
had the best performance.
3.5.1 Data Crawling
For our collection, we crawled data from Foursquare and Yelp. Foursquare pro-
vides an easy-to-access API6 which makes crawling quite easy. We used Four-
square’s API to crawl a large number of venues and scraped a very smaller frac-
tion of venues for additional information on the website. Yelp’s API7, on the
other hand, has more restrictions and therefore we were able to crawl much
fewer venues on Yelp. For TREC 2016 Phase 1,8 we only crawled data using the
Foursquare’s API since there were virtually 630K venues to crawl in a very lim-
ited time and thus the only option was using the Foursquare’s API. For Phase 2
of TREC 2015 and 2016, there was more time and much fewer venues to crawl
so we could crawl data from both LBSNs.
The data was crawled in two time periods: July - August 2015 and July -
August 2016. To find the corresponding profiles of venues on LBSNs, we used
two search engines: 1) Foursquare venue search engine and 2) Google Custom
Search. For TREC 2015 there were 8,794 venues from which we crawled 6,427
places from Yelp and 5,639 from Foursquare, with a considerable overlap be-
tween data crawled from Yelp and Foursquare. For TREC 2016 there were 18,808
venues from which we crawled 13,868 places from Yelp and 13,417 from Four-
square, again emerging a big overlap between the two sources. As all the venues
are in the US cities, we expected that most of the users who reviewed the venues
were English speakers.
Query structure. For each venue in the collection, we created a query to search
on the LBSNs. The query consisted of a venue’s name and its location. We
6https://developer.foursquare.com/docs/
7https://www.yelp.com/developers/documentation/v2/overview
8Phase 1 consisted of a live experiment where the participants’ runs were evaluated by the
TREC assessors.
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cleaned the venues’ names in the TREC collection since many contained unre-
lated terms such as the host service (e.g., Facebook, Wikipedia). Finally, the
query we used to search for venues was in the form:
query = venue’s name+ venue’s city+ venue’s state .
Search result validation. Since we could not trust the results of search and in
order to minimize the noise, we validated the returned results from the search
engine following these steps:
1. We first verified the city and state of the returned venue with the reference
data available in the TREC-CS collection.
2. We then measured the similarity between the name of the venue and the
name of the returned place using Levenshtein distance.
3. If the similarity between the two names (calculated in Step 2) was more
than a threshold (70%), we considered that result as a match. If not, we
continued steps 1-3 for other returned results up to the 5th result.
Note that the high similarity threshold (70%) was set to prevent adding pos-
sible noise to the collection.
3.5.2 Crowdsourcing
We used the CrowdFlower9 crowdsourcing platform to collect judgments of con-
textual appropriateness of venues and create the additional contextual-appropriateness
dataset. We asked a number of crowdworkers to judge if a venue category is
appropriate for a trip description. For instance, if a trip was described in the
collection as trip type: business, trip duration: one day, and group type: family,
for a venue with category Pizza Place, then we asked crowdworkers to judge if
the venue was appropriate to the trip. In particular, we asked them: “Is a Pizza
Place appropriate for a business trip?”, “Is it appropriate to go to a Pizza Place
on a one-day trip?”, “Is it appropriate to go to a Pizza Place with family?” While
assessing such tasks could seem trivial and objective, it is in fact subjective in
many cases (e.g., going to a pharmacy with family). Therefore, we asked at least
5 crowdworkers to provide their judgment to each row. If we found no agree-
ment among the assessors, we considered the task as subjective. We considered
the answer “appropriate” as a +1 score and “inappropriate” as a −1 score. Thus,
9http://www.crowdflower.com
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the assessment agreement is the average of assessment scores. We asked work-
ers to judge the context/category pairs for almost all possible pairs regardless of
their existence in the TREC collections. This makes this dataset general enough
to be used for other purposes.
We made sure to explain the task clearly to the workers and asked them to
assess such appropriateness regardless of their personal preferences over cate-
gories. Also, we performed a training step and allowed only top-quality workers
to do the task.
3.5.3 Data Analysis
The released collection contains more than 330K venues from Foursquare for
TREC 2016 Phase 1 and 15,765 venues from both Foursquare and Yelp for TREC
2016 Phase 2.10 As we can see in Table 3.4 there were many broken or unrelated
links in the TREC collection (300K out of 600K), however, there were much fewer
unrelated links for Phase 2 (3K out of 18K). For each venue we release all avail-
able information: venue name, address, category, tags, ratings, reviews, check-in
count, menu, opening hours, parking availability, etc.
The contextual-appropriateness collection consists of 1,969 pairs of trip de-
scriptors and venue categories as features. In order to enable researchers to train
their models using the contextual appropriateness of venues, we created another
collection providing ground truth assessments for the contextual appropriateness
of the venue categories. It contains the contextual information (i.e., trip type,
group type, trip duration) for 10% of the whole TREC collection. This collection
contains 760 rows including the features we already created using crowdsourc-
ing and the context-appropriateness labels for venues. The 10% of labeled data
allows to model the venues’ contextual appropriateness given the users’ context
and to make prediction for the remaining 90% of the data, as we did in [4].
Tables 3.4 and 3.5 lists some statistics of the crawled collection and the
crowdsourced collection, respectively. Figure 3.4 shows the histogram of venue-
appropriateness features assessed by the workers. We divided the assessments in
three groups based on appropriateness scores: [−1.00, −0.40): not appropriate
(objective), [−0.40, +0.40]: no agreement (subjective), (+0.40, +1.00]: appro-
priate (objective). To categorize the tasks as subjective and objective, we as-
sumed that those tasks for which there was a high agreement between the asses-
sors could be considered objective since everybody agreed on their (in)appropriateness.
On the other hand, we assumed that those tasks with relatively lower agreement
10Phase 2 was a reranking task where an offline evaluation was performed.
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Table 3.4. Statistics on the crawled collection
Phase 1 Phase 2
TREC-CS 16 TREC-CS 15 TREC-CS 16
# requests 442 211 442
# requests evaluated by TREC 58 211 58
# venues in TREC collection 633,009 8,794 18,808
# venues crawled: Yelp - 6,427 13,868
# venues crawled: Foursquare 336,080 5,639 13,417
# Yelp and Foursquare overlap - 4,844 11,520
Avg. reviews per venue - 117.34 66.82
Avg. categories per venue 1.35 1.63 1.57
Avg. taste keywords per venue - 8.73 7.89
Avg. user tags per user 3.61 1.46 3.61
# distinct user tags 150 186 150
Table 3.5. Statistics on the crowdsourced contextual appropriateness collection
# categories 179
# category-context pairs 1969
# assessments 11,487
Avg. assessments per pair 5.83
Avg. assessment agreement 85%
# full travel annotations 760
between the assessors could be considered subjective.
3.6 Experimental Setup
In this section, we present the experimental settings including the datasets we
used, compared methods, and evaluation process.
3.6.1 Data
Recommendation effectiveness. We evaluate our approach on two benchmark
collections, published by TREC. The collections are those used in the Batch Ex-
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Figure 3.4. Histogram of venue-context appropriateness score ranges. We par-
tition the histogram into 3 parts based on the scores range. Scores below −0.4
represent inappropriateness and score higher than +0.4 represent appropriate-
ness. Scores between −0.4 and +0.4 do not provide much information and show
no agreement among assessors (subjective task).
periments/Phase 2 of the TREC-CS track 2015 [76] and 2016 [96]. The task was
to rank a list of candidate locations in a new city for a user, given her history of
check-ins in other cities. The datasets were collected using crowdsourcing where
each user rated 30 to 60 locations in one or two cities. In addition, each user may
have tagged locations to explain why they like them (i.e., user tags). Later, the
same users were called to rate new POIs in another city as well as the contextual
factors of their trip. More details can be found in Section 3.5.
Dimensionality reduction. We evaluate the dimensionality reduction effective-
ness on the same datasets as we do for recommendation effectiveness. We com-
pare the performance of our proposed model to a well-known dimensionality
reduction model (i.e., PCA) in terms of recommendation effectiveness. There-
fore, we use the same datasets used to evaluate recommendation effectiveness,
however, we provide more details and discussion related to dimensionality re-
duction.
User tag prediction. Since the test set in TREC-CS 2015 and TREC-CS 2016 do
not include user tags for locations, we need to evaluate the user tag prediction on
the training datasets. Therefore, we randomly split the TREC-CS 2015 and TREC-
CS 2016 training sets into: training, development, and test set. We train the
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Table 3.6. Statistical details of user tagging dataset
Training Set Test Set
# instances 20,148 5,037
# non-null tags 102,667 25,541
# null tags 54,444 13,954
# unique user tags 156 121
# unique location keywords 2,676 1,398
Avg. user tags per location 1.85 1.82
Avg. keywords per location 5.10 5.07
taggers using the new training set, tune them using the new development set and
evaluate them with the new test set. As part of the evaluating recommendation
effectiveness we show how different taggers can improve the recommendation;
however, the aim of this experiment is to show how accurately we can model the
user interests and tagging behavior. The statistical details of the tags dataset is
listed in Table 3.6.
3.6.2 Metrics
We evaluate the recommendation effectiveness as well as the dimensionality re-
duction for the top-k recommendation. We also evaluate the effectiveness of user
tag prediction methods.
Recommendation effectiveness. In both TREC-CS 2015 and TREC-CS 2016
datasets, for each user u, the data, S(u), is split into two sets: a number of lo-
cations visited in one or two cities constitute the training set and a number of
locations in a new city constitute the test set. Given a user u, if a recommended
location in the test set is marked by the user as relevant, it is a “hit,” otherwise
it is a “miss.” To perform a fair comparison, we choose the official evaluation
protocol and metrics of TREC-CS for this task, which are P@5 (Precision at 5),
nDCG@5 (Normalized Discounted Cumulative Gain at 5), and MRR (Mean Re-
ciprocal Rank). Since the main focus in this task was to improve the location
rankings, such evaluation metrics serve as perfect metrics.
The relevance assessments for test sets are slightly different in TREC-CS 2015
and TREC-CS 2016. In TREC-CS 2015 relevance of a location to a user is defined
with a binary value with 0 as irrelevant and 1 as relevant, whereas in TREC-CS
2016 users rated locations in the range of −2 to +2. This also explains why
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the main evaluation metric in TREC-CS 2015 is P@5 as opposed to nDCG@5
in TREC-CS 2016. Both P@k and nDCG@k metrics are evaluated over k top
locations on the ranked list. Let U be the set of users and r pu be the rating score
assigned by user u to the location at the ith rank of the list. Precision and nDCG
values are calculated at the kth position as follows:
Pu@k =
#hitsu@k
k
,
nDCGu@k = Zu
k∑
i=1
2r
i
u − 1
log(1+ i)
,
where u is the given user, Zu is a normalization factor and #hitsu@k is the num-
ber of relevant locations for user u in the top-k locations of the ranked list.
nDCG@k and P@k are the mean of nDCGu@k and Pu@k over U respectively.
MRR is also calculated as follows:
MRR =
1
|U |
|U |∑
u=1
1
ranku
,
where ranku is the ranking of the first relevant location for user u. We conduct
a 5-fold cross validation on the training data to tune our model. We determine
the statistically significant differences using the two-tailed paired t-test at a 95%
confidence interval (p < 0.05).
Dimensionality reduction. Since there is no ground truth data to evaluate di-
mensionality reduction methods, we evaluate the recommendation effectiveness
using different dimensionality reduction methods to see how they enhance the
overall recommendation. Therefore, we use the same evaluation metrics that we
used for evaluating recommendation effectiveness.
User tag prediction. Since we modeled the user tag prediction problem as a
sequence-labeling problem, we evaluate the effectiveness of user tag prediction
using the same metrics used for evaluating typical sequence-labeling problems
such as Part of Speech (POS) tagging. Therefore, we report Precision, Recall, and
F-Measure for this experiment. Let Tp the number of true positive and Fp the
number false positive non-null predicted tags. Then precision is calculated as
follows:
Precision =
Tp
Tp + Fp
.
Given the number of false negatives, Fn, we also calculated recall as follows:
Recal l =
Tp
Tp + Fn
.
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F-measure is then defined as follows:
F −Measure = 2× Precision× Recal l
P recision+ Recal l
.
3.6.3 Compared Methods
Recommendation effectiveness. We consider the best performing system in
TREC-CS 2015 as our baseline. Moreover, we compare our proposed method
with state-of-the-art context-aware POI recommendation methods. We also com-
pare our proposed PK-Boosting with other models based on user tag prediction
(i.e., UT-ML, UT-CRF, and UT-SVM).
• LinearCatRev is our previous work [11]which is the best performing model
of TREC-CS 2015. It extracts information from different LBSNs and uses
it to calculate category-based and review-based scores. Then, it combines
the scores using linear interpolation. We choose this baseline for two rea-
sons, firstly because it is the best performing system of TREC-CS 2015, and
secondly because it also uses scores derived from different LBSNs.
• GeoSoCa exploits geographical, social, and categorical correlations for POI
recommendation [216]. GeoSoCa models the geographical correlation us-
ing a kernel estimation method with an adaptive bandwidth determining a
personalized check-in distribution. It models the categorical correlation by
applying the bias of a user on a POI category to weigh the popularity of a
POI in the corresponding category modeling the weighted popularity as a
power-law distribution. We used the implementation of GeoSoCa released
in [130]. We did not include the social correlation component since such
information does not exits in the datasets.
• n-Dimensional Tensor Factorization (nDTF) [108] generalizes matrix
factorization to allow for integrating multiple contextual features into the
model. We used the publicly available implementation of nDTF11. Regard-
ing the features, we include two types of features: (1) location based: cat-
egory, keywords, average rating on Yelp, and number of ratings on Yelp (as
an indicator of its popularity); (2) user based: age group and gender.
• UT-ML differs from PK-Boosting in one score. For UT-ML, instead of the
keyword boosting score (Sboost), we use the score based on the predicted
11https://github.com/VincentLiu3/TF
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user tags following maximum likelihood criterion. As we described in Sec-
tion 3.2.4, we also explored three different models as alternatives to PK-
Boosting. Our aim is to study the impact of predicting user tags on recom-
mendation effectiveness, compared to PK-Boosting. The other two alterna-
tive approaches are listed as follows.
• UT-CRF predicts user tags using a trained CRF model. Then, for each
venue-user pair, it computes the similarity between the predicted user tags
and the user profile. Finally, it replaces the boosting score with the com-
puted similarity score (see Section 3.2.4). We used CRFSuite12 implemen-
tation of CRF.
• UT-SVM predicts user tags given a user-venue pair using an SVM-based
tagging model. The boosting score is replaced by the similarity score be-
tween the user profile and predicted user tags (see Section 3.2.4). We used
YamCha13 implementation of the SVM-based tagging model.
Dimensionality reduction. In order to evaluate the keyword boosting approach
from the perspective of dimensionality reduction, we also apply the following
well-known dimensionality reduction method to reduce the location keywords
dimension. In particular, we use PK-PCA. PK-PCA uses Principal Component
Analysis (PCA) to reduce the dimensionality of location keywords. Finally, we
consider the score computed based on the PCA model as the boosting score and
calculate the recommendation score accordingly.
User tag prediction. As user tags contain very crucial information explicitly
described by users, we aim to evaluate the effectiveness of user tag models. In
particular, we evaluate the following models:
• Conditional Random Fields (CRF) Tagger [119]models the sequence tagging
problem in a discriminative manner. The tagger is based on binary features
that are extracted from the text and optimized for the training data.
• SVM-based Tagger [117] is also a discriminative approach that trains one
SVM classifier per tag. The model is an ensemble of all SVM classifiers.
12http://www.chokkan.org/software/crfsuite/
13http://chasen.org/~taku/software/yamcha/
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3.7 Results and Discussion
In this section, we first present the results for recommendation effectiveness. We
also show the results for location keyword dimensionality reduction and user tag
prediction. Furthermore, we study the effect of different sources and scores on
recommendation effectiveness.
3.7.1 Preformance Comparison
Tables 3.7 and 3.8 demonstrate the performance of our approach compared with
other methods for the TREC-CS 2015 and TREC-CS 2016 datasets, respectively.
We choose the best performing learning to rank technique for each model we
adopt the best performing learning to rank technique according to Tables 3.9
and 3.10. It is worth noting that the best learning to rank technique for PK-
Boosting is ListNet [51]. Tables 3.7 and 3.8 show that PK-Boosting outperforms
the competitors in terms of the three evaluation metrics. This indicates that the
proposed PK-Boosting approach improves the performance of POI recommenda-
tion. This happens because the proposed approach for boosting location key-
words addresses the data sparsity problem, while at the same time it captures
user preferences more accurately. In contrast, the models UT-ML, UT-CRF, and
UT-SVM introduce a prediction error, when predicting user tags for a candidate
location. This error is then propagated to location ranking and subsequently de-
grades the models’ performances. As we can see, GeoSoCa and nDTF exhibit the
worst performance among all compared methods. This happens mainly because
these methods rely on user-POI check-in associations among the training and
test sets. In other words, there should be enough common POIs appearing in
both the training and test sets, otherwise they fail to recommend unseen POIs.
Hence, they suffer from the high level of sparsity on these datasets. In particular,
the intersection of POIs in the training and test sets is 771 (out of 8,794) and 4
(out of 18,808) in TREC-CS 2015 and 2016, respectively.
To compute the review-based classifier, we used various classifiers such as
Na´’ive Bayes and k-NN; however, the SVM classifier exhibited a better perfor-
mance by a large margin. The SVM classifier is a better fit for this problem since
it is more suitable for text classification, which is a linear problem with weighted
high dimensional feature vectors. Also, we observed a significant difference be-
tween the number of positive reviews and negative reviews per location. Gen-
erally, locations receive more positive reviews than negative reviews and, in our
case, this results in a unbalanced training set. Most of the classification algo-
rithms fail to deal with the problem of unbalanced data. This is mainly due to
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the fact that those classifiers try to minimize an overall error rate. Therefore,
given an unbalanced training set, the classifier is usually trained in favor of the
dominant class to minimize the overall error rate. However, SVM does not suffer
from this, since it does not try to directly minimize the error rate but instead
tries to separate the two classes using a hyperplane maximizing the margin. This
makes SVM more intolerant of the relative size of each class. Another advan-
tage of linear SVM is that the execution time is very low and there are very few
parameters to tune.
3.7.2 Impact of Different Learning to Rank Techniques
In this experiment we aim to show how the recommendation effectiveness is af-
fected by applying different learning to rank techniques to combine the scores.
Our aim is to show how different state-of-the-art learning to rank models can ef-
fectively combine the proposed scores for recommendation. Tables 3.9 and 3.10
report P@5 applying different learning to rank techniques for TREC-CS 2015
and TREC-CS 2016 respectively. We report the performance for UT-ML, UT-CRF,
UT-SVM, and PK-Boosting. As we can see, ListNet in many cases outperforms
other learning to rank techniques. More specifically, for TREC-CS 2015, ListNet
exhibits the best performance for all models except for UT-ML. It is very interest-
ing that RankNet exhibits the best performance for UT-ML, and both ListNet and
RankNet are based on artificial neural networks. As for TREC-CS 2016, RankNet
performs better for UT-ML and UT-SVM while ListNet performs better for other
models. As we can observe, applying different learning to rank techniques can
potentially have a big impact on recommendation results. Therefore, it is critical
to apply the best technique for the scores.
3.7.3 Impact of Using Information from Multiple LBSNs
Tables 3.11 and 3.12 evaluate the performance of the examined models before
and after removing information from each LBSN. In this set of experiments, we
also report the relative performance drop of different models when using infor-
mation from the two different LBSNs. As we can see in almost all cases, when
a source of information is removed from the model, we observe a drop in the
performance. The average drop for TREC-CS 2015 is −4.90% and for TREC-CS
2016 is −6.00% which confirms the effectiveness of exploiting information from
different LBSNs. This indicates that using multimodal information from differ-
ent LBSNs is a key to improve POI recommendation. For all different runs, the
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Table 3.7. Performance evaluation on TREC-CS 2015.
P@5 ∆(%) nDCG@5 ∆(%) MRR ∆(%)
LinearCatRev 0.5858 - 0.6055 - 0.7404 -
GeoSoCa 0.5147* −12.14 0.5404* −10.75 0.6918* −6.56
nDTF 0.5232* −10.96 0.5351* −11.63 0.6707* −9.41
UT-ML 0.6224* 6.25 0.6320* 4.38 0.7496 1.24
UT-CRF 0.6249* 6.67 0.6285 3.80 0.7434 0.41
UT-SVM 0.6219* 6.16 0.6339* 4.69 0.7553 2.01
PK-Boosting 0.6259* 6.85 0.6409* 5.85 0.7704* 4.05
Bold values denote the best scores and the superscript * denotes significant
differences compared to LinearCatRev. ∆ values (%) express the relative
improvement, compared to LinearCatRev. For each model we report the
scores using the best learning to rank technique (Table 3.9).
Table 3.8. Performance evaluation on TREC-CS 2016.
P@5 ∆(%) nDCG@5 ∆(%) MRR ∆(%)
LinearCatRev 0.4897 - 0.3213 - 0.6284 -
GeoSoCa 0.4207* −14.09 0.2958 −7.94 0.6497 3.39
nDTF 0.4172* −14.80 0.2663* −17.12 0.6167 −1.86
UT-ML 0.5138 4.92 0.3357 4.48 0.6389 1.67
UT-CRF 0.5138 4.92 0.3410 6.13 0.6765 7.65
UT-SVM 0.5207 6.33 0.3389 5.48 0.6510 3.60
PK-Boosting 0.5310 8.43 0.3526* 9.74 0.6800 8.21
Bold values denote the best scores and the superscript * denotes signifi-
cant differences compared to LinearCatRev. For each model we report the
scores using the best learning to rank technique (Table 3.10).
58 3.7 Results and Discussion
Table 3.9. Effect on P@5 for different learning to rank tech-
niques in TREC-CS 2015.
UT-ML UT-CRF UT-SVM PK-Boosting
MART 0.5911 0.6008 0.5958 0.6010
RankNet 0.6224 0.6190 0.6155 0.6190
RankBoost 0.6030 0.6086 0.6088 0.6146
AdaRank 0.6028 0.6121 0.6117 0.5893
CoordinateAscent .06115 0.5858 0.5918 0.5997
LambdaMART 0.6022 0.6077 0.6061 0.6135
ListNet 0.6069 0.6249 0.6219 0.6259
RandomForests 0.5836 0.5966 0.5920 0.5963
Bold values denote the best learning to rank technique per
model.
Table 3.10. Effect on P@5 for different learning to rank tech-
niques in TREC-CS 2016.
UT-ML UT-CRF UT-SVM PK-Boosting
MART 0.4653 0.4103 0.3931 0.4483
RankNet 0.5138 0.5103 0.5237 0.5103
RankBoost 0.3414 0.4241 0.4345 0.4586
AdaRank 0.3414 0.3414 0.3414 0.3414
CoordinateAscent 0.5021 0.4931 0.4931 0.5000
LambdaMART 0.3793 0.3931 0.3793 0.4931
ListNet 0.5103 0.5138 0.5103 0.5310
RandomForests 0.4207 0.4069 0.4345 0.4310
Bold values denote the best learning to rank technique per
model.
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Table 3.11. Performance evaluation after removing information provided by Four-
square (F) and Yelp (Y) in the TREC-CS 2015 dataset.
F Y P@5 ∆(%) nDCG@5 ∆(%) MRR ∆(%)
LinearCatRev 3 3 0.5858 - 0.6055 - 0.7404 -
3 7 0.5649 −3.57 0.5860 −3.22 0.7263 −1.90
7 3 0.5697 −2.75 0.5917 −2.28 0.7341 −0.85
UT-ML 3 3 0.6224 - 0.6320 - 0.7496 -
3 7 0.5288* −15.04 0.5307* −16.03 0.6487* −13.46
7 3 0.5787* −7.02 0.5746* −9.08 0.6833* −8.84
UT-CRF 3 3 0.6249 - 0.6285 - 0.7434 -
3 7 0.5960* −8.95 0.5930* −5.65 0.7301 −1.79
7 3 0.6055 −3.10 0.6238 −0.75 0.7503 0.93
UT-SVM 3 3 0.6219 - 0.6339 - 0.7553 -
3 7 0.5728* −7.90 0.5921* −6.59 0.7388 −2.18
7 3 0.6129 −1.45 0.6250 −1.40 0.7497 −0.74
PK-Boosting 3 3 0.6259 - 0.6409 - 0.7704 -
3 7 0.5731* −8.44 0.6010* −6.23 0.7602 −1.32
7 3 0.6044 −3.44 0.6227 −2.84 0.7613 −1.18
The superscript * denotes significant differences compared to the performance each
model has when using information from the two different LBSNs. ∆ values (%)
express the relative drop, compared to the performance each model has when using
information from the two different LBSNs. (Average drop= −4.90%)
best performing method is the proposed PK-Boosting, that uses a combination of
information from both LBSNs.
3.7.4 Impact of Using Different Scores
In this experiment, we try to demonstrate the effectiveness of each score. We
remove each score and analyze our model’s performance without it (but we do
not remove more than one score at a time). The results are reported in Table
3.13. The first line (All) shows the results for P@5, nDCG@5, and MRR using all
scores. The second line (−Scat) shows the results without the location categories,
and so on for the other lines.
The results show a decrease of the model’s performance after removing each
of the scores exhibiting an average relative drop of −4.31%. It indicates that our
system is able to capture different aspects of information and combine them to
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Table 3.12. Performance evaluation after removing information provided by Four-
square (F) and Yelp (Y) in the TREC-CS 2016 dataset.
F Y P@5 ∆(%) nDCG@5 ∆(%) MRR ∆(%)
LinearCatRev 3 3 0.4897 - 0.3213 - 0.6284 -
3 7 0.4172* −14.49 0.2705* −15.81 0.6222 −0.99
7 3 0.4759 −2.46 0.3072 −4.39 0.6032 −4.01
UT-ML 3 3 0.5138 - 0.3357 - 0.6389 -
3 7 0.4862 −5.37 0.3079 −8.28 0.6038 −5.49
7 3 0.5034 −2.02 0.3313 −1.31 0.6393 0.06
UT-CRF 3 3 0.5138 - 0.3410 - 0.6765 -
3 7 0.5069 −1.34 0.3336 −2.17 0.6531 −3.46
7 3 0.4793 −6.71 0.3133 −8.12 0.6268 −7.35
UT-SVM 3 3 0.5207 - 0.3389 - 0.6510 -
3 7 0.4724 −9.28 0.3057* −9.80 0.6260 −3.84
7 3 0.4793 −7.95 0.3158 −6.82 0.6512 0.03
PK-Boosting 3 3 0.5310 - 0.3526 - 0.6800 -
3 7 0.4793* −9.74 0.3210 −8.39 0.6542 −3.79
7 3 0.4759* −10.38 0.3177* −9.90 0.6354 −6.56
The superscript * denotes significant differences compared to the performance
each model has when using information from the two different LBSNs. (Average
drop= −6.00%)
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Table 3.13. Performance of PK-Boosting using all the scores (All)
and after removing each score at a time.
P@5 ∆(%) nDCG@5 ∆(%) MRR ∆(%)
All 0.6259 - 0.6409 - 0.7704 -
−Scat 0.6009* −3.99 0.6124* −4.45 0.7324* −4.93−Srev 0.5555* −11.25 0.5837* −8.92 0.7383* −4.17−Ske y 0.6009* −3.99 0.6113 −3.35 0.7443 −3.10−Sboost 0.6190 −1.10 0.6312 −1.51 0.7610 −1.22−Scx t 0.5962* −4.75 0.6126* −4.42 0.7437 −3.47
The superscript * denotes significant differences compared to the
model using all scores (All). Percentages in bold represent the high-
est decrease in performance when the corresponding score is re-
moved (Average relative drop = −4.31%).
create a better personalized ranking model for POI recommendation. The Scat
score models the types of locations a user is interested in visiting, while Srev
models the reasons the user likes/dislikes different locations belonging to the
same category. Ske y tries to incorporate the most important keywords extracted
from the reviews and to describe a location and its characteristics. Sboost boosts
the most important keywords that interest a user and the contextual relevance is
measured by Scx t . Our model exhibits its largest decrease in performance when
Srev is removed from the model. This suggests that the review-based score is the
most important score in our model. We think this is because it captures users’
opinions. In fact, it is crucial to realize why a user rates two locations in the same
category differently.
3.7.5 Impact of Number of Visited POIs
We report P@5 of all models on TREC-CS 2015 and TREC-CS 2016 in Figure
3.5. In this set of experiments, we vary the number of locations to find the
mapping between the taste keywords and the user tags. We calculate the scores
of Section 3.4 with different number of locations and train the ranking model.
Figure 3.5 shows that PK-Boosting is the winning method when compared with
other models for all different number of locations. This result indicates that PK-
Boosting is more robust when the training set is smaller, whereas the prediction
models ML and SVM are not very well trained using such a small data and their
performance gets worse.
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(a) TREC-CS 2015 (b) TREC-CS 2016
Figure 3.5. Effect on P@5 by varying the number of locations that each user
has visited for (a) TREC-CS 2015 and (b) TREC-CS 2016.
3.7.6 Impact of Visiting POIs from a Single City vs. Two Cities
In this experiment, we intend to see how the number of visited locations from one
single city affects the performance of our model as opposed to the same number
of locations from different cities. In order to do that, we consider at maximum
2 cities, and we train our model using 10, 15, ..., 60 of them for each user as
their history of preferences. To make sure that the order of selected locations
does not affect our experiment, we shuffle the list of previously visited locations
in two ways: 1) we make sure that the first 30 locations are from a city and the
second 30 are from the other city; 2) we shuffle the order of visited locations for
each city and interleave them. For example, v1 would be a location from City1,
v2 a location from City2, v3 a location from City1, and so on. We conduct this
experiment with 5 differently shuffled lists and report the average of the results.
The first ordering method ensures that the first half of the locations, visited by
a user, are from a particular city. The second ordering, on the other hand, makes
sure that for a given number of visited locations n, n/2 of them are locations from
City1 and n/2 are from City2 . We intend to examine how our model performs
when we have information about users from only one city as opposed to two
cities. Moreover, in cases where we have a low number of visited locations in the
user’s history, it is interesting to see how our model performs in both scenarios
(i.e., all locations from a single city vs. from multiple cities).
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Figure 3.6. Our model’s performance in terms of P@5 with different number
of locations as users’ history of preferences compared to LinearCatRev. We
have chose the order of locations in two different manners. Sequential: the
first 30 locations are from one single city, the second 30 are from another city,
Interleaved: the list of locations is interleaved based on their cities.
Figure 3.6 demonstrates our system performance in terms of P@5 with dif-
ferent number of locations in the user’s history compared to LinearCatRev. As we
can see in the figure, the model shows a large improvement up to the first 30 lo-
cations, decreasing in size after we add 40 locations in both orderings. However,
it is interesting to see that the sequential order always performs better than the
interleaved one. This difference is more evident when the number of locations
is smaller than 20. It suggests that when we have limited number of locations
as the user’s history, it is better to have them all about the same city. This can
be observed when there are 30 locations and all from one single city (denoted
as Sequential), we get a much better performance as compared to training the
model using 30 locations with half from one city and the other half from another
one (denoted as Interleaved).
3.7.7 Dimensionality Reduction
In this experiment we compare our personalized keyword boosting method with
the well-known dimensionality reduction method PCA. Since keyword boost-
ing is a kind of personalized dimensionality reduction, we choose to compare
our method with PCA. As Tables 3.14 and 3.15 show, our personalized keyword
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boosting method is able to beat PCA with respect to recommendation effective-
ness in terms of both P@k and nDCG@k. It suggests that the proposed prob-
abilistic model is able to effectively reduce the dimensionality of location key-
words taking into account user personal preferences as well as interests. In fact,
in TREC-CS 2015 the average location keyword per user is 277 and our pro-
posed approach is able to reduce it to 41 (−%85), whereas PCA reduces it to 25
(−%91). Moreover, the average location keywords per user in TREC-CS 2016 is
302 and PK-Boosting reduces it to 105 (−%65) compared with PCA reducing it
to 16 (−%95).
It is worth noting that PCA produces min(n, m − 1) principal components,
where n is the number of data samples and m is the number of data dimensions.
Since in both datasets n m, the number of principal components is bounded
by n and thus PCA reduces data dimensionality more than PK-Boosting. This dif-
ference for TREC-CS 2016 is even bigger due to the fact that users have smaller
number of previously visited locations. It is interesting to note the difference be-
tween the dimensionality reduction that PK-Boosting exhibits on TREC-CS 2015
and TREC-CS 2016 (i.e., 41 vs. 105). This is due the difference between the
average number of user tags in the two datasets. As we can see in Table 3.4, the
average user tag per user for TREC-CS 2015 is 1.46 as compared with 3.61 for
TREC-CS 2016. Since PK-Boosting personalizes dimensionality reduction prob-
lem according to user tags, the average number of user tags can potentially have
an impact on the average number of reduced dimensions. The results of Ta-
bles 3.14 and 3.15 show that PK-Boosting outperforms PCA in terms of recom-
mendation effectiveness even though PCA is able to reduce more dimensions.
This suggests that incorporating personal information for dimensionality reduc-
tion is effective and hence PK-Boosting performs better.
3.7.8 User Tag Prediction
In this experiment we evaluate the effectiveness of different user tag prediction
methods. The aim of this experiment is to show how effective user tag prediction
is in terms of user tag prediction accuracy. In previous experiments we showed
how user tag prediction can improve the overall recommendation effectiveness;
however, it is crucial to know how effective is the prediction model so that we can
further analyze and improve the prediction accuracy in order to achieve better
recommendation. Table 3.16 reports the performance of different user tag pre-
diction models. Note that CRF and SVM-based taggers are trained using the same
feature set for fair comparison. As we can see in this table the SVM based model
is able to beat all other models. In fact, the SVM based model benefits highly
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Table 3.14. Performance comparison on TREC-CS 2015 on dimensionality reduction.
Avg. Dim. P@5 ∆(%) nDCG@5 ∆(%) MRR ∆(%)
LinearCatRev 277 0.5858 - 0.6055 - 0.7404 -
PK-PCA 25 0.6030* 4.37 0.6157 3.07 0.7366 −0.32
PK-Boosting 41 0.6259* 6.85 0.6409* 5.85 0.7704* 4.05
The superscript * denotes significant differences compared to LinearCatRev.
Table 3.15. Performance comparison on TREC-CS 2016 on dimensionality reduc-
tion.
Avg. Dim. P@5 ∆(%) nDCG@5 ∆(%) MRR ∆(%)
LinearCatRev 302 0.4897 - 0.3213 - 0.6284 -
PK-PCA 16 0.5106 4.21 0.3406 6.02 0.6424 2.23
PK-Boosting 105 0.5310 8.43 0.3526* 9.74 0.6800 8.21
The superscript * denotes significant differences compared to LinearCatRev.
Table 3.16. Performance comparison of user tag prediction models.
Precision Recall F-Measure
ML 0.3982 0.2421 0.3011
SVM-Based 0.7923 0.8110 0.8016
CRF 0.7646 0.7573 0.7609
from the features that are extracted using the proposed mapping and therefore
it can beat ML.
3.8 Summary
In this chapter, we presented a probabilistic model to find the mapping between
user tags and location taste keywords. This mapping enabled us to explore var-
ious directions to address the data sparsity problem for POI recommendation.
In particular, we followed two directions: 1) a PK-Boosting model to reduce the
dimensionality of location taste keywords and 2) three models to predict user
tags for a new location, as alternatives to PK-Boosting. Moreover, we described
how to incorporate the new information into POI recommendation, calculating
different scores from information from multiple LBSNs. In addition, we also
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created a dataset to measure the contextual appropriateness of locations and ex-
plained how we used the dataset to improve our model. Following learning to
rank techniques, the final POI recommendation ranking is obtained based on the
computed scores. The experimental results on two TREC collections demonstrate
that our method outperforms state-of-the-art strategies. This confirms that the
proposed approach, PK-Boosting, addresses the data sparsity problem capturing
user preferences accurately.
Although the results of this chapter demonstrate the success of our proposed
content-based approach, our intuition is that such content-based approaches are
able to outperform collaborative approaches in cases where the data is very
sparse. Data sparsity is a known problem in recommendation, however, the
TREC-CS dataset is an example of very sparse data. This is mainly due to the
fact that the training data is collected from a random city in the U.S. and the
test data is collected from another city. Therefore, there is not much common
check-in records in the test and train datasets. As a consequence, collabora-
tive approaches are not able to learn the latent associations between users and
POIs [25]. Therefore, in the next chapter, we propose a collaborative approach
to model users and POIs.
Chapter 4
Collaborative User Modeling for Venue
Suggestion
4.1 Introduction
While content-based approaches are strong in modeling user, POI behavior and
profile, they fail to capture the collaborative behavior of users on LSBNs. This
happens because every user is modeled solely based on their past behavior. Al-
though our first approach in Chapter 3 demonstrated the power of content-based
approaches in the absence of collaborative data, the available data from the
major LBSNs often contains sufficient data for learning user-POI associations.
Therefore, in this chapter we present a collaborative approach for POI recom-
mendation. More specifically, we propose a two-phase collaborative ranking
(CR) algorithm that is able to learn users’ preferences from implicit feedback
(i.e., check-ins). Our model is inspired by the successful results of CR in other
domains with explicit user feedback [167, 189] and of ranking methods using
implicit user feedback for POI recommendation [125, 165]. It is worth noting
that many temporal and long-term characteristics of users behavior and POI pop-
ularity should be studied on large-scale check-in data from LBSNs. That is why
we evaluate our proposed model on two datasets from Foursquare and Gowalla.
However, since users often do not leave explicit feedback about their check-ins,
we have taken into account users’ implicit feedback. Therefore, we use a two-
phase implicit feedback inference in our algorithm. In fact, we assume that a
single check-in means that a user “likes” the POI while multiple visits mean that
user prefers the POI over others. Based on this assumption, in the first phase we
push POIs with single or multiple check-ins at the top of the recommendation
list, taking into account the geographical influence of POIs in the same neigh-
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borhood. In the second phase, we push POIs with multiple check-ins over the
ones with a single visit. As argued in [125], considering both visited and un-
visited POIs in the learning alleviates the sparsity problem. Therefore, the first
phase of our algorithm addresses the sparsity problem, whereas the second stage
boosts the accuracy of our model by pushing more relevant POIs at the top of the
list. To take into account the dynamics of user and place check-in, we introduce a
time-sensitive regularizer in the ranking loss. The regularizer models the activity
pattern of every user and venue over time. Adding this regularizing parameter
to the objective function fuses the activity patterns into the ranking function in
a collaborative way.
Our contributions in this chapter can be summarized as follows:
• We perform an extensive analysis to demonstrate the underlying patterns
of preference and popularity over time.
• We propose a general time-sensitive regularizer, taking into account the
variance of users activities and venues popularity over time.
• We propose a novel two-phase CR-based POI recommendation algorithm
incorporating users implicit check-in feedback with a focus on the top of
the list.
• We propose a geographical similarity measure and add its influence to the
model’s objective function.
Experiments on two benchmark datasets show that the proposed approach
outperforms state-of-the-art POI recommendation and CR methods. In particular,
we show that the joint learning strategy enables the model not only to address
the sparsity problem but also to rank relevant POIs higher. The first phase mainly
addresses the sparsity problem by adding the geographical influence as well as
considering both visited and unvisited venues for training. The second phase
improves the accuracy of the model, pushing to the top of the recommendation
list the POIs that users prefer more. Moreover, we demonstrate the effectiveness
of the time-sensitive regularizer, that is applied to both phases of the algorithm
taking into consideration the long-term behavior of users and the popularity of
POIs.
The remainder of the chapter is organized as follows, a deep analysis on
the datasets is performed in Section 4.2. We describe our collaborative method
in Section 4.3 and in Section 4.4, we describe the evaluation settings. Sec-
tion 4.5 evaluates the performance of our model against competitive models.
Finally, Section 4.6 summarizes the chapter, highlighting the need for combining
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the content-based and collaborative approaches for improved recommendation,
which is described in the next chapter.
4.2 Data Analysis
In this section, we conduct an extensive analysis of two real-world datasets to
explore user preferences’ dynamics over time.
4.2.1 Data
We use two real-world check-in datasets from Foursquare and Gowalla provided
by [208]1. The Foursquare’s dataset originally consists of 342,850 check-ins of
users in Singapore in the period of Aug. 2010 to Jul. 2011 [208]. The Gowalla’s
dataset, on the other hand, includes 736,148 check-ins made by users in Califor-
nia and Nevada in the period of Feb. 2009 to Oct. 2010 [208]. Every check-in
contains a user id, POI id, time, and geographical coordinates. For a fair com-
parison, we also use the preprocessed data as in [208]. Users who have less
than 5 check-ins, as well as POIs with less than 5 check-ins are removed from
the datasets. Finally, we have 194,108 check-ins on Foursquare’s and 456,988
check-ins on Gowalla’s. We used the geographical coordinates of POIs to retrieve
their corresponding categories such as bar, pizza place. More details are listed in
Table 4.1. Notice that multiple check-ins refer to the check-ins that were made
by a particular user to a particular POI more than once. As shown in Table 4.1,
45.51% of check-ins on the Foursquare’s dataset refer to users visiting POIs more
than once. In Gowalla’s, we observe fewer multiple check-ins, namely, 32.69%
of all check-ins.
4.2.2 Time-Dependency of User Activities and Interests
Many studies analyzed users activity patterns over time [86, 200, 208, 209]. We
conduct a long-term user activity analysis, namely we study the user behavior
over several months. This monthly analysis allows us to realize the long-term
shift of users interest. Users’ interests could evolve over time while sustaining
their personal patterns. For instance, a teenager who reaches the legal age of
drinking often starts going to bars (long-term interest shift), whereas an adult
user often chooses to travel on Easter (personal pattern). Figure 4.1 depicts the
distribution of check-ins of both datasets every month. There is a significant shift
1Available at http://www.ntu.edu.sg/home/gaocong/data/poidata.zip
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Table 4.1. General statistics of the datasets
Foursquare’s Gowalla’s
# of users 2,231 10,162
# of POIs 5,596 24,250
# of check-ins 194,108 456,988
Avg. POIs per user 45.57 30.356
Avg. users per POI 18.90 12.69
Multiple check-ins 45.51% 32.69%
Density 0.0081 0.0012
of activity on each month. For instance, we observe that the number of check-ins
increases from Feb. to Jul. in both datasets. Next, we report further analysis only
on Gowalla’s, as we observed similar attributes when analyzing the Foursquare’s
dataset. Figure 4.2 shows the popularity of the top 8 venue categories. As we
can see, before Oct. 2009 we observe dramatic shift of popularity. However, after
Oct. 2009, the top categories exhibit a rather more stable popularity pattern as
the dataset grows. Interestingly, we still can observe popularity shifts between
“Coffee Shop,” “American,” “Mexican,” “City Park,” and “Asian.” This suggests
that users also exhibit a time-dependent pattern in visiting popular categories of
POIs.
Figure 4.3 shows the activity of two samples of users in a long period. It
also shows how the popularity of two samples of POI categories changes over
time. Note that, all the plots of Figure 4.3 illustrate the distribution of each user
or category over time, that is, for each user or category, summing all the values
of Y over time (X) equals to 1. We compute the variance of check-ins for both
users and categories. Then, we pick the ones with the lowest in Figure 4.3a & c
and the ones with the highest variances in Figure 4.3b & d. Our aim is to pick
some representative user and categories from either end of the spectrum. As we
can see, even users who are supposed to be the most stable (Figure 4.3a) ex-
hibit very time-dependent check-in patterns. It is worth noting that we ignored
users with less than 50 check-ins in plotting Figure 4.3b, as those users mostly
appear once in the dataset and hence are listed among the top variant users.
However, we still observe that the users with high check-in variance are those
who appear a few times and have less regular check-in behavior. This suggests
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(a) Foursquare’s (b) Gowalla’s
Figure 4.1. Number of check-ins per month on Foursquare’s and Gowalla’s.
that the more active a user is, the less variant her check-in pattern is. We also
observed a negative correlation between the users’ check-in variance and quantity
(Spearman: −0.5583) which supports our assumption. As for the POI categories,
Figure 4.3c depicts the least variant categories. First, all of the categories relate
to users’ daily activities, for example going to a coffee shop or sandwich store.
These categories are more time-independent since they are less affected by sea-
sonal changes or weather conditions. Similar to what we observed for users,
more popular categories are also less time-variant. In fact, we found a negative
correlation between POI categories variance and popularity (Spearman: −0.8411).
On the other hand, the more time-variant categories (Figure 4.3d) are less pop-
ular and they depend mainly on weather and political events. For example, “Ski
Shop” only appears during winter and “Democratic Event” appears as a political
campaign takes place.
All our observations suggest that there is an underlying temporal pattern in
check-in activities from the perspective of both users and place categories. We
argued that check-in variance reveals meaningful information and thus we design
our model focusing on these aspects.
4.2.3 Users’ Multiple Check-ins
As we discussed earlier in Section 4.1, a good indicator of a user’s preference
is the fact that they visit the same POI multiple times. A multiple check-in be-
tween a user ρ and a venue l occurs if ρ visits l more than once. Other studies
assumed multiple check-ins as an implicit feedback and demonstrated its effec-
tiveness [125]. We also observed that a considerable amount of check-ins are
multiple check-ins (Table 4.1). We randomly picked 100 users from the 500
most active users of Gowalla’s. Figure 4.4 shows the quantity of single check-ins
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Figure 4.2. Popularity of the top-8 categories over time on Gowalla’s (best
viewed in color).
as well as multiple check-ins of the sample users. As we can see, users spend a
considerable amount of their time visiting POIs they have visited before. In fact,
multiple check-ins constitute 20% of check-ins for an average user on Gowalla’s
(with a standard deviation of 21). According to Figure 4.4, the more active a user
is, the more multiple check-ins they have. We calculated the correlation between
the number of check-ins and the percentage of multiple check-ins per user. We
observe that there is a positive correlation (Spearman: +0.4257) between the
two variables, supporting our assumption. Based on these observations, we con-
firm that multiple check-ins provide valuable information regarding users’ pref-
erence and since these account for a considerable amount of the datasets, we
design our model with a focus on them.
4.2.4 Remarks
In this section, we present the main findings of our analysis. As observed in
Section 4.2.2, users exhibit a long-term shift in their check-in behavior. As a con-
sequence, POIs witness a shift in their popularity. However, many of these shifts
are natural because users grow old and their habits evolve. Also, even though
some types of POIs exhibit less time-sensitivity, many POIs are highly dependent
on temporal phenomena such as seasonal changes or political campaigns. In ad-
dition, over a longer period of time, less active users exhibit more variance in
their check-in behavior. The same behavior is also observed for POIs, that is, less
popular POIs suffer from more variance in terms of users’ check-ins. Thus, it is
crucial to take into consideration how variant a user or POI has been in the past
while learning the model.
According to 4.2.3, there is a positive correlation between the activity of a
user and the number multiple check-ins they have had. This also means that
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(a) Least variant users (b) Most variant users
(c) Least variant POI categories (d) Most variant POI categories
Figure 4.3. Check-in distribution of users and POI categories over time in
Gowalla’s. Figures a & c depict the least time-variant users and POI categories,
respectively. Figures b & d, in contrast, show the distribution of the most time-
variant users and POI categories, respectively (best viewed in color).
a user who has visited the same POI several times in the past is more likely to
visit the same POI in the future. Moreover, single check-ins are already crucial
and should be considered in the model to account for users’ preferences as they
choose to visit a particular POI when they could have chosen other venues in the
same neighborhood. This gives us a rough estimate of their interest and pref-
erences while multiple check-ins are more accurate indicators of users’ interest.
Thus, both single and multiple check-ins need to be involved while learning the
model.
4.3 Proposed Method
Following the remarks based on our analysis in Section 4.2, in this section, we
present here our model. We first introduce the notations of our model. Let
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Figure 4.4. Check-in histogram of 100 randomly-sampled users from the 500
most active users of Gowalla’s. For each user, the red bar denotes the number
of multiple check-ins, while the blue bar denotes the number of single check-ins.
P = {ρ1, . . . ,ρn} be the set of n users and L = {l1, . . . , lm} be the set of m POIs.
As an implicit feedback, we consider POIs that each user ρi has visited, Li, as
“relevant” and all other unvisited POIs as “irrelevant” in the neighborhood where
the user has visited all relevant items. Also, we consider POIs with multiple
check-ins as “more relevant.” Therefore, we define L +i as the set of relevant
POIs, L −i as the set of irrelevant POIs, and L ∗i the set of “more-relevant” POIs
for user ρi. We also define n
+ = |L +i |, n− = |L −i |, and n∗i = |L ∗i |.
Our aim is to define a ranking function fi(l) for each user ρi to rank more-
relevant POIs higher than relevant POIs, and relevant POIs higher than irrelevant
POIs. Moreover, we aim to incorporate the influence of POIs that are located
close to each other. Let U ∈ Rd×n be the latent factor for users and V ∈ Rd×m
be the latent factor for POIs. It is worth noting that ui corresponds to ρi and
v j corresponds to l j. The ranking function for the i
th user ρi and the j
th POI l j
would be fi(l j) = uTi v j.
We design a two-phase objective function, where the first phase constructs
ranking functions fi(l) such that relevant POIs are ranked higher than irrelevant
POIs. In the second phase, functions fi(l) are updated to rank more-relevant POIs
higher than relevant POIs. In Section 4.3.1, we first describe how we compute
the distance between two POIs and in Section 4.3.2 we explain the first phase of
the objective function in which the geographical influence is also incorporated.
In Section 4.3.3, we give details on the second phase of the objective function.
In Section 4.3.4, we describe the proposed time-sensitive regularizer which takes
into consideration the users’ long-term behavioral patterns, and in Section 4.3.5
we present an overview of the proposed algorithm and how both phases of the
objective function are optimized jointly.
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4.3.1 Geographical Similarity
We compute the geographical similarity between two POI to incorporate the ge-
ographical context while characterizing the user’s geographical preferences. The
similarity is inversely proportional to the distance between two POIs. Inspired
by relevant studies [5, 17, 125, 126] where a simple geographical measure im-
proved the models significantly, we use the Haversine formula to compute the
angular distance between li and l j:
hi j = 2 arcsin
q
sin2(∆φi j/2) + cosφi × cosφ j × sin2(∆ηi j/2)

,
where φi and φ j are latitudes of li and l j in radian, respectively. Accordingly, ηi
and η j are longitudes of li and l j in radian. Then we calculate the geographical
similarity between li and l j as follows:
gi j =
1
1+ (hi j × R) ,
where R is the earth’s radius (R =6,371KM). In the following section, we demon-
strate how di j is incorporated in the our proposed method.
4.3.2 Phase 1: Visited vs. Unvisited POIs
In the first phase, we focus on ranking higher POIs that a user has visited (no
matter how many times) than the ones they did not visit. Formally, we aim at
ranking L +i higher than L −i . More specifically, our goal is to rank the POIs
with emphasis on the top of the list. Moreover, we take into consideration the
geographical distance between POIs. Building ranking functions that incorporate
the distance between POIs also allows us to model latent associations between
users living in the same neighborhood, who would not be associated with each
other in a traditional CR setting. This happens because our method takes into
account venues’ distances as it updates the user and item latent matrices.
Let Hi(l−j ) be the “height” of an irrelevant venue:
Hi(l
−
j ) =
∑
k∈L +i
 
1[ fi(l+k )≤ fi(l−j )]

/
 
1+αexp(gk j)

, (4.1)
where α is the weight of geographical influence and 1[.] is an indicator function.
Note that α controls the model’s bias towards POIs in the same neighborhood and
can be used to prevent the “Harry Potter” problem [115]. Dividing the indicator
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function by G allows the model to incorporate the geographical distances into
the model while constructing the height for irrelevant items. For example, if an
irrelevant item is ranked higher than a relevant item, but they are very close
then the denominator will be higher, reducing the height of the irrelevant POI.
The objective function should aim at minimizing Hi for all given POIs. A lower
value of Hi also means that there are fewer irrelevant POIs ranked higher than
relevant ones. From an optimization perspective, indicator functions are not
convex. Therefore, we use the logistic loss of the difference between the two
functions as a convex upper bound surrogate. For reading simplicity we define
Gα(i, j) = 1+αexp(gi j) .
We define the difference between the kth POI and the jth as follows:
δi(k, j) = u
T
i
 
(vk − v j)/Gα(k, j)

. (4.2)
Therefore, the surrogate height function H ′i(l
−
j ) becomes:
H ′i(l
−
j ) =
∑
k∈L +i
log

1+ exp
 −δi(k, j) , (4.3)
where `(δ) = log(1+ exp(−δ)) is the logistic loss of δ. We consider `2-norm of
H ′i as the objective function, following [167]. Therefore, the objective function
is:
R(U , V ) =
m∑
i=1
1
ni
∑
j∈L −i
 
H ′i(l
−
j )
2
=
m∑
i=1
1
ni
×
∑
j∈L −i
 ∑
k∈L +i
log

1+ exp
− uTi (vk − v j)/Gα(k, j)2 . (4.4)
For solving the above optimization problem, we use a gradient-descent-based
alternating optimization algorithm. We first keep V fixed and update U , and
then keep U and update V . Therefore, the update rules of the t+1 iteration are:
ut+1i = u
t
i − γ5ui R(U t , V t),∀i = 1, . . . , n , (4.5)
vt+1j = v
t
j − γ5v j R(U t+1, V t),∀ j = 1, . . . , m . (4.6)
For reading simplicity we define
θ (k, j) =
 
1+ exp(δ(k, j)

,
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and the gradients of R(U , V ) with respect to ui and v j are computed as follows:
5ui R(U , V )
=
2
ni
∑
j∈L −i

H ′i(l
−
j )
∑
k∈L +i
(v j − vk)/
 
Gα(k, j)θ (k, j)

,
5v j R(U , V )
=
∑
i∈P −j
2
ni
∑
h∈L −i

H ′i(l
−
h )
∑
k∈L +i
ui/
 
Gα(k, h)θ (k, h)

−∑
i∈P +j
2
ni
∑
h∈L −i

H ′i(l
−
h )
∑
k∈L +i
ui/
 
Gα(k, h)θ (k, h)

.
with P +j being the set of users who have visited l j and P −j the set of users who
have not visited l j.
4.3.3 Phase 2: Multiple vs. Single Check-ins
In the second phase, we focus on ranking POIs with multiple check-ins (i.e.,
more-relevant POIs) higher than the ones with single check-in (i.e., relevant
POIs). As we observed in Section 4.2.3, there is a positive correlation between
the number of multiple check-ins and total number check-ins. Therefore, it is
crucial to take into consideration the fact that the POIs that users have visited
more often in the past are more relevant. Formally, letL 1+i =L +i −L ∗i be the set
of POIs that the ith user has visited exactly once. Our goal is to rank L ∗i higher
than L 1+i . Let Πi(l∗j ) be the “reverse height” of a more-relevant venue, that is:
Πi(l
∗
j ) =
∑
k∈L 1+i
1[ fi(l∗k)≤ fi(l1+j )] . (4.7)
Lower values of Πi mean that there are fewer relevant POIs ranked higher than
the more-relevant ones. Similarly to the first phase in Section 4.3.2, we use a
logistic loss as the surrogate:
Π′i(l
1+
j ) =
∑
k∈L ∗i
log
 
1+ exp(−uTi (vk − v j))

. (4.8)
However, Π′i is not easy to be optimized using typical ranking loss, like DCG.
Hence, we reformulate the objective functions as follows:∑
k∈L ∗i
log

1+Πi(l
∗
k)

.
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Then, the objective function RΠ(U , V ) of reverse height becomes:
RΠ(U , V ) =
m∑
i=1
1
ni
∑
j∈L ∗j
log(1+Π′i(l
∗
k)) =
m∑
i=1
1
ni
×
∑
j∈L ∗j
log

1+
∑
k∈L 1+i
log

1+ exp
 − uTi (vk − v j) . (4.9)
We optimize RΠ(U , V ) similarly to Section 4.3.2, that is, we first keep V fixed and
update U , then keep U updating V . Therefore, we consider the following update
rules:
ut+1i = u
t
i − γ5ui RΠ(U t , V t),∀i = 1, . . . , n , (4.10)
vt+1j = v
t
j − γ5v j RΠ(U t+1, V t),∀ j = 1, . . . , m . (4.11)
Similarly, the gradients are defined as follows:
5ui RΠ(U , V )
=
1
ni
∑
j∈L ∗i
 1
1+Π′i(l∗j )
∑
k∈L 1+i
 
(v j − vk)/(1+ exp(δi(k, j)))

,
5v j RΠ(U , V )
=
∑
i∈P 1+j
1
ni
∑
h∈L 1+i
 1
1+Π′i(l∗h)
∑
k∈L ∗i
 
ui/(1+ exp(δi(k, h)))

−∑
i∈P ∗j
1
ni
∑
h∈L 1+i
 1
1+Π′i(l∗h)
∑
k∈L ∗i
 
ui/(1+ exp(δi(k, h)))

,
where we define P 1+j the set of users who have visited l j only once and P ∗j the
set of users who have visited l j multiple times.
4.3.4 Time-Sensitive Regularizer
As we discussed in Section 4.2.2, the long-term temporal activity patterns of both
users and POIs should be taken into account. One way to account for the activity
patterns of users and the popularity of POIs is to consider how variant they are
over time. For example, if a POI is a coffee shop and receives approximately the
same number of people every month, it is more likely that it receives the same
number of users in the next month. Whereas, POIs like ski shop are only popular
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during the ski season. In particular, we observed in Figure 4.3d that the popu-
larity of certain POI categories are highly time-dependent. Here, we propose to
incorporate a novel time-sensitive regularizer into the objective function of both
of our objective phases in (4.4) and (4.9). Adding a regularizer that is calcu-
lated for each user and POI based on their past activities enables us to model
the time-sensitivity of users and POIs. The main goal here is to penalize those
users and POIs which are less stable. A more stable user or POI is one that ex-
hibits less activity variance over time. This regularizer is defined based on our
extensive analysis and observation in Section 4.2.2 where we observed that POIs
that are less popular are more time-sensitive. We also had a similar observation
for users, where we observed that less active users exhibit less stability in their
check-in behavior.
Let σ2,U ∈ R1×n be the variance vector for users, where σ2,Ui is the activity
variance of the ith user ρi. For each user ρi, we count the number of check-
ins per month and normalize the values. Then, calculating the variance of the
monthly check-ins of ρi produces σ
2,U
i . Similarly, let σ
2,V ∈ R1×m be the variance
vector for POIs, withσ2,Vj being the popularity variance of the j
th POI l j. Note that
we calculate the variance of POIs based on their corresponding categories since
we observed more meaningful popularity patterns with respect to the categories.
The time-sensitive regularizer parameter for users and POIs are calculated as
follows:
ΛU = λ log(1+ exp(−σ2,U)) , (4.12)
ΛV = λ log(1+ exp(−σ2,V )) . (4.13)
It is worth noting that we consider the logistic function of variances to prevent
underflow and take the hyper parameter λ as a controlling parameter to prevent
the model from overfitting. Ultimately, we add the time-sensitive regularizer to
the objective functions of our two phases in (4.4) and (4.9). Thus, when updating
ui, we add the regularizer term Λ
U
i ui, and for updating vj we add the regularizer
term ΛVj v j.
4.3.5 Joint Two-Phase Collaborative Ranking Algorithm
Algorithm 1 presents the proposed joint two-phase collaborative ranking method.
Line 2 initializes the factor matrices randomly. θ is initialized at line 3, summing
up the values of the two phases of our objective function, namely, R(U t+1, V t+1)
and RΠ(U t+1, V t+1). The joint optimization of the two phases is done between
lines 4 and 12. As we see, in every iteration, ui and v j are first updated according
to (4.5) and (4.6) (lines 7 and 8) to push visited POIs higher in the ranking.
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Algorithm 1: The Joint Two-Phase Collaborative Ranking Algorithm
(JTCR).
Input: P , L , max I ter, {λ,γ,α,ε, d}
Output: Uout, Vout
1 t ← 0
2 Initialize U t+1, V t+1
3 θ t+1← R(U t+1, V t+1) + RΠ(U t+1, V t+1), θ t = θ t+12
4 while (abs(θ t+1 − θ t)> ε) ∧ (t < max I ter) do
5 t ← t + 1
6 // Phase 1
7 Update ut+1i ,∀i = 1, . . . , n Eq. (4.5)
8 Update vt+1j ,∀ j = 1, . . . , m Eq. (4.6)
9 // Phase 2
10 Update ut+1i ,∀i = 1, . . . , n Eq. (4.10)
11 Update vt+1j ,∀ j = 1, . . . , m Eq. (4.11)
12 θ t+1← R(U t+1, V t+1) + RΠ(U t+1, V t+1)
end
13 Uout← U t+1, Vout← V t+1
Each iteration is then followed by optimizing ui and v j according to (4.10) and
(4.11) (lines 10 and 11), respectively. Therefore, U and V factor matrices are
optimized jointly to push visited POIs higher than unvisited POIs and multiple
visited POIs higher than single visited POIs simultaneously. After convergence,
the final values of the latent factor matrices are stored at line 13. Note that the
proposed time-sensitive regularizer is applied at lines 7, 8, 10, and 11. Also, the
geographical influence is applied at lines 7 and 8. One can argue that employing
a two-phase learning strategy might be computationally expensive. However,
since in the second phase we only focus on the POIs that each user has checked
in, the optimization algorithm does not add a substantial overhead to the whole
system. In fact, for each user the complexity of one iteration is O (n1+i n∗i ), which
is very small compared to the first phase, which is O (n−i n+i ).
4.4 Experimental Setup
In this section, we evaluate the performance of our model compared with state-
of-the-art methods and study the impact of different parameters on the perfor-
mance of our model.
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4.4.1 Data
We evaluate our method on two real-world datasets, namely, Foursquare’s and
Gowalla’s. Both datasets were provided by the authors of [208]. The statistical
details of the datasets are listed in Table 4.1. We take the first 70% of the data
for each user as the training set, 10% as the validation set, and the remaining
20% as the test set, following the evaluation protocol of [219].
4.4.2 Metrics
We compare the performance of our model in terms of Precision at k (P@k)
and Normalized Discounted Cumulative Gain at k (nDCG@k). Let Lch(ρ) be the
set POIs that a user has visited in the test set and Lkrec(ρ) be the set of recom-
mended POIs of size k. P@k(ρ) for a user ρ is defined as P@k(ρ) = (|Lch(ρ)∩
Lkrec(ρ)|)/(k) and P@k for the whole dataset is the average P@k(ρ) for all the
users in the test set.
To calculate nDCG@k, we need to define relevance values in the test set.
Following the same strategy of Section 4.3, we define a three-level relevance for
each POI based on the frequency of check-in for a particular user:
rel(l,ρ) =

2 if ρ visited l multiple times
1 if ρ visited l only once
0 if ρ did not visit l .
Therefore, nDCG@k(ρ) for a given user ρ is defined as follows:
DCG@k(ρ) =
k∑
r=1
2rel(lr ,ρ) − 1
log2(r + 1)
,
nDCG@k(ρ) =
DCG@k(ρ)
IDCG@k(ρ)
,
where lr is the POI at the r
th rank and IDCG@k(ρ) is the ideal DCG@k value for
user ρ, that is, the highest possible value for DCG@k. The reported values of
nDCG@k are the average of the nDCG@k(ρ) values for all the users in the test
set. We report the values of nDCG@k and P@k for three values of k, namely 5,
10, 20.
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4.4.3 Compared Methods
We compare our Joint Two-Phase Collaborative Ranking (JTCR) model with ap-
proaches that consider geographical influence for POI recommendation and ap-
proaches based on collaborative ranking with emphasis on ranking relevant items
higher. Also, we include two variations of the proposed JTCR to demonstrate the
effectiveness of different elements of our algorithm. Note that for each model, we
find the optimum set of parameters using the validation set and report the mean
and standard deviation of results of 5 different runs with the same parameters.
We compare our JTCR model with the following methods:
• JTCR-Phase1 reports the performance of the first phase of JTCR. We in-
clude this model as a baseline to demonstrate the effectiveness of the first
phase of JTCR and the significance of the second phase of the algorithm.
• JTCR-NoVar reports the result of our proposed JTCR without using the
time-sensitive regularizer. Instead, we use λ/2(|U |2 + |V |2) as the reg-
ularizer. Our goal is to demonstrate the effectiveness of the time-based
regularizer.
• JTCR-NoGeo reports the result of our proposed JTCR without applying the
geographical influence (i.e., α= 0).
• WRMF [101] proposes an MF method for item prediction from implicit
feedback. It is an adaptation of SVD, minimizing the square-loss.
• IRenMF [131] is based on weighted MF [143] exploiting two levels of
geographical neighborhood characteristics: nearest neighboring locations
share more similar user preferences, while locations in the same geograph-
ical region may share similar user preferences.
• GeoMF [126] augments users’ and venues’ latent factors in the factoriza-
tion model with activity area vectors of users and influence area vectors of
venues, respectively.
• Rank-GeoFM [125] is a ranking-based MF model that includes the geo-
graphical influence of neighboring venues while learning users’ preference
rankings for venues.
• Rank-GeoFM-NoGeo reports the result of Rank-GeoFM without consider-
ing the geographical influence.
83 4.5 Results and Discussion
• RH-Push / Inf-Push / P-Push [60] are three push CR models based on re-
verse height, infinite, and p-norm. For each user, we considered the venues
they visited as positive training samples and selected k venues randomly
as negative training samples.
We aim to compare the performance of JTCR against state-of-the-art methods
in POI recommendation that consider recommendation as a ranking problem and
the ones that do not. Also, it is crucial to compare our method with approaches
that incorporate geographical influence into the model. The other set of methods
is based on CR. Our aim is to demonstrate the effectiveness of our two-phase
regularized CR in comparison with other CR baselines.
4.5 Results and Discussion
In this section, we evaluate the performance of our proposed method with base-
line methods.
4.5.1 Performance Comparison
Tables 4.2, 4.3, 4.4, and 4.5 report the performance of our method compared
with 11 baselines in terms of nDCG@k and P@k for Foursquare’s and Gowalla’s.
Based on the results we observe that our proposed JTCR significantly outperforms
all the baseline methods on both datasets with respect to both nDCG@k and P@k.
It is worth noting that the improvement is achieved for all values of k.
Moreover, Rank-GeoFM performs best among the geographical-based meth-
ods, as Rank-GeoFM propagates geographical influences using the constructed
graph, which confirms that geographical neighborhood is a major factor for rec-
ommendation. Rank-GeoFM considers the implicit feedback while training the
model similar to us, however, as we observe our two-phase collaborative rank-
ing approach beats Rank-GeoFM indicating the effectiveness of our approach.
Moreover, JTCR outperforms Rank-GeoFM by a large margin on both datasets.
It is worth noting that JTCR beats all geographical-based methods in terms of
both nDCG@k and P@k for all different values of k in both datasets. GeoMF
and IRenMF do not consider POI recommendation as a ranking problem. Hence,
they attempt to optimize the overall error rate which proves to be less effective
for POI recommendation mainly because the users are only interested in top k
recommended POIs. Consequently, JTCR beats GeoMF and IRenMF with a large
margin.
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In addition, we observe that in most cases CR-based baseline methods, namely
P-Push, Inf-Push, and RH-Push perform better than other baseline methods. This
suggests that a CR-based approach leads to better performance for POI recom-
mendation in general. However, we observe that JTCR outperforms all CR-based
baselines. This indicates that all CR-based methods suffer from the sparsity prob-
lem while our two-phase CR strategy alleviates this problem by considering both
visited and unvisited POIs in the same neighborhood. Also, none of the CR-based
methods consider time in their ranking loss function. While it is important to con-
sider POI recommendation as a ranking problem, it is also important to consider
time to generate accurate recommendations (Section 4.2). Our proposed model
beats the CR-based methods by a significant margin showing out time-sensitive
regularizer (Section 4.3.4) based on the temporal behavior of users and the tem-
poral popularity of POIs leads to a more accurate performance. Although the
CR-based baseline approaches focus on the top of the ranked list, they fail to
rank more-relevant POIs higher in the ranking. In fact, these methods consider a
binary relevance between users and POIs. Higher nDCG@k values indicate that
our model ranks POIs with multiple check-ins more accurately, compared with
the CR-based baseline approaches. This suggests that our two-phase model ranks
the POIs with higher relevance more effectively than the CR approaches by con-
sidering multi-level implicit user feedback. It is worth noting that the variants
of our model also outperform most of the baselines. In particular, JTCR-NoVar
outperforms all the baselines and JTCR-Phase1 performs better than most of the
baselines, including P-Push. This is important, since it indicates that incorporat-
ing the temporal information together with geographical similarities improves
the performance of this model when only the first phase is considered. Also, we
see that JTCR-NoGeo beats all the baselines. Specifically, it performs better that
Rank-GeoFM-NoGeo and other baselines that do not consider geographical in-
formation. This indicates the effectiveness of the proposed model even when the
geographical influence is not considered.
4.5.2 Impact of the 2nd Phase
To study the effect of the second phase of JTCR, we compare the performance of
JTCR when only the first phase is used (JTCR-Phase1) with the performance of
JTCR when both phases are considered. As we can see in Tables 4.2 - 4.5, JTCR
exhibits a significant improvement over JTCR-Phase1 in terms of all evaluation
metrics for both datasets. This indicates that while JTCR-Phase1 is able to beat all
other baselines, the second phase of the algorithm enables JTCR to model multi-
ple check-ins more accurately. This validates the remark based on our analysis in
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Section 4.2.4 which states that a user who has visited a POI multiple times in the
past is likely to visit the same venue in the future. Moreover, while this remark
based on our analysis applies to a user, it is also valid with respect to similar users.
Therefore, in the second phase, similar users and their corresponding collabora-
tive associations are mainly determined based on how similar they are in terms
of multiple check-ins. This helps the model rank “more relevant” items higher
and hence improves the accuracy of the model. Moreover, we observe a higher
relative difference on Foursquare’s. According to Table 4.1, Foursquare’s consists
of more multiple check-ins than Gowalla’s (45.51% as opposed to 32.69%) which
suggests that the second phase can model multiple check-ins more effectively on
the Foursquare’s dataset.
4.5.3 Impact of the Time-Sensitive Regularizer
Next, we discuss the effect of the time-sensitive regularizer. To this end, we
compare the performance of JTCR without using the time-sensitive regularizer
(JTCR-NoVar). As seen in Tables 4.2 & 4.3, a statistically significant improve-
ment of JTCR over JTCR-NoVar is observed in terms of all evaluation metrics for
Foursquare’s, suggesting that using the time-sensitive regularizer enables JTCR
to place more relevant venues higher in the ranking. As for Gowalla’s, we also see
significant improvements in Tables 4.4 & 4.5 indicating that our proposed time-
sensitive regularizer improves the performance of JTCR by penalizing those users
and POIs that exhibit less stability in their check-in and popularity, respectively.
This validates the remark based on our analysis reported in Section 4.2.4 where
we showed that there is a negative correlation between a POI’s popularity and
its popularity variance. A similar observation was made for users. Based on this
remark, we defined the time-sensitive regularizer to penalize those users and
POIs that have been variant in the past. In other words, variant users are less
probable to visit variant POIs and the introduced regularizer enables the model
to take this into account while training.
4.5.4 Impact of the Geographical Influence
Here, we discuss the effect of the geographical influence. In order to do this, we
compare the performance of JTCR without applying the geographical influence
(JTCR-NoGeo). As seen in Tables 4.2 & 4.3, we observe a statistically significant
improvement of JTCR over JTCR-NoGeo in terms of all evaluation metrics for
Foursquare’s except for nDCG@20 and P@20. However, the significant improve-
ment in terms of other evaluation metrics for Foursquare’s suggests that applying
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the geographical influence enables JTCR to model users’ geographical behavior
and activities more effectively. As for Gowalla’s, we see significant improvements
in Tables 4.4 & 4.5 for all evaluation metrics expect nDCG@10 and nDCG@20.
This indicates that the geographical influence improves the performance of JTCR
by considering how users like POIs that are in the same neighborhood.
4.5.5 Impact of the Model Parameters
Next, we demonstrate the effect of the model’s parameters. The results reported
in the previous sections are achieved after the best parameter set was found on
the validation set. We fixed the learning rate (γ= 1× 10−4) for both datasets to
ensure the generalization of our model.
In Figure 4.5 we study the effect of latent factors d on the performance of
our model and report nDCG@5 while keeping other parameters fixed. As we
can see in Figure 4.5a, the optimal number of latent factors d for Foursquare’s
is 80. For higher values of latent factors, nDCG@5 drops. Also, nDCG@5 drops
when selecting lower values for d. We observe a similar behavior on Gowalla’s
in Figure 4.5b with the difference that the optimal number of latent factors is 90.
For all other values of d, we observe a drop in the performance.
Furthermore, in order to study the effect of the regularizing control parameter
(λ), we varied λ while keeping d and α fixed. As shown in Figure 4.6a, the best
λ for Foursquare’s is 1× 10−4, while according to Figure 4.6b, for Gowalla’s, it
is 1× 10−4. The performance of our model drops using different values of λ for
both datasets. While lower performance achieved with lower values of λ indicate
that the introduced regularizer is essential to avoid overfitting, higher values of
λ also hurt the performance.
Next, in Figure 4.7 we study the effect of geographical influence weight α on
the performance of our model and report nDCG@5 while keeping other param-
eters fixed. As we can see in Figure 4.7a, the optimal value of α for Foursquare’s
is 0.5 and the performance drops for all other values of α. We observe a similar
behavior on Gowalla’s in Figure 4.7b where the best performance is achieved
with α= 0.9. For all other values of α, we see a drop in the performance.
4.5.6 Model’s Convergence
Finally, Figure 4.8 plots the value of the joint objective function, Θ t = R(U t , V t)+
RΠ(U t , V t) (Eq. (4.4) and (4.9)) when training the model in t iterations/epochs.
We observe that the value of Θ t consistently decreases as the training epochs
increase until the proposed JTCR model converges. The behavior of the proposed
91 4.6 Summary
(a) Foursquare’s (b) Gowalla’s
Figure 4.5. Impact of the number of latent factors.
objective function is as expected, since it is the summation of a logistic loss and
a quasi convex function. R, that is a logistic loss, it is convex and monotonic
decreasing. Also, RΠ is strictly positive and monotonic decreasing. Hence, the
summation of both loss functions converges, as illustrated in Figure 4.8.
4.6 Summary
In this chapter, we presented an extensive data analysis on two POI recommen-
dation datasets studying various attributes related to sparsity, time-sensitivity,
and multiple check-ins. Based on the intuitions we got from data analysis, we
proposed a two-phase CR model, called JTCR. In addition, we showed how to in-
corporate the geographical influence into the objective functions and proposed a
time-sensitive regularizer to capture the long-term user behavior and POI popu-
larity patterns. The experimental results on the two benchmark datasets demon-
strated that our proposed model outperforms other state-of-the-art methods. The
results indicated that our model is able to address the data sparsity problem tak-
ing into account both visited and unvisited POIs in the training phase and their
respective geographical distances. We also showed that the second phase is able
to rank more-relevant POIs higher in the ranking, explaining the superiority of
our two-phase model over the baselines as well as the first phase of the algorithm.
This suggests that while single check-ins provide valuable information about the
users’ preferences, multiple check-ins give us a more clear picture of their behav-
ior and habits. Therefore, in the first phase of our algorithm, a CR model that
focuses on ranking visited venues higher than unvisited ones addresses the data
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(a) Foursquare’s (b) Gowalla’s
Figure 4.6. Impact of λ.
sparsity by taking into account the unvisited venues in the training phase. In the
second phase, a different CR approach is employed focusing on placing users’
favorite POIs higher in the ranking. Throughout this process, we have regular-
ized the learning procedure following the intuitions that we had by analyzing
time-sensitivity of users and POIs. Our aim was to penalize POIs and users that
have been more time-sensitive in the past.
In the next chapter, in an attempt to combine the two approaches we have
studied so far, we will propose a hybrid model. From the lessons we learned
in Chapters 3 and 4, we model users and POIs using both content-based and
collaborative models and fuse the predictions of both models to achieve a higher
performance. Our main motivation is to take advantage of both approaches and
use the complementary information that these models learn.
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(a) Foursquare’s (b) Gowalla’s
Figure 4.7. Impact of α.
(a) Foursquare’s (b) Gowalla’s
Figure 4.8. Convergence of the joint objective function.
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Chapter 5
Hybrid User Modeling for Venue
Suggestion
5.1 Introduction
While collaborative approaches are strong in terms of capturing POI and user
latent associations on large datasets, they fail to model complex user behavior
and preference. Content-based approaches, on the other hand, can effectively
model users and POIs individually, but fail to consider latent associations. That
is why in the majority of cases, the best performing models are those that combine
the two approaches. Such models are called hybrid recommendation models. In
this chapter, we aim to explore hybrid recommendation on the TREC-CS dataset.
Relevant literature [25] has explored existing content-based, collaborative, and
hybrid approaches for this task and has concluded that hybrid models perform
the best. As we mentioned earlier, the main reason is that hybrid approaches
take advantage of both individual user and POI profiles that are created by a
content-based model as well as latent user-POI associations that are learned by
a collaborative model.
To this aim, we first propose a novel collaborative venue suggestion frame-
work, called CR-MLS, that enables a model to learn the optimum venue ranking
with a focus on the top of the ranked list, while integrating additional informa-
tion about LBSNs into the model. The basic idea behind our proposed method is
that the latent association between two users does not necessarily require them to
have visited exactly the same venues in the past. On the other hand, if two users
have visited very similar venues, we should still be able to use this information
to associate those users with each other. In particular, we design the objective
function of our CR model to consider the similarity of venues in the loss func-
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tion with a focus on ranking relevant venues at the top of the recommendation
list. After proposing our CR method, we introduce three example cross-venue
similarity measures, each of which focuses on a different aspect.
In particular, we propose a geographical similarity to incorporate the influ-
ence of venues in the same neighborhood. Also, we compute a category-based
similarity to take into account venues that provide similar services, like serving
similar food. We also calculate a review-based similarity score extracting venues’
opinion- and context-based similarity. Note that while we introduce three exam-
ple similarity functions in this chapter, our proposed framework essentially is
not limited to this number of similarity measures. The experimental evaluation
shows that considering cross-venue similarities while training the CR model im-
proves the performance beating all CF and CR state-of-the-art methods.
As we mentioned earlier, content-based approaches generally perform better
in cases where the data is extremely sparse. Hence, we also compare the per-
formance of our proposed framework against our state-of-the-art content-based
approach. As expected, our CR model is unable to outperform our content-based
approach. However, we propose a simple yet effective hybrid approach, combin-
ing the two models. This model is able to combine the merits of both collabora-
tive and content-based approaches, achieving state-of-the-art recommendation
performance.
In summary, this chapter’s contributions can be summarized as follows:
• We introduce a novel CR framework, called CR-MLS, with the focus on
the top of the recommendation list, while incorporating the cross-venue
similarities into the model.
• In order to demonstrate the effectiveness of our CR framework, we propose
three different example similarity functions each of which focuses on a
different aspect.
• We also propose a simple yet effective hybrid recommendation system,
called CR-MLS-Hybrid.
The experimental results on data from the TREC Contextual Suggestion track
show that our model alleviates the sparsity problem associating similar venues
while training the CR model at different settings.
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Let P = {ρ1, . . . ,ρn} and L = {l1, . . . , lm} be the sets of n users and m venues,
respectively. We consider user ratings 1, 2, and 3 on venues as negative feedback,
while ratings 4 and 5 as positive. For each user ρi, we define L +i as the set of
relevant venues, and L −i as the set of irrelevant ones. Moreover, let Sz ∈ Rm×m
be the similarity matrix of venues based on a similarity feature z.
We aim at computing a personalized ranking function fi(l) for each user ρi
to rank relevant venues higher than irrelevant ones. Let U ∈ Rd×n be the latent
factor of users and V ∈ Rd×m be the latent factor of venues, with ui and v j cor-
responding to ρi and l j, respectively. For user ρi the ranking of the venue l j is
computed as follows fi(l j) = uTi v j. The goal of our model is to learn the latent
matrices U and V .
The rest of the section is organized as follows, first we present the CR model
that considers cross-venue similarities to generate venue recommendations, and
then we introduce the set of examples similarity measures to calculate how close
two venues are based on their content and context. Finally, we show how we
can combine the ranking of our model with a content-based method resulting in
a hybrid model.
5.2.1 Collaborative Ranking with Multiple Location-based Simi-
larities
In this section, we present our Collaborative Ranking framework, called CR-MLS,
to suggest venues for each userρi placing relevant venues at the top of the recom-
mendation list. Our goal is to understand the user’s check-in behavior in relation
to the similarities of venues (see Section 5.2.2). For example, a user may like
all venues that are in the city center and serve pizza. Building ranking functions
considering different similarities between venues also allows us to model latent
associations between users with similar tastes who would not be considered in
a traditional CR setting. This happens because CR-MLS takes into account the
venue similarities as it updates the user and item latent matrices. CR-MLS can
build the associations between users as it considers content- and context-based
similarities while updating the latent matrices. Notice that our CR-MLS model
does not rely on the type of similarity and is not limited to a certain number of
similarity features. Hence, it can be a general framework for incorporating any
type of similarity features.
We focus on ranking the venues that a user likes higher than the ones they
do not. Formally, we aim at ranking venues that belong toL +i higher than those
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that are in L −i . Our goal is to rank the venues with emphasis on the top of the
list. Let Hi(l−j ) be the height of an irrelevant venue, that is:
Hi(l
−
j ) =
∑
k∈L +i
|S|∑
z=1
 
αz × 1[ fi(l+k )≤ fi(l−j )]

/Sz(k, j)

,
where αz is the weight of similarity Sz and 1[.] is an indicator function. Note that
αz controls the model’s bias towards similar venues and can be used to prevent
the “Harry Potter” problem [115]. Dividing the indicator function by Sz allows
the model to incorporate the similarities into the model while constructing the
height for irrelevant items. For example, if an irrelevant item is ranked higher
than a relevant item, but they are very similar based on Sz, then the denominator
will be higher, which means the height of the irrelevant venue will be reduced
proportionally. The objective function should aim at minimizing Hi for all irrele-
vant venues of user ρi. A lower value of Hi means that there are fewer irrelevant
venues ranked higher than relevant ones, and those that are ranked higher are
more similar to relevant items. However, indicator functions are not convex and
they are not suitable to our optimization strategy. Therefore, we use the logis-
tic loss of the difference between the two functions as a convex upper bound
surrogate. We define the difference between the kth venue and the jth as follows:
δi(k, j) = u
T
i
|S|∑
z=1

αz(vk − v j)/exp(|Sz(k, j)|)

.
Therefore, the surrogate height function H ′i(l
−
j ) becomes:
H ′i(l
−
j ) =
∑
k∈L +i
log

1+ exp
 −δi(k, j) ,
where log(1+exp(−δ)) is the logistic loss of δ. Therefore, the objective function
of CR-MLS can be reformulated as a minimization problem with respect to the
latent matrices U and V as follows:
R(U , V ) =
m∑
i=1
1
ni
∑
j∈L −i
 
H ′i(l
−
j )
2
=
m∑
i=1
1
ni
×
∑
j∈L −i
 ∑
k∈L +i
log

1+ exp
− uTi |S|∑
z=1

αz(vk − v j)/exp(|Sz(k, j)|)
2
.
(5.1)
For solving the optimization problem of (5.1), we use a gradient-descent-based
alternating optimization algorithm. We first keep V fixed and update U , and then
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keep U fixed and update V . Therefore, the update rules of the t+1 iteration are:
ut+1i = u
t
i − γ5ui R(U t , V t),∀i = 1, . . . , n , (5.2)
vt+1j = v
t
j − γ5v j R(U t+1, V t),∀ j = 1, . . . , m . (5.3)
For reading simplicity we define
θ (k, j) =
 
1+ exp(δ(k, j)

.
The gradients of R(U , V ) with respect to ui and v j are computed as follows:
5ui R(U , V ) =
=
2
ni
∑
j∈L −i

H ′i(l
−
j )
∑
k∈L +i
|S|∑
z=1

αz(v j − vk)/

exp(|Sz(k, j)|)θ (k, j)

,
5v j R(U , V ) =
=
∑
i∈P −j
2
ni
∑
h∈L −i

H ′i(l
−
h )
∑
k∈L +i
|S|∑
z=1

αzui/

exp(|Sz(k, h)|)θ (k, h)

−∑
i∈P +j
2
ni
∑
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
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−
h )
∑
k∈L +i
|S|∑
z=1

αzui/

exp(|Sz(k, h)|)θ (k, h)

,
with P +j being the set of users who gave a positive rating to l j and P −j the set
of users who gave a negative rating to l j. Notice that we also consider a regu-
larization term (λ/2)(|U |2 + |V |2) to avoid model overfitting in our optimization
strategy, where λ is the reguralization parameter. Then the final venue recom-
mendations are generated by computing the factorized matrix as the product of
U and V .
5.2.2 Cross-Venue Similarities
In this section, in order to demonstrate the effectiveness of our proposed frame-
work, we introduce three example similarity measures. We compute similarity
measures between two venues li and l j based on their content and location. Let
Si j = {Sz(i, j) : z ∈ {1,2, 3}} be the set of similarity functions, which are detailed
in the following.
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Geographical similarity. First, we compute the geographical similarity between
two venues to incorporate the geographical context while characterizing the
user’s geographical preferences. The similarity is inversely proportional to the
distance between two venues. This score is inspired by related studies [125, 126]
where a simple geographical measure improved the models significantly. We use
the Haversine formula to compute the angular distance between li and l j:
δi j = 2× arcsin
q
sin2(∆φi j/2) + cosφi × cosφ j × sin2(∆ηi j/2)

,
where φi and φ j are latitudes of li and l j in radian, respectively. Accordingly, ηi
and η j are longitudes of li and l j in radian. Then we calculate the geographical
similarity between li and l j as follows:
S1(i, j) =
1
1+ (δi j × R) , (5.4)
where R is the earth’s radius (R =6,371KM).
Review-based similarity. Online reviews contain a wealth of information about
venues as they reflect users’ opinions. Since many users explain their context
while writing reviews as in, for example: “I had a quick lunch with my friend
right after school,” it is crucial to measure how similar two venues are in terms
of the reviews they received. It is also important to consider how a particular user
rated venues that are similarly reviewed by others. Therefore, we train a Support
Vector Machine (SVM) classifier with linear kernel to estimate the review-based
similarity. The choice of SVM classifier was inspired by observing its notable
performance in other studies [6, 14]. For each venue, we train a different SVM
classifier. We take the positive reviews of the corresponding venue as positive
training samples and the negative reviews as negative training samples. We de-
note the trained SVM classifier of li as SVMi. Notice that the reviews used for
training are independent of a particular user’s reviews about a specific venue. In
other words, we train the SVM classifiers using the online public reviews avail-
able on LBSNs. Finally, we compute the review-based similarity between li and
l j by classifying the reviews of l j using SVMi. Note that we use both positive
and negative reviews of l j to classify l j with SVMi. The value of SVMi ’s decision
function computes the similarity of two venues li and l j, denoted as S2(i, j).
Category-based similarity. While it is essential to exploit users’ ratings consid-
ering geographical proximity and review-based similarity, it is also crucial to take
into account how users rate venues that are similar in terms of their categories.
For example, a user who likes pizza is more likely to visit a pizza place and rate
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it positively. It has been shown in relevant works that incorporating venue cat-
egories into the recommender system is crucial [216]. We calculate the cosine
similarity between the vectors of categories associated with venues li and l j on
LBSNs as follows:
S3(i, j) =
ci.c j
|ci|2|c j|2 , (5.5)
where ci and c j are the category vectors for li and l j, respectively.
5.2.3 System Overview
Algorithm 2 summarizes our proposed CR-MLS with the three cross-venue simi-
larity measures that we introduced in Section 5.2.2. As we can see from line 1 to
5, the three similarity scores are computed for all the pairs of venues and stored
in a three-dimensional matrix called S. Then, from line 7 to 13, the main steps
of CR-MLS are done to learn the parameters of the model, taking the similarity
of venues into account.
Efficiency. Note that one could argue that computing the similarity measures
between all pairs of venues is not efficient. Although this is a valid argument,
it is worth noting that the main focus of this thesis is not on efficiency but on
effectiveness. However, we believe that a more efficient strategy for selecting
venue pairs could be studied to improve the complexity of computing S.
5.2.4 Hybrid Venue Suggestion
In this section, we combine the output of CR-MLS with the output of a state-of-
the-art content-based method called LinearRankRev [10]. Our goal is to demon-
strate the effectiveness of our approach when combined with a content-based
approach on a highly sparse dataset. To this aim, we first produce the ranking
using both methods and consider the ordinal position of a venue as its score.
For example, the first venue in a ranked list gets the score of 1 and the score of
the second one becomes 2. Let RkS(ρi, l j) be the ordinal position of venue l j for
user ρi using CR-MLS and RkL(ρi, l j) be the ordinal position of l j for ρi using
LinearRankRev. We calculate the linear combination of the two ranked lists as
follows:
Rk(ρi, l j) = β × RkS(ρi, l j) + (1− β)× RkL(ρi, l j) ,
where β is the combination weight ranging between 0 and 1. The final ranking
is obtained by sorting the venues in terms of Rk. In the following section, we call
the results of this model CR-MLS-Hybrid.
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Algorithm 2: Collaborative Ranking with Multiple Location-based Similar-
ities Algorithm (CR-MLS)
Input: P , L , max I ter, c, φ, η, {d,λ,α,ε}
Output: U , V
1 forall the i ∈ |L | do
2 forall the j ∈ |L | do
3 S1(i, j)← 1/(1+ (δi j × R)) (Equation (5.4))
4 S2(i, j)← value of decision function of SVMi given reviews of l j
5 S3(i, j)← (ci.c j)/(|ci|2|cj|2) (Equation (5.5))
6 t ← 0
7 Initialize U t+1, V t+1
8 θ t+1← R(U t+1, V t+1), θ t = θ t+1/2
9 while (abs(θ t+1 − θ t)> ε) ∧ (t < max I ter) do
10 t ← t + 1
11 Update ut+1i ,∀i = 1, . . . , n (Equation (5.2))
12 Update vt+1j ,∀ j = 1, . . . , m (Equation (5.3))
13 θ t+1← R(U t+1, V t+1)
end
14 U ← U t+1, V ← V t+1
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5.3 Experimental Setup
In this section, we first introduce the experimental setup describing the dataset,
evaluation metrics, parameter tuning as well as compared methods. Then we
present the results together with detailed discussions.
5.3.1 Data
We evaluate our approach on a benchmark dataset, made available by the TREC.
The dataset is the combination of the data of the TREC-CS 2015 and 2016 tracks [96].
Since TREC released the ground truth for 211 and 58 users in TREC-CS 2015 and
2016, respectively and the settings for both datasets were identical, we combined
both datasets to generate a single larger dataset, denoted as TREC-CS. In doing
so, the sparsity of the user-venue matrix is increased. The task was to produce a
ranked list of venues in a new city for users given their history of venue prefer-
ences in other cities. Each user has visited and rated 30 to 60 venues in one or
two cities. We used the publicly available crawls of [15] as additional informa-
tion. More specifically, we used additional information from Yelp such as reviews,
categories, and address. We then used HERE API1 to extract geographical coordi-
nates given a venue’s address. In summary, the unified TREC-CS dataset consists
of 269 users. The auxiliary information was crawled from Yelp for 6,346 venues.
The average number of reviews per venue is 105.55 and the average number of
categories per venue is 2.44.
5.3.2 Metrics
We use the official evaluation metrics of TREC for this task, that is, P@k (Pre-
cision at k) and nDCG@k with k ∈ {1, 2,3, 4,5}. Since our approach exploits
the influence of neighboring venues, evaluating recommendation in a new city
where the user does not have any check-in records does not allow us to study the
effect of the geographical similarity function. Hence, we evaluate our method
in the same way as the state-of-the-art approaches evaluated their works [125],
that is, we use 70% of the check-in data as training set (17.9K ratings), 10% as
validation set (2.5K ratings), and 20% as testing set (5.4K ratings). Notice that
since the ratings are not timestamped, we split the dataset randomly; hence we
repeat our experiments 5 times and report the average P@k and nDCG@k.
1https://developer.here.com/
104 5.3 Experimental Setup
5.3.3 Compared Methods
We compare our CR-MLS and CR-MLS-Hybrid models with approaches that con-
sider ranking and geographical influence for venue suggestion and approaches
based on collaborative ranking with emphasis on the ranking performance at the
top of the list. We also compare our models with the TREC’s best performing run.
Thus, we compare CR-MLS and CR-MLS-Hybrid with the following methods:
− Collaborative methods:
• P-Push [60] focuses on the ranking performance at the top of the list using
a p-norm height function in CR. P-Push does not include any contextual
information in its learning strategy.
• RH-Push [60] is another push CR model based on reverse height, focus-
ing on the ranking performance at the top of the list. RH-Push does not
consider any contextual information in its learning strategy either.
• IRenMF [131] is based on weighted MF [143] exploiting two levels of
geographical neighborhood characteristics: nearest neighboring locations
share more similar user preferences, while locations in the same geograph-
ical region may share similar user preferences.
• GeoMF [126] augments users’ and venues’ latent factors in the factoriza-
tion model with activity area vectors of users and influence area vectors of
venues, respectively.
• Rank-GeoFM [125] is the state-of-the-art venue recommendation algo-
rithm. It is a ranking-based MF model that includes the geographical influ-
ence of neighboring venues while learning users’ preference rankings for
venues.
− Content-based method:
• LinearCatRev [10, 12] is the best performing model of TREC-CS 2015
and 2016. It is a content-based recommender system which extracts infor-
mation from different LBSNs and uses it to calculate category-based and
review-based scores. Then, it combines the scores using linear interpo-
lation. The main difference between LinearCatRev and other methods is
that it is a content-based method focusing on creating rich user and venue
profiles. Although this method performs very well on this dataset, there
are major concerns regarding its scalability, mainly because it trains a sep-
arate classifier per user, something that can be challenging in a real-life
recommendation scenario.
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We compare the performance of our proposed models with these methods in the
following section.
5.4 Results and Discussion
In this section, we present the results of our proposed model compared against
state-of-the-art recommendation methods. Furthermore, we study the impact of
the model parameters and components.
5.4.1 Performance Comparison
Tables 5.1 and 5.2 report the performance of all the models on TREC-CS in terms
of P@k and nDCG@k with k ∈ {1,2, 3,4, 5}, respectively. We observe that the
push CR-based models perform worse in terms of P@5 and nDCG@5. This oc-
curs because the baseline push CR-models do not consider any similarities while
training the model. Although P-Push performs more effectively than RH-Push re-
garding P@1-4, it has the worst performance in terms of P@5 among all models
because P-Push focuses on optimizing the model for the negative items, while
RH-Push focuses on the positive items. However, since none of them take into
account the similarities between venues, they cannot perform as well as the other
models. Among the methods that consider geographical influence in the model,
Rank-GeoFM performs better. This is because Rank-GeoFM considers venue sug-
gestion problem as a ranking problem, similar to our approach. Rank-GeoFM,
IRenMF, and GeoMF perform better than CR-based baselines indicating that ge-
ographical influence is an important factor in venue suggestion. While Rank-
GeoFM and GeoMF perform similarly in terms of P@5, we observe that Rank-
GeoFM performs better in term of nDCG@5 indicating that a ranking-based ap-
proach enables a system to rank more relevant items higher in the ranking.
Our proposed CR-MLS model significantly outperforms all collaborative state-
of-the-art methods in terms of P@1-3 and nDCG@1-5 (according to pairwise t-
test at p < 0.05). Compared to the state-of-the-art method, Rank-GeoFM, the
improvements in terms nDCG@1 and nDCG@5 are 17% and 11%, respectively.
This indicates that our proposed CR-MLS can address the data sparsity problem
by incorporating different types of similarities. While the geographical similarity
includes the neighborhood influences in the model, the category-based similar-
ity takes into account users with similar tastes when they do not share the same
check-in records. In addition to that, the review-based similarity models venues
similarities in terms of other users’ opinions in various contexts. Fusing these
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similarity measures with a CR-based model enables CR-MLS to elaborate compli-
cated similarity affinities among venues and propagate them to the users. Hence,
our proposed CR-MLS addresses the data sparsity problem more effectively than
other state-of-the-art models, indicated by the high recommendation accuracy.
Finally, more improvements in terms of nDCG@k suggests that CR-MLS is able
to rank higher venues that are rated higher by the users.
We also compare the performance of our model when combined with a content-
based model as a hybrid method, called CR-MLS-Hybrid (see Section 5.2.4).
We see in Table 5.1 that LinearCatRev performs better than all collaborative ap-
proaches. This result is inline with the findings of Arampatzis and Kalamatianos
[25], that is, due to high sparsity of TREC-CS dataset content-based approaches
are generally more effective than collaborative methods. However, we observe
that CR-MLS exhibits a better performance in terms of nDCG@1 compared to
LinearCatRev. This motivated us to combine the ranking of CR-MLS and Lin-
earCatRev to build a stronger hybrid approach. As we can see in Table 5.1, CR-
MLS-Hybrid outperforms all other methods. In particular, we observe more im-
provements in terms of nDCG@k, indicating that CR-MLS-Hybrid is also able to
rank higher the venues with higher rating. It is also worth noting that significant
improvement from LinearCatRev indicates that CR-MLS not only performs better
than state-of-the-art collaborative methods, but also is able to exploit user-venue
associations in a way that the content-based approach fails to do.
5.4.2 Impact of the Number of Visited POIs
Table 5.3 shows P@5 and nDCG@5 of all models when varying the number of
venues that each user has visited in the training set. Table 5.3 shows that CR-MLS
achieves the highest accuracy, compared to the other collaborative models and
CR-MLS-Hybrid compared to all other models for all different number of venues.
This result indicates that CR-MLS can address the sparsity problem better when
the training set is smaller. Also, we observe a more robust behavior of CR-MLS
compared to the baselines suggesting that incorporating similarities enables the
model to deal with noise and data sparsity more effectively. This is more obvious
when observing that CR-MLS outperforms all the baseline methods with a larger
margin in terms of nDCG@5. Also, we can see that LinearCatRev’s performance
is less robust as we vary the number of venues. We do not observe the same
behavior in CR-MLS-Hybrid’s performance implying that combining the ranking
of CR-MLS with LinearCatRev also improves the stability of the content-based
approach when trained with less venues in the training set.
107 5.4 Results and Discussion
Table 5.1. Performance evaluation on TREC-CS in terms of P@k with
k ∈ {1,2, 3,4, 5}. Bold values denote the best scores compared with
collaborative approaches and the content-based approach separately.
P@1 P@2 P@3 P@4 P@5
P-Push 0.5635 0.5179 0.5079 0.4772 0.4524
RH-Push 0.4606 0.4547 0.4580 0.4626 0.4567
IRenMF 0.5037 0.4706 0.4767 0.4706 0.4610
GeoMF 0.4743 0.4871 0.4714 0.4789 0.4740
Rank-GeoFM 0.5662 0.5441 0.5392 0.4926 0.4743
CR-MLS 0.6605†‡ 0.5830† 0.5510† 0.5055 0.4804
LinearCatRev 0.6471 0.6452 0.6336 0.6121 0.5868
CR-MLS-Hybrid 0.6801†‡ 0.6673†‡ 0.6458† 0.6140† 0.5919†
The superscript † denotes significant improvements compared to
all collaborative baselines and ‡ denotes significant improvements
compared to the content-based baseline (i.e., LinearRankRev), for
p <0.05 in paired t-test.
Table 5.2. Performance evaluation on TREC-CS in terms of nDCG@k with
k ∈ {1, 2,3, 4,5}. Bold values denote the best scores compared with collab-
orative approaches and the content-based approach separately.
nDCG@1 nDCG@2 nDCG@3 nDCG@4 nDCG@5
P-Push 0.5635 0.5282 0.5188 0.4963 0.4775
RH-Push 0.4606 0.4561 0.4581 0.4611 0.4575
IRenMF 0.5037 0.4781 0.4806 0.4759 0.4689
GeoMF 0.4743 0.4842 0.4879 0.4801 0.4774
Rank-GeoFM 0.5662 0.5491 0.5445 0.5123 0.4976
CR-MLS 0.6605†‡ 0.6043† 0.5865† 0.5614† 0.5509†
LinearCatRev 0.6471 0.6498 0.6499 0.6444 0.6394
CR-MLS-Hybrid 0.6801†‡ 0.6734†‡ 0.6672†‡ 0.6562† 0.6538†‡
The superscript † denotes significant improvements compared to all col-
laborative baselines and ‡ denotes significant improvements compared to
the content-based baseline (i.e., LinearRankRev), for p <0.05 in paired
t-test.
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Table 5.3. Effect on P@5 and nDCG@5 of different number of venues that users visited
as training set.
P@5 nDCG@5
Number of venues 40 50 60 40 50 60
P-Push 0.4278 0.4346 0.4466 0.4493 0.4375 0.4744
RH-Push 0.4343 0.4556 0.4574 0.4277 0.4659 0.4606
IRenMF 0.4404 0.4588 0.4588 0.4485 0.4654 0.4636
GeoMF 0.4544 0.4618 0.4640 0.4559 0.4573 0.4636
Rank-GeoFM 0.4551 0.4727 0.4728 0.4576 0.5006 0.5027
CR-MLS 0.4677† 0.4732 0.4800 0.4736† 0.5302† 0.5450†
LinearCatRev 0.5706 0.5632 0.5721 0.6246 0.6195 0.6260
CR-MLS-Hybrid 0.5772† 0.5787†‡ 0.5853†‡ 0.6357† 0.6353†‡ 0.6433†‡
The superscript † denotes significant improvements compared to all collaborative base-
lines and ‡ denotes significant improvements compared to the content-based baseline
(i.e., LinearRankRev), for p <0.05 in paired t-test.
5.4.3 Impact of the Similarity Scores
Figure 5.1a shows the performance of CR-MLS when varying α1, α2, and α3,
keeping in each run the other two parameters fixed. The best performance is
achieved with geographical similarity weight at α1 = 0.5, review-based similarity
weight at α2 = 0.2, and category-based similarity weight at α3 = 0.3. From
Figure 5.1a, we can also see how much each of the similarity measures contribute
to the overall performance. To do so, we take the performance of CR-MLS when
the value of each α equals zero. This values indicates the performance of CR-
MLS when the respective similarity measure is removed from the model. More
specifically, the performance of CR-MLS in terms of nDCG@5 removing each of
the similarity scores is as follows:
• CR-MLS: nDCG@5 = 0.5509
• CR-MLS-NoGeographical: nDCG@5 = 0.5288
• CR-MLS-NoReview: nDCG@5 = 0.5375
• CR-MLS-NoCategory: nDCG@5 = 0.5306
We can see that the performance is dropped after removing each of the similar-
ity scores, indicating that each of these similarity scores contribute to the over-
all performance of CR-MLS. Removing the geographical similarity results in the
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(a) Effect of α1, α2, α3 (b) Impact of d (c) Effect of λ
Figure 5.1. Impact of different model parameters on the performance of CR-
MLS
highest drop compared to the other similarity measures. This shows that geo-
graphical similarity captures the similarity of two venues more effectively and
reflects users’ preference more accurately.
5.4.4 Impact of the Number of Latent Factors
In Figure 5.1b we study the effect of latent factors d on the performance of our
model and report nDCG@5 while keeping other parameters fixed. We observe
that the optimal number of latent factors d is 90, and for other values of latent
factors, nDCG@5 drops. As we can see, the difference in the performance of the
model is more when varying d from 80 to 90. This indicates the importance of
finding the optimal number of latent factors for training CR-MLS as it can have
large impact on the model’s performance since the number of latent factors are
crucial while learning the latent associations between users and venues.
5.4.5 Impact of Regularization Parameter
Figure 5.1c shows the effect of the regularizing control parameter (λ). We varied
λ while keeping other parameters fixed. We see that CR-MLS performs best with
λ= 1. The performance of CR-MLS drops using different other values of λ.
5.5 Summary
In this chapter, we presented a similarity-aware collaborative ranking framework
for venue suggestion, called CR-MLS. The proposed CR-MLS is able to include
an arbitrary number of cross-venue similarity measures in the model’s objective
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function enabling the model to propagate venue affinities to the users and hence
address the data sparsity problem. To demonstrate the performance of CR-MLS,
we also proposed three example cross-venue similarity measures focusing on dif-
ferent aspects. Geographical similarity incorporates the neighborhood influence
of venues while category-based similarity takes into account venues that provide
similar services. A review-based similarity score was also computed extracting
an opinion- and context-based similarity of venues. We compared the perfor-
mance of CR-MLS with five collaborative and one content-based state-of-the-art
approaches on a combined dataset of two publicly available TREC collections.
The results indicated that our model can address the data sparsity problem, out-
performing the state-of-the-art methods significantly. While we introduced three
example similarity functions, it should be noted that CR-MLS is very flexible to
incorporate other features.
Part II
Mobile Search
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Chapter 6
Unified Mobile Search
6.1 Introduction
Recent years have witnessed a rapid growth in the use of mobile devices, enabling
people to access the Internet in various contexts. More than 77% of Americans
now own a smartphone,1 with an increasing trend in terms of the time people
spend on their phones. As of 2016, the average U.S. user spends 5 hours on
mobile devices per day, with just 8% of it spent in the phone’s browser. In fact,
people spend most of their time (72%) using apps that have their own search
feature.2 Moreover, Google Play Store now features more than 3.5 million apps
and users install an average of 35 mobile apps on their phones, using half of
them regularly.3
More recently, with the release of intelligent assistants, such as Google Assis-
tant and Apple Siri, people are experiencing mobile search through a single voice-
based interface. These systems introduce several research challenges. Given that
people spend most of their times in apps and, as a consequence, most of their
search interactions would be with apps (rather than a browser), one limitation
is that users are unable to use a conversational system to search within many
apps. This suggests the need for a unified search framework that replaces all the
search boxes in the apps, with a single search box. The workflow of a unified mo-
bile search framework is presented in Figure 6.1. As we see in this figure, with
such a framework, the user can submit a query through this system which will
identify the target app(s) for the issued query. The query is then routed to the
1http://www.pewinternet.org/fact-sheet/mobile/
2http://flurrymobile.tumblr.com/post/157921590345/
3https://www.thinkwithgoogle.com/advertising-channels/apps/
app-marketing-trends-mobile-landscape/
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Figure 6.1. Workflow of an example unified mobile search framework.
identified target apps and the results are displayed in a unified interface.
After a thorough investigation and modeling of user behavior for POI recom-
mendation in previous chapters, here we study user behavior in an environment
where users express their information needs explicitly via queries. Even though
research on mobile IR has been going on for over a decade [73], only now re-
searchers have has studied app-based user behaviour. Moreover, the recent ad-
vances of mobile apps, social media, and conversational agents increase the need
for analysis and modeling of user behavior and information need for unified mo-
bile search. In this chapter, we are particularly interested in taking the first step
towards developing a unified search framework for mobile devices by introduc-
ing and studying the task of target apps selection, which is defined as identifying
the target app(s) for a given query. To this end, we built a collection of cross-app
search queries through crowdsourcing, which is released for research purposes.4
Our crowdsourcing experiment consists of two parts: we initially asked crowd-
workers to explain their latest search experience on their smartphones and used
them to define various realistic mobile search tasks. Then, we asked another set
of workers to select the apps they would choose to complete the tasks as well as
the query they would submit. We investigate various aspects of user behaviors
while completing a search task. For instance, we show that users choose to com-
plete most of the search tasks using two apps. In addition, we demonstrate that
for the majority of the search tasks, most of the users prefer not to use Google
Search.
4Available at http://aliannejadi.github.io/unimobile.html
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From the lessons learned from our data analysis, we propose two simple yet
efficient neural target apps selection models. Our first model looks at the problem
as a ranking task and produces a score for a given query-app pair. We study
two different training settings for this model. Our second framework, on the
other hand, casts the problem as a multi-label classification task. Both neural
approaches, called NTAS, learn a high-dimensional representation for each app.
Our experiments demonstrate that our model significantly outperforms a set of
state-of-the-art models in this task.
In summary, the main contributions of this chapter include:
• Designing and conducting two crowdsourcing tasks for collecting cross-app
search queries for real-life search tasks. The tasks and queries are publicly
available for research purposes.
• Presenting the first study of user behaviors while searching with different
apps as well as their search queries. In particular, we study the attributes of
the search queries that are submitted to different apps and user behaviors
in terms of the apps they chose to complete a search task.
• Proposing two neural models for target apps selection.
• Evaluating the performance of state-of-the-art retrieval models for this task
and comparing them against the proposed method.
Our analyses and experiments show the good performance of our proposed
model and suggest specific future directions in this research area.
6.2 Data Collection
In this section, we describe how we collected UniMobile, which is, to the best of
our knowledge, the first dataset on cross-app mobile search queries. We started
by creating a number of Human Intelligence Tasks (HITs) on Amazon Mechanical
Turk,5 asking workers to describe their latest mobile search experience in detail.
The answers helped us to define fine-grained diverse naturalistic mobile search
tasks. Then, we launched another task asking workers to assume they wanted
to complete a given search task on their smartphones. They had to submit their
search queries as well as select the apps they would choose to complete each
task.
5http://www.mturk.com
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Table 6.1. Distribution of crowdsourcing search task categories.
Search Category % of tasks
General Information & News 13%
Video & Music 12%
Image 9%
Social Networking 9%
App 9%
File & Contact 8%
Online Shopping 13%
Local Services & Navigation 15%
Email & Event 12%
Task definition. In the first crowdsourcing task, we described the category of
search, giving the workers a handful of general examples. Furthermore, we also
asked them to give us the context and background of their search, as well as the
queries and the apps they used to do the search. Finally, we provided a complete
example of a valid answer. We launched this job for most of search categories
listed in Table 6.1. The HIT payment was $0.10 and the workers were based in
the U.S. with an overall acceptance rate of 75% or higher. The average work time
was 246 seconds with 135 workers completing 169 HITs resulting in an average
of 92 terms per HIT. The workers provided enough details about the context and
background of their search that enabled us to generalize the task to the level that
we would get a wide range of queries on the same task. For example, one worker
submitted the following answer:
“I was searching for a new refrigerator to buy. The first thing I did
was search for the best refrigerators of 2017 and then narrow down
my search for exactly the type of refrigerator that I was looking for...”
Then, we used this answer to define a more general search task:
“Consider one of the oldest appliances in your home. You have been
thinking of changing it for a while. Now, it’s time to order it online.”
Query and app pairs. The second crowdsourcing task consisted of 206 individ-
ual search task descriptions, mostly extracted from the answers we got in the first
task. Table 6.1 lists the distribution of the tasks. In the definition of tasks, our
aim was to cover various aspects of mobile information seeking as mentioned
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Figure 6.2. HIT interface for choosing apps. The workers could enter an app’s
name or click on an app’s icon.
in [63]. We asked the workers to read the search task description very carefully
and assume that they wanted to perform it using their own mobile device. Then,
we asked them to select one or more apps from a given list. Alternatively, they
could type the name of the app they would choose for that search task. We pro-
vided an auto-complete feature for entering the apps’ names in order to make
it easier for the users to type the name of their favorite apps. Figure 6.2 shows
the interface we designed for this HIT. Since we restricted the HIT to be done
only by workers in the U.S., we chose the list of apps from the most popular
Android apps in the U.S. market. Note that the apps were randomly shuffled
and displayed to each worker to prevent any position bias. These apps are listed
as follows: Google Search, Gmail, Play Store, Facebook, Instagram, Google
Maps, YouTube, Amazon, Twitter, Spotify, Waze, Pinterest, WhatsApp, File
Manager, Netflix, Yelp, Contacts, Dropbox.
As incentive, we paid $0.05 for every HIT assignment. We also encouraged
the workers to complete a survey for a $0.05 bonus. Our aim was to under-
stand the workers’ background and familiarity with mobile devices. We asked
the workers to perform the task using their mobile devices’ browsers and tracked
their keyboard keystrokes to prevent them from copying any text from the task
description. The average work time for this task was 85 seconds with 91% of the
workers completing the survey. The key statistics of the survey were that 59% of
the workers used Android and 55% used a mobile device as the primary device
to connect to the Internet. Moreover, 83% of the workers believed they use their
mobile device more than two hours a day and 41%, more than four hours a day.
After launching several batches, we went through all the submitted answers for
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Table 6.2. Statistics of UniMobile.
# queries 5,812
# unique queries 5,567
# users 625
# search tasks 206
# unique apps 121
# unique first apps 70
# unique second apps 89
Mean unique apps per task 7.51 ± 10.57
Mean query per user 9.30 ± 20.30
Mean query per task 28.21 ± 12.72
Mean query terms 4.21 ± 2.45
Mean query characters 24.83 ± 12.88
quality control and we observed that following crowdsourcing task design guide-
lines of [113] helped us achieve a very high assignment approval rate (99%). We
have made the collection publicly available for research purposes. The released
data consists of the tasks that we defined through the first set of HITs as well as
user queries in the second set of HITs, together with their corresponding ranked
list of apps. The data can be used to study how users are engaged in searching
with different apps. Also, the release of the defined tasks provides the oppor-
tunity to conduct a similar study in a lab setting on participants’ mobile phones
and compare the findings with our results.
6.3 Data Analysis
In this section, we present a thorough analysis of UniMobile, to understand how
users issue queries in different apps, and which apps they choose to complete
search tasks. With the definition of 206 mobile search tasks, we were able to
collect 5,812 search queries and their target apps. Overall, queries were assigned
to 121 unique apps. Table 6.2 lists all the details of our dataset. In the following,
we analyze different aspects of the data.
6.3.1 App Distribution
Figure 6.3 shows the distribution of queries with respect to users and apps in
UniMobile. As we can see in Figures 6.3a and 6.3c, while there exist 173 users
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who submitted only one query, 110 users account for 80% of the queries and
239 users account for 95% of the queries. Also, we see in Figures 6.3b and 6.3d
that the distribution of apps follows a power-law distribution. In particular, 9
apps account for more than 80% and 17 apps account for more than 95% of the
queries. Figure 6.4 shows how queries are distributed with respect to the top
17 apps. As we can see, while Google Search6, that is mainly targeted for Web
search, constitute 39% of total app selections, users opt to perform the majority
(61%) of their search tasks using other apps. Moreover, the variety of apps ranges
from apps dealing with local phone data (e.g., Contacts and Calendar) to social
media apps (e.g., Facebook and Twitter) indicating that they cover a wide range
of search tasks.
App selection. Here we are interested in finding out how users behave while
choosing an app to perform a search task. Although users assign two apps while
submitting 72% of the queries, they choose only one app for 21% of the queries
and choose more than two apps for only 7% of the queries. We also analyze
how many different apps users select while doing the tasks. Figure 6.5a shows
the distribution of unique apps per users illustrating how many users selected a
certain number of different apps. As we can see, a quarter of users preferred to
search using two unique apps. On the other hand, Figure 6.5b plots the same
distribution with respect to the tasks, that is how many unique apps were se-
lected for each task. We see an entirely different distribution where the average
number of unique apps per task is 7.51, showing that the given search tasks can
be addressed using multiple apps. As we compare the two distributions in Fig-
ures 6.5a and 6.5b, we can conclude that while the majority of search tasks can
be addressed using multiple apps, users usually limit their choice to a personal
selection of apps. Therefore, a system can define a set of candidate apps which
then can be narrowed down considering user’s personal preference.
Furthermore, we analyze users’ choice of Google Search, observing that it is
selected as the first app in 39% of the queries while 46% as the second app. The
users chose Google Search as the third app in 30% of the queries with three
selected apps. This indicates that, according to UniMobile, in most cases (61%),
users prefer to open a more specific app than Web search apps such as Google
Search. We also analyze users collective app selection behavior with respect to
the tasks. For each task, we count how often each app is selected and sorted
them. Our aim is to find out how often users decide to perform their search
tasks using Google Search. According to our study, in 14% of the tasks, no
user selected Google Search, while in 35% of the tasks Google Search was the
6The app “Google Search” is also used to refer to the Google Chrome app.
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(a) (b)
(c)
(d)
Figure 6.3. The distribution of number of queries with respect to apps and
users.
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Figure 6.4. Number of queries per app for the top 17 apps.
(a) (b)
Figure 6.5. Distribution of unique apps per user and task.
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(a) Google Search (b) Gmail (c) Yelp (d) File Manager
(e) Contacts (f) Calendar (g) WhatsApp
Figure 6.6. Histogram of number of query terms per app.
(a) (b)
Figure 6.7. Query length distribution with respect to number of terms and
characters.
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most selected app. Moreover, in 68% of the tasks it was among the top two most
frequently selected apps, and in 78% of the tasks it was among the top three.
Considering the categorical distribution of apps in Table 6.1 where only 13%
of the tasks were in the category of General Information & News, we see that
Google Search attracts many queries from the tasks that can be done using a
more specific app. Given the integrity and aggregation of various search services
such as image, video, location, and online shopping and easy access to them in
one app, this observation is not surprising. Nevertheless, we see that for 86% of
the tasks, most users preferred other apps. This suggests that a unified mobile
search system has a high potential of simplifying and improving users search
experience.
6.3.2 Query Attributes
We analyze different attributes of queries with respect to their corresponding
apps, to understand how different users formulate their information needs into
queries using different apps. After tokenizing the queries, the average query
terms per query is 4.21. We analyze the distribution of number of query terms
per app, observing different distributions for every app, some of which are shown
in Figure 6.6. This difference is more obvious if we compare Google Searchwith
personal or local apps such as Contacts. In particular, Google Search has an
average of 4.82 query terms while Contacts has an average of 2.67, which is
considerably less than other apps. This can be explained if we consider the type
of information users usually look for using the Contacts app. The queries usu-
ally consist of one of the stored names on the phone, followed by terms such as
“email,” “address,” “info,” and “contact.” Moreover, Figure 6.7 plots the distribu-
tion of query length with respect to terms and characters on the whole dataset.
Figure 6.6 demonstrates the distribution of number of query terms for 7 apps.
In this figure, we only include the apps that exhibit a considerably different dis-
tribution from the average. As shown, Google Search query terms peak at 3
while personal apps such as Contacts, Calendar, and Gmail peak at 2. This
indicates that the structure of queries vary depending on the target app. We can
also see the difference in the most frequent unigrams for two example apps in
Figure 6.8 where we see that while stopwords are the most frequent unigrams
used in queries submitted to Google Search, for a specific personal app such as
Calendar, a domain-specific term such as “meeting” accounts for more than 15%
of the total distribution. This suggests that while considering domain-specific
terms is crucial to predicting the target app, taking into account the query struc-
ture is also important. For instance, as we see in Figure 6.8a, the question mark
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(a) Google Search (b) Calendar
Figure 6.8. Distribution of top query unigrams for two sample apps.
is among the top query unigrams submitted to Google Search, suggesting that
many of the queries are submitted in the form of a question. In contrast, as
we mentioned earlier, the structure of contact queries are mostly in the form of
“<proper noun> + <information field>,” as in “sam email.”
6.3.3 Query Overlap
Here we study query overlap or query similarity over the queries using a sim-
ple function used in previous studies done on large-scale query logs (e.g., [64]).
We measure the query overlap at various degrees and use the similarity func-
tion sim(q1, q2) = |q1 ∩ q2|/|q1 ∪ q2|. This function simply measures the overlap
of query terms. We observed 70% of queries overlapping with at least another
query at the similarity threshold of > 0.25. Higher thresholds lead to signif-
icantly lower similar queries; with thresholds > 0.50 and > 0.75 we observe
that 24% and 9% of queries were similar, respectively. Similar to previous anal-
yses, in Table 6.3 we observe a different level of query overlap in queries as-
sociated with different apps. The least query overlap is observed for Facebook
queries. This could be due to the personal environment of Facebook. The highest
query overlap is observed in Play Store queries. We observed the presence of
some domain-specific terms such as “app” in many queries which results in higher
query similarity. The observed difference in query overlap for every app suggests
that various factors influence the way users formulate their queries. For exam-
ple, apps that provide more focused information, receive more similar queries.
On the other hand, more personal apps receive a diverse set of queries as they
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reflect personal information needs which can be totally different from one user
to the other.
6.3.4 Remarks
Our analyses first showed that users’ queries are mainly targeted to a few apps;
however, these apps are very different in terms of their content. Moreover, we
showed that users often choose two different apps for a single query, suggest-
ing that many users submit the same query in multiple apps. Also, we showed
that different users select an average of more than 7 apps for each task, with
Google Search being the top selected app in only 35% of the cases. This again
indicates the necessity of a unified search system on mobile devices. Finally, we
analyzed the queries issued in different apps and found notable differences. For
instance, we showed that query lengths, unigram distribution, and query overlap
differ among apps. This suggests that the query structure needs to be taken into
account while representing the apps.
6.4 Neural Target Apps Selection
Assume that a user aims at submitting a query q to a set of mobile apps {a1, a2, · · · ,
an}, called the target apps. Note that the size of this set could be equal to 1. The
task of target apps selection is defined as ranking the mobile apps in response to
the query q, such that the target apps appear in higher ranks. In this section,
we propose our methodology to tackle the target apps selection task. To this
end, we propose two general frameworks based on neural networks. Our first
framework, called NTAS1, is given a query and a candidate app and produces a
retrieval score. We study both pointwise and pairwise training settings for this
framework. Our second framework, called NTAS2, is given a query as the input
and produces a probability distribution indicating the probability of each app
being targeted, for all apps.
One of the main challenges in this task is that it is not obvious how to rep-
resent each app. For example, although the apps’ descriptions would be used
for app representation in the app selection task [144], it cannot be used in the
target apps selection. Because the queries that can be searched in a specific app
do not match with the content of the app’s description. To address this issue,
our frameworks learn a high-dimensional representation for each app, as part of
the network. The following subsections describe these two frameworks in more
detail.
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Table 6.3. The percentage of similar queries at different similarity thresholds
considering only the queries associated with every app.
App
% of similar queries
> 0.25 > 0.50 > 0.75
All apps 70% 24% 9%
Google Search 63% 19% 6%
Amazon 38% 8% 3%
Gmail 57% 14% 7%
YouTube 49% 20% 7%
Google Maps 46% 3% 1%
Facebook 30% 9% 1%
Play Store 61% 26% 14%
6.4.1 NTAS1: App Scoring Model
NTAS1 outputs a retrieval score for a given query q and a candidate app a. For-
mally, NTAS1 can be defined as follows:
score =ψ(φQ(q),φA(a)) ,
whereψ(·, ·) ∈ R is a scoring function for the given query representationφQ(q) ∈
Rm and app representation φA(a) ∈ Rn. Various neural architectures can be
employed to model each of the three components in the NTAS1 framework.
We implement the component φQ(q) with two major functions: an embed-
ding function E : V → Rd that maps each vocabulary term to a d-dimensional
embedding space, and a global term weighting function W : V → R that maps
each vocabulary term to a real-valued number showing its global importance.
The query representation function φQ represents a query q = {w1, w2, · · · , w|q|}
as follows:
φQ(q) =
|q|∑
i=1
cW (wi) · E (wi) , (6.1)
which is the weighted element-wise summation over the terms’ embedding vec-
tors (hence, m = d). cW is the normalized global weights computed using a
softmax function as follows:
cW (wi) = exp(W (wi))∑|q|
j=1 exp(W (w j))
.
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This is a simple yet effective approach for query representation based on the
bag of words assumption, which has been proven to be effective for the ad-hoc
retrieval task [77]. Note that the matrices E and W are the network parameters
in our model and are learned to provide task-specific representations.
The app representation component φA is simply implemented as a look-up
table. In other words, our neural model consists of an app representation matrix
A ∈ RN×n where N denotes the total number of apps and the ith row of this
matrix is a n-dimensional representation for the ith app. Therefore,φA(a) returns
a row of the matrixA that corresponds to the app a.
To model the functionψ, following Zamani et al. [213], we feed the Hadamard
product (which enforces m = n) of the learned query and app representations
into a fully-connected feed-forward network with two hidden layers. This net-
work produces a single output as the score assigned to the given query-app pair.
We use rectified linear unit (ReLU) as the activation function in the hidden layers
of the network. To prevent overfitting, the dropout technique [179] is employed.
We study both pointwise and pairwise learning settings for our NTAS1 model.
Pointwise learning. In a pointwise setting, we use mean squared error (MSE)
as the loss function. MSE for a mini-batch b is defined as follows:
LMSE(b) = 1|b|
|b|∑
i=1
(yi −ψ(φQ(qi),φA(ai)))2 ,
where qi, ai, and yi denote the query, the candidate app, and the label in the
ith training instance of the mini-batch. For this training setting, we use a linear
activation for the output layer.
Pairwise learning. NTAS1 can be also trained using a pairwise setting. There-
fore, each training instance consists of a query, a target app, and a non-target
app. To this end, we employ hinge loss (max-margin loss function) that has been
widely used in the learning to rank literature for pairwise models [123]. Hinge
loss for a mini-batch b is defined as follows:
LHinge(b) = 1|b|
|b|∑
i=1
max {0,ε− sign(yi1 − yi2) 
ψ(φQ(qi),φA(ai1))−ψ(φQ(qi),φA(ai2))
	
,
where ε is a hyper-parameter determining the margin of hinge loss, a linear loss
function that penalizes examples violating the margin constraint. To bound the
output of the model to the [−1,1] interval, we use tanh as the activation function
for the output layer, in the pairwise training setting. The parameter ε is also set
to 1, which works well when the predicted scores are in the [−1, 1] interval.
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6.4.2 NTAS2: Query Classification Model
Unlike NTAS1 that predicts a score for a given query-app pair, our second frame-
work computes the probability of each app being targeted by a given query. In
more detail, NTAS2 is modeled as γ(φQ(q)) ∈ RN , whose ith element denotes the
probability of the ith app being targeted, given the query representation φQ(q).
N is the total number of apps.
To implement NTAS2, we represent each query via a weighted element-wise
average as explained in Equation (6.1). γ is modeled using a fully-connected
feed-forward network with the output dimension of N . ReLU is employed as the
activation function in the hidden layers, and a softmax function is applied on the
output layer to compute the probability of each app being targeted by the query.
To train NTAS2, we use a cross-entropy loss function which for a mini-batch
b is defined as:
Lce(b) = 1|b|
|b|∑
i=1
N∑
j=1
(p(a j|qi) logγ(φQ(qi))) .
Similar to NTAS1, we use dropout to regularize the model.
6.5 Experimental Setup
6.5.1 Data
We evaluated the performance of our proposed models on the UniMobile dataset.
We followed two different strategies to split the data: 1. In UniMobile-Q, we ran-
domly selected 70% of the queries for training, 10% for validation, and 20% for
test set 2. In UniMobile-T, we randomly split the tasks (rather than queries). To
do so, we randomly selected 70% of the tasks for training, 10% for validation,
and 20% for test set. To minimize random bias, for each splitting strategy we
repeated the process five times. The hyper-parameters of the models were tuned
based on the results on the validation sets. Therefore, we repeated all the exper-
iments five times and reported the average performance.
6.5.2 Metrics
Effectiveness was measured by five standard evaluation metrics: mean recipro-
cal rank (MRR), precision of the top 1 retrieved app (P@1), normal discounted
cumulative gain for the top 1, 3, and 5 retrieved apps (nDCG@1, nDCG@3,
129 6.5 Experimental Setup
nDCG@5). We determined the statistically significant differences using the two-
tailed paired t-test with Bonferroni correction at a 95% confidence interval (p <
0.05). In the ranked list of apps associated to every query, we assigned the score
of 2 to the first relevant app and 1 to the rest of relevant apps, to differentiate
between a model that is able to rank the first relevant app higher and a model
that is not.
The choice of evaluation metrics was motivated by considering three differ-
ent aspects of the task, inspired by data analysis. We chose MRR considering
scenarios where a user is looking for relevant information only in one app, and
so they would stop scanning the search results as soon as they find the first rele-
vant document. We reported P@1 and nDCG@1 to measure the performance for
scenarios that a user only checks the first result. Given that many search tasks
need to be addressed using more than one app, it is crucial to evaluate a sys-
tem with respect to more than one relevant app in the top-k results. nDCG@3
allowed us to evaluate our approach when a user scans the top 3 results. Since
we found that most of the queries were assigned to one or two apps (see Sec-
tion 6.3), nDCG@3 measures how well a system is able to place the two relevant
apps among the top 3 results. We also used nDCG@5 to evaluate top 5 results
on a single screen, given the size of a typical smartphone.
6.5.3 Compared Methods
We compared the performance of our model with the following methods:
• StaticRanker: For every query we ranked the apps in the order of their popu-
larity in the training set as a static (query independent) model.
• QueryLM, BM25, BM25-QE: For every app we aggregated all the relevant queries
from the training set to build a document representing the app. Then we used
Terrier [141] to index the documents. QueryLM uses the language model re-
trieval model [150]. For BM25-QE, we adopted Bo1 [24] model for query
expansion. We used the Terrier implementation of these methods.
• k-NN, k-NN-AWE: To find the nearest neighbors in k nearest neighbors (k-NN),
we considered the cosine similarity between TF-IDF vectors of queries. Then,
we took the labels (apps) of the nearest queries and produced the app ranking.
As for k-NN-AWE, we computed the cosine similarity between the average
word embedding (AWE) of the queries obtained from GloVe [147] with 300
dimensions.
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• LambdaMART: For every query-app pair, we used the scores obtained by BM25,
k-NN, and k-NN-AWE as features to train LambdaMART [193] implemented
in RankLib.7 For every query, we considered all irrelevant apps as negative
samples.
6.6 Results and Discussion
In the following, we evaluate the performance of NTAS1 and NTAS2 trained on
both data splits. We further analyze how other baseline models perform compar-
ing their performance on both splits.
6.6.1 Performance Comparison
Table 6.4 lists the performance of our proposed methods as well as the com-
pared methods. As we can see, the performance of all methods drops when we
use UniMobile-T data splits, except for StaticRanker. StaticRanker gives us an
idea of how much the test set is biased towards more popular apps. For exam-
ple, we see that StaticRanker performs better on UniMobile-T suggesting that it
consists of more popular apps. As we compare the relative performance drop be-
tween the two data splits, we see that among other baselines, k-NN-AWE is more
robust with the minimum relative drop (−8.4% on average). QueryLM, on the
other hand, is the least robust model with the maximum relative drop (−16% on
average). This indicates that k-NN-AWE is able to capture similar queries for un-
seen tasks using a pre-trained word embedding, whereas QueryLM relies heavily
on the indexed queries.
Among the baselines tested on UniMobile-Q, we see that BM25 performs best
in terms of all evaluation metrics. Given that UniMobile-Q contains queries be-
longing to the same tasks both in training and test sets, this shows that when
more similar queries exist in the index, BM25 is able to rank the apps more effec-
tively. However, on UniMobile-T, k-NN-AWE performs best in terms of all metrics.
Given that UniMobile-T does not contain queries belonging to the same task in
training and test sets, this suggests that leveraging a pre-trained word embedding
helps k-NN capture query similarities more effectively when the queries are less
similar, leading to a better generalization. This can also be seen when compar-
ing the performance of k-NN and k-NN-AWE, given that k-NN-AWE consistently
outperforms k-NN. Regarding LambdaMART, we see that even though it bene-
fits from multiple features, it does not perform as well as k-NN-AWE and BM25
7https://sourceforge.net/p/lemur/wiki/RankLib/
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on UniMobile-Q. On the contrary, we see that it performs better on UniMobile-T
showing that the AWE-based feature improves its generalization.
As we can see, NTAS1-pairwise and NTAS2 outperform all the methods, on
both data splits, in terms of all evaluation metrics. All the improvements are sta-
tistically significant suggesting that using queries to learn the app representation
helps our approach learn the similarities more effectively. Considering the rela-
tive difference on the two data splits, we observe that our proposed approaches
also show a drop. Compared to other methods (except for StaticRanker), we
observe that NTAS1-pairwise and NTAS2 consistently have a lower relative drop
across UniMobile-Q and UniMobile-T, indicating that the trained app embedding
is an effective way to represent mobile apps based on the queries that are as-
signed to them. Among our proposed methods, NTAS1-pairwise has the least
relative drop (−7.4% on average), suggesting that a pairwise setting leads to a
higher generalization.
6.6.2 Representation Analysis
We reduce the dimensionality of the learned app representations by projecting
them to a two-dimensional space using t-Distributed Stochastic Neighbor Em-
bedding (t-SNE) [134]. Figure 6.9 shows the proximity of the representation of
different apps8 being grouped in some clusters. For instance, all social media
apps are placed close to each other. Also, we see that location search and navi-
gation apps are in another cluster. Interestingly, Gmail is close to File Manager,
Contacts, and WhatsApp. People usually search for attachments or their contacts
using Gmail, explaining their proximity. Google Search, on the other hand, be-
longs to no cluster. This could be due to the variety of queries people submit
to Google Search, placing it somewhere in the center of all other apps. How-
ever, we cannot explain why YouTube is close to WhatsApp, or why Play Store
is close to Amazon. Hence, Figure 6.9 shows that learning high-dimensional app
representation using the queries submitted to them is effective, though perhaps
not perfect.
6.6.3 Performance on Apps
Here, we compute the mean performance of the queries targeted to a specific app
and plot the result for each app in Figure 6.10. For the sake of visualization, we
only compare the performance of NTAS1-pairwise with three other methods in
8Given space limitations, we could not include all the apps in this figure.
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Figure 6.9. Proximity of different app representations learned by NTAS1-
pairwise. This plot is produced by reducing the dimensionality (using the
t-SNE algorithm) of the app representations to two for visualization.
terms of MRR. We see that all models perform well in ranking less personal apps
such as Google Search, YouTube, and Google Maps. Since none of the mod-
els incorporate users’ personal data, this result is expected. This suggests users’
personal data can be leveraged to rank apps such as File Manager, Contacts,
and Calendar higher. Also, users’ activities on their social media apps should
be leveraged to provide a more effective personalized ranking. Moreover, we
see that k-NN-AWE is more robust across the two data splits, compared to other
baselines. In particular, it performs well in ranking Contacts suggesting that
the proximity of contact names in the high-dimensional space of word embed-
ding enables k-NN-AWE to outperform other models. Finally, it can be seen that
NTAS1-pairwise is more robust across the two data splits, compared to other
methods. Specifically, it outperforms all other methods for the majority of apps.
However, NTAS1-pairwise performs worse than other methods for File Manager,
on both data splits. This is mainly due to insufficient number of training data,
given the diversity of the queries related to this app.
6.6.4 Performance on Tasks
We are interested in seeing how methods perform differently with respect to dif-
ferent search tasks. To do so, we averaged the performance (nDCG@3) of all
queries belonging to the same task. Then, we grouped the tasks by the total
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(a) UniMobile-Q
(b) UniMobile-T
Figure 6.10. Performance comparison with respect to certain apps on both
data splits.
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(a) UniMobile-Q (b) UniMobile-T
Figure 6.11. Negative correlation between the number of unique apps users
selected for a task and performance.
number of unique apps selected by users and plotted their results in Figure 6.11.
Our intuition was that if different users chose several apps for a single task, it can
be a sign that the task is more challenging for the models. We can see in the fig-
ure that as the number of unique apps per task raises, the models perform worse.
Although, the negative correlation is not very strong (Pearson’s r = −0.3049 and
−0.3450 for UniMobile-Q and UniMobile-T, respectively), it is consistent with all
models and evaluation metrics. This indicates that if a task can be done using
multiple apps, their corresponding queries also become more difficult for a sys-
tem. A multi-app task can be either very personal (i.e., every user chooses their
own favorite app) or very general (i.e., it can be done using many apps). There-
fore, one can explore incorporating users’ regular app usage patterns to perform
a personalized target app selection.
6.7 Summary
In this chapter, we introduced and studied the task of target apps selection, which
was motivated by the growing interest in conversational search systems where
users speak their queries to a unified voice-based search system. To this aim, we
presented the first analysis of mobile cross-app search queries and user behaviors
in terms of the apps they chose to complete different search tasks. We found that
a limited number of popular apps attract most of the search queries. We further
observed notable differences between queries submitted to different apps. We
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showed that query length and content differ among apps. We also showed that,
39% of search queries were done in Google Search, and it was the top choice of
users in 35% of the tasks. Given that more than 71% of the defined tasks could
be done with the current features of Google Search, this indicates that users
prefer to search using a more specific app. We carried out the experiments and
analyses on the dataset of cross-app mobile queries that we collected through
crowdsourcing.
Since the mobile information environment is uncooperative and the data is
heterogeneous, representing each app for the target apps selection task is chal-
lenging. We proposed two models that learn high-dimensional latent represen-
tations for the mobile apps in an end-to-end training setting. Our first model
produces a score for a given query-app pair, while the second model produces a
probability distribution over all the apps given a query. We compared the perfor-
mance of our proposed method with state-of-the-art retrieval baselines splitting
data following two different strategies. Our approach outperformed all baselines
significantly.
After conducting a crowdsourced study of the unified mobile search task and
finding out that such as task is needed in a mobile environment, we validate our
findings in a more realistic situation where users report their everyday mobile
queries through a bespoke app. The new setting not only provides a much more
realistic experimental environment but also enables us to capture more-in-depth
contextual information such as several sensor data as well as app usage statistics.
In the next chapter, we will describe our effort for conducting a more realistic
study as well as incorporating contextual information into a target apps selection
model.
Chapter 7
Context-Aware Target Apps Selection
7.1 Introduction
As mobile devices provide rich contextual information about users [20], previous
studies [4, 106, 211] have tried to incorporate query context in various domains.
In particular, query context is often defined as the information from the previous
queries and their corresponding clickthrough data [190, 194], or situational con-
text such as location and time [39, 97, 211]. However, as user interactions on
mobile devices are mostly with apps, exploring apps usage patterns reveals im-
portant information about the users contexts, information needs, and behavior.
For instance, a user who starts spending time on travel-related apps, e.g., TripAd-
visor, is likely to be planning a trip in the near future. Carrascal and Church [53]
verified this claim by showing that people use certain categories of apps more
intensely as they do mobile search.
However, as we described in the previous chapter our previous attempt to
study unified mobile search through crowdsourcing failed to capture users’ con-
texts while collecting data [19]. In addition, there are some other limitations.
For example, we asked the workers to complete a set of given search tasks, which
obviously were not their actual information needs, and thus the queries may dif-
fer from real search queries. In addition, the workers did not complete their work
on mobile devices, which affects their behavior. Furthermore, the user behavior
and queries could not be studied in a day-long or week-long period.
The aforementioned limitations have motivated us to conduct the first in situ
study on target apps selection for unified mobile search. This enables us to obtain
more clear insights into the task. In particular, we are interested in studying the
users’ behavior as they search for their real-life information needs using their
own mobile devices. Moreover, we study the impact of contextual information
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on the apps they use for search. To this aim, we developed a simple open source
app, called uSearch, and used it to build an in situ collection of cross-app queries.
Through an open call, we recruited 255 participants who installed uSearch and
used it to report their queries as well as the target apps, right after they did a
search on their smartphones. With participants’ consents, uSearch also ran in
the background collecting useful contextual data. We have released the code of
uSearch to facilitate research on mobile information retrieval. In fact, uSearch is
extendable and can be used for collecting data to study various search tasks on
mobile devices. Over a period of 12 weeks, we collected thousands of queries
which enables us to investigate various aspects of user behavior as they search
for information in a cross-app search environment.
Using the collected data, we conduct an extensive data analysis, aiming to
understand how users’ behavior vary across different apps while they search for
their information needs. The key findings of our analysis include the fact that
users conduct the majority of their daily search tasks using specific apps, rather
than Google. Among various available contextual information, we focus on the
users’ apps usage statistics as their apps usage context, and leave others for future
work. This is motivated by the results of our analysis in which we show that users
often search on the apps that they use more frequently. Based on the insights we
got from our data analysis, we propose a context-aware neural target apps selec-
tion model, called CNTAS. In our model, we deal with the problem as a ranking
task estimating a relevance score for a given context-query-app triplet. Our ex-
periments demonstrate that our model significantly outperforms state-of-the-art
retrieval models in this task. Also, we show that incorporating context improves
nDCG@5 by an average of 20% on all models and improves the performance
with respect to 57% of the users.
In summary, the main contributions of this chapter include:
• Designing and conducting an in situ mobile search study for collecting thou-
sands of real-life cross-app queries. Both the app1 and the collected data2 are
publicly available for research purposes.
• Presenting the first in situ analysis of cross-app queries and users’ behavior as
they search with different apps. More specifically, we study different attributes
of cross-app mobile queries with respect to their target apps, sessions, and
contexts.
• Proposing a context-aware neural model for target apps selection.
1Available at https://github.com/aliannejadi/uSearch
2Available at http://aliannejadi.com/istas.html
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• Evaluating the performance of state-of-the-art retrieval models for this task
and comparing them against our proposed model.
Our analyses and experiments lead to new findings compared to previous
studies, opening specific future directions in this research area.
7.2 Data Collection
In this section, we describe how we collected ISTAS, which is, to the best of
our knowledge, the first in situ dataset on cross-app mobile search queries. We
collected the data by recruiting 255 participants through an open call on the
Web. The participants installed a simple Android app, called uSearch, for at
least 24 hours on their smartphones. We asked them to use uSearch to report
their real-life cross-app queries as well as the corresponding target apps.
We first describe the characteristics of uSearch. Then, we provide details on
how we recruited participants as well as the details on how we instructed them
to report queries through the app. Finally, we give details on how we checked
the quality of the collected data.
7.2.1 uSearch
In order to facilitate the query report procedure, we developed uSearch, the An-
droid app shown in Figure 7.1. We chose the Android platform because, in com-
parison with iOS, it imposes less restrictions in terms of sensor data collection
and background app activity.
User interface. As shown in Figure 7.1, uSearch consists of three sections. The
upper part lists all the apps that are installed on the phone, with the most used
apps ranked higher. The participants were supposed to select the app in which
they had done their real-life search (e.g., Facebook). In the second section, the
participants were supposed to enter exactly the same query that they had entered
in the target app (e.g., Facebook). Finally, the lower part of the app, provided
them easy access to a unique ID of their device and an online survey on their
demographics and backgrounds.
Collected data. Apart from the participants’ input data, we also collected their
interactions within uSearch (i.e., taps and scrolling). Moreover, a background
service collected the phone’s sensors data. We collected data from the following
sensors: (i) GPS; (ii) accelerometer; (iii) gyroscope; (iv) ambient light; (v) WiFi;
and (vi) cellular. Also, we collected other available phone data that can be used
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Figure 7.1. uSearch interface on LG Google Nexus 5 as well as the survey.
Checkboxes are used to indicate the target app for a query.
to better understand a user’s context. The additional collected data are as fol-
lows: (i) battery level; (ii) screen on/off events; (iii) apps usage statistics; and
(iv) apps usage events. Note that apps usage statistics indicate how often each
app has been used in the past 24 hours, whereas apps usage events provides
more detailed app events.3 Apps usage events record user interactions in terms
of: (i) launching a specific app; (ii) interacting with a launched app; (iii) closing
a launched app; (iv) installing an app; and (v) uninstalling an app. The back-
ground service collected the data at a predefined time interval. The data was
securely transferred to a cloud service.
7.2.2 Data Collection Procedure
We recruited participants through an online platform. In the announcement,
we provided all the details about the intention of the study as well as the data
we were collecting. First, we asked them to complete a survey inside uSearch.
Moreover, we mentioned all the steps required to be done by the participants in
order to report a query. In short, we asked them to open uSearch after every
search they did using any installed app on their phones. Then, we asked them
3https://developer.android.com/reference/android/app/usage/package-summary
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to report the app as well as the query they used to perform their search task. We
encouraged the participants to report their search as soon as it occurs, as it is
very crucial to capture their context at the right moment.
After running several pilot studies, over the period of 12 weeks we recruited
255 participants, asking them to let the app running on their smartphones for at
least 24 hours and report at least 5 queries. Since some people may not submit 5
search queries during the period of 24 hours, we asked them to keep the app run-
ning on their phones after the first 24 hours until they reported 5 queries. Also,
we encouraged them to continue reporting more than 5 queries for an additional
reward. As incentive, we paid the participants $0.2 per query. We recruited par-
ticipants only from English-speaking countries.
7.2.3 Quality Check
During the course of data collection, we performed daily quality checks on the
collected data. The checks were done manually with the help of some data visu-
alization tools that we developed. As we were paying the participants a reward
per query, we carefully studied the submitted queries as well as user interactions
to prevent participants from reporting false queries. For each query, we checked
the apps usage statistics and events for the same day. If a participant reported
a query in a specific app (e.g., Facebook) but we could not find any recent us-
age events regarding that app, we assumed that the query was falsely reported.
Moreover, if a participant reported more than 10 queries per day, we took some
extra quality measures into account. Finally, we approved 6,877 queries out of
7,750 reported queries.
7.2.4 Privacy Concerns
Before asking for required app permissions, we made clear statement about our
intentions on how we are going to use the participants’ collected data as well
as what was collected from their devices. We ensured them that their data was
stored on secure cloud servers and that they could opt out at any point of the
study. In that case we would remove all their data from the servers. While
granting apps usage access was mandatory, granting location access was optional.
We asked participants to allow uSearch access their locations only if they felt
comfortable with that. Note that, through the background service, we did not
collect any other data that could be used to identify the identity of participants.
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7.2.5 Limitations
Like any other study, our study has some limitations. First, the study relies on self-
reporting. This could result in specific biases in the collected data. For instance,
participants may prefer to report shorter queries simply because it requires less
typing. Also, in many cases, participants are likely to forget reporting queries
or do not report all the queries that belong to the same session. Second, the
reported queries are not actually submitted to a unified search system and users
may formulate their queries differently is such setting. For example, in a unified
system a query may be “videos of Joe Bonamassa” but in YouTube it may be “Joe
Bonamassa.” Both limitations are due to lack of an existing unified mobile search
app. Hence, developing such app is essential for constructing a more realistic
collection.
7.3 Data Analysis
In this section, we describe the basic characteristics of ISTAS, and present a thor-
ough analysis of target apps, queries, sessions, and context.
7.3.1 Basic Statistics
During the period of 86 days, with the help of 255 participants, we were able
to collect 6,877 search queries and their target apps as well as sensor and usage
data. The collected raw data is over 300 gigabytes. Here, we summarize the
main characteristics of the participants based on the submitted surveys. 59% of
the participants were female and 50% aged between 25 and 34. Participants were
from all kinds of educational backgrounds ranging from high school diploma to
PhD. In particular, 32% of them had a college degree, followed by 30% with
a bachelor’s degree. Smartphone was the main device used for connecting to
the Internet for 53% of the participants, followed by laptop (25%). Among the
participants, 67% used their smartphones more often for personal reasons rather
than work. Finally, half of the participants stated that they use their smartphones
4 hours a day or more. Table 7.1 lists basic characteristics of ISTAS. Moreover,
Figure 7.2 shows the number of queries and active participants per day during
the data collection period. Note that as shown in Figure 7.2, in the first half
collection period, we were mostly developing the visualization tools and did not
recruit many participants.
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Table 7.1. Statistics of ISTAS.
# queries 6,877
# unique queries 6,262
# users 255
# unique apps 192
# search sessions 3,796
# days data collected 86
Mean queries per user 26.97 ± 50.21
Mean queries per session 1.81 ± 2.88
Mean queries per day 79.96 ± 101.27
Mean days of report per user 7.38 ± 15.95
Mean unique apps per user 5.14 ± 14.06
Mean query terms 3.00 ± 1.96
Mean query characters 17.53 ± 10.46
7.3.2 Apps
How apps are distributed. Figure 7.3 shows how queries are distributed with
respect to the top 20 apps. We see that the top 20 apps account for 88% of the
searches in ISTAS, showing that the app distribution follows a power-law. While
Google and Chrome queries respectively attract 26% and 23% of the target apps,
users conduct half (51%) of their search tasks using other apps. This finding is
inline with what was shown in a previous work [19]. However, we observe a
higher percentage of searches done using Google and Chrome apps. This can be
due to two reasons: (i) ISTAS is collected in situ and on mobile devices, thus
being more realistic; (ii) ISTAS queries reflect real-life information needs rather
than a set of given search tasks, hence the information need topics are diverse.
Moreover, we observe a notable variety of apps among the top 20 apps, such as
Spotify and Contacts. We also see Google Play Store among the top target
apps. This suggests that people use their smartphones to search for a wide variety
of search tasks, most of which were done by apps other than Google or Chrome.
It should also be noted that users seek the majority of their information needs
on various apps, even though there exists no unified mobile search system on
their smartphones, suggesting that they might even do a smaller portion of their
searches using Google or Chrome, if a unified mobile search system was available
on their smartphones.
How apps are selected. Here, we analyze the behavior of the participants as
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Figure 7.2. Number of queries and active participants per day, during the
course of data collection (best viewed in color).
Figure 7.3. Number of queries per app for top 20 apps.
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(a) (b)
Figure 7.4. Distribution of unique apps per user and task.
they searched for real-life information needs, in terms of the apps they chose
for performing the search. Figure 7.4a shows the distribution of unique apps
per user. We can see how many users selected a certain number of unique apps,
with an average of 5.14 unique apps per user. Again, this indicates that users
seek information in a set of diverse apps. It is worth noting that in Figure 7.4a,
we observe a totally different distribution compared to [19], where the average
number of unique apps per user was much lower. We believe this difference is
due to the fact that the participants in our work reported their real-life queries,
as opposed to the crowdsourcing setup of [19].
On the other hand, Figure 7.4b plots the distribution of unique apps with
respect to the sessions, that is how many unique apps were selected during a
single search session. We see an entirely different distribution where the aver-
age number of unique apps per task is 1.36. This shows that while users seek
information using multiple apps, they are less open to switching between apps in
a single session. This can partly be due to the fact that switching between apps
is not very convenient. However, this behavior requires more investigation that
we leave for future work.
7.3.3 Queries
In order to understand the differences in user behavior while formulating their
information needs using different apps, we conduct an analysis on the attributes
of the queries with respect to their target apps. First, we start by studying the
number of query terms in each app, for the top 9 apps in ISTAS.
How query length differs among apps. The upper part of Table 7.2 lists the
distribution of the number of query terms in the whole dataset (denoted by All)
146 7.3 Data Analysis
Table 7.2. Corss-app query attributes for 9 apps.
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# terms Query term distribution
1 22% 13% 11% 22% 12% 25% 57% 49% 29% 81%
2 28% 26% 29% 48% 45% 27% 30% 33% 35% 10%
3 20% 21% 24% 16% 25% 18% 9% 12% 24% 7%
4 12% 13% 18% 10% 10% 13% 3% 4% 7% 2%
> 4 17% 26% 17% 4% 10% 17% 1% 1% 6% 0%
Mean 3.00 3.49 3.19 2.34 2.74 3.07 1.61 1.75 2.31 1.31
τ Query overlap
> 0.25 56% 39% 41% 28% 27% 26% 27% 25% 8% 14%
> 0.50 19% 11% 15% 13% 7% 11% 12% 12% 4% 10%
> 0.75 13% 5% 8% 11% 5% 9% 12% 10% 2% 10%
The upper part lists the distribution of number of query terms as well as
mean query terms per app.
The lower part lists the query overlap at different similarity thresholds (de-
noted by τ) per app.
All shows query distributions across all apps.
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as well as each app. It also lists the average query terms per app. As we can see,
the average query length is 3.00, which is slightly lower than previous studies
on mobile query analysis [91, 105]. However, the average query length for apps
that deal with general web search such as Google is higher (=3.49). This indi-
cates that users submit shorter queries to other apps. For instance, we see that
Contacts has the lowest average query length (=1.31). Also Gmail and Google
Play Store have an average query length lower than 2. This difference shows
a clear behavioral difference in formulating queries using different apps. More-
over, we can see that the distribution of the number of query terms varies among
different apps; take Contacts as an example, whose single-term queries consti-
tute 81% of its query distributions. This indicates that the structure of queries
vary across the target apps. Studying the most frequent query unigrams of each
app also confirms this finding. For example, Google’s most popular unigrams
are mostly stopwords (i.e., “to”, “the”, “of”, “how”), whereas Facebook’s most
popular unigrams are not (i.e., “art”, “eye”, “wicked”, “candy”).
How query similarity differs across apps. The lower part of Table 7.2 lists
the query similarity or query overlap using a simple function used in previous
studies [19, 64]. We measure the query overlap at various degrees and use the
similarity function sim(q1, q2) = |q1∩ q2|/|q1∪ q2|, simply measuring the overlap
of query terms. We see that among all queries, 18% of them are similar to no
other queries. We see a different level of query overlap in queries belonging to
different apps. The highest overlap is among queries from Web search apps such
as Chrome and Google. Lower query similarity is observed for personal apps such
as Facebook and more focused apps such as Amazon Shopping. Note that the
query overlap is higher when all app queries are taken into account (All), as
opposed to individual apps. This shows that users submit more similar queries
as they switch between apps, suggesting that switching between apps is part of
the information seeking or query reformulation procedure on mobile devices.
7.3.4 Sessions
A session is a “series of queries by a single user made within a small range of
time” [175]. Similar to previous work [53, 105, 175], we consider a 5-minute
range of inactivity to close a session. ISTAS consists of 3,796 sessions, with
1.81 average queries per session. The majority of sessions have only one query
(=66%). Similarly, as shown in Figure 7.4b, participants use only one app in
the majority of sessions (=80%). We also studied how similar queries were dis-
tributed among single-app sessions as compared to multiple-app sessions. We
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found that queries are more similar to each other in multiple-app sessions. More
specifically, query overlap at the threshold of > 0.25 is 49% and 56% in single-
app and multiple-app sessions, respectively. This suggests that users tend to
switch between apps to search for the same information need as they reformulate
their queries.
7.3.5 Context
Temporal behavior. We analyze the behavior of users as they search with respect
to day-of-week and time-of-day. The distribution across day-of-week among the
participants who reported their queries for more than 6 days slightly peaks on
Fridays. Moreover, Figure 7.5 shows the distribution of queries and unique target
apps across time-of-day for all participants. As we can see, more queries are
submitted in the evenings, however we do not see a notable difference in the
number of unique target apps.
Apps usage context. We define a user’s apps usage context at a given time t as
the apps usage statistics of that specific user during the 24 hours before t. Apps
usage statistics contain details about the amount of time users spent on every
app installed on their smartphones. This gives valuable information on users’
personal app preferences as well as their contexts. For example, a user who has
interacted with travel guide apps in the past 24 hours is probably planning a trip
in the near future. Therefore, we analyze how users’ apps usage context can
potentially help a target app selection model. Figure 7.6 shows the histogram of
target app rankings in the users’ apps usage contexts. We see that participants
often looked for information in the apps that they use more frequently. For in-
stance, 19% of searches were done on the most used app, followed by 10% on
the second most used app. We also see that, in most cases, as the ranking in-
creases, the percentage of target apps decreases, suggesting that incorporating
users app usage context is critical for target apps selection.
7.4 Context-Aware Neural Target Apps Selection
In this section, we propose a context-aware neural model called CNTAS, which
is an extension to our recent neural target apps selection model (i.e., NTAS1)
[19]. Our model takes a query q, a candidate app a, and the corresponding
query context cq as input and produces a score indicating the likelihood of the
candidate app a being selected by the user as the target app for the query q.
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Figure 7.5. Time-of-the-day distribution of queries and unique apps (best
viewed in color).
Figure 7.6. Apps usage context ranking distribution of relevant target apps.
Lower values of x axis mean that the app has been used more often in the past
24 hours.
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In the following, we first describe a general framework for context-aware target
apps selection and further explain how it is implemented and how context is
incorporated into the framework.
Formally, the CNTAS framework estimates the probability p(S = 1|q, a, cq; A),
where S is a binary random variable indicating whether the app a should be
selected (S = 1) or not (S = 0). A denotes the set of candidate apps. This set
can be all the apps installed on the user’s mobile device, or the set of candidate
apps that is obtained by another model in a cascade setting. The app selection
probability in the CNTAS framework is estimated as follows:
p(S = 1|q, a, cq; A) =ψ(φQ(q),φA(a),φC(cq)) , (7.1)
where φQ, φA, and φC respectively denote query representation, app representa-
tion, and context representation components. ψ is a target apps selection com-
ponent that takes the mentioned representations and generates an app selection
score. Any of these components can be implemented in different ways. In addi-
tion, cq can contain various types of query context, including search time, search
location, and the users apps usage.
We implement the component φQ with two major functions: an embedding
function E : V → Rd that maps each vocabulary term to a d-dimensional em-
bedding space, and a global term weighting functionW : V → R that maps each
vocabulary term to a real-valued number showing its global importance. The
matrices E and W are the network parameters in our model and are learned to
provide task-specific representations. The query representation component φQ
represents a given query q = {w1, w2, · · · , w|q|} as follows:
φQ(q) =
|q|∑
i=1
cW (wi) · E (wi) ,
which is the weighted element-wise summation over the terms’ embedding vec-
tors. cW is the normalized global weights computed using a softmax function as
follows: cW (wi) = exp(W (wi))∑|q|
j=1 exp(W (w j))
.
This is a simple yet effective approach for query representation based on the
bag of words assumption, which has proven to be effective for target apps selec-
tion [19], ad-hoc retrieval [77], and query performance prediction [212].
To implement the app representation componentφA, we learn a d-dimensional
dense representation for each app. In more detail, this component consists of an
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app representation matrixA ∈ RN×d where N denotes the total number of apps.
Therefore, φA(a) returns a row of the matrixA that corresponds to the app a.
Various context definitions can be considered to implement the context rep-
resentation component. General types of context, such as location and time, has
been extensively explored in different tasks, such as web search [39], personal
search [211], and mobile search [97]. In this document, we refer to the apps us-
age time as context, which is a special type of context for our task. As introduced
earlier in Section 7.3.5, the apps usage context is the time that the user spent
on each mobile app in the past 24 hours of the search time. To implement φC ,
we first compute a probabilistic distribution based on the apps usage context, as
follows:
p(a′|cq) = time spent on app a
′ in the past 24 hours∑
a′′∈A time spent on app a′′ in the past 24 hours
,
where A is a set of candidate apps. φC is then computed as:
φC(cq) =
∑
a′∈A
p(a′|cq) · AC[a′] ,
whereAC ∈ RN×d denotes an app representation matrix which is different fromA used in the app representation component. This matrix is supposed to learn
app representations suitable for representing the apps usage context. AC[a′]
denotes the representation of app a′ in the app representation matrixAC .
In summary, each of the representation learning components φQ, φA, and φC
returns a d-dimensional vector. The app selection component is modeled as a
fully-connected feed-forward network with two hidden layers and the output di-
mensionality of 1. We use rectified linear unit (ReLU) as the activation function
in the hidden layers of the network. Sigmoid is used as the final activation func-
tion. To avoid overfitting, the dropout technique [179] is employed. For each
query, the following vector is fed to this network:
(φQ(q) ◦φA(a)) · |φQ(q)−φA(a)| · (φC(cq) ◦φA(a)) · |φC(cq)−φA(a)| ,
where ◦ denotes the Hadamard product, i.e., the element-wise multiplication,
and · here means concatenation. In fact, this component computes the similarity
of the candidate app with the query content and context, and estimates the app
selection score based on the combination of both.
We train our model using pointwise and pairwise settings. In a pointwise
setting, we use mean squared error (MSE) as the loss function. MSE for a mini-
batch b is defined as follows:
LMSE(b) = 1|b|
|b|∑
i=1
(yi −ψ(φQ(qi),φA(ai),φC(cqi)))2 ,
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where qi, cqi , ai, and yi denote the query, the query context, the candidate app,
and the label in the ith training instance of the mini-batch. For this training
setting, we use a linear activation for the output layer.
CNTAS can also be trained in a pairwise fashion. Therefore, each training
instance consists of a query, the query context, a target app, and a non-target
app. To this end, we employ hinge loss (max-margin loss function) that has
been widely used in the learning to rank literature for pairwise models [123].
Hinge loss is a linear loss function that penalizes examples violating the margin
constraint. For a mini-batch b, hinge loss is defined as below:
LHinge(b) = 1|b|
|b|∑
i=1
max {0, 1− sign(yi1 − yi2)(byi1 − byi2)} ,
where byi j =ψ(φQ(qi),φA(ai j),φC(cqi)).
7.5 Experimental Setup
7.5.1 Data
We evaluate the performance of our proposed models on the ISTAS dataset. We
follow two different strategies to split the data: (i) In ISTAS-R, we randomly
select 70% of the queries for training, 10% for validation, and 20% for testing set;
(ii) In ISTAS-T, we sort the queries of each user chronologically and keep the first
70% of each user’s queries for training, the next 10% for validation, and the last
20% for testing set. ISTAS-T is used to evaluate the methods when information
about users’ search history is available. To minimize random bias, for ISTAS-R
we repeated the experiments 10 times and report the average performance. The
hyper-parameters of all models were tuned based on the nDCG@3 value on the
validation sets.
7.5.2 Metrics
Effectiveness is measured by four standard evaluation metrics that were also used
in [19]: mean reciprocal rank (MRR), and normalized discounted cumulative
gain for the top 1, 3, and 5 retrieved apps (nDCG@1, nDCG@3, nDCG@5). We
determine the statistically significant differences using the two-tailed paired t-
test with Bonferroni correction at a 95% confidence interval (p < 0.05).
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7.5.3 Compared Methods
We compared the performance of our model with the following methods:
• StaticRanker: For every query we rank the apps in the order of their popularity
in the training set as a static (query independent) model.
• QueryLM, BM25, BM25-QE: For every app we aggregate all the relevant queries
from the training set to build a document representing the app. QueryLM is the
query likelihood retrieval model [150]. For BM25-QE, we adopt Bo1 [24] for
query expansion. We use the Terrier [141] implementation of these methods.
• k-NN, k-NN-AWE: To find the nearest neighbors in k nearest neighbors (k-NN),
we consider the cosine similarity between the TF-IDF vectors of queries. Then,
we take the labels (apps) of the nearest queries and produce the app ranking.
As for k-NN-AWE [210], we compute the cosine similarity between the average
word embedding (AWE) of the queries obtained from GloVe [147] with 300
dimensions.
• ListNet, ListNet-CX: For every query-app pair, we use the scores obtained by
BM25-QE, k-NN, k-NN-AWE, and StaticRanker as features to train ListNet [50]
implemented in RankLib4. For every query, we consider all irrelevant apps as
negative samples. ListNet-CX also includes users’ apps usage context as an
additional feature.
• NTAS: A neural model approach that we designed for the target apps selection
task in our previous work [19]. We use the NTAS1 model due to its superior
performance compared to NTAS2.
• Contextual baselines: In order to carry out a fair comparison between CN-
TAS and other context-aware baselines, we apply a context filter to all non-
contextual baselines. We create the context filter as follows: for every app α
in the training samples of user u, we take the time that u has spent on α in
the past 24 hours as its score. We then perform a linear interpolation with the
scores of all the mentioned baselines. Note that all scores are normalized. All
these models are denoted by a -CR suffix.
4https://sourceforge.net/p/lemur/wiki/RankLib/
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7.6 Results and Discussion
In the following, we evaluate the performance of CNTAS trained on both data
splits and study the impact of context on the performance. We further analyze
how the models perform on both data splits.
7.6.1 Performance Comparison
Table 7.3 lists the performance of our proposed methods as well as the com-
pared methods. First, we compare the relative performance drop between the
two data splits. We see that almost all non-contextual models perform worse
on ISTAS-T compared to ISTAS-R, whereas almost all context-aware models per-
form better on ISTAS-T. Among the non-contextual methods, ListNet is the most
robust model with the least performance drop and k-NN-AWE is the only method
that performs better on ISTAS-T (apart from StaticRanker). On the other hand,
QueryLM exhibits the most performance drop (−27% on average), as opposed
to Contextual-k-NN-AWE with the highest performance improvement on ISTAS-
T (+10% on average). This indicates that k-NN-AWE is able to capture similar
queries more effectively, whereas QueryLM relies heavily on the indexed queries.
It should also be noted that StaticRanker performs better on ISTAS-T indicating
that it is biased towards more popular apps.
Among the non-contextual baselines, we see that NTAS-pairwise performs
best in terms of most evaluation metrics on both data splits, this is because it
learns high dimensional app and query representations which help it to perform
more effectively. We see that applying the contextual filter improves the perfor-
mance of all models. These improvements are statistically significant in all cases,
so are not shown in the table. Although this filter is very simple, it is still able to
incorporate useful information about user context and behavior into the ranking.
This also indicates the importance of apps usage context, as mentioned in Sec-
tion 7.3.5. Among the context-aware baselines, we see that NTAS-pairwise-CR
performs best in terms of MRR and nDCG@1, while k-NN-AWE-CR and ListNet-
CR perform better in terms of other evaluation metrics. It should be noted that
ListNet-CR performs better than ListNet-CX. This happens because ListNet-CX in-
tegrates the apps usage context as an additional feature, whereas ListNet-CR is
the result of the combination of ListNet and the contextual filter.
We see that our proposed CNTAS outperforms all the baselines with respect to
the majority of evaluation metrics. In particular CNTAS-pairwise exhibits the best
performance. The achieved improvements in terms of MRR and nDCG@1 are
statistically significant. The reason is that CNTAS is able to learn latent features
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Figure 7.7. Performance comparison with respect to certain apps with and
without context.
(a) ∆MRR per app (b) ∆MRR per user
Figure 7.8. MRR differences on ISTAS-R with and without context per app
and user.
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Table 7.4. Performance analysis based on query length, dividing the test queries
into three evenly-sized length buckets.
Short queries Med. queries Long queries
MRR MRR MRR
w/o context 0.5302 0.4924 0.4971
w/ context 0.5733 0.5190 0.4977
from the interaction of mobile usage data in the context. These interactions can
reveal more information for better understanding of the user information needs.
7.6.2 Impact of Context on Performance Per App
In this experiment we demonstrate the effect of context on the performance
with respect to various apps. Figure 7.7 shows the performance for queries that
are labeled for specific target apps (as listed in the figure). We see that the
context-aware model performs better while predicting social media apps such as
Facebook and Instagram. However, we see that the performance for Google
drops as it improves for Chrome. This happens because users do most of their
browsing activities on Chrome, rather than Google; hence the usage statistics of
Chrome helps the model to predict it more effectively. Moreover, we study the
difference of MRR between the model with and without context for all apps. Our
goal is to see how context improves the performance for every target app. We see
in Figure 7.8a that the performance is improved for 39% of the apps. As shown
in the figure, the improvements are much larger compared with the performance
drops. Among the apps with the highest context improvements, we can mention
Quora, Periscope, and Inbox. We saw that these apps were less popular among
our participants and their representations were weaker than the other apps, that
is why the contextual information shows the highest improvement for them.
7.6.3 Impact of Context on Performance Per User
Here we study the difference of MRR between the model with and without con-
text for all users. Our goal is to see how many users are impacted positively
by incorporating context in the target apps selection model. Figure 7.8b shows
how performance differs per user when we apply context compared with when
we do not. As we can see, users’ apps usage context is able to improve the ef-
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fectiveness of target apps selection for the majority of users. In particular, the
performance for 57% of the users is improved by incorporating the apps usage
context. In fact, we observed that users with the highest impact from context use
less popular apps.
7.6.4 Impact of Context on Performance Per Query Length.
Following Zamani et al. [213], we create three buckets of test queries based on
query length uniformly. Therefore, the buckets will have approximately equal
number of queries. The first bucket, called Short queries, contains the short-
est queries. The second one, called Med. queries, constitutes of medium-length
queries. The last bucket, called Long queries, includes the longest queries of our
test set. Table 7.4 lists the performance of the model with and without context in
terms of MRR. As we see, the average MRR for all three buckets is improved as
we apply context. However, we observe that as the queries become shorter, the
improvement increases. The reason is that shorter queries tend to be more gen-
eral or ambiguous, and thus query context can have higher impact on improving
search for these queries.
7.7 Summary
In this chapter, we conducted the first in situ study on the task of target apps se-
lection, which was motivated by the growing interest in intelligent assistants and
conversational search systems where users interact with a universal voice-based
search system. To this aim, we developed an Android app, called uSearch, and
recruited 255 participants, asking them to report their real-life cross-app mobile
queries via uSearch. We observed notable differences in length and structure
among queries submitted to different apps. Furthermore, we found that while
users choose to search using various apps, few apps attract most of the search
queries. We found that even though Google and Chrome are the most popular
apps, users do only 26% and 23% of their searches in these apps, respectively.
The in situ data collection enabled us to collect valuable information about users’
contexts. For instance, we found that the target app for 29% of the queries were
among the top two most used apps of a particular user. Inspired by our data
analysis, we proposed a model that learns high-dimensional latent representa-
tions for the apps usage context and predicts the target app for a query. The
model was trained with an end-to-end setting. Our model produces a score for a
given context-query-app triplet. We compared the performance of our proposed
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method with state-of-the-art retrieval baselines splitting data following two dif-
ferent strategies. We observed that our approach outperforms all baselines, sig-
nificantly.
This chapter brings the thesis to the end of its part on a unified mobile search
where we introduced and analyzed distributed IR in a mobile environment. Next,
we present our work on conversational search. Increasing interest and recent ad-
vances in intelligent assistants make research on conversational search and rec-
ommendation inevitable. Moreover, as we mentioned earlier, distributed search
in a mobile environment is an essential component of a functional intelligent
agent since users would communicate their information needs through a single
channel. That being said, in the next chapter, we take the first step in studying
and formalizing the task of asking clarifying questions in conversational search
systems.
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Part III
Conversational Search
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Chapter 8
Conversational Search with Clarifying
Questions
8.1 Introduction
While searching on the Web, users often fail to formulate their complex infor-
mation needs in a single query. As a consequence, they may need to scan mul-
tiple result pages or reformulate their queries. Alternatively, systems can decide
to proactively ask questions to clarify users’ intent before returning the result
list [44, 153]. In other words, a system can assess the level of confidence in the
results and decide whether to return the results or ask users questions to clarify
their information need. The questions can be aimed to clarify ambiguous, faceted
or incomplete queries [185]. Asking clarifying questions is especially important
in conversational search systems for two reasons: (i) conversation is the most
convenient way for natural language interactions and for asking questions [111]
and (ii) a conversational system can only return a limited number of results, thus
being confident about the retrieval performance becomes even more important.
One possible approach to improve the confidence is to ask clarifying questions.
Figure 8.1 shows an example of such a conversation selected from our dataset.
We see that both users, Alice and Robin, issue the same query, “dinosaur.” As-
suming that the system does not have access to any prior personal or contextual
information, the conversation starts with the same clarifying question. The rest
of the conversation, however, depends on the users’ responses. In fact, the users’
responses aid the system to get a better understanding of the underlying infor-
mation need.
A possible workflow for an information system with clarifying questions is
shown in Figure 8.2. As we can see, Alice initiates a conversation by submitting
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Figure 8.1. Example conversations with clarifying questions from our dataset,
Qulac. As we see, both users, Alice and Robin, issue the same query (“di-
nosaur”), however, their actual information needs are completely different.
With no prior knowledge, the system starts with the same clarifying ques-
tion. Depending on the user’s answers, the system selects the next questions
in order to clarify the user’s information need. The tag “No answer” shows
that the asked question is not related to the information need. We asked the
crowdworkers to answer each question given the original query and informa-
tion need. In cases where the question required knowledge that was out of the
scope of the information need, the workers would mark their answer with a “No
answer” tag (see example).
165 8.1 Introduction
her query to the system. The system then retrieves a list of documents and es-
timates its confidence on the result list (i.e., “Present Results?”). If the system
is not sufficiently confident to present the results to the user, it then starts the
process of asking clarifying questions. As the first step, it generates a list of can-
didate questions related to Alice’s query. Next, the system selects a question from
the candidate question list and asks it from the user. Based on Alice’s answer, the
system retrieves new documents and repeats the process.
In this chapter, we formulate the task of selecting and asking clarifying ques-
tions in open-domain information-seeking conversational systems. To this end,
we propose an offline evaluation framework based on faceted and ambiguous
queries and collect a novel dataset, called Qulac,1 building on top of the TREC
Web Track 2009-2012 collections. Qulac consists of over 10K question-answer
pairs for 198 TREC topics consisting of 762 facets. Inspired from successful ex-
amples of crowdsourced collections [18, 23], we collected clarifying questions
and their corresponding answers for every topic-facet pair via crowdsourcing.
Our offline evaluation protocol enables further research on the topic of asking
clarifying questions in a conversational search session, providing a benchmarking
methodology to the community.
Our experiments on an oracle model show that asking only one good question
leads to over 100% retrieval performance improvement. Moreover, the analysis
of the oracle model provides important intuitions related to this task. For in-
stance, we see that asking clarifying questions can improve the performance of
shorter queries more. Also, clarifying questions exhibit a more significant ef-
fect on improving the performance of ambiguous queries, compared to faceted
queries. We further propose a retrieval framework following the workflow of Fig-
ure 8.2, consisting of three main components: (i) question retrieval; (ii) question
selection; and (iii) document retrieval. The question selection model is a simple
yet effective neural model that takes into account both users’ queries and con-
versation context. We compare the question retrieval and selection models with
competitive term-matching and LTR baselines, showing their ability to signifi-
cantly outperform the baselines. Finally, to foster research in this area, we have
made Qulac publicly available.2
1Qulac, pronounced ku:l2k, means blizzard and wonderful in Persian.
2Code and data are available at https://github.com/aliannejadi/qulac.
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Figure 8.2. A workflow for asking clarifying questions in an open-domain con-
versational search system.
8.2 Problem Statement
A key advantage of a conversational search system is its ability to interact with
the user in the form question and answer. In particular, a conversational search
system can proactively pose questions to the users to understand their actual
information needs more accurately and improve its confidence in the search re-
sults. We illustrate the workflow of a conversational search system, focusing on
asking clarifying questions.
As depicted in Figure 8.2, once the user submits a query to the system, the
Information Need Representation module generates and passes their information
need to the Retrieval Model, which returns a ranked list of documents. The sys-
tem should then measure its confidence in the retrieved documents (i.e., Present
Results? in Figure 8.2). In cases where the system is not sufficiently confident
about the quality of the result list, it passes the query and the context (including
the results list) to the Question Generation Model to generate a set of clarifying
questions, followed by the Question Selection Model whose aim is to select one
of the generated questions to be presented to the user. Next, the user answers
the question and the same procedure repeats until a stopping criterion is met.
Note that when the user answers a question, the complete session information is
considered for selecting the next question. In some cases, a system can decide to
present some results, followed by asking a general question on possible further
information. For example, assume a user submits the query “sigir 2019” and the
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system responds “The deadline of SIGIR 2019 is Jan. 28. Would you like to know
where it will be held?” As we can see, while the system is able to return an an-
swer with high confidence, it can still ask further questions [196]. Here, we do
not study this scenario; however, one can investigate it for exploratory search.
A facet-based offline evaluation protocol. The design of an offline evalua-
tion protocol is challenging because conversation requires online interaction be-
tween a user and a system. Hence, an offline evaluation strategy requires human-
generated answers to all possible questions that a system would ask, something
that is impossible to achieve in an offline setting. To circumvent this problem,
we substitute the Question Generation Model in Figure 8.2 with a large bank
of questions, assuming that it consists of all possible questions in the collection.
This assumption reduces the complexity of the evaluation significantly as human-
generated answers to a limited set of questions can be collected offline, facilitat-
ing offline evaluation.
Here, we build our evaluation protocol on top of the TREC Web track’s data.
TREC has released 200 search topics, each of which being either “ambiguous” or
“faceted.”3 Clarke et al. [67] defined these categories as follows: “... Ambiguous
queries are those that have multiple distinct interpretations. ... On the other
hand, facets reflect underspecified queries, with different aspects covered by the
subtopics...” The TREC collection is originally designed to evaluate search result
diversification. In contrast, here we build various conversation scenarios based
on topic facets.
Formally, let T = {t1, t2, . . . , tn} be the set of topics (queries) that initiates
a conversation. Moreover, we define F = {f1, f2, . . . , fn} as the set of facets
with fi = { f i1 , f i2 , . . . , f imi} defining different facets of t i, where mi denotes the
number of facets for t i. Further, let Q = {q1,q2, . . . ,qn} be the set of clarifying
questions belonging to every topic, where qi = {qi1, qi2, . . . , qizi} consists of all
clarifying questions that belong to t i; zi is the number of clarifying questions
for t i. Here, our aim is to provide the users’ answers to all clarifying questions
considering all topics and their corresponding facets. Therefore, letA (t, f , q)→
a define a function that returns answer a for a given topic t, facet f , and question
q. Hence, to enable offline evaluation, A requires to return an answer for all
possible values of t, f , and q. In this chapter, T and F are borrowed from
the TREC Web track 2009-2012 data. Q is then collected via crowdsourcing
and A (t, f , q) is also modeled by crowdsourcing (see Section 8.3). It is worth
noting that we also borrow the relevance assessments of the TREC Web track,
3In this chapter, we use the term “facet” to refer to the subtopics of both faceted and ambiguous
topics.
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after breaking them down to the facet level. For instance, suppose the topic
“dinosaur” has 10 relevant documents, 6 of which are labeled as relevant to the
first facet, and 4 to the second facet. In Qulac, the topic “dinosaur” is broken
into two topic-facet pairs together with their respective relevance judgments.
8.3 Data Collection
In this section, we explain how we collected Qulac (Questions for lack of clarity),
that is, to the best of our knowledge, the first dataset of clarifying questions in an
IR setting. As we see in Figure 8.1, each topic is coupled with a facet. Therefore,
the same question would receive a different answer based on the user’s actual
information need. We follow a four-step strategy to build Qulac. In the first
step we define the topics and their corresponding facets. In the second step, we
collect a number of candidate clarifying questions (Q) for each query through
crowdsourcing. Then, in the third step, we assess the relevance of the questions
to each facet and collect new questions for those facets that require more specific
questions. Finally, in the last step, we collect the answers for every query-facet-
question triplet, modeling A . In the following subsections, we elaborate on
every step of our data collection procedure.
8.3.1 Topics and Facets
As we discussed earlier, the problem of asking clarifying questions is particularly
interesting in cases where a query can be interpreted in various ways. An exam-
ple is shown in Figure 8.1 where two different users issue the same query for dif-
ferent intents. Therefore, any data collection should contain an initial query and
description of its facet, describing the user’s information need. In other words,
we define a target facet for each query. Faceted and ambiguous queries make an
ideal case to study the effect of clarifying questions in a conversational search
system for the following reasons: (i) the user information need is not clear from
the query; (ii) multiple facets of the same query could satisfy the user’s informa-
tion need; (iii) asking clarifying questions related to any of the facets provide a
high information gain. Therefore, we choose the TREC Web track’s topics4 [69]
as the basis for Qulac. In other words, we take the topics of TREC Web track
09-12 as initial user queries. We then break each topic down into its facets and
assume that each facet describes the information need of a different user (i.e., it
is a topic). Figures 8.3 and 8.4 illustrate how we have divided every topic into
4https://trec.nist.gov/data/webmain.html
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Figure 8.3. An example of three facets with their corresponding relevant doc-
uments for the topic “dinosaur” (best viewed in color).
its facets. As we can see in Figure 8.3, every TREC topic is assessed at a facet
level. Therefore, all three colors (green, red, and blue) denote relevant docu-
ments to the topic “dinosaur,” each of which concerned with a different facet.
Figure 8.4 shows how we have broken a topic into its facets and assumed that
a user’s information need is one of them. Here, we see that Alice’s information
need is concerned with the “Discovery channel,” hence only green documents
that are labeled for this facet, are considered as relevant documents. We have
broken down the topic to all its facets in a similar way as we can see for Robin
and Ross.
As we see in Table 8.1, the average facet per topic is 3.85 ± 1.05. Therefore,
the initial 198 TREC topics5 leads to 762 topic-facet pairs in Qulac. Consequently,
for each topic-facet pair, we take the relevance judgements associated with the
respective facet.
5 The official TREC relevance judgements cover 198 of the topics.
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Figure 8.4. An example of three users who have issued the same query “di-
nosaur,” but with different information needs. As we see, the faceted relevance
assessments are broken into three different sets creating three new topics (best
viewed in color).
8.3.2 Clarifying Questions
It is crucial to collect a set of reasonable questions that address multiple facets
of every topic6 while containing sufficient negative samples. This enables us to
study the effect of retrieval models under the assumption of having a functional
question generation model. Therefore, we asked human annotators to generate
questions for a given query based on the results they observed on a commercial
search engine as well as query auto-complete suggestions.
To collect clarifying questions, we designed a Human Intelligence Task (HIT)
on Amazon Mechanical Turk.7 We asked workers to imagine themselves acting
as a conversational agent such as Microsoft Cortana where an imaginary user
had asked them about a topic. Then, we described the concept of facet to them,
supporting it with multiple examples. Finally, we asked them to follow the steps
below to figure out the facets of each query and generate questions accordingly:
1. Enter the same query in a search engine of their choice and scan the results
in the first three pages. Reading the title of the results as well as scanning the
6Candidate clarifying questions should also address out-of-collection facets.
7http://www.mturk.com
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snippets would give them an idea of different facets of the query on the Web.
2. For some difficult queries such as “toilet,” scanning the results would not help
in identifying the facets. Therefore, inspired by [38], we asked the workers
to type the query in the search box of the search engine, and press the space
key after typing the query. Most commercial search engines provide a list of
query auto-complete suggestions. Interestingly, in most cases the suggested
queries reflect various aspects of the same query.
3. Finally, we asked them to generate six questions related to the query, aiming
to address the facets that they had figured out.
The screenshots of the instructions that we provided to the workers can be
found in Figure 8.5. We assigned two workers to each HIT, resulting in 12 ques-
tions per topic in the first round. In order to preserve the language diversity of
the questions, we limited each worker to a maximum of two HITs. HITs were
only available to workers residing in the U.S. with an approval rate of over 97%.
After collecting the clarifying questions, in the next step, we explain how we
verified them for quality assurance.
8.3.3 Question Verification and Addition
In this step, we aim to address two main concerns: (i) how good are the collected
clarifying questions? (ii) are all facets addressed by at least one clarifying ques-
tion? Given the high complexity of this step, we appointed two expert annotators
for this task. We instructed the annotators to read all the collected questions of
each topic, marking invalid and duplicate questions. Moreover, we asked them
to match a question to a facet if the question was relevant to the facet. A ques-
tion was considered relevant to a facet if its answer would address the facet.
Finally, in order to make sure that all facets were covered by at least one ques-
tion, we asked the annotators to generate an additional question for the facets
that needed more specific questions. The outcome of this step is a set of verified
clarifying questions, addressing all the facets in the collection.
8.3.4 Answers
After collecting and verifying the questions, we designed another HIT in which
we collected answers to the questions for every facet. As we have illustrated in
Figure 8.6, the HIT started with detailed instructions of the task, followed by
172 8.3 Data Collection
Figure 8.5. Screenshots of clarifying question generation HIT instructions.
173 8.3 Data Collection
Figure 8.6. Screenshot of answer generation HIT instructions.
several examples. The workers were provided with a topic and a facet descrip-
tion. Then we instructed them to assume that they had submitted the query with
their actual information need being the given facet. Finally, they were required
to write the answer to one clarifying question that was presented to them. To
avoid the bias of other questions for the same facet, we included only one ques-
tion in each HIT. If a question required information other than what workers
were provided with, we instructed the workers to identify it with a “No answer”
tag. Each worker was allowed to complete a maximum of 100 HITs to guarantee
language diversity. Workers were based in the U.S. with an approval rate of 95%
or greater.
Quality check. During the course of data collection, we performed regular qual-
ity checks on the collected answers. The checks were done manually on 10%
of submissions per worker. In case we observed any invalid submissions among
the sampled answers of one user, we then studied all the submissions of that
user. Invalid submissions were then removed from the collection and the worker
was banned from the future HITs. Finally, we assigned all invalid answers to
other workers to complete. Notice that we employed basic behavioral check
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Table 8.1. Statistics of Qulac.
# topics 198
# faceted topics 141
# ambiguous topics 57
# facets 762
Average facet per topic 3.85 ± 1.05
Median facet per topic 4
# informational facets 577
# navigational facets 185
# questions 2,639
# question-answer pairs 10,277
Average terms per question 9.49 ± 2.53
Average terms per answer 8.21 ± 4.42
techniques in the design of the HIT. For example, we disabled copy/paste fea-
tures of text inputs and tracked workers’ keystrokes. This enabled us to detect
and reject low-quality submissions.
8.4 Conversational Retrieval Framework
In this section, we propose a conversational search system that is able to select
and ask clarifying questions and rank documents based on the user’s responses.
The proposed system initially retrieves a set of questions for a given query from
a large pool of questions, containing all the questions in the collection. At the
second stage, our proposed model, called NeuQS, selects the best question to be
posed to the user based on the query and the conversation context. This problem
is particularly challenging because the conversational interactions are in natural
language, highly dependent on the previous interactions between the user and
the system (i.e., conversation context).
As mentioned earlier in Section 8.2, a user initiates the conversation by sub-
mitting a query. Then the system should decide whether to ask a clarifying ques-
tion or present the results. At every stage of the conversation, the previous ques-
tions and answers exchanged between the user and the system are known to the
model. Finally, the selected question and its corresponding answer should be
incorporated in the document retrieval model to enhance the retrieval perfor-
mance.
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Formally, for a given topic t let h = {(q1, a1), (q2, a2), . . . , (q|h|, a|h|)} be the his-
tory of clarifying questions and the corresponding answers exchanged between
the user and the system (i.e., the context). Here, the ultimate goal is to predict
q, that is the next question that the system should ask the user. Moreover, let
a be the user’s answer to q. The answer a is unknown to the question selection
model, however, the document retrieval model retrieves documents once the sys-
tem receives the answer a. In the following, we describe the question retrieval
model, followed by the question selection and the document retrieval models.
8.4.1 Question Retrieval Model
We now describe BERT8 Language Representation based Question Retrieval model,
called BERT-LeaQuR. We aim to maximize the recall of the retrieved questions,
retrieving all relevant clarifying questions to a given query in the top k questions.
Retrieving all relevant questions from a large pool of questions is challenging,
because questions are short and context-dependent. In other words, many ques-
tions depend on the conversation context and the query. Also, since conversation
is in the form of natural language, term-matching models cannot effectively re-
trieve short questions. For instance, some relevant clarifying questions for the
query “dinosaur” are: “Are you looking for a specific web page?” “Would you
like to see some pictures?”
Yang et al. [197] showed that neural models outperform term-matching mod-
els for question retrieval. Inspired by their work, we learn a high-dimensional
language representation for the query and the questions. Formally, BERT-LeaQuR
estimates the probability p(R = 1|t, q), where R is a binary random variable indi-
cating whether the question q should be retrieved (R = 1) or not (R = 0). t and
q denote the query (topic) and the candidate clarifying question, respectively.
The question relevance probability in the BERT-LeaQuR model is estimated as
follows:
p(R = 1|t, q) =ψ φT (t),φQ(q) , (8.1)
where φT and φQ denote topic representation and question representation, re-
spectively. ψ is the matching component that takes the aforementioned repre-
sentations and produces a question retrieval score. There are various ways to
implement any of these components.
We implement φT and φQ similarly using a function that maps a sequence
of words to a d-dimensional representation (V s → Rd). We use the BERT [79]
model to learn these representation functions. BERT is a deep neural network
8BERT: Bidirectional Encoder Representations from Transformers
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with 12 layers that uses an attention-based network called Transformers [184].
We initialize the BERT parameters with the model that is pre-trained for the lan-
guage modeling task on Wikipedia and fine-tune the parameters on Qulac with
3 epochs. Notice that BERT has recently outperformed state-of-the-art models in
a number of language understanding and retrieval tasks [79, 142]. We particu-
larly use BERT in our model to incorporate the knowledge from the vast amount
of unlabeled data while learning the representation of queries and questions. In
addition, BERT shows promising results in modeling short texts.
The component ψ is modeled using a fully-connected feed-forward network
with the output dimensionality of 2. Rectified linear unit (ReLU) is employed as
the activation function in the hidden layers, and a softmax function is applied
on the output layer to compute the probability of each label (i.e., relevant or
non-relevant). To train BERT-LeaQuR, we use a cross-entropy loss function.
8.4.2 Question Selection Model
In this section, we introduce a Neural Question Selection Model (NeuQS) which
selects questions with a focus on maximizing the precision at the top of the
ranked list. The main challenge in the question selection task is to predict whether
a question has diverged from the query and conversation context. In cases where
a user has given a negative answer(s) to previous question(s), the model needs
to diverge from the history. In contrast, in cases where the answer to the previous
question(s) is positive, questions on the same topic that ask for more details are
preferred. For example, as we saw in Figure 8.1, when Robin answers the first
question positively (i.e., being interested in dinosaur books), the second question
tries to narrow down the information to a specific type of dinosaur.
NeuQS incorporates multiple sources of information. In particular, it learns
from the similarity of a query, a question and the context as well as retrieval and
performance prediction signals. In particular, NeuQS outputs a relevance score
for a given query t, question q, and conversation context h. Formally, NeuQS can
be defined as follows:
score = γ
 
φT (t),φH(h),φQ(q),η(t,h, q),σ(t,h, q)

, (8.2)
where γ is a scoring function for a given query representation φT (t), context
representation φH(h), question representation φQ(q), retrieval representation
η(t,h, q), and query performance representation σ(t,h, q). Various strategies
can be employed to model each of the components of NeuQS.
We model the components φT and φQ similarly to Section 8.4.1. Further, the
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context representation component φH is implemented as follows:
φH(h) =
1
|h|
|h|∑
i
φQA(qi, ai) , (8.3)
where φQA(q, a) is an embedding function of a question q and answer a. More-
over, the retrieval representation η(t,h, q) ∈ Rk is implemented by interpolating
the retrieval score of the query, context and question (see Section 8.4.3) and the
score of the top k retrieved documents is used. Finally, the query performance
prediction (QPP) representation component σ(t,h, q) ∈ Rk consists of the per-
formance prediction score of the ranked documents at different ranking positions
(for a maximum of k ranked documents). We employed theσ QPP model for this
component [148]. We take the representations from the [CLS] layer of the pre-
trained uncased BERT-Base model (i.e., 12-layer, 768-hidden, 12-heads, 110M
parameters). To model the function γ we concatenate and feed φT (t), φH(h),
φQ(q), η(t,h, q), andσ(t,h, q) into a fully-connected feed-forward network with
two hidden layers. We use ReLU as the activation function in the hidden layers
of the network. We use a pointwise learning setting using a cross-entropy loss
function.
8.4.3 Document Retrieval Model
Here, we describe the model that we use to retrieve documents given a query,
conversation context, and current clarifying question as well as user’s answer.
We use the KL-divergence retrieval model [118] based on the language modeling
framework [150] with Dirichlet prior smoothing [214] where we linearly inter-
polate two likelihood models: one based on the original query, and one based on
the questions and their respective answers.
For every term w of the original query t, conversation context h, the cur-
rent question q, and answer a, the interpolated query probability is computed as
follows:
p(w|t,h, q, a) = α× p(w|θt) + (1−α)× p(w|θh,q,a) , (8.4)
where θt denotes the language model of the original query, and θh,q,a denotes
the language model of all questions and answers that have been exchanged in
the conversation. α determines the weight of the original query and is tuned on
the development set.
Then, the score of document d is calculated as follows:
p(d|t,h, q, a) = ∑
wk∈τ
p(wk|t,h, q, a) log(p(wk|d) , (8.5)
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where τ is the set of all the terms present in the conversation. We use Dirichlet’s
smoothing for terms that do not appear in d. We use the document retrieval
model for two purposes: (i) ranking documents after the user answers a clar-
ifying question; (ii) ranking documents of a candidate question as part of the
NeuQS (see Section 8.4.2). Hence, the model does not see the answer in the
latter case.
8.5 Experimental Setup
8.5.1 Data
We evaluate BERT-LeaQuR and NeuQS on Qulac, following a 5-fold cross-validation.
We follow two strategies to split the data:
• Qulac-T: we split the train/validation/test sets based on topics. In this
case, the model has not seen the test topics in the training data;
• Qulac-F: here we split the data based on their facets. Thus, the same test
topic might appear in the training set, but with a different facet.
In order to study the effect of multi-turn conversations with clarifying ques-
tions, we expand Qulac to include multiple artificially generated conversation
turns. To do so, for each instance, we consider all possible combinations of ques-
tions to be asked as the context of conversation. Take t1 as an example where
we select a new question after asking the user two questions. Assuming that
t1 has four questions, all possible combinations of questions in the conversation
context would be: (q1, q2), (q1, q3), (q1, q4), (q2, q3), (q2, q4), (q3, q4). Notice that
the set of candidate clarifying questions for each multi-turn example would be
the ones that have not appeared in the context. The number of instances grows
significantly as we enlarge the length of the conversation, leading to a total of
907,366 instances in the collection. At each turn of the conversation, we select
the question from all candidate questions of the same topic and facet, having the
same conversation history. In other words, they share the same context. Since
the total number of unique conversational contexts is 75,200, a model should
select questions for 75,200 contexts from all 907,366 candidate questions.
8.5.2 Metrics
Question retrieval evaluation metrics. We consider four metrics to evaluate
the effectiveness of question retrieval models: mean average precision (MAP)
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and recall for the top 10, 20, and 30 retrieved questions (Recall@10, Recall@20,
Recall@30). Our choice of measures is motivated by the importance of achieving
high recall for this task.
Question selection evaluation metrics. Effectiveness is measured considering
the performance of retrieval after adding the selected question to the retrieval
model as well as the user answer. To this end, at each stage of the conversation,
we pass the selected question and its corresponding answer to the document re-
trieval model (Section 8.4.3). The model then re-ranks the documents based
on the given query, question(s), and answer(s). Finally, the effectiveness of a
question is evaluated based on the effect it has on the document retrieval perfor-
mance. Five standard evaluation metrics are considered: mean reciprocal rank
(MRR), precision of the top 1 retrieved document (P@1), and normalized dis-
counted cumulative gain for the top 1, 5, and 20 retrieved documents (nDCG@1,
nDCG@5, nDCG@20). We use the relevance assessments as they were released
by TREC. However, we modify them in such a way to evaluate the performance
with respect to every facet. For instance, if one topic consists of 4 facets it is then
broken into 4 different topics each inheriting its own relevance judgements from
the TREC assessments.
The choice of evaluation metrics is motivated by considering three different
aspects of the task. We choose MRR to evaluate the effect of asking clarifying
questions on ranking the first relevant document. We report P@1 and nDCG@1
to measure the performance for scenarios where the system is able to return
only one result. This is often the case with voice-only conversational systems.
Moreover, we report nDCG@5 and nDCG@20 as conventional ranking metrics
to measure the impact of asking clarifying questions in a traditional Web search
setting. Notice that nDCG@20 is the preferred evaluation metric for the ClueWeb
collection due to the shallow pooling performed for relevance assessments [68,
133].
We determine statistically significant differences using the two-tailed paired
t-test with Bonferroni correction at a 99.9% confidence interval (p < 0.001).
Compared Methods We compare the performance of our question retrieval and
selection models with the following methods:
• Question retrieval:
– BM25, RM3, QL: we index all the questions using Galago.9 Then, for a
given query we retrieve the documents using BM25 [166], RM3 [120],
and QL [150] models.
9https://sourceforge.net/p/lemur/galago/
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– LambdaMART, RankNet: for every query-question pair, we use the scores
obtained by BM25, RM3, and QL as features to train LambdaMART [193]
and RankNet [46] implemented in RankLib.10 For every query, we con-
sider all irrelevant questions as negative samples.
• Question selection:
– OriginalQuery reports the performance of the document retrieval model only
with the original query (Eq. (8.4) with α= 1).
– σ-QPP: we use a simple yet effective query performance predictor, σ [148]
as an estimation of a question’s quality. We calculate the σ predictor of the
document retrieval model with the following input: original query, the con-
text, and candidate questions. We then select the question with the highest
σ value.
– LambdaMART, RankNet: we consider the task of question selection as a rank-
ing problem where a list of candidate questions should be ranked and the
one with the highest rank is chosen. Therefore, we use LambdaMART [193]
and RankNet [46] as two LTR baselines. The list of features are: (i) a flag
determining if a question is open or not; (ii) a flag indicating if the answer to
the last question in the context is yes or no; (iii) σ [148] performance pre-
dictor of the current question; (iv) the Kendall’s τ correlation of the ranked
list at 10 and 50 of the original query and the current question; (v) the
Kendall’s τ correlation of the ranked list at 20 and 50 of the current ques-
tion and previous question-answer pairs in the context; (vi) Similarity of
the current question and the query based on their BERT representations;
(vii) Similarity of the current question and previous question-answer pairs
in the context based on their BERT representations.
– BestQuestion, WorstQuestion: in addition to all the baselines, we also re-
port the retrieval performance when the worst and the best question is se-
lected for an instance. BestQuestion (or WorstQuestion) selects the candi-
date question for which the MRR value of the retrieval model is the maxi-
mum (or minimum). Note that the retrieval scores are calculated knowing
the selected question and its answer (i.e., oracle model). Our goal is to show
the upper and lower bounds.
10https://sourceforge.net/p/lemur/wiki/RankLib/
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Table 8.2. Performance of question retrieval model.
Method MAP Recall@10 Recall@20 Recall@30
QL 0.6714 0.5917 0.6946 0.7076
BM25 0.6715 0.5938 0.6848 0.7076
RM3 0.6858 0.5970 0.7091 0.7244
LambdaMART 0.7218 0.6220 0.7234 0.7336
RankNet 0.7304 0.6233 0.7314 0.7500
BERT-LeaQuR 0.8349* 0.6775* 0.8310* 0.8630*
The superscript * denotes statistically significant differences com-
pared to all the baselines (p < 0.001).
8.6 Results and Discussion
8.6.1 Question Retrieval
Table 8.2 shows the results of question retrieval for all the topics. As we see,
BERT-LeaQuR is able to outperform all baselines. It is worth noting that the
model’s performance gets better as the number of retrieved documents increases.
This indicates that BERT-LeaQuR is able to capture the relevance of query and
questions when they lack common terms. In fact, we see that all term-matching
retrieval models such as BM25 are significantly outperformed in terms of all eval-
uation metrics.
8.6.2 Oracle Question Selection
Performance analysis. Here we study the performance of an oracle model,
i.e. assuming that an oracle model is aware of the answers to the questions.
The goal is to show to what extent clarifying questions can improve the perfor-
mance of a retrieval system. As we see in the lower rows of Table 8.3 selecting
the best questions (BestQuestion model) helps the model to achieve substan-
tial improvement, even in the case that the retrieval model is very simple. This
shows the high potential gain of asking good clarifying questions on the per-
formance of a retrieval system. Particularly, we examine the relative improve-
ment of the system after asking only one question and observe that BestQuestion
achieves over 100% relative improvement in terms of different evaluation metrics
(MRR: 0.2820→ 0.5677, P@1: 0.1933→ 0.4986, nDCG@1: 0.1460→ 0.3988,
nDCG@5: 0.1503 → 0.2793, nDCG@20: 0.1520 → 0.2265). It is worth men-
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Figure 8.7. Impact of topic type, facet type, and query length on the perfor-
mance of BestQuestion oracle model, compared to OriginalQuery.
tioning that we observe the highest relative improvements in terms of nDCG@1
(=173%) and P@1 (=158%), exhibiting a high potential impact on voice-only
conversational systems.
Impact of topic type and length. We analyze the performance of BestQues-
tion based on the number of query terms and topic type. We see that the rel-
ative improvement of BestQuestion is negatively correlated with the number of
query terms (Pearson’s r = −0.2, p  0.001), suggesting that shorter queries
require clarification in most cases. Also, comparing the topic types (ambiguous
vs. faceted), we see a significant difference in the relative improvement. The
average ∆MRR for ambiguous topics is 0.3858, compared with the faceted top-
ics with average ∆MRR of 0.2898. The difference was statistically significant
(2-way ANOVA, p 0.001).
8.6.3 Question Selection
Table 8.3 presents the results of the document retrieval model taking into ac-
count a selected question together with its answer. We see that all models out-
perform OriginalQuery, confirming that asking clarifying questions is crucial in
a conversation, and leading to high performance gain. For instance, compared
to OriginalQuery, a model as simple as σ-QPP achieves a 31% relative improve-
ment in terms of MRR. Also, NeuQS consistently outperforms all the baselines
in terms of all evaluation metrics on both data splits. All the improvements are
statistically significant. Moreover, NeuQS achieves a remarkable improvement in
terms of both P@1 and nDCG@1. These two evaluation metrics are particularly
important for voice-only conversational systems where the system must return
only one result to the user. The obtained improvements highlight the necessity
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and effectiveness of asking clarifying questions in a conversational search system,
where they are perceived as natural means of interactions with users.
8.6.4 Impact of Data Splits
We compare the performance of models on both Qulac-T and Qulac-F data splits.
We see that the LTR baselines perform worse on Qulac-F. Notice that the perfor-
mance difference of LambdaMART among the splits is statistically significant in
terms of all evaluation metrics (p < 0.001). RankNet, on the other hand, exhibits
a more robust performance, i.e., the difference of its performance on the two data
splits is not statistically significant. Unlike the baselines, NeuQS exhibits a sig-
nificant improvement in terms of all evaluation metrics on Qulac-F (p < 0.05),
except for nDCG@5. This suggests that the baseline models are prone to overfit-
ting on queries and conversations in the training data. As mentioned, Qulac-F’s
train and test sets may have some queries and questions in common, hurting
models that are weak at generalization.
8.6.5 Impact of Number of Conversation Turns
Figure 8.8 shows the performance of NeuQS as well as the baselines for different
conversation turns. We evaluate different models at k turns (k ∈ {1, 2,3}). We
see that the performance of all models improves as the conversation advances
to multiple turns. It is worth noting that a probabilistic modeling of users’ in-
teractions under the probabilistic framework proposed by Fuhr [85] to better
understand the additional cost and effect that a system gets at each turn. Also,
we see that all models consistently outperform the OriginalQuery baseline at dif-
ferent number of turns. Finally, we see that NeuQS exhibits robust performance,
outperforming all the baselines at different turns.
8.6.6 Impact of Clarifying Questions on Facets
We study the difference of MRR between NeuQS and OriginalQuery on all facets.
Note that for every facet we average the performance of NeuQS at different con-
versation turns. Our goal is to see how many facets are impacted positively by
asking clarifying questions. NeuQS improves the effectiveness of retrieval by
selecting relevant questions for a considerable number of facets on both data
splits. In particular, the performance for 45% of the facets is improved by asking
clarifying questions, whereas the performance for 19% becomes worse.
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8.6.7 Case Study: Failure and Success Analysis
Finally, in Table 8.4 we analyze representative cases of failure and success of our
proposed framework. We list three cases where selecting questions using NeuQS
improves the retrieval performance, as well as three other examples in which the
selected questions lead to decreased performance. ∆MRR reports the difference
of the performance of NeuQS and OriginalQuery in terms of MRR. As we see, the
first three examples show the selected questions that hurt the performance (i.e.,
∆MRR < 0.0). The first row is an example where the user’s response to the ques-
tion is negative; however, the user provides additional information about their
information need (i.e., facet). We see that even though the user has provided
additional information, the performance drops. This is perhaps due to lack of
common terms between the additional information (i.e., “dog is too hot”) and
the facet (i.e., “excessive heat on dogs”). This is more evident when we compare
this example with a successful answer: “No, I would like to know the effects of
excessive heat on dogs.”
The second row of the table shows a case where the answer to the question
is positive, but there are no common terms between the question and the facet.
Again, the intuition here is that the retrieval model is not able to take advantage
of the additional information when it has no terms in common with the relevant
documents.
The third row of the table shows another failure example where the selected
question is not relevant to the facet and the user provides no additional informa-
tion. This is a typical failure example where the system does not get any positive
feedback, but could still use the negative feedback to improve the ranking. This
can be done by diverging from the documents that are similar to the negative
feedback.
As for the success examples, we have listed three types. The first example
(“east ridge high school”) is where the system is able to ask an open question.
Open questions are very hard to formulate for open-domain information-seeking
scenarios; however, it is more likely to get useful feedback from users in response
to such questions.
The fifth row shows an example of a positive feedback. The performance
gain, in this case, is perhaps due to the existence of term “biography” in the
question which would match with relevant documents. It is worth noting that the
question and the query in this example have no common terms. This highlights
the importance of employing a language-representation-based question retrieval
model (e.g., BERT-LeaQuR) as opposed to term-matching IR models.
The last example shows a case where the answer is negative, but the user
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is engaged in the conversation and provides additional information about the
facet. We see that the answer contains keywords of the facet description (i.e.,
“reporters,” “sports”), improving the score of relevant documents that contain
those terms.
8.7 Limitations
Every data collection comes with some limitations. The same is valid for Qulac.
First, the dataset was not collected from actual conversations. This decision was
mainly due to the unbalanced workload of the two conversation participants.
In our crowdsourcing HITs, the task of question generation required nearly 10
times more effort compared to the task of question answering. This makes it
challenging and more expensive to pair two workers as participants of the same
conversation. There are some examples of this approach in the literature [59,
163]; however, they address the task of reading comprehension, a task that is
considerably simpler than identifying topic facets. A possible future direction is
to provide a limited number of pre-generated questions (say 10) to the workers
to select from, so that the complexity of the task would be significantly reduced.
Furthermore, Qulac is built for single-turn conversations (i.e., one question;
one answer). Even though there are questions that can be asked after one an-
other to form a multi-turn conversation, our data collection approach does not
guarantee the existence of multi-turn conversations that involve the same partic-
ipants. Also, we believe that the quality of generated clarifying questions highly
depends on how well the selected commercial search engine is able to diversify
the result list. We aimed to minimize this bias by asking workers to scan at least
three pages of the result list. Also, the questions added by expert annotators
guarantees the coverage of all facets (see Section 8.3.3).
Finally, as we mentioned, faceted and ambiguous queries are good examples
of topics that a conversational system needs to clarify; however, this task can-
not be limited only to such queries. One can collect similar data for exploratory
search scenarios, where asking questions can potentially lead to more user en-
gagement while doing exploratory search.
In this chapter, our main focus was on question selection. There are various
directions that can be explored in the future. One interesting problem is to ex-
plore various strategies for improving the performance of the document retrieval
model as new information is added to the model. Moreover, we assumed the
number of conversation turns to be fixed. Another interesting future direction is
to model the system’s confidence at every stage of the conversation so that the
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model is able to decide when to stop asking questions and present the result(s).
8.8 Summary
In this chapter, we introduced the task of asking clarifying questions in open-
domain information-seeking conversations. We proposed an evaluation method-
ology which enables offline evaluation of conversational systems with clarify-
ing questions. Also, we constructed and released a new data collection called
Qulac, consisting of 762 topic-facet pairs with over 10K question-answer pairs.
We further presented a neural question selection model called NeuQS along with
models on question and document retrieval. NeuQS was able to significantly out-
perform the LTR baselines. The experimental analysis provided many insights of
the task. In particular, experiments on the oracle model demonstrated that ask-
ing only one good clarifying question leads to over 150% relative improvement
in terms of P@1 and nDCG@1. Moreover, we observed that asking clarifying
questions improves the model’s performance for a substantial percentage of the
facets, despite the fact that a more effective retrieval model than the one we
used could potentially improve the performance. Finally, we showed that, ask-
ing more clarifying questions leads to better results, once again confirming the
effectiveness of asking clarifying questions in a conversational search system.
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Chapter 9
Conclusions
9.1 Summary of the Work Carried Out
The primary motivation of this thesis was to address various aspects of user mod-
eling on mobile devices. To this aim, we focused on three different aspects of
mobile information access, that is, recommendation, unified search, and conver-
sational search. The first step in modeling user information need is to build a
personalized system, able to model users’ past behavior and interests. To ad-
dress this problem, we proposed enriching the user profiles for venue suggestion
based on the history of preferences. Furthermore, we improved the user and
venue profiles by incorporating complex contextual information such as trip type
and accompanying people. Due to the known limitations of content-based rec-
ommender models, we also studied collaborative user modeling for venue sug-
gestion. In particular, we proposed to incorporate geographical and temporal
influences into a two-phase collaborative ranking model. The two-phase design
of the algorithm enabled us to infer the user’s preferences from their implicit
feedback, i.e., check-ins. In the final chapter of the first part, we extended the
collaborative framework to include an arbitrary number of venue-venue similar-
ities to address the sparsity problem. Furthermore, we combined the proposed
model with our content-based approach to introduce a hybrid model for venue
suggestion, outperforming both content-based and collaborative state-of-the-art
models.
As the users are nowadays exposed to a variety of mobile applications, each
of which is concerned with a different type of information, featuring its search
engine, in Part 2 we focused on the task of unified mobile search for the first
time. We first introduced the task, highlighting its differences with distributed
IR and federated search. Then, we ran two crowdsourcing tasks to understand
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how people seek information on their devices, among various applications. The
findings of our first study suggested that users tend to find information in various
applications, with the majority of queries targeted to specific applications. We
further proposed two neural app selection models to select target apps for given
queries as the first step of building a unified mobile search system. In our sec-
ond study, we took this work one step further and collected more realistic data
of cross-app search queries. We asked the participants to report their everyday
mobile queries, as well as the applications in which they issued the queries. The
findings of our second study were in line with the first one and confirmed that
users tend to seek information in various applications. It also shed light on other
aspects of unified mobile search such as users temporal behavior and the effect
of context.
In the last part of the thesis, we focused on conversational search and in par-
ticular, on asking clarifying questions in a conversation. We argued that asking
clarifying questions is an essential part of a conversational search system as it en-
ables the system to understand the users’ information need more clearly. More-
over, since conversational systems can often return a limited number of results
(if not just one), it is crucial for the system to clarify the user’s information need
before it is confident enough to return the result(s) to the user. To understand the
effect of clarifying questions, we collected a dataset of questions and answers for
762 search scenarios where a single query could be interpreted in 3.85 different
ways on average. The experiments showed that asking only one good clarifying
question can lead up to over 150% relative improvement in terms of nDCG@1
and P@1, proving the importance and significance of clarifying questions in a
conversational search system. Moreover, we proposed a retrieval framework con-
sisting of question retrieval and selection, as well as document retrieval models.
The rest of this chapter is organized as follows. In Section 9.2 we revisit our
contributions and provide a summary about them. Finally, in Section 9.3 we list
the future research directions following from this thesis.
9.2 Main Contributions
In Part 1, we focused on the task of venue suggestion and, in particular, our
contributions consisted in modeling users’ information needs based on three ap-
proaches, namely, content-based, collaborative, and hybrid. The main contribu-
tions of Part 2 can be summarized as follows:
• We performed a personalized dimensionality reduction on venue taste key-
words to address the sparsity problem for recommendation. To this aim, we
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presented a probabilistic generative model that finds a statistical mapping
between location taste keywords and user tags. We further elaborated on
how we employed the EM algorithm to learn the parameters of the model.
• We studied how appropriateness information collected from a crowdsourc-
ing platform can improve the effectiveness of recommendation by tak-
ing into account the appropriateness of a venue to the user’s context. To
this end, we collected and released two datasets containing contextual
appropriateness features and labels.
• We proposed a novel two-phase CR-based POI recommendation algorithm
incorporating users implicit check-in feedback with a focus on the top of the
list. The two-phase design of the algorithm allowed us to follow a two-step
strategy for incorporating the user’s implicit feedback while regularizing
the model using our proposed time-sensitive regularizer.
In Part 2, we presented and focused on the problem of a unified mobile search
framework. The main contributions of Part 2 are summarized as follows:
• We introduced the task of unified search in mobile environments and dis-
cussed its differences with distributed IR and federated search, highlight-
ing the reasons why it needs to be studied as a field. We then designed a
crowdsourcing task in which we collected real-life mobile search tasks on
various topics. We used the collected mobile search tasks to collect mobile
search queries paired the mobile apps in which users would issue them.
• We presented the first study of user behavior while searching with different
apps, as well as their search queries. We studied various attributes of the
search queries that are submitted to different apps such as query terms
and overlap. We also conducted an in-depth analysis of user behavior in
terms of the apps they chose to complete a search task both individually
and collectively.
• In an attempt to conduct a more realistic study and collect an in situ dataset,
we designed and conducted a field study for collecting thousands of real-
life cross-app queries. To this aim, we developed a bespoke Android app
and asked the participants to install the app and let it run in the back-
ground for at least 24 hours. Hence, we collected the first in situ dataset
of cross-app queries.
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• We presented the first analysis of in situ cross-app queries and users’ be-
havior as they search with different apps. More specifically, we studied dif-
ferent attributes of cross-app mobile queries concerning their target apps,
sessions, and contexts. This study not confirmed the findings of our first
study, but also provided several useful insights into how users access infor-
mation via different apps to satisfy their everyday information needs.
In the last part of the thesis, we provided the first study on asking clarifying
questions in open-domain information-seeking conversations. Our contributions
in this part can be summarized as follows:
• We formulated the task of selecting and asking clarifying questions in open-
domain information-seeking conversational systems. To this end, we pro-
posed a sample workflow of such a system where the system can proactively
ask clarifying questions.
• We proposed an offline evaluation framework for conversational systems
with clarifying questions. We supported our proposed evaluation frame-
work by collecting a dataset on top of the TREC Web Track 2009-2012
collections. Our dataset takes advantage of multi-faceted queries and rel-
evance assessments that were initially targeted to evaluate search result
diversification.
• We proposed a retrieval framework, consisting of three main components:
1. Question retrieval aims to retrieve all relevant questions to a given
query from the large pool of questions that is available in the dataset.
The main goal in this component is to maximize the recall. This task
is challenging since many questions have no terms in common with
the query. We proposed a model that fine-tunes the BERT pre-trained
model for this task.
2. Question selection is concerned with selecting only one question from
a list of candidate questions. Since a conversational system should
eventually ask to select only one question to ask, it is important to
take into account the query and conversation context while choosing
the next question to ask. Hence, the main goal here is to maximize
precision. We proposed a neural approach that learns to select the
next question given multiple features on query, question, and conver-
sation context.
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3. Document retrieval component is used to update the retrieved list of
documents one a question is a selection, and the user has provided
an answer to it. It is crucial to incorporate the query, conversation
context, as well as the latest question and answer into the ranking.
Our proposed model is a simple linear interpolation of the QL model.
• We conducted oracle experiments and analyzed the behavior of the re-
trieval model under various conditions. We found that asking only one
good question can lead up to 150% relative improvement in terms of P@1
and nDCG@1. Moreover, we observed asking clarifying questions have
different impacts on different types of queries. In particular, ambiguous
topics benefit more than faceted ones, informational facets helped more
than navigational ones, and shorter queries benefited more than longer
ones.
• We generated artificial multi-turn conversations and studied the impact of
multiple clarifying questions on the performance. We observed that our
model, as well as all baselines, exhibited an improved performance as the
conversation advanced.
9.3 Future Research Directions
We started the thesis by tackling a well-established problem in IR, that is, venue
suggestion and provided new techniques and perspectives on this problem. Fur-
ther, we studied a new task in mobile IR by collecting new datasets and ana-
lyzing them, followed by providing a new evaluation framework in conversa-
tional search. The trajectory of the thesis has stemmed specific future research
directions on different topics. Below, we describe some of the possible future
directions.
Cross-platform CR recommendation. A wealth of information about users and
POIs are available on various LBSNs. As future work, we plan to extend our
two-phase model to generate POI recommendations considering users’ behav-
ior in different LBSNs [7, 155]. Previous work has shown that considering a
cross-platform and multimodal behavioral analysis improves the performance of
a model dramatically. Hence, we are very interested in investigating how we can
extend our current work to consider multimodal information such as POI cate-
gory, user reviews, and opening hours. It would also be important to incorporate
the sentiment of users in recommendation for such tasks [31, 33]
196 9.3 Future Research Directions
Recurrent neural networks for recommendation. Also, with the recent ad-
vances in applying deep neural models for POI recommendation [82, 127, 206]
and their power to capture complicated structures of user-POI interactions, we
plan to combine our joint learning approach with the existing deep recurrent
neural models to explore its potential benefits to a deep neural recommender
model.
Negative sampling for recommendation. Furthermore, since our training strat-
egy requires negative training examples, we considered all unseen POIs as neg-
ative samples, which increases the complexity of the model. Inspired by the
relevant studies [55, 201], we plan to explore various strategies for negative
sampling and evaluate their effect on JTCR.
Multiple similarity functions for hybrid recommendation. We also plan to
study how other similarity features, such as personal tags, time-based similarity,
and contextual information from multiple LBSNs can improve venue suggestion
and analyze their impact on our hybrid recommendation model.
Incorporating contextual information for target apps selection. Immediate
future work for Part 2 can be exploring the influence of other types of contextual
information, such as location and time, on the target apps selection task. As we
saw in the analysis, temporal information shows a significant impact on the user’s
behavior. Therefore, it would be interesting to see how it can improve a target
apps selection model.
Real-life unified mobile search. As described, our Android app is only used as
a self-report data collection apparatus that is also able to collect sensor and con-
textual data. Therefore, our collected dataset does not reflect the actual behavior
of users as they would search using a unified mobile search. It happens because
no such system exists, and hence, one future direction is to develop such a sys-
tem that can provide a unified interface for users’ queries and retrieve results
from multiple applications. Such a system would enable researchers to collect
a more realistic dataset and uncover new aspects of this task to both industrial
and research community.
Studies on results aggregation and presentation for unified mobile search.
Also, it would be interesting to explore result aggregation and presentation in
the future, considering two crucial factors: information gain and user satisfac-
tion. This direction can be studied in both areas of information retrieval and
human-computer interaction. It is essential to see whether users prefer to see
an aggregated list of results (similar to the work done in federated search), or if
they prefer to see results grouped based on the source apps.
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Proactive information retrieval using cross-app queries. Based on our find-
ings in the analyses, we believe that mobile search queries can be leveraged to
improve the user experience. For instance, a user searches for a restaurant us-
ing a unified search system and finds some relevant information on Yelp. In this
case, considering the user’s personal preference as well as the context, the system
could push notification with information about the traffic near the restaurant.
Studying the effect of difficult queries on system performance for unified
mobile and conversational search. Query performance prediction and the ef-
fect of difficult queries have been studied extensively in the community [52, 58,
138]. Following a similar approach, we plan to understand how users and sys-
tems perform differently more difficult queries, as opposed to easier ones. More
specifically, it would be interesting to see how clarifying questions would help
a system for difficult queries, compared to easier ones. Also, we are interested
in understanding whether users’ perception of difficulty has any effect on their
choice of app in a unified mobile search environment.
More realistic setting for collecting clarifying questions. We did not collect
Qulac via actual conversations. This decision was mainly due to the unbalanced
workload of the two conversation participants. In our crowdsourcing HITs, the
task of question generation required nearly ten times more effort compared to the
task of question answering. This makes it challenging and more expensive to pair
two workers as participants of the same conversation. There are some examples
of this approach in the literature [59, 163]; however, they address the task of
reading comprehension, a task that is considerably simpler than identifying topic
facets. A possible future direction is to provide a limited number of pre-generated
questions (say 10) to the workers to select from, so that the complexity of the
task would be significantly reduced.
Multi-turn conversations. Furthermore, Qulac is built for single-turn conversa-
tions (i.e., one question; one answer). Even though there are questions that can
be asked after one another to form a multi-turn conversation, our data collec-
tion approach does not guarantee the existence of multi-turn conversations that
involve the same participants. A possible future direction is to set up a crowd-
sourcing task similar to the one that we described in the previous future direction
and allow participants to continue their conversation for multiple turns.
Clarifying questions for exploratory search. Faceted and ambiguous queries
are good examples of topics that a conversational system needs to clarify; how-
ever, this task cannot be limited only to such queries. One can collect similar data
for exploratory search scenarios, where asking questions can potentially lead to
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more user engagement while doing an exploratory search.
Extended document retrieval model. In this work, our primary focus was on
question selection. Various directions can be explored in the future. One inter-
esting problem is to explore multiple strategies of improving the performance of
the document retrieval model as new information is added to the model.
Modeling system confidence. Moreover, we assumed the number of conversa-
tion turns to be fixed. Another exciting future direction is to model the system’s
confidence at every stage of the conversation so that the model can decide when
to stop asking questions and present the result(s).
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