There is growing interest in the use of near-infrared spectroscopy for the noninvasive determination of the oxygenation level within biological tissue. Stemming from this application, there has been further research in using this technique for obtaining tomographic images of the neonatal head, with the view of determining the level of oxygenated and deoxygenated blood within the brain. Because of computational complexity, methods used for numerical modeling of photon transfer within tissue have usually been limited to the diffusion approximation of the Boltzmann transport equation. The diffusion approximation, however, is not valid in regions of low scatter, such as the cerebrospinal fluid. Methods have been proposed for dealing with nonscattering regions within diffusing materials through the use of a radiosity-diffusion model. Currently, this new model assumes prior knowledge of the void region; therefore it is instructive to examine the errors introduced in applying a simple diffusion-based reconstruction scheme in cases where a nonscattering region exists. We present reconstructed images, using linear algorithms, of models that contain a nonscattering region within a diffusing material. The forward data are calculated by using the radiosity-diffusion model, and the inverse problem is solved by using either the radiosity-diffusion model or the diffusion-only model. When using data from a model containing a clear layer and reconstructing with the correct model, one can reconstruct the anomaly, but the qualitative accuracy and the position of the reconstructed anomaly depend on the size and the position of the clear regions. If the inverse model has no information about the clear regions (i.e., it is a purely diffusing model), an anomaly can be reconstructed, but the resulting image has very poor qualitative accuracy and poor localization of the anomaly. The errors in quantitative and localization accuracies depend on the size and location of the clear regions.
INTRODUCTION
Optical tomography is a noninvasive imaging technique that aims to image the optical properties of biological tissue, particularly the peripheral muscle, the breast, and the brain. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] An optode placed on the surface of the region of interest will deliver an input optical signal (either continuous, amplitude-modulated, or ultrashort pulses), while other optodes placed at different locations on the same surface will detect the outcoming photons that have propagated through the volume under investigation. The intensity and the path-length distribution of the exiting photons provide information about the optical properties of the transilluminated tissue. This information, the so-called boundary data, can be used to reconstruct images of the distributions of internal absorption a and reduced scattering coefficient s Ј .
Numerical modeling of light propagation in scattering tissue has become well established in optical tomography largely through the use of the diffusion approximation to the Boltzmann transport equation. [13] [14] [15] The diffusion approximation is, however, valid only for materials that are much more scattering than absorbing ( s Ј ӷ a ).
This may be suitable for measurements involving largely scattering media; for example, the female breast or the peripheral muscle. Our major interest in optical tomography, however, lies in its use for the imaging of the neonatal head. In such studies, the aim would be to detect changes in the oxygenation state of specific regions of the brain as an aid to the understanding and the prevention of cerebral handicap. 16 Within the head, there are regions that are nonscattering while still absorbing, namely, the cerebrospinal fluid (CSF) layer around the brain and in the ventricles. The presence of CSF prevents the accurate modeling of photon propagation within the regions of interest when using the diffusion approximation. [17] [18] [19] [20] [21] [22] [23] [24] In previous publications, we introduced the concept of the modeling of domains that contain clear nonscattering void regions by the use of the radiosity-diffusion model. 18, 19 In those studies, we showed that given a scattering domain that contains nonscattering void regions, we can model the propagation of light through this region by applying the diffusion approximation in scattering regions and the radiosity theory in nonscattering regions through the use of a hybrid method. In a following paper, 20 we showed that the nonlinear reconstruction of the a distribution from a model containing nonscattering void regions fails if no a priori information regarding the nonscattering regions is used.
Another form of imaging is dynamic imaging, where one is looking for changes in data measured at two different states or over a period of time. This change in data is then used to reconstruct images of changes in either a or s Ј . Any change in optical parameters must be regarded as small, so that the change in measured data can be assumed to be linear. Linear image reconstruction allows the precomputation of the reconstruction algorithm based on some assumed distribution of optical properties, from which deviations of optical parameters are imaged. This permits a fast and robust reconstruction algorithm, with its accuracy dependent on the correct modeling and the regularization method used. 25 A recent study has shown that under linear diffuse assumptions, images of changes in optical properties can be reconstructed by using data from a domain containing clear nonscattering void regions. 26 It is important to know whether the use of linear algorithms produces accurate and dependable results in these circumstances. In the present study, we therefore investigated the effect of the presence of relatively simple nonscattering regions upon absorption-only images reconstructed by using a diffusion-based model, in particular simulating the case of the CSF-filled regions within the neonatal head.
As an overview of the paper, we will present the case of linear image reconstruction for a purely diffusing model and will then extend this model to contain a clear layer of varying thickness as well as void regions deep within the model to simulate the presence of ventricles within the neonatal head. The reconstruction algorithm used is such that in a clinical environment, the images will be reconstructed from measured data with reference to previous measurements taken before a change has occurred, for example, over a period of time where one is looking for dynamic changes in absorption due to a stimulus or a condition.
METHOD AND RESULTS
In accordance with Refs. 13, 14, and 18, we have used the finite element method for the calculation of light propagation in a model, employing either the diffusion approximation or the radiosity-diffusion model. The finite element method model based on the diffusion approximation is used for the modeling of light transport in purely diffusing material, whereas the radiosity-diffusion model has been used to calculate light propagation in diffusing models containing one or more nonscattering void regions.
We assume that a change in measured data, from y 0 to y 1 , either intensity or mean time, due to a small change in internal absorption at position r, from a0 (r) to a1 (r), is represented by a linear operator:
where M represents a measurement type. 27 J is known as the Jacobian, or the sensitivity function, and it gives the relationship between a small change in data due to a small change in an internal optical property (in this work, a ). To calculate the change in absorption from a change in measured data, we solve Eq. (1) by using the generalized inverse method:
However, the square matrix JJ T is ill posed and near singular. To calculate an approximate inverse, we need to either regularize this square matrix or use the truncated singular value decomposition method. 28 In this work, we have used the latter method, since the truncation level of the singular values can be easily calculated for the amount of noise expected in the measured data.
In the following examples, several different forward models are used to generate data. In each case, a twodimensional circular model of radius 35 mm is used, with 16 sources and detectors placed equidistant on the outer boundary. The sources were modeled as point sources, and a Robin boundary condition was used. 14 To look at the effect of a clear layer on the reconstruction of internal a changes, we investigate various cases. Initially, we will show images reconstructed when the data (either intensity or meantime) are calculated for a purely diffusing model and the Jacobian J is also calculated from the same diffusing model. Then, we will present images where the data are calculated from a model that contains a clear region and J is calculated either from the forward model used for the generation of forward data or from a purely diffusing model.
The exact characteristics of the models, including the mesh sizes, the numbers of sources and detectors, the source model, and the number of singular values used, were made, as far as possible, identical. In each case, only a images are considered, and images are reconstructed from data with 1% added noise. A general outline of the models used in the following is shown in Fig. 1 .
A. Case 1: Purely Diffusing Model
The first case considered is a purely diffusing model. The background optical properties of the diffusing region were set as s Ј ϭ 1 mm Ϫ1 and a ϭ 0.01 mm Ϫ1 with a refractive index of 1.4. A Gaussian anomaly of full width at half-maximum 2 mm was placed 18.4 mm from the center of the model. The anomaly had the same scattering and refractive-index properties as those of the background and a peak absorption value of a ϭ 0.05 mm Ϫ1 . To reconstruct images of a changes, the Jacobians for intensity and mean-time data were calculated 29 for the same model as that used to generate the data, using the background homogeneous values of s Ј ϭ 1 mm Ϫ1 and a ϭ 0.01 mm Ϫ1 . Next, the singular value decomposition for the square matrix JJ T was calculated (shown in Fig. 2 ). In this figure, the log of singular values, normalized to the first (and largest) singular value, is plotted against the total number of singular values (256, 16 sources ϫ 16 detectors). Since the data have 1% added noise, the level of truncation used corresponds to the singular values that are equal to or greater than 1% of the largest singular value. For the two Jacobians shown in Fig. 2 , this corresponds to 39 for the intensity case and 16 for the mean-time case. Images were reconstructed, and the results are shown in Fig. 3 .
In Fig. 3 (a), the target image is shown, and in Figs. 3(b) and 3(c), the a difference images reconstructed from the difference in intensity and mean-time data (with and without anomaly present) are shown, respectively. The peak a value for the anomaly calculated by using intensity data is 0.0048 mm
Ϫ1
, and that with mean-time data is 0.006 mm
. The position of the reconstructed anomaly (calculated as the location of the peak value) is 19.24 mm from the center when using either intensity or mean-time data. It is important to note that the absolute amplitudes of the reconstructed anomalies are small compared with the target. If more singular values are considered in the inversion of the Jacobian matrix, the quantification of the reconstruction improves at the expense of more high-frequency noise in the image.
In addition, to review other variations of single-step reconstruction using the described method, we have also used normalized data for the reconstruction. Normalized data can be used to compensate for the large dynamic range in data (for example, intensity data, where the data collected near the source are much larger than the data collected at furthest distance) and to compensate for any errors or artifacts that may be contained in the measured data. We have used two types of normalization: (1) that using the reference measurement and (2) that using the root mean square (rms) of the reference measurement. Reconstructed images can be seen in Figs. 3(d) and 3(e) for the normalization using the reference data themselves and in Figs. 3(f ) and 3(g) for the normalization using the rms of the reference data. As is evident, the original data seem to produce the best quality of difference images of a ; therefore, for the remainder of this work, we will use the unnormalized difference in data.
B. Case 2: 1-mm-Gap Model
The next model contains a 1-mm nonscattering ring placed 3 mm from the outer boundary. The background optical properties of the diffusing region were the same as those case 1. The nonscattering ring had an absorption value of a ϭ 0.005 mm Ϫ1 and a refractive index of 1.4. The Gaussian anomaly was the same as that in case 1.
As in the above case, the Jacobians for both intensity and mean-time data were calculated for the same model as that used to generate the forward data, and the corresponding singular values for the square matrix JJ T were calculated. The truncation level used for these matrices corresponds to 39 for the intensity case and 17 for the mean-time case.
In Fig. 4(a) , the target image is shown, and in Figs. 4(b) and 4(c), the a difference images reconstructed from the difference in intensity and mean-time data (with and without anomaly present) are shown, respectively. The peak value calculated by using both intensity and meantime data is 0.0024 mm
Ϫ1
. The position of the reconstructed anomaly is 19.4 mm from the center when using the intensity data and 20.1 mm from the center when using the mean-time data.
To simulate the effect on the image if no a priori knowledge is known, we have also reconstructed images by using the Jacobian from case 1. The resulting images, Figs. 4(d) and 4(e), show the difference images using the difference in intensity and mean-time data. The peak value calculated by using intensity data is 0.0036 mm
, and that with mean-time data is 0.0077 mm
. The position of the reconstructed anomaly is 17.5 mm from the center when using the intensity data and 15.75 mm from the center when using the mean-time data.
C. Case 3: 2-mm-Gap Model
This model is similar to case 2, but with a 2-mm nonscattering ring placed 3 mm from the outer boundary. The background optical properties of the diffusing region and the nonscattering ring were the same as those in case 2. The Gaussian anomaly was the same as that above.
As in the above cases, the Jacobians for intensity and mean-time data were calculated for the same model as that used to generate the data, and the corresponding singular values for the square matrix JJ T were calculated. The truncation level used for these matrices corresponds to 36 for the intensity case and 12 for the mean-time case. Images were again reconstructed by using intensity and mean-time data (Fig. 5) . The peak value calculated by using intensity data is 0.0012 mm
Ϫ1
, and that with meantime data is 0.0017 mm
. The position of the reconstructed anomaly is 22.8 mm from the center when using the intensity data and 22.5 mm from the center when using the mean-time data.
The effect of reconstruction using the Jacobian from the purely diffusing case, i.e., where no a priori knowledge is assumed, is shown in Figs. 5(d) and 5(e). The peak value calculated by using intensity data is 0.001 mm
, and that with mean-time data, is 0.0038 mm
.
The position of the reconstructed anomaly is 10 mm from the center when using the intensity data and 5.2 mm from the center when using the mean-time data.
D. Case 4: Irregular-Gap Thickness
In the above models, the clear layer had a smooth boundary, and its presence had a significant effect on the reconstructed images. In reality, the CSF layer around the brain is irregular, and it has been suggested 30 that the profound effect of the smooth clear layer investigated above is due to the extended ''line of sight'' for the photons crossing this region, which would be more limited if the boundary were irregular. A model with an irregular bounded gap was therefore simulated to examine this effect. The irregular boundary was calculated by adding noise to the x and y coordinates of the smooth boundary and then smoothing to a desired level by removing the higher-frequency roughness. In this model, the maximum thickness of the nonscattering ring is 2.5 mm and the minimum is approximately 0.5 mm, with a mean of 1.507 mm. The average was calculated by taking the mean of the radial distance across the clear layer for each degree of rotation around the model. The optical properties were the same as those in the above cases, as were the details of the anomaly.
As above, the Jacobians for intensity and mean-time data were calculated by using this same model, and the corresponding singular values for the square matrix JJ T were calculated. The truncation level used for these matrices corresponds to 37 for the intensity case and 17 for the mean-time case. Images were reconstructed, and the results are shown in Fig. 6 . The peak value calculated by using intensity data is 0.0018 mm
Ϫ1
, and that with meantime data is 0.0018 mm
. The position of the reconstructed anomaly is 18.2 mm from the center when using the intensity data and 19 mm from the center when using the mean-time data.
Figures 6(d) and 6(e) show the difference images calculated by using the Jacobian from the purely diffusing model, i.e., assuming no a priori information. The peak value calculated by using intensity data is 0.0033 mm
, and that with mean-time data is 0.0062 mm
. The position of the reconstructed anomaly is 17.5 mm from the center when using the intensity data and 15.7 mm from the center when using the mean-time data.
E. Case 5: 1-and 2-mm-Gap Models with Ventricles
In addition to a layer of clear CSF around the brain, the real head contains other nonscattering regions, the ventricles. To examine the effects of their presence, we modified the models used in cases 2 and 3 to include ovalshaped ventricles placed deep within the model [Figs. 7(a) and 8(a)]. The ventricles were oval shaped and centered 10 mm on either side of the model's origin. They had major and minor axes of 7 and 4 mm, respectively. The optical properties were the same as those in the above cases, as were the details of the anomaly.
Again, the Jacobians for intensity and mean-time data were calculated for this model, and the corresponding singular values for the square matrix JJ T were calculated. The truncation level used for these matrices corresponds to 40 (for the 1-mm model with ventricles) and 38 (for the 2-mm model with ventricles) for the intensity case and to 17 (both models) for the mean-time case. Images were reconstructed, and the results shown in Figs. 7 and 8 .
For the 1-mm model with ventricles, the peak value calculated by using intensity data is 0.0023 mm
Ϫ1
, and that with mean-time data is 0.0016 mm
. The position of the reconstructed anomaly is 19.4 mm from the center when using the intensity data and 21.2 mm from the center when using the mean-time data. For the 2-mm model with ventricles, the peak value calculated by using intensity data is 0.001 mm
. The position of the reconstructed anomaly is 18 mm from the center when using the intensity data and 23.6 mm from the center when using the mean-time data.
Figures 7 and 8(d)-8(e)
show the difference images calculated by using the Jacobian from the purely diffusing model. For the 1-mm model with ventricles, the peak value calculated by using intensity data is 0.0033 mm
Ϫ1
, and that with mean-time data is 0.0069 mm
. The position of the reconstructed anomaly is 17.5 mm from the center when using the intensity data and 15.7 mm from the center when using the mean-time data. For the 2-mm model with ventricles, the peak value calculated by using intensity data is 0.0014 mm
, and that with meantime data is 0.0045 mm
. The position of the reconstructed anomaly is 8.7 mm from the center when using the intensity data and 5.2 mm from the center when using the mean-time data.
To analyze these results in more detail, cross-section plots (as shown in Fig. 1 ) of the calculated a difference distribution for each model, as well as the target distribution, are shown in Figs. 9 and 10 for intensity and meantime data, respectively. Figure 9 (a) shows the cross section through the images, calculated by using intensity difference data and with the correct Jacobian for each model. It can be seen from this plot that although the qualitative value for all the a difference in the reconstructions is not correct, the anomaly is reconstructed at approximately the correct position and that the degree of broadening of the anomaly is dependent on the width of the nonscattering gap. The most successful reconstruction is obtained for the purely diffusing model. Once a clear gap is introduced, the quantitative value of the reconstructed a is reduced. It is of interest to note that the irregular-gap model demonstrates a better performance than that of the corresponding model with a 2-mm-wide smooth-surfaced clear ring, and indeed the reconstruction is as good as that obtained with the 1-mm-thick clear ring. It can also be seen that the 2-mm-gap model with ventricles rather surprisingly gives a slightly better reconstruction than that using the 2-mmgap model without ventricles. The reason for this can be found by looking at the Jacobians (Fig. 11) , where it is apparent that the presence of the ventricles in the model have increased the sensitivity for this region, where the anomaly is placed. Figure 9 (b) is the equivalent plot of the cross section through the image reconstructed by using intensity difference data but this time using the Jacobian for the purely diffusing model. Again, we can see that the anomaly is reconstructed at approximately the correct position for the 1-mm-gap models and the irregular-gap model. However, as soon as the gap thickness is increased to 2 mm, not only does the reconstructed image show extensive blurring, but also the anomaly is reconstructed at the wrong location (taken as the peak of the curve). Figure 10(a) is the cross-section plot through the images, reconstructed by using mean-time difference data with the correct Jacobian for the model. It can be seen from this plot that although the qualitative values are not correct, the anomaly is reconstructed at approximately the correct position, and the degree of broadening is dependent on the size of the gap. Once more, the reconstruction is more successful for the purely diffusing model with no clear gap. Once a clear gap is introduced, the quantitative a values of the reconstruction are reduced. It is of interest to note that the irregular-gap model again shows a performance better than that of the corresponding 2-mm-wide smooth-surfaced clear ring and almost as good as that of the 1-mm-thick clear ring. What is also noticeable is that for both the smooth 1-and 2-mm-gap models, the position of the reconstructed anomaly has shifted slightly toward the inner edge of the clear layer. This effect has been previously reported. 20 Figure 10(b) is the corresponding cross-section plot for the reconstruction using mean-time difference data with the Jacobian for the purely diffusing model. It can be seen from this plot that the anomaly is reconstructed at the correct position for only the purely diffusing model. As soon as a clear gap is introduced, the center of the anomaly is pushed toward the center of the model. This effect is greatest in the 2-mm-gap models. All of the above results are summarized in Tables 1 and 2 .
F. Case 6: 2-mm-Gap Model with Ventricles Reconstructed with Varying Number of Singular Values
In all of the reconstructions shown so far, the inverse operator was calculated by using the inverse of the Jacobian. This inverse was calculated by taking the singular value decomposition of the square matrix JJ T , truncating the singular values at a desired point, and using this to calculate an approximate inverse to JJ T . The level of truncation for each matrix was chosen such that the ratio of the largest singular value to the smallest singular value is no smaller than 1% (equal to the amount of noise in the data). The effect of using more singular values than this will result in sharper images at the expense of more noise and artifacts in the reconstruction, whereas if fewer singular values are used, the reconstructed image will be significantly smoother and more blurred.
We next investigated the effects of varying this truncation level when reconstructing images from a gap model but using a Jacobian from a purely diffusing model and mean-time data. The reason for doing this was to investigate if it is possible to improve the accuracy of this simple reconstruction, which requires no a priori information. The gap model used is the one with both a 2-mm gap and with ventricles, since this model showed the largest artifacts when reconstructing images using the Jacobian from the purely diffusing model. The inverse operator was calculated by using five different truncation levels Images were reconstructed by using these, and the cross-section profiles of the resulting images are shown in Fig. 12 .
From these images, it can be seen that, as expected, as the number of singular values included is reduced, the profile of the anomaly broadens. Also, as the number of singular values is increased, it can be seen that the background a in the image becomes less homogeneous (e.g., see the large dip at radius x ϭ 17 mm). More significantly, it seems that when 14-21 singular values are used, the position of the reconstructed anomaly is shifted more toward its true position. When only ten singular values are used, the position is shifted toward the center of the model, which is what one would expect given the limited spatial-frequency information in these low singular values. However, a similar shift also seems to occur when a larger number of singular values is used (e.g., the data using 26 singular values). The image reconstructed by using 26 singular values is much sharper than that from ten singular values.
DISCUSSION AND CONCLUSIONS
Forward solutions of diffusion-based models that contain nonscattering regions have been calculated by using the radiosity-diffusion finite element method. Boundary data from these forward solutions were then used to reconstruct linearized images of the internal a distribution with either a diffusion-only or a radiosity-diffusion model. In the radiosity-diffusion model, the position and the size of the nonscattering regions have to be known a priori.
In case 1, we showed the application of linear reconstruction when both the data and the inverse operator (inverse of the Jacobian) are calculated from a purely diffusing model.
The reconstructions here showed the anomaly being reconstructed at approximately the correct location, but since the problem is linearized, the quantitative values for a are not exact. The reconstruction from the mean-time data showed a sharper reconstruction of the anomaly. In cases 2 and 3, we showed the effects of the presence of a single smooth clear layer of 1-and 2-mm width, respectively. In both cases, we can see that even when the correct Jacobian is used for the reconstruction, the image of the anomaly is clearly affected by the presence of the clear gap, with the 2-mm-wide case showing the greatest effects. Furthermore, the presence of the clear gap causes the center of the anomaly to apparently move toward the inner boundary of the clear layer. This effect has been previously observed when using a nonlinear reconstruction algorithm. 20 When the Jacobian from the purely diffusing model is used to reconstruct images from clear-gap data, we see that the anomaly is apparently moved nearer to the center of the model, the effect again being most noticeable in the 2-mm-gap case. This effect has also been recently reported by other investigators using both simulated and measured data. 26 In the models where two nonscattering ventricles were also included, similar results to those obtained in cases 2 and 3 were seen. However, it seems that the presence of the ventricles in the 2-mm-gap case has rather paradoxically assisted the reconstruction algorithm, irrespective of whether the correct or the purely diffusing Jacobian was used. This is because the sensitivity of the reconstruction to the region in which the anomaly lies has been increased as a result of the presence of these void ventricles. This increase in sensitivity is, however, obtained at the cost of a loss in sensitivity deeper within the model, and had the anomaly been placed there, the effect of the verticles on the reconstruction would have been to worsen its accuracy.
The effect of an irregular clear ring was also examined (case 4). The thickness of the clear ring varied between 0.5 and 2.5 mm, with a mean of 1.507 mm. Images of the internal a distribution were reconstructed by using the Jacobian from the radiosity-diffusion model with knowledge of the nonscattering boundary position. Unlike images obtained for the smooth-surfaced models of equivalent average thickness, an image was reconstructed with relatively good quality.
In all of the above cases, we have shown that the linearized reconstruction may under certain circumstances be applied to models containing clear regions. We have presented here a quantitative study with the aim of a thorough explanation of the effects of clear regions in linear image reconstruction regardless of whether the correct inverse model is used. This work has shown that a major drawback is that the location of any void regions needs to be known a priori in order to facilitate correct localization of any a changes within the domain. This is shown to be strongly the case where the model contains thick clear layers. However, it must be noted that when the data are measured from a domain that contains clear layers and/or ventricles, even though the use of a Jacobian from a purely diffusing model may produce an image identifying the presence of an anomaly, these anomalies may not necessarily be localized to the correct position.
Clinically, these results are significant with respect to the accuracy of image reconstruction for neonatal studies. The data collected may be data measured over a period of time, where one expects a change in absorption due to either injury, treatment, or stimulus. The above study has illustrated that even though images of changes in absorption may be reconstructed from these data, regardless of the size and the location of the clear regions, these images will not accurately represent the actual location of the anomaly. Therefore if the only information needed is whether a change has occurred or not, this technique may be useful; however, if exact information regarding the position of any changes that have occurred in absorption is sought, addition of a priori knowledge will be crucial.
