. This work incorporates topological and geometric features via persistence diagrams to classify point cloud data arising from materials science. Persistence diagrams are planar sets that summarize the shape details of given data. A new metric on persistence diagrams generates input features for the classification algorithm. The metric accounts for the similarity of persistence diagrams using a linear combination of matching costs and cardinality differences. Investigation of the stability properties of this metric provides theoretical justification for the use of the metric for comparisons of such diagrams. The crystal structure of materials are successfully classified based on noisy and sparse data retrieved from synthetic Atomic Probe Tomography experiments.
I
A crucial first step in understanding properties of a material is determining its crystal structure. For highly disordered metallic alloys, such as High Entropy Alloys (HEAs), Atomic Probe Tomography (APT) gives a snapshot of the local atomic environment. APT has two main drawbacks: experimental noise and missing data. Approximately 67% of the atoms in a sample are not registered in a typical experiment, and those atoms that are captured have their spatial coordinates corrupted by experimental noise. This work provides a machine learning approach to classifying the crystal structure of high entropy alloys based on the mean and variance of the distances when compared with related and dissimilar crystal structures. The goal is to classify the true crystal lattice of a noisy and sparse materials dataset, where the unit cells are either Body centered cubic (BCC) or Face centered cubic (FCC). The BCC structure has a single atom in the center of the cube, while the FCC has a void in its center but has atoms on the center of the cubes' faces.
A related approach to classifying crystal structures of defective materials using deep learning was proposed by [1] . The authors employ a convolutional neural network for classifying the crystal structure by looking at a diffraction image. Furthermore, the authors suggest their method could be used to determine the crystal structure of APT data or other defective materials data. However, the synthetic data considered in [1] is not a realistic representation of experimental APT data, where about 67% of the data is missing [2, 3, 4] and is corrupted by more observational noise [3] than considered by [1] .
Homology is applicable to this problem as it is a branch of topology that studies and differentiates shapes [5] . It provides a summary of the connectedness and structure of an object. The distinction between BCC and FCC point clouds is captured well by the homology and explains the high degree of accuracy in the classification scheme presented herein. Topological Data Analysis (TDA) uncovers topological and homological features of the data and provides a summary for machine learning algorithms, as well as a useful toolbox for classification. Several authors have investigated the persistent homology of point clouds generated from data and developed a framework to use TDA on such problems [6, 7, 8, 9, 10, 11, 12, 13] . Persistent homology records when different homological features emerge and vanish in the data. This topological analysis quantifies the significance of a homological feature and provides a tool to contend with noisy data. The birth and death of each homological feature is calculated and recorded in a persistence diagram. Persistence diagrams yield a topological summary of the persistent homology of a dataset and are rich sources of detail about underlying geometric features. The diagrams could be used in distance-based classifiers or vectorized and input into standard classification algorithms, such as support vector machines [14] .
Using a metric-based approach provides a way to compare persistence diagrams. The Wasserstein and bottleneck distances compute the cost of an optimal matching between the points in each persistence diagram, while allowing matching to additional points on the diagonal to allow for cardinality differences and to prove stability properties [15] . Motivated by [16] we consider here the d c p metric. This metric leverages the cardinality of the persistence diagrams, as well as distances between points in the diagrams. It calculates the cost of matching the points of the diagram with smaller cardinality to points in the diagram with larger cardinality. Points that are leftover from differences in cardinality are penalized by a pertinent parameter.
The stability properties of the metric are shown in this paper. Specifically, stability guarantees that when the distances between point clouds go to zero, the distances between the associated persistence diagrams vanish to zero as well. Another notion of stability is given in [17] ; using a related approach, we show continuity of the mapping of point cloud to persistence diagram under the d c p metric. The analysis provides insight into how the cardinality of the diagrams changes with the cardinality of the input point clouds. Additionally, using statistics on the cardinality generates corresponding prediction intervals, which give probabilitic bounds on the distances between the persistence diagrams. The idea is that point clouds generated from the same process have small variability with respect to cardinality of the persistence diagrams. This reasoning proves useful in data analysis.
The work is organized as follows. Relevant definitions and concepts necessary for persistent homology are presented in Section 2. Stability results of the d c p metric are in Section 3, as well as confidence interval bounds. Section 4 demonstrates a classification scheme for materials science data retrieved from synthetic APT experiments. We conclude in Section 5.
P H B
This section explains the construction of persistence diagrams, which are topological summaries of the underlying space. The Vietoris-Rips complex provides the necessary computational link between the point cloud and its persistence diagram. To compute the Vietoris-Rips complex, a strictly increasing sequence { i } is created. Then one calculates the homology of ∪ q B(q; i ), the union of balls of radius i centered at each point q in the point cloud. Then at each i the homology of the Vietoris-Rips complex is computed. For an illustration, see Figs. 1 to 1 . Instead of analyzing the Vietoris-Rips complex at different values of i , denoted by V R i , it is clear that V R j ⊂ V R k for j < k since the sequence { i } is increasing by construction. Thus we may examine specific values corresponding to the emergence and disappearance of homological features.
As can be seen in Fig. 1 , a 0-dim homological feature is a connected component of a simplex, and a dimension 1 feature is a 1-dim hole, such as the inside of a circle. Similarly, 2-dim homology describes voids, such as the inside of a sphere. Higher dimensions yield analogous holes. These features describe and differentiate point clouds, proving themselves useful in classification problems. The k-dim homology (k = 0, 1, 2, . . .) of a topological space is also summarized by its associated kth Betti number, β k , which gives the number of k-dim features present. For example, β 0 is the number of connected components. (For point clouds, β 0 is also the size of the point cloud and the cardinality of the 0-dim persistence diagram.) β 1 is the number of 1-dim holes (such as the inside of a circle). We provide formal definitions [18] : Definition 2.1. An abstract simplicial complex σ is a collection of simplices such that for every set A in σ and every nonempty set B ⊂ A, we have that B is in σ. Definition 2.2. The Vietoris-Rips complex is a simplicial complex formed from a set such that corresponding to each subset of n points of the set, an n-simplex is included in the Vietoris-Rips complex each time the subsets have pairwise distances at most some threshold .
This homological summary of the data is plotted as an ordered pair (b, d) in a persistence diagram, where b denotes the birth of a feature and d its death. Persistence diagrams can also be computed using a function g from a topological space to R. Homological features are born and die within the sublevel sets g −1 (−∞, t] as t increases. Such a function can act as an approximation to a point cloud; typical functions used are kernel density estimators [19] and the distance to measure [20] . These birth and death times create another persistence diagram, see Fig. 1 .
To calculate the similarity between diagrams for classification problems, a metric on the space of persistence diagrams is needed, e.g. the Wasserstein distance. The Wasserstein distance for persistence diagrams can be thought of as a matching problem with associated costs for each pairing of points, as explained in [21] . 
, where the infimum is taken over all such bijections, and the points of the diagonal are added with infinite multiplicity to each diagram.
In the Wasserstein distance, points in one diagram are matched to the points of the other diagram (including points on the diagonal with each diagonal point having infinite multiplicity), see Fig. 2 . The cost of each matching is the infinity norm between the two points, if the two points are not both on the diagonal. Diagonal points can be matched to each other for free, i.e. with no cost for matching the points.
The bottleneck distance is the limit of the Wasserstein distance as p → ∞, and as such, the bottleneck distance only looks at the worst matching of the bijection. Allowing points to be matched to the diagonal in these distances ensures stability and the existence of a bijection between the two diagrams, since the two diagrams may have different cardinalities. However, the cardinality can be a more or less important feature of the diagram, and the Wasserstein and bottleneck distances may not catch distinctions in cardinality between diagrams.
To that end, the d c p metric [16] takes into account the cardinality of the diagrams. The d c p distance allows one to decide how important the cardinality difference is for calculating the distance. A smaller c accounts for local geometric differences, while a larger c focuses ( )
1. Begin with a point cloud ( ). After increasing the radius of the balls around the points a 1-simplex (line segment) forms, ( ). Eventually, more 1-simplices are added and a 1-dim hole forms ( ). In ( ), the persistence diagram tracks all the birth and death times with respect to the radius of the homological features for each dimension. Using the same points as in ( ), the kernel density estimator function is plotted in ( ). A corresponding persistence diagram is created using sublevel sets in ( ). on the global geometric and topological scale. It is precisely by considering differences in cardinality that the d c p metric can distinguish between geometric features of the point cloud that other metrics may miss. Definition 2.4. Let X and Y be two persistence diagrams with cardinalities n and m respectively such that n ≤ m. Let X = {x 1 , . . . , x n } and Y = {y 1 , . . . , y m }. Let c > 0 and 1 ≤ p < ∞ be fixed parameters. The d c p distance between two persistence diagrams X and Y is
where Π m is the set of permutations of (1, . . . , m).
The stability of the d c p distance is proved in this section. Stability of the distances means that small perturbations in the underlying space result in small perturbations of the persistence diagrams. Here the perturbations are measured by the d c p distance. Adopting the approach of estimating a point cloud via a pertinent function, e.g. a kernel density estimator [19] , persistence diagrams may be constructed using sublevel sets as in Fig. 1 . Their differences can be computed using the Wasserstein and bottleneck distances. Using this functional representation, stability of the Wasserstein and bottleneck distances has been shown in [15] and [18] , respectively. Considering point clouds whose distances shrink to zero, Theorem 3.1 shows that the distance between persistence diagrams goes to zero as well. distance between the underlying point clouds goes to 0, then eventually the cardinality of the point clouds must be the same. 
Eq. (3) goes to 0 as i → ∞, proving (i).
(ii) Suppose that the m distinct upper triangular entries of D A are ordered from smallest
, and suppose that it is not the case that h η < d If Proof. To form a point cloud with n points that has b 1 = 0, simply take the n points and arrange them on a line. To form a point cloud with n points that has b 1 = n 2 − 1, arrange the n points in two rows each with n 2 points. Set the spacing between adjacent points in each of the rows to be 1 and then place the two rows directly beside each other so that for each point in the first row, there is exactly one point in the second row at a distance of 1. 3. An example of the configuration of points in the proof of Proposition 3.4 for 12 points.
Let n point clouds be generated from some process, and n corresponding persistence diagrams be created. For each persistence diagram X 4), we use weighted least squares [23] . If W ∈ R n×n is the weight matrix W = diag(a 1 , . . . , a n ), then a weighted least-squares regression can be found for min(c,
Proof. Prediction intervals can be constructed for the cardinality of the 1-dim diagram for point cloud size b 0 * using standard results on weighted least squares. Specifically, for We consider neighborhoods around each atom for the local crystal structure. One may observe certain patterns in this image, e.g. the orange regions are copper rich. These copper-rich regions have a different crystal structure as compared with the rest of the dataset. And to the eye, no pattern appears to exist in the other region. Indeed, putting a single atomic neighborhood under a microscope, as shown on the right-hand side of ( ), we cannot see the true crystal structure of the material, which could be either BCC ( ) or FCC ( ). This distinction is obscured due to the experimental noise on the data. Notice there is an essential geometric difference between the FCC and BCC structures. The scale bar in the lower left hand corner in ( ) is 10 nm.
presented, the point clouds are created from synthetic data designed to accurately mimic noisy and sparse APT data and contain both BCC and FCC cells.
We classify the crystal structure of High Entropy Alloys by considering the expectation and variance of distances, as measured by the d c p metric, between persistence diagrams. Tools from TDA are a natural fit for this application, since the problem is inherently geometric in nature (see Fig. 4) , and TDA is able to extract salient geometric information from noisy data. Moreover, the d c p metric is the obvious choice of metric, since it explicitly takes into account differences in cardinality.
Observe in Fig. 5 the plot of the cardinalities b 0 against b 1 . This plot shows the difference in 1-dim features between the two classes. FCC structures have larger point clouds, and consequently, a greater number of 0-dim features. Observe in Fig. 6 that the number of 0 and 1-dim features are greater in the FCC diagram than the BCC diagram. These differences are consistent across the different noise levels and percentages of missing points tested here. This idea agrees with our materials intuition, since a BCC unit cell has fewer atoms than an FCC unit cell. Counting (see Figs. 4 to 4 ) one may see that a BCC unit cell has 2 atoms, one at the center and 1/8 th of an atom at the unit cell's corners. Similarly, an FCC unit cell has 4 atoms; the same 1/8 th of the corner atoms plus 1/2 of each of the 6 atoms on the cell's faces. In both cases, the atoms on the faces and lattice points are shared with neighbors and are only counted as a proportion contributing to the unit cell. Thus cardinality differences may play a large role in the classification features, and to that end, we consider the d c p metric.
Write X q as the persistence diagram generated by atom positions q = (q 1 , . . . , q M ) T . For the classification problem, we are interested in modeling π j = P(Y i = j | X), the probability of persistence diagram Y i being in class j, for j = 0 (BCC) or j = 1 (FCC) and where X is a collection of persistence diagrams. To that end, the logistic regression model considered is
where ϕ is some pertinent smooth function, Σ is the th row of the feature matrix Σ ∈ R 2N ×4 , and ξ is mean-zero normally distributed noise. To classify these crystal structures, a feature matrix Σ ∈ R 2N ×4 is created. Here N is the number of diagrams in the training set, which is composed of both BCC and FCC persistence diagrams. An arbitrary row of the feature matrix in Eq. (5) is
, which is the explanatory variable Σ j in our model Eq. (5). Here we write
for persistence diagrams X i , X j with dimension 0 or 1. For the classification scheme itself, we use decision trees [24] with a 90/10% training/test split. The training set is comprised of persistence diagrams generated from both BCC and FCC crystal structures. The atoms in these structures are interpreted as point clouds and generate corresponding persistence diagrams, see Fig. 6 . In the numerical experiments, 4 different levels of noise are considered to model the true APT datasets better. The studies [3, 4] estimate that up to 67% of the data is missing. However, an estimate for the standard deviation of the experimental noise is not provided. The classification scheme was run iteratively through the different levels of additive noise to understand more clearly the impact these defects had on the classification.
For the training step, we compute the d c p distance between all diagrams in the training set in turn, for dim 0, 1. This yields d c p distances for BCC vs. BCC, BCC vs. FCC, and FCC vs. FCC diagrams, from which one computes the first and second moments. These statistical moments are the features used in the classification for the model in Eq. (5) . Having the first and second moments in hand, the tree-based classifier is trained on these features.
Then for any unknown crystal structure in the test set, its persistence diagram and d c p distances from the test instance to those persistence diagrams in the training set are computed and again first and second moments are calculated. The feature vector of the unknown crystal structure is then input into the decision tree. The tree finds the best fit for the features from an additive model Eq. (5) and returns the class probabilities for the unknown structure. 
In addition, since we choose c < 1, the bound is essentially the optimal mapping, not necessarily a bijection, between X 1 and Y 1 . Furthermore, note that c not only penalizes differences in cardinality but also allows one to see small geometric differences between point clouds. A large c obscures finer geometric differences. Hence, there is a trade-off between penalizing cardinality and looking at subtle geometric differences. Based on previous analysis, when computing the d c p distances, we use p = 2 to mimic traditional Euclidean distance and find different values of c via grid search for different levels of noise considered. In each case, we look at 10 values of c, geometrically spaced between 0.01 and 1. The results are presented in Table 1 .
The identified topological features successfully classify BCC and FCC diagrams at better than 96% accuracy. The dataset includes 500 crystal structures, evenly split between BCC and FCC cells. Numerical experiments use training/testing splits of 90/10%. The accuracy results are presented in Table 2 . In each case considered here, smaller c-values give better accuracy results than values closer to 1.
To verify the classification, 10-fold cross validation of the model is implemented. These results are shown in Table 2 , for the setting with N (0, 0.75 2 ) additive noise and 67% missing. As a comparison, the same methodology is used but with the Wasserstein distance. In the numerical results presented here, the persistence diagrams were constructed using the C++ Ripser software, and scikit-learn was implemented for decision trees. 
C
This work combines statistical learning and topology, classifying the crystal structure of a noisy and sparse APT dataset as either BCC or FCC. Previously, APT experiments were used to see what type of atoms are present in a local neighborhood [3] . Viewed through the lens of computational topology, these local neighborhoods can be seen as point clouds and are a rich source of geometric information. By extracting the persistent homology of these point clouds, we were able to classify the crystal structures based on features derived from the new metric on persistence diagrams, denoted herein by d c p . This distance is unique when compared with existing distances on persistence diagrams in that it explicitly penalized differences in cardinality between the persistence diagrams being compared.
We proved a stability result for the d c p metric, demonstrating that small perturbations of the underlying point clouds resulted in small changes to the d c p distance. We also provided guidance for the choice of the c parameter by looking at confidence bounds using a function of the cardinalities of the persistence diagrams. These bounds can be used as guidance as to the range of values the parameter c in the d c p distance can take for a specific dataset. The classification results presented herein could aid materials science researchers to provide a previously unavailable representation of the local atomic environment. Indeed, as APT experiments produce datasets on the order of 10 million atoms, materials science research has moved into the realm of big data, and the necessary computational and modelling tools have yet to be developed for this regime [25] . Our method, coupled with our ongoing research [26] into the local atomic structure of high entropy alloys, aims to help close that gap. 
