Abstract. We investigate computational resources used by alternating Turing machines (ATMs) to accept Szilard languages (SZLs) of regulated rewriting grammars. The main goal is to relate these languages to lowlevel complexity classes such as N C 1 and N C 2 . We focus on the derivation process in random context grammars (RCGs) with context-free rules. We prove that unrestricted SZLs and leftmost-1 SZLs of RCGs can be accepted by ATMs in logarithmic time and space. Hence, these languages belong to the UE * -uniform N C 1 class. Leftmost-i SZLs, i ∈ {2, 3}, of RCGs can be accepted by ATMs in logarithmic space and square logarithmic time. Consequently, these languages belong to N C 2 . Moreover, we give results on SZLs of RCGs with phrase-structure rules and present several applications on SZLs of other regulated rewriting grammars.
Introduction
A Szilard language (SZL) provides information concerning the derivational structures in a formal grammar. If labels are associated with productions in one-to-one correspondence, then each terminal derivation can be expressed as a word over the set of labels, such that labels in this word are concatenated in the same order they have been used during the derivation. Informally, the SZL associated with a generative device is the set of all words obtained in this way. If restrictions are imposed on the derivation order then particular classes of SZLs, such as leftmost Szilard languages [12] , [20] are obtained. Consequently, SZLs have been used to study closure, decidability, and complexity properties of derivations in several types of grammars, such as Chomsky grammars [11] , [13] , [15] , [16] , [21] , or regulated rewriting grammars [5] , [6] , [14] , [20] , [21] .
Characterizations of (leftmost) SZLs of CFGs and phrase-structure (unrestricted) grammars (PSGs) in terms of Turing machine resources are provided in [11] and [16] . In [16] it is proved that unrestricted SZLs and leftmost SZLs of CFGs can be recognized by a linear bounded (realtime) multicounter machine. Since each realtime multicounter machine can be simulated by a deterministic off-line 1 Turing machine with logarithmic space, in terms of the length of the input string [8] , it follows that the classes of unrestricted SZLs and leftmost SZLs associated with CFGs are contained 2 in DSPACE(log n). In [3] we strengthened this result by proving that these classes of SZLs can be accepted by an indexing alternating Turing machine (ATM) in logarithmic time and space. Since the class of languages recognizable by an indexing ATM in logarithmic time equals the U E * -uniform N C 1 class [19] , we obtain that the above classes of SZLs are strictly contained in N C 1 . In [11] it is proved that log n is the optimal space bound for an on-line 3 deterministic Turing machine to recognize (leftmost) SZLs of CFGs. It is also an optimal bound for an off-line deterministic Turing machine to recognize leftmost SZLs of PSGs. However, the optimal bound for an on-line deterministic Turing machine to recognize leftmost SZLs of CFGs and PSGs is n, where n is the length of the input word. Since leftmost SZLs of PSGs are off-line recognizable by a deterministic Turing machine that uses only logarithmic space, in terms of the length of the input string, it follows that the class of leftmost SZLs of PSGs is contained in DSPACE(log n). In [3] we proved that this class is strictly included in N C 1 under the U E * -uniformity restriction. For formal definitions and results on computational models, such as (realtime) multicounter machines, (off-line and on-line) Turing machines, and (indexing) ATMs the reader is referred to [1] , [2] , [8] , and [10] .
Regulated rewriting grammars are classes of Chomsky grammars with restricted use of productions. The regulated rewriting mechanism in these grammars obeys several filters and controlling constraints that allow or prohibit the use of the rules during the generative process. There exists a wide variety of regulated rewriting mechanisms [5] , which enriches the Chomsky hierarchy with various language classes. They are useful because each of them uses totally different regulating restrictions, providing thus structures to handle problems in formal language theory, programming languages, computational linguistics, grammatical inference, learning theory, and graph grammars [5] .
In this paper we focus on the derivation mechanism in random context grammars (RCGs) with context-free rules by studying their SZLs. The main aim is to relate classes of SZLs of RCGs to parallel complexity classes, such as ALOGTIME, N C 1 and N C 2 . We recall that ALOGT IM E is the class of languages recognizable by an indexing (random-access) ATM in logarithmic time [2] . For each integer i, the N C i class is the class of Boolean functions computable by polynomial size Boolean circuits with depth O(log i n) and fan-in two. [19] . For more results, relationships and hierarchies on 1 An off-line Turing machine is a Turing machine equipped with a read-only input tape and a read-write working tape. It is allowed to shift both heads on both directions. Otherwise, it works similar to a Turing machine. 2 DSPACE(log n) is the class of languages recognizable by a deterministic (off-line)
Turing machine using logarithmic space. 3 An on-line Turing machine is an off-line Turing machine with the restriction that the input head cannot be shifted to the left.
complexity classes, such as DSPACE(log n), ALOGTIME, and N C i , i ≥ 1, the reader is referred to [1] , [19] , and [22] .
The methods presented for SZLs of RCGs are afterward applied for other regulated rewriting grammars. Approaching classes of SZLs of regulated rewriting grammars to low-level complexity classes is the most natural way to relate SZLs to circuit complexity classes. This may bring new insights in finding fast parallel algorithms to recognize languages generated by regulated rewriting grammars.
Our contribution. We prove that unrestricted SZLs and leftmost-1 SZLs of RCGs with CF rules can be accepted by indexing ATMs in logarithmic time and space (Sections 3). According to [19] these languages belong also to the U E * -uniform N C 1 class. Leftmost-i SZLs [5] , i ∈ {2, 3}, of RCGs with CF rules can be accepted by indexing ATMs in logarithmic space and square logarithmic time (Section 3). Hence, these classes of languages belong to N C 2 [19] . The results presented for SZLs of RCGs with CF rules are then generalized for RCGs with PS rules (Section 4). The methods used for SZLs of RCGs are extended for other regulated rewriting grammars such as programmed grammars, matrix grammars, regularly controlled grammars, valence grammars and conditional RCGs (Section 5).
SZLs of RCGs -Prerequisites
The aim of this section is to introduce the main concepts concerning SZLs of RCGs. We assume the reader to be familiar with the basic notions of formal language theory [10] . For an alphabet X, X * denotes the free monoid generated by X. By |x| a we denote the number of occurrences of letter a in the string x.
RCGs are regulated rewriting grammars in which the application of a rule is enabled by the existence in the current sentential form of some nonterminals that provides the context under which the rule can be applied. The use of a rule may be disabled by the existence in the sentential form of some nonterminals that provide the forbidden context under which the rule in question cannot be applied. RCGs with CF rules have been introduced in [23] to cover the gap existing between the classes of context-free languages and context-sensitive languages. A generalization of RCGs for PS rules can be found in [5] . The generative capacity and several descriptional properties of these regulated rewriting grammars can be found in [4] , [5] , [7] , [23] , and [24] .
Definition 1. A random context grammar is a quadruple G = (N, T, S, P )
where S is the axiom, N and T , N ∩ T = ∅, are finite sets of nonterminals and terminals, respectively. P is a finite set of triplets (random context rules) of the form r = (p r , Q r , R r ), where p r is an unrestricted Chomsky rule, Q r and R r are subsets of N , called the permitting and forbidding context of r, respectively. If R r = ∅, for any r ∈ P , then G is a permitting RCG. If Q r = ∅, for any r ∈ P , then G is a forbidding RCG.
A permitting RCG is a RCG without appearance checking. If R = ∅, then the grammar is called a RCG with appearance checking (henceforth RCG ac ).
The language L(G) generated by G is defined as the set of all words w ∈ T * such that there is a derivation D:
* , all symbols in Q ij occur in w j−1 w j−1 , and no symbol of R ij occur in w j−1 w j−1 .
If labels are associated with triplets r = (p r , Q r , R r ), in one-to-one correspondence, then the SZL of a RCG ac is defined as follows.
Definition 3. Let G = (N, T, S, P ) be a RCG ac , P = {r 1 , r 2 , ..., r k } the set of productions, L(G) the language generated by G, and w ∈ L(G). The Szilard word of w associated with derivation D:
Hence, the productions and their unique labels are used identically.
To reduce the nondeterminism in RCGs ac three types of leftmost derivations have been defined for RCGs ac with CF rules [4] , [5] .
if each rule used in the derivation rewrites the leftmost nonterminal occurring in the current sentential form, -leftmost-2 if at each step of derivation, the leftmost occurrence of a nonterminal which can be rewritten has to be rewritten 4 , -leftmost-3 if each rule used in the derivation rewrites the leftmost occurrence of its left-hand side in the current sentential form.
SZLs associated with leftmost-i, i ∈ {1, 2, 3}, derivations are defined in the same way as in Definition 3, with the specification that D is a leftmost-i derivation of w. We denote by SZRC ac (CF ) and SZRCL ac i (CF ) the classes of SZLs and leftmost-i SZLs of RCGs ac with CF rules, respectively. Henceforth, in any reference to a RCG, G = (N, T, A 1 , P ), A 1 is considered to be the axiom, N = {A 1 , ..., A m } the ordered finite set of nonterminals, and P = {r 1 , r 2 , ..., r k } the ordered finite set of labels associated with triplets in P . Unless otherwise specified (as in Section 4), each rule p r of a triplet r ∈ P is a CF rule of the form α pr → β pr , α pr ∈ N , and
For each RC rule r = (p r , Q r , R r ) ∈ P the net effect or rule p r with respect to each nonterminal
, where Z is the set of integers. The value of V (r) taken at the l th place, 1 ≤ l ≤ m, is denoted by V l (r).
On the Complexity of SZLs of RCGs
In this section we focus on the complexity of SZLs of RCGs ac with CF rules. All results presented for RCGs ac hold also for RCGs without appearance checking. We recall that an indexing ATM is an ATM that is allowed to write any binary number on a special tape, called index tape. This number is interpreted as an address of a location on the input tape. With i, written in binary on the index tape, the machine can read the symbol placed on the i th cell of the input tape. In terms of indexing ATM resources, for SZLs associated with unrestricted derivations in RCGs ac with CF rules, we have the next result. Proof. Let G = (N, T, P, A 1 ) be an arbitrary RCG ac with CF rules. We describe an indexing ATM that decides in logarithmic time and space whether an input word γ = γ 1 γ 2 ...γ n ∈ P * of length n, belongs to Sz(G). Let A be an indexing ATM composed of an input tape that stores γ, an index tape, and a working tape composed of three tracks. Here and throughout this paper, each label γ i corresponds to a triplet in P of the form (p γi , Q γi , R γi ), where p γi is a CF rule of the form α γi → β γi , α γi ∈ N , and 
Level 1 (Existential ).
In an existential state A guesses the length of γ, i.e., writes on the index tape n, and checks whether the n th cell of the input tape contains a terminal symbol and the cell n + 1 contains no symbol. The correct value of n is recorded in binary on the second track of the working tape.
Level 2 (Universal ). A spawns n universal processes
e., the number of times each nonterminal A l , 1 ≤ l ≤ m, occurs in the sentential form obtained at the i th step of derivation. Besides, for 
s
X ≥ 1, for each X ∈ Q γi , and s
The computation tree of A has only two levels, in which each node has unbounded out-degree. By using a divide and conquer algorithm each of these levels can be converted into a binary tree of height O(log n). All functions used in the algorithm, such as counting and addition, are in N C 1 , which is equal to ALOG-TIME under the U E * -uniformity restriction [19] . In order to store, on the third track of the working tape, the binary value of c (i) j , and to compute in binary s
Hence, for the whole computation A uses O(log n) time and space.
Proof. The claim is a direct consequence of Theorem 1 and results in [19] . The inclusion is strict since there exists
Corollary 2. SZRC ac (CF ) ⊂ DSP ACE(log n).

Theorem 2. Each language L ∈ SZRCL ac
(CF ) can be recognized by an indexing ATM in O(log n) time and space (SZRCL
ac 1 (CF ) ⊆ ALOGT IM E).
Proof. Let G = (N, T, P, A 1 ) be a RCG
ac with CF rules working in leftmost-1 derivation manner. Consider an indexing ATM A having a similar structure as in the proof of Theorem 1. Let γ ∈ P * , γ = γ 1 γ 2 ...γ n , be an input word of length n. In order to guess the length of γ, A proceeds with the procedure described at Level 1-Existential, Theorem 1. Then A spawns (Level 2-Universal ) n universal processes ℘ i , 1 ≤ i ≤ n, and (briefly) proceeds as follows.
For each ℘ i , 1 ≤ i ≤ n, A checks as in Theorem 1, whether each triplet γ i can be applied on γ (i) = γ 1 γ 2 ...γ i−1 according to Definition 2. Then A checks whether rule p γi can be applied in a leftmost-1 derivation manner on γ (i) . To do so, A spawns at most i − 1 existential branches (Level 3-Existential ) each branch corresponding to a label
Denote by q the number of non-terminal rules used in γ between γ v+1 and γ i−1 (including γ v+1 and γ i−1 ), and by s q the total number of nonterminals produced by these rules, and let 
Corollary 4. SZRCL ac
(CF ) ⊂ DSP ACE(log n).
In order to simulate letfmost-i derivations, i ∈ {2, 3}, and to check whether γ = γ 1 γ 2 ...γ n ∈ P * belongs to SZRCL ac i (CF ), for each triplet γ i , 1 ≤ i ≤ n, an ATM must have information concerning the order in which the first occurrence of each nonterminal A l ∈ N , 1 ≤ l ≤ m, occurs in the sentential form at any step of derivation. In this respect we introduce the notion of ranging vector.
Definition 5. Let G = (N, T, P, A 1 ) be a RCG
ac with CF rules, where P = {r 1 , r 2 , ..., r k } is the ordered finite set of triplets in P . Let SF rj be the sentential form obtained after the triplet
i, if the first occurrence of A l in SF rj is the i th element in the order of first occurrences of nonterminals from N in SF rj .
Depending on the context, the value of S(r j ) taken at the l th place,
Note that, if r j = (p j , Q j , R j ) is applied in the Szilard word before r j = (p j , Q j , R j ) then the ranging vector S(r j ) can be computed knowing S(r j ). This observation holds for both leftmost-2 and leftmost-3 derivations (Example 1). Example 1. Consider S(r j ) = (3, 0, 2, 1, 0) ∈ N 5 the ranging vector associated with the sentential form SF r j , obtained after rule r j has been applied, at the i th step of derivation. Suppose that SF r j contains one occurrence of A 1 , three occurrences of A 3 , and arbitrary number of A 4 . According to Definition 5, SF r j looks like SF r j = tA 4 4 } and R j = {A 5 }, then r j can be applied in leftmost-2 derivation manner after r j , if there is no other RC rule r j = (p j , Q j , R j ) ∈ P , able to be applied on SF r j according to Definition 2, such that p j rewrites A 4 . Depending on the position of the second occurrence of A 3 in SF r j , the sentential form obtained after p j has been applied on SF r j may look like
For the case of leftmost-3 derivation, rule r j can be applied in leftmost-3 manner after r j , by rewriting the leftmost occurrence of A 3 in S(r j ), even if there exists a RC rule r j ∈ P able to rewrite A 4 .
Next we sketch an ATM A that decides whether an input word γ = γ 1 γ 2 ...γ n belongs to SZRCL ac i (CF ), i ∈ {2, 3}. Let Q 1 be the quotient, and R 1 be the remainder of n divided 6 by [log n]. Dividing Q 1 by [log n] a new quotient Q 2 and remainder R 2 are obtained. If this "iterated" division is performed until the resulted quotient, denoted by Q , can be no longer divided by [log n], then n (written in the base Proof. We prove the claim for the leftmost-2 derivation. For the leftmost-3 case the proof is almost the same. Let G = (N, T, P, A 1 ) be an arbitrary RCG ac working in leftmost-2 derivation manner, and A be an indexing ATM with a similar configuration as in the proof of Theorem 1. Let γ = γ 1 γ 2 ...γ n ∈ P * , be an input of length n. To guess the length of γ, A proceeds with the procedure described at Level 1 (Existential ), Theorem 1. 
Level 2 (Existential
Level 3 (Universal
• Process ℘ (R1) 1 reads γ 1 = (p γ1 , Q γ1 , R γ1 ) and it checks whether γ 1 can be applied on A 1 , i.e., α γ1 =A 1 , and whether S(γ 1 ) is the ranging vector associated with β γ1 . If these conditions hold, ℘ (R1) 1 returns 1. Otherwise, it returns 0.
• For each ℘ 
X ≥ 1, for each X ∈ Q γv , and s
X ≥ 1, for each X ∈ Q γv , and s 
.., S(γ R1+([log n]−1)Q1 ), S(γ R1+([log n]−1)Q1+R2 )), where S(γ R1
) is the ranging vector belonging to the R 1 -tuple found correct at Level 3. Because the tuple R1 is not useful anymore, the space used by A to record R1 is allocated now to record c R2 .
Level 5 (Universal ). On each existential branch from Level 4, A spawns [log n] universal processes ℘
, and checks whether the ranging vectors S(γ R1+i1Q1 ) and S(γ R1+i1Q1+R2 ), 0 ≤ i 1 ≤ [log n] − 1, provide a correct order in which the leftmost-2 derivation can be performed between γ R1+i1Q1 and γ R1+i1Q1+R2 . Besides S(γ R1+i1Q1 ) and S(γ R1+i1Q1+R2 ), each ℘ (Q1) i1 also keeps, from the previous level, the ranging vector S(γ R1+(i1+1)Q1 ). In this way each ranging vector S(γ R1+i1Q1 ), 1 ≤ i 1 ≤ [log n] − 1, guessed at Level 4, is redirected to only one process, i.e., ℘ 
Level 6 (Existential ). For each universal process ℘
Suppose that each r j occurs c −1) will be guessed at the last level of the computation tree of A, when all the remainders of the "iterated" division of n by [log n] will be spent, and when γx i 1 −1 will be the last rule occurring in the suffix of length Q of the substring 
Level 4 −2 (Existential ). For each universal process
Then A checks whether all vectors composing R are correct. This can be done, for each process 
and besides the cutting points
, A checks whether the substring γ xi ... γ xi +1 is valid according to the leftmost-2 derivation order (Level 4 + 2). For the last substring of length Q in γ, i.e., the suffix of γ of length Q of the form γ
Level 4 +2 (Existential ). For each
must check whether the triplet γ
log n]Q = γ n ends up the computation. This is done as for process ℘ n , Theorem 1.
Each cutting point
By applying this transformation k times, where k = − u, each P u can be equivalently rewritten as
In this way each P u , yielded at Level 4u by [log n]−1 , the logical value returned by this process is "propagated" up to the level of the computation tree that has spawned the corresponding cutting point, and thus each symbol receives a logical value. The input is accepted, if going up in the computation tree, with all 's changed into logical values, the root of the tree is labeled by 1.
The tuples R , ) existential branches, where c 1 and c 2 are constants, (each level being thus convertible into a binary tree with O(log n) levels), and at each Level 4 , 1 ≤ ≤ , A performs a division operation, which requires O(log n) time and space [9] , A will perform the whole computation in O(log 2 n) parallel time and O(log n) space.
Corollary 5. SZRCL
ac i (CF ) ⊂ N C 2 , i ∈ {2, 3}. Corollary 6. SZRCL ac i (CF ) ⊂ DSP ACE(log 2 n).
Remarks on SZLs of RCGs with PS Rules
The derivation mechanism in regulated rewriting grammars is quite similar to the derivation mechanism in Chomsky grammars. For the case of RCGs constraints are provided by the permitting and forbidding contexts that enable or disable a rule to be applied. These restrictions do increase the generative power of RCGs [5] but they do not change the complexity of the corresponding SZLs. On the other hand Definition 4 of leftmost-i, i ∈ {1, 2, 3}, derivations in RCGs with CF rules, can be naturally generalized for phrase-structure (PS) rules as follows. Let G = (N, T, P, S) be a RCG with PS rules, where P = {r 1 , r 2 , ..., r k }, each r j ∈ P , 1 ≤ j ≤ k, is of the form r j = (p j , Q j , R j ), and each p j is a PS rule of the form α pj → β pj , α pj ∈ (N ∪ T )
* N (N ∪ T ) * , and β pj ∈ (N ∪ T ) * . Consider P α = {α pj |1 ≤ j ≤ k} the set of the left-hand sides of all rules in P . Definition 6. Let G be a RCG ac with PS rules. A derivation in G is called -leftmost-1 if each rule used in the derivation rewrites the leftmost substring α occurring in the current sentential form, such that if α 0 α is a prefix of the current sentential form, then α 0 ∈ T * and α ∈ P α , -leftmost-2 if at each step of derivation, the leftmost occurrence of α ∈ P α that can be rewritten is rewritten, -leftmost-3 if each rule used in the derivation rewrites the leftmost occurrence of its left-hand side in the current sentential form.,
In [3] we proved that leftmost SZLs of PSGs, and particularly of context-sensitive (CS) grammars, can be recognized in logarithmic time and space by indexing ATMs. It is easy to observe that leftmost-1 derivations in RCGs are not more restrictive than leftmost derivations in Chomsky grammars. Denote by SZRCL ac 1 (X) the class of leftmost-1 SZLs of RCGs ac with X rules, X ∈ {CS, P S}, respectively. We have
Sketch of Proof. The claim can be proved using a similar method as in [3] . However, besides checking the leftmost-1 condition of each RC rule γ i of the form (p γi , Q γi , R γi ), 1 ≤ i ≤ n, occurring in an input word γ = γ 1 γ 2 ...γ n ∈ P * , A also checks whether the sentential form obtained at the i th step of derivation, denoted by SF i , contains all nonterminals in Q γi and no nonterminal in R γi (by omitting to count common occurrences of a nonterminal on SF i and on the left-hand side of rule p γi ).
However, leftmost-i, i ∈ {2, 3}, derivations in RCGs with PS rules, are more complex than the leftmost-1 case. We leave open these cases for further research.
On the Complexity of SZLs of Other Regulated Rewriting Grammars
The methods presented in this paper can be applied to several other regulated rewriting mechanisms. In this section we focus on the complexity of SZLs of programmed grammars (PGs), and briefly discuss what is going on for other regulated rewriting grammars. Results on the generative capacity of PGs can be found in [5] , [17] , and [18] . From [5] we have the following definitions.
Definition 7.
A programmed grammar is a quadruple G = (N, T, S, P ) where S is the axiom, N and T , N ∩ T = ∅, are finite sets of nonterminals and terminals, respectively. P is a finite set of triplets (programmed grammar rules) of the form r = (p r , σ r , ϕ r ), where p r is an unrestricted Chomsky rule, σ r and ϕ r are subsets of P , called the success field and failure field of r, respectively. If ϕ r = ∅, for any r ∈ P , then G is a programmed grammar without appearance checking, otherwise G is a programmed grammar with appearance checking (henceforth PG ac ).
Definition 8.
Let G = (N, T, S, P ) be a PG ac and V = N ∪ T . The language L(G) generated by G is defined as the set of all words w ∈ T * such that there is a derivation D:
and r ij+1 ∈ ϕ ri j .
Unrestricted SZLs and leftmost-i, i ∈ {1, 2, 3}, SZLs of PGs ac can be defined in the same way as in Definition 3, with the specification that G is a PG ac and D is either an unrestricted or a leftmost-i derivation of w.
We denote by SZP ac (CF ) and SZP L ac i (CF ) the classes of SZLs and leftmosti, i ∈ {1, 2, 3}, SZLs of PGs ac with CF rules, respectively. In the sequel, for the sake of simplicity (as in the case of RCGs) we use the same notation both for a PG rule and the label associated with it.
Let G = (N, T, P, A 1 ) be a PG ac , where A 1 is the axiom, N = {A 1 , ..., A m } and P = {r 1 , ..., r k } are the finite sets of ordered nonterminals and labels associated in one-to-one productions in P , respectively. A rule p r in r = (p r , σ r , ϕ r ) is of the form α pr → β pr , α pr ∈ N , and β pr ∈ (N ∪ T ) * . As for RCGs, the net effect of a PG rule r, with respect to each nonterminal A l ∈ N , 1 ≤ l ≤ m, is defined by df A l (p r ) = |β pr | A l − |α pr | A l . To each PG rule r we associate a vector V (r) ∈ Z m defined by V (r) = (df A1 (p r ), df A2 (p r ), ..., df Am (p r )).
Theorem 5.
Each language L ∈ SZP ac (CF ) can be recognized by an indexing ATM in O(log n) time and space (SZP ac (CF ) ⊆ ALOGT IM E). The algorithm described in the proof of Theorem 2 cannot be applied for the case of leftmost-1 SZLs of PGs ac . The explanation is that, in the proof of Theorem 2, even if process ℘ v (℘ l ) returns the true value, which means that at its turn γ v (γ l ) can be applied in a leftmost-1 derivation manner on γ 1 ...γ v−1 (γ 1 ...γ l−1 ), the process ℘ i cannot "see" whether γ v (γ l ) has been effectively applied in the derivation, or it is only a dummy rule, since all branches spawned at the same level of the computation tree of A are independent on each other.
Denote by SZP L 1 (X) the class of leftmost-1 SZLs of PGs without appearance checking, with X-rules, X ∈ {CF, CS, P S}, and by SZP L Brief discussion on other regulated rewriting grammars. Matrix grammars (MGs) are regulated rewriting grammars in which rules are grouped into matrices composed of a finite number of rules obeying a predefined order. For the case of MGs with appearance checking (MGs ac ) some rules in a matrix sequence can be passed over if they belong to a set of forbidding rules and if by applying them the derivation is blocked or never ends. If γ = γ 1 γ 2 ...γ n is an input word for an indexing ATM A, where each γ i is the label of a matrix used in the derivation in a MG ac , when spelling γ, A cannot estimate which of the forbidding rules of a matrix, applied at a certain step of derivation, have been used or not. Hence, as in the case of PGs ac for each γ i , A has to guess a t (i−1) j tuple composed of a finite number of arbitrarily large integers that prescribes the number of times a certain ordered combination of rules in a matrix sequence has been applied, up to the i th step of derivation. Consequently, Theorems 5, 6, and 8 hold for SZLs of MGs without appearance checking, while Theorems 7 holds for leftmost-i, i ∈ {1, 2, 3}, SZLs of MGs ac . The same observation holds for regularly controlled grammars. The method used in Theorem 7 (or 3) can be applied to prove that the class of unrestricted SZLs of MGs ac is contained in N C 2 . Theorems 1, 2, 3, and 4 hold also for additive and multiplicative valence grammars, and conditional RCGs, since the membership problem for regular languages is in N C 1 .
