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Introduction
The modern theory of elliptic boundary value problems deals with two types of prob-
lems. First, one has classical boundary value problems that admit a realization as some
bounded operators in Sobolev spaces. Secondly, there are boundary value problems of
Atiyah–Patodi–Singer type that can be realized as Fredholm operators in some subspaces
of the Sobolev spaces. Moreover, the subspaces in question are the ranges of some pseu-
dodifferential projections acting in the Sobolev spaces. These two classes of boundary
value problems have a substantial difference. Namely, the first class is defined only for
some elliptic operators (defined on manifolds with boundary) and the corresponding ob-
struction in the stable theory is known as the Atiyah–Bott condition [1]. The second
class of boundary value problems does not have this restriction: Fredholm boundary
value problems of the above described type can be defined for an arbitrary elliptic opera-
tor. On the other hand, this type of boundary conditions imposes an essential restriction
on the right-hand sides of the boundary value problem. Namely, it is supposed that the
right-hand sides are taken from a subspace of the Sobolev space of a possibly infinite codi-
mension. The following question naturally arises: is it possible to construct an elliptic
theory, which is a deformation of the two theories such that on the one end it reduces
to the theory of classical boundary value problems, while at the other end it gives the
Atiyah–Patodi–Singer problems? In other words, the problem is to construct a series of
intermediate theories of elliptic boundary value problems that would contain as particular
(and in a sense polar) examples classical boundary value problems and the problems with
projections. The present paper is devoted to this problem.
Clearly, the construction of such a theory requires some additional assumptions on
the geometry of the boundary of the manifold, where the boundary value problems are
considered. In the present paper we assume that the boundary is a fibration over a
compact base with a compact fiber. In this setting, we establish all the analytical results
we need (finiteness theorem, in particular). Moreover, we compute the obstruction to the
existence of elliptic problems of this type. The obstruction turns out to be an element of
K1-group of the cotangent bundle of the base. This explains the nature of the topological
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Atiyah–Bott obstruction as well as the absence of obstruction for Atiyah–Patodi–Singer
problems. Indeed, in the special case, when the base coincides with the boundary, one
obtains classical boundary value problems. On the contrary, when the base of the fibration
is a point, we obtain Atiyah–Patodi–Singer problems.
It should be mentioned that the importance and the interest of this class of boundary
value problems on manifolds with fibered boundary is clear even in the case, when the
boundary is a covering, i.e. a fibration with a discrete fiber. For a covering, the class
of boundary value problems under consideration includes a number of nonlocal boundary
value problems (see [2]). Rather surprisingly, the boundary conditions in the intermediate
theories on manifolds with fibered boundary are defined by operators with discontinuous
symbols.
Let us briefly describe the contents of the paper. We construct an algebra of opera-
tors with discontinuous symbols on a fibration in the first three sections. In particular,
we establish the composition formula and prove the Fredholm criterion. Boundary value
problems on manifolds with fibered boundary are defined in Section 5. We prove the finite-
ness theorem and in Section 6 compute the topological obstruction to pose a Fredholm
boundary value problem for an elliptic operator. Examples of boundary value problems
for the Hirzebruch operator are presented.
We are grateful to Professor G. Rozenblioum of Chalmers University, Go¨teborg, Swe-
den for numerous helpful discussions and Dr. V. Nazaikinskii for help on a number of
topics. The results were announced at the Conference ”Workshop in Partial Differential
Equations”, Potsdam, Germany, November 12–16, 2001. We would like to thank the
organizers of this conference for their hospitality and support. The work was partially
supported by RFBF grants 00-01-00161, 01-01-06013, 99-01-01254. The paper was par-
tially written at Chalmers University of Technology and supported by a grant from the
Swedish Royal Academy of Sciences.
1 Symbolic algebra
Let pi : M → X be a locally trivial fiber bundle of compact smooth manifolds M and
X with a typical fiber Y . Manifolds M,Y,X are assumed to be closed. The fiber pi−1(x)
over x ∈ X is denoted by Yx.
On the total space of the fibration, we consider special coordinates described as follows.
For a domain U ⊂ X with coordinates x1, . . . , xn, n = dimX and a trivializing mapping
αU
pi−1(U)
αU−→ U × Y
pi ց ւ
U
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we consider some coordinates y1, . . . , ym, m = dimY in a domain V ⊂ Y of the fiber.
Denote the dual coordinates in the cotangent space by (ξ1, . . . , ξn, η1, . . . , ηm).
Definition 1. Principal symbol of order zero is a function
aM ∈ C
∞(T ∗M \ pi∗T ∗X),
which is homogeneous in covariables of order zero and is directionally smooth as covari-
ables approach the plane pi∗T ∗X ⊂ T ∗M . More precisely, in local coordinates we suppose
that the function
a(x, y, ξ, tη), (x, y, ξ, t, η) ∈ U × V × (Rn \ {0})× R+ × (R
m \ {0}) (1)
extends smoothly up to t = 0.
The following notation will be used for the directional limit
a˜M (x, y, ξ, η) = lim
t→0
aM(x, y, ξ, tη)
of the principal symbol at the plane pi∗T ∗X . This function is defined if both |ξ| 6= 0 and
|η| 6= 0. It is homogeneous of order zero with respect to ξ and η.
It is clear that the restriction of the principal symbol to the cosphere bundle S∗M can
have discontinuities. However, our definition is equivalent to the requirement that the
restriction of the principal symbol to S∗M extends to a smooth function on a compact
manifold S∗M \ pi∗S∗X with boundary. This space is a compactification of S∗M \pi∗S∗X
obtained by attaching to it sequences (xi, yi, ξi, ηi) converging to a point in pi
∗S∗X such
that the quotients η/|η| converge as well. One can show that this manifold is diffeomorphic
to S∗M \ Upi∗S∗X , where Upi∗S∗X is an open tubular neighborhood of pi
∗S∗X .
Definition 2. Operator symbol of order zero is a function
aX ∈ C
∞(T ∗X \ {0},Ψ0(Y ))
that at a point (x, ξ) ∈ T ∗X \ 0 is a classical pseudodifferential operator of order zero in
the fiber Yx. The function aX is assumed to be homogeneous in covariable of order zero
and smoothly depending on (x, ξ). More precisely, aX(x, ξ) is a smooth function with
values in a Fre´chet space.
Remark 1. Let us recall the definition of the Fre´chet structure on the space of classical
pseudodifferential operators, see [3, 4]. The set of seminorms is defined as follows. Fix on
Y a quantization mapping σ 7→ σ̂, defined for smooth homogeneous symbols σ. Then a
classical ψDO A of order d on Y is equivalent to a sum
A ∼
∑
j≥0
âd−j , ad−j ∈ C
∞(S∗Y ).
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Here the symbols ak are homogeneous of degree k. While the equivalence means that
A−
∑
N≥j≥0
âd−j ∈ Ψ
d−N−1(Y ).
In these terms, the following two systems of seminorms on the space Ψd(Y ):
1) ‖A‖α,j = ‖ad−j‖α, where α runs over a countable set of seminorms on C
∞(S∗Y );
2) ‖A‖s,N = ‖A−
∑
0≤j≤N−1 âd−j‖Hs(Y )→Hs−(d−N)(Y ). This is an operator norm;
define the Fre´chet structure.
Definition 3. Symbols aM and aX are said to be compatible if
σ(aX) = a˜M , (2)
i.e. the principal symbol of the operator symbol aX is equal to the limiting value a˜M of
the principal symbol at the horizontal bundle pi∗T ∗X .
Definition 4. By Σ(M,pi) denote the algebra of compatible pairs (aM , aX) with a com-
ponentwise product. An element σ ∈ Σ(M,pi) is called a symbol on M .
Example 1. Let B ∈ C∞(X,Ψ0(Y )) be a smooth family of pseudodifferential operators
Bx of order zero in the fibers:
Bx : C
∞(Yx)→ C
∞(Yx).
Then the pair
(σ(B), B)
is a symbol on M . Indeed, the principal symbol σ(B)(x, y, η) is smooth for |η| 6= 0, while
the rescaling as in (1) does not change the symbol:
σ(B)(x, y, tη) = σ(B)(x, y, η),
since σ(B) is homogeneous of order zero. Thus, in this case σ˜(B) = σ(B) and the
compatibility condition (2) is clearly satisfied.
Example 2. Let us now choose a smooth symbol a ∈ C∞(T ∗M \ {0}). Then the pair
(a, a|pi∗T ∗X),
where operator symbol a
∣∣
pi∗T ∗X
= a(x, y, ξ, 0) acts as a multiplication operator, is a symbol
in the sense of Definition 4.
Denote by Σ0 ⊂ Σ(M,pi) the subalgebra multiplicatively generated by the symbols
from Examples 1 and 2.
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Proposition 1. Σ0 is dense in Σ(M,pi), where Σ(M,pi) is equipped with the Fre´chet
structure as a subspace:
Σ(M,pi) ⊂ C∞(S∗M \ Upi∗S∗X)⊕ C
∞(S∗X,Ψ0(Y )).
Proof. 1) Let us show that the subalgebra of principal symbols corresponding to Σ0 is
dense.
Consider a principal symbol σ(x, y, ξ, η). By a partition of unity argument, it suffices
to approximate 1 σ over a neighborhood of an arbitrary point (x0, y0) ∈M , where we can
use local coordinates. In the domain |η| > 2ε
√
ξ2 + η2, where σ is smooth, it is equal to
a smooth symbol
χ
(
|η|√
ξ2 + η2
)
σ(x, y, ξ, η),
where the chopping function χ(t) is zero for t < ε and is 1 for t > 2ε. Thus, the main
problem is to approximate the symbol for small η.
To this end, consider the function σ(x, y, ξ′, tη′). It is smooth for
|ξ′| = |η′| = 1 and t ∈ [0, 100]. (3)
Hence, it can be approximated by a sum of products of functions depending on two subsets
of variables (x, ξ′, t) and (y, ξ′):
σ(x, y, ξ′, tη′) ∼
N∑
j=1
aj(x, ξ
′, t)bj(y, η
′),
where the terms are smooth functions for the parameter values as in (3). Thus, the
original symbol is approximated for small η by the expression
σ(x, y, ξ, η) ∼
N∑
j=1
aj
(
x,
ξ
|ξ|
,
|η|
|ξ|
)
bj
(
y,
η
|η|
)
(4)
for |η| ≤ 100|ξ|. Here the terms bj have the desired form as in Example 1 and they belong
to the subalgebra Σ0. However, the functions aj are not smooth at η = 0 (they contain
terms |η|). Let us eliminate this singularity.
To this end, consider the Taylor expansion of aj(x, ξ
′, t) in t at zero. We obtain
aj
(
x,
ξ
|ξ|
,
|η|
|ξ|
)
=
N ′∑
k=0
∂k
∂tk
aj
(
x,
ξ
|ξ|
, 0
)(
|η|
|ξ|
)k
1
k!
+O
(
|η|N
′+1
|ξ|N ′+1
)
. (5)
1Here and in what follows we use the term approximation in the sense of Fre´chet topologies on the
corresponding spaces.
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For k even the corresponding term |η|k/|ξ|k is smooth for |ξ| 6= 0. However, for k odd the
quotient |η|/|ξ| is not smooth. We represent it in the form
|η|
|ξ|
=
∑
i
ϕi
(
η
|η|
)
|η|
ηi
ηi
|ξ|
, (6)
where ϕi denotes a partition of unity on the sphere |η| = 1 such that ηi does not vanish on
the support of ϕi. In this sum, the factors on the left correspond to symbols from Example
1, while the quotient ηi/|ξ| is smooth and corresponds to a symbol from Example 2.
Now the approximation of the symbol σ is defined as follows. First, we approximate
σ for |η| < |ξ| by the formula (4). Then the Taylor expansion in (5) is written with the
decomposition of nonsmooth factors as in (6). The error term in the Taylor expansion
shows that for |η| < 4ε|ξ| (for ε sufficiently small), the approximation is good. Denote
the corresponding approximating element by∑
α
aα(x, ξ, η)bα(y, η)
(aα and bα are homogeneous in (ξ, η) and η, respectively). Then the expression
χ
(
|η|√
ξ2 + η2
)
σ(x, y, ξ, η) +
∑
α
([
1− χ
(
|η|√
ξ2 + η2
)]
aα(x, ξ, η)
)
bα(y, η)
approximates the initial principal symbol with a small error as desired. This approxima-
tion can now be globalized in x and y by a partition of unity.
2) Let us show that a compatible pair (pM , pX) of a principal symbol and an operator
symbol can be approximated by elements from the subalgebra Σ0.
It follows from the previous part of the proof that we need to prove this for the trivial
principal symbol pM = 0 only.
So, let us consider a symbol (0, pX) defined by an operator-valued function pX(x, ξ) ∈
Ψ−1(Yx).
Similar to the above, let us approximate pX in a neighborhood of a point (x0, ξ0) ∈
S∗X . There pX can be approximated by its Taylor expansion in x and ξ. We write this
for brevity as
pX(x, ξ) =
∑
1≤j≤N ′
pj,x0,ξ0(x, ξ)Bj +O(|x− x0|
N + |ξ − ξ0|
N),
where Bj are pseudodifferential operators in the fibers and pj,x0,ξ0(x, ξ) are smooth (scalar)
functions.
Taking a cover of S∗M with sufficiently small charts Uα and using the corresponding
partition of unity ϕα, we obtain an approximation∑
α,j
ϕαpj,xα,ξα(x, ξ)Bj
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for pX . If the charts Uα are chosen good enough (e. g., their diameters are less than ε
and every point belongs to at most l + 1 charts, where l is the dimension of S∗X) then
this expression is close to pX in the Fre´chet space Σ(M,pi). To end the proof, it suffices
to show that a term of the form ϕp(x, ξ)B is equal to a composition of a smooth symbol
and a symbol of a family of pseudodifferential operators. Indeed, take χ ∈ C∞(X) such
that pi∗χ ≡ 1 in a neighborhood of the support of ϕ. Then
ϕp(x, ξ)B = [ϕp(x, ξ)]χB.
Here χB is a family of ψDO in the fibers, while ϕp(x, ξ) is the value for η = 0 of the
smooth symbol
χ(|η|)ϕ(x, ξ)p(x, ξ)
where χ(t) is zero for |t| > 2ε and 1 for |t| < ε. This completes the proof of the proposition.
2 Operators on fibered manifolds
The aim of this section is to show that a symbol σ ∈ Σ(M,pi) defines an operator
σ̂ : C∞(M) −→ C∞(M)
acting on C∞ functions on M . Let us construct it. For a decomposition σ = (aM , aX)
this operator is defined as
σ̂u = (âM +
̂
aX − ̂˜aM)u, u ∈ C∞(M), (7)
where the first component âM denotes the usual quantization of the principal symbol,
while the second corresponds to quantization of operator-valued symbols (note that there
is a correction term ̂˜aM to the operator symbol. This will be described later on).
More precisely, âM is first defined over charts Uα ⊂ X by the formula
Aαu =
∑
j
1
(2pi)m+n
ψj(y)
∫
T ∗x,yM
ei(xξ+yη)aM(x, y, ξ, η)(̂uχj)(ξ, η) dξdη, (8)
where χj(y) is a partition of unity subordinate to an atlas in the fiber, ψj is equal to 1
in a neighborhood of the support of χj and vanishes far from it. Finally, the hat denotes
the Fourier transform in x and y.
The operator symbol ̂˜aM is defined along the same lines
̂˜aM(x, ξ)v = 1
(2pi)m
∑
j
ψj(y)
∫
T ∗y Yx
eiyηa˜M(x, y, ξ, η)(̂vχj)(η) dη, v ∈ C
∞(Yx),
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quantizing only in the fiberwise variables. This definition uses the same data χj, ψj as
(8).
In a chart Uα ⊂ X , the operator
̂
aX − ̂˜aM with operator-valued symbol aX − ̂˜aM is
defined as
Bαu =
1
(2pi)n
∫
T ∗xX
eixξ
[
aX(x, ξ)− ̂˜aM(x, ξ)]û(ξ) dξ. (9)
Here û(ξ) denotes the Fourier transform in x of u(x, y).
Globally on M the operator σ̂ is defined using the local expressions Aα, Bα:
σ̂u =
∑
α
ψ′α(Aα +Bα)(ϕ
′
αu). (10)
by a partition of unity χ′α on X subordinate to the atlas {Uα} and functions ψ
′
α supported
in Uα with the property ψ′αχ
′
α = χ
′
α.
Remark 2. If σ = (a, a|pi∗T ∗X) corresponds to a smooth symbol as in Example 2, then
σ̂ is just the usual ψDO on M with symbol a. On the other hand, for a family B as in
Example 1 consider the symbol σ = (σ(B), B). Then one can prove that σ̂ = B.
The quantization formula (7) resembles the formula for operators with discontinuous
symbols on the circle, see [5].
Theorem 1. σ̂ extends to a bounded operator in Sobolev spaces Hs(M), s ∈ R
σ̂ : Hs(M)→ Hs(M).
Proof. 1) The continuity in Hs(M) of the first component (8) corresponding to the prin-
cipal symbol was proved already in [6]. It was shown that no regularity of the symbol in
covariables is required to obtain continuity in Sobolev spaces (for all s). Moreover, the
norm of an operator with symbol a(x′, ξ′) in Hs(M) is bounded by the maximum of a
finite number of derivatives in the geometric variables:
max
|α|≤N
sup
(x′,ξ′)∈T ∗M
∣∣∂αx′a(x′, ξ′)∣∣, (11)
up to a constant depending only on s (the order N of the derivatives also depends on s).
2) The continuity of operator (9) with operator-valued symbol in L2 follows from the
paper [7]. In this case the L2-norm is also bounded by estimates of the form (11), where a
is replaced by the corresponding operator-valued symbol and the absolute value is replaces
by the operator norm.
3) Let us prove that the term (9) defines a bounded operator in the Sobolev spaces.
By interpolation it suffices to prove the boundedness for s = ±2m, m ∈ N.
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If s = 2m then according to Theorem 7 of the Appendix an operator
q̂X : C
∞(M)→ C∞(M)
with operator-valued symbol qX(x, ξ) ∈ Ψ
−1(Yx)
qX = aX − ̂˜aM
acts continuously in H2m(M) if the composition
(△Y + ξ
2)mqX(x, ξ)(△Y + ξ
2)−m : C∞(Y )→ C∞(Y ) (12)
is uniformly bounded in L2(Y ), where △Y is a positive Laplacian on Y .
The corresponding estimate
‖(ξ2 +△Y )
mqX(x, ξ)(ξ
2 +△Y )
−m‖L2(Y )→L2(Y ) ≤ C
can be proved using a decomposition of the commutator[
(△Y + ξ
2)m, qX
]
=
∑
−2≤j≤2m−2
aj(x, ξ), (13)
where the component aj has order j and its norm in the spaces
aj(x, ξ) : H
s(Y ) −→ Hs−j(Y )
is bounded by (1 + |ξ|)2m−2−j. This decomposition can be proved by induction.
Using this decomposition, we can estimate each of the terms:
‖aj(x, ξ)(ξ
2 +△Y )
−m‖L2(Y )→L2(Y ) ≤ ‖aj‖Hj(Y )→H0(Y ) · ‖(△Y + ξ
2)−m‖H0(Y )→Hj(Y ).
Thus, we obtain
‖aj(x, ξ)(ξ
2 +△Y )
−m‖L2(Y )→L2(Y ) ≤ (1 + |ξ|)
2m−2−j ·max
(
(1 + |ξ|)−2m+j, (1 + |ξ|)−2m
)
.
This expression is clearly uniformly bounded.
The remaining case s = −2m can be considered similarly.
3 Operator algebra
Theorem 2. The following composition formula is valid
σ̂1σ̂2 = σ̂1σ2 +K,
where σ1, σ2 ∈ Σ(M,pi) are symbols, while the error term K is a compact operator in all
spaces Hs(M). Moreover, if σ1 ∈ Σ0 then K has order −1 in the scale.
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The proof of this theorem is done in the Appendix.
Definition 5. Denote by Ψ0(M,pi) the space of operators of the form
σ̂ +K : C∞(M) −→ C∞(M),
where operator K extends to a compact operator in the scale Hs(M).
The composition formula enables us to prove the following result.
Theorem 3. 1) Ψ0(M,pi) is an algebra.
2) The subalgebra Ψ0 ⊂ Ψ
0(M,pi) generated by ψDO’s on M , families of ψDO’s in
the fibers and compact operators is dense in Ψ0(M,pi) with respect to operator norm in
Hs(M).
3) The norm, modulo compact operators, is equal to
inf
k∈K(L2(M))
‖σ̂ + k‖ = max
(
sup
(x,y,ξ,η)∈S∗M\pi∗S∗X
∣∣aM(x, y, ξ, η)∣∣, max
(x,ξ)∈S∗X
‖aX(x, ξ)‖
)
, (14)
where K(L2(M)) denotes the ideal of compact operators.
Proof. 1) This straightforwardly follows from Theorem 2.
2) Suppose that σ̂ ∈ Ψ0(M,pi). According to Proposition 1 its symbol σ can be
approximated by a symbol σε ∈ Σ0. Then by Theorem 2 and Remark 2 we have σ̂ε ∈ Ψ0.
On the other hand, the difference σ̂ − σ̂ε = σ̂ − σε has a small symbol. Thus, its norm is
small. This proves that Ψ0 is dense in Ψ
0(M,pi).
3) By virtue of the second part of the theorem, it suffices to prove the estimate for
σ̂ ∈ Ψ0 and σ = (aM , aX).
Let us first prove the estimate from below. Suppose that (x0, y0, ξ0, η0) ∈ T
∗M\pi∗T ∗X .
Then we choose a sequence of smooth functions
un(x, y, t) = e
it(xξ0+yη0)χn(x, y),
where ‖χn‖L2(M) = 1 and χn is supported in a ball of radius 1/n around (x0, y0).
Since σ̂ ∈ Ψ0, it has the form (modulo a compact operator)
σ̂ =
∑
α
∏
β
AαβBαβ, (15)
where Aαβ are ψDO’s on M and Bαβ are families of ψDO’s in the fibers as in Example 1.
Then as t tends to infinity we obtain
Aαβun = σ(Aαβ)(x, y, ξ0, η0)un +O
(
1
t
)
,
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Bαβun = σ(Bαβ)(x, y, η0)un +O
(
1
t
)
,
according to the Ho¨rmander’s definition of pseudodifferential operators.
Hence, as t→∞ we obtain
σ̂un = aM(x, y, ξ0, η0)un +O
(
1
t
)
.
On the other hand, un weakly converges to zero as t→∞. Thus, for a compact operator
K we have Kun → 0. Therefore,
(σ̂ +K)un = aM(x0, y0, ξ0, η0)un + uε +O
(
1
t
)
+Kun,
where uε = (aM(x, y, ξ, η)− aM(x0, y0, ξ0, η0))un, and for n large we have ‖uε‖ < ε. For t
large this yields
‖(σ̂ +K)un‖L2(M) ≥ |aM(x0, y0, ξ0, η0)| · ‖un‖L2(M) − ε.
Since ε can be chosen arbitrarily small and (x0, y0, ξ0, η0) and K are also arbitrary, we
have the desired estimate of the norm modulo compact operators
inf
K
‖σ̂ +K‖ ≥ sup
(x,y,ξ,η)∈T ∗M\pi∗T ∗X
|aM(x, y, ξ, η)|.
Let us prove the second part of the lower estimate that deals with the operator symbol.
For (x0, ξ0) ∈ S
∗X and v ∈ C∞(Yx0) consider the sequence
un(x, y) = e
ixξ0tv(y)χn(x),
where χn(x), ‖χn‖L2(X) = 1 is a function on the base X supported in a ball of radius 1/n
around x0.
For σ̂ as in (15), we obtain
Aαβun = σ(A)(x, y, ξ0, 0)un +O
(
1
t
)
,
and
Bαβun = Bαβun.
By an argument similar to the previous part of the proof, we obtain
inf
k∈K(L2(M))
‖σ̂ + k‖ ≥ max
(x,ξ)∈S∗X
‖aX(x, ξ)‖L2(Yx)→L2(Yx).
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We now prove the estimate from above. This is done following the standard scheme
(see, e. g. [8]).
Let us denote by ‖σ‖ the norm of the symbol σ = (aM , aX), as defined by the right
hand side of (14). Fix a constant C > ‖σ‖. Then C2 − σ∗σ is self-adjoint and positive
symbol. Denote by σ0 its positive square root
C2 − σ∗σ = σ20 .
Let us now approximate σ0 by a symbol σε ∈ Σ0. Thus, according to the composition
formula, we have for the corresponding operators
C2 − σ̂∗σ̂ = σ̂∗ε σ̂ε +K−1 +Nε,
where K−1 is a compact operator of order −1 in the Sobolev scale and Nε has norm less
than ε. This formula gives the following estimate
‖σ̂u‖2L2(M) ≤ C
2‖u‖2L2(M) + ‖K−1u‖L2(M) · ‖u‖L2(M) + ε‖u‖
2
L2(M). (16)
Denote by Rε the smoothing operator on L
2(M) with symbol
σ(Rε)(x, y, ξ, η) =
{
0, for |ξ|2 + |η|2 > 2/ε,
1, for |ξ|2 + |η|2 < 1/ε.
It is a compact operator and the following estimates are valid (see [8])
‖u−Rεu‖L2(M) ≤ ‖u‖L2(M) and ‖u− Rεu‖H−1(M) ≤ c(ε)‖u‖L2(M), (17)
where c(ε)→ 0 as ε→ 0. Then (16) and (17) give the desired estimate:
‖σ̂(u− Rεu)‖
2
L2(M) ≤ C
2‖u‖2L2(M) + C(ε)‖u‖
2
L2(M)
with C(ε)→ 0 as ε→ 0. Hence, if we take the compact operator k = σ̂Rε, this yields for
the infinum of the norm the following estimate
inf
k∈K(L2(M))
‖σ̂ + k‖ ≤ ‖σ‖
as desired.
Theorem is proved.
Denote by Ψ
0
(M,pi) the closure of Ψ0(M,pi) with regard for the operator norm in
L2(M). The next result describes the corresponding Calkin algebra.
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Corollary 1.
Ψ
0
(M,pi)/K ≃ Σ(M,pi),
where K denotes the ideal of compact operators and Σ(M,pi) is the completion of the
symbolic algebra Σ(M,pi) with respect to the norm ‖ · ‖. In more detail, the completion is
a subalgebra
Σ(M,pi) ⊂ C(S∗M \ Upi∗S∗X)⊕ C(S
∗X,Ψ
0
(Y )),
consisting of compatible pairs (aM , aX):
Σ(M,pi) =
{
aM ⊕ aX
∣∣ aM ∣∣∂Upi∗S∗X = σ(aX)},
where Upi∗S∗X denotes an open tubular neighborhood of pi
∗S∗X in S∗M and Ψ
0
(Y ) is the
norm closure of the algebra of pseudodifferential operators of order zero in the fibers.
The proof of the corollary follows easily from the estimate modulo compact operators.
The description of the Calkin algebra enables us to state the Fredholm criterion.
Corollary 2. σ̂ ∈ Ψ0(M,pi) is a Fredholm operator in Sobolev spaces if and only if σ is
invertible.
Proof. The “if” part follows from the composition formula: the parametrix is given by
σ̂−1. The “only if” part is proved as follows. Let us assume at first that s = 0. Suppose
that σ̂ is a Fredholm operator in L2(M) with a left quasiinverse A:
Aσ̂ = 1 +K1.
Then this gives an apriori estimate
‖u‖ ≤ C‖σ̂u‖+ ‖K1u‖.
If we substitute in this inequality the sequence un(t), as in the proof of Theorem 3, we
obtain, choosing n big enough and letting t→∞, that
1 ≤ C1|σM(x0, y0, ξ0, η0)|
and a similar estimate for the operator symbol
1 ≤ C2‖σX(x0, ξ0)‖
(these estimates can be obtained choosing approximations of σ̂ by elements of the subal-
gebra Ψ0). Thus, the symbol is monomorphic. Passing to the adjoint operator, one proves
the surjectivity.
Therefore, the symbol of a Fredholm operator is an isomorphism. The ellipticity
of Fredholm operators in Hs(M), s 6= 0 can be proved along the same lines using the
compositions △
s/2
M σ̂△
−s/2
M .
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Remark 3. A generalization of the composition formula and the finiteness theorem to
operators acting in the sections of some vector bundles over M is rather standard and is
left to the reader, e. g. see [3].
4 Elliptic Theory in subspaces
Let us consider operators
D : ImP1 −→ ImP2 (18)
acting in subspaces defined by projections
P1 : C
∞(M,E) −→ C∞(M,E), P2 : C
∞(M,F ) −→ C∞(M,F ),
where E, F are vector bundles overM . We suppose that P1,2 belong to the algebra defined
in previous sections: P1,2 ∈ Ψ
0(M,pi) and operator D is a restriction of some operator D˜
D˜ : C∞(M,E) −→ C∞(M,F ),
also from our algebra: D˜ ∈ Ψ0(M,pi).
Theorem 4. Operator (18) defines a Fredholm operator in Sobolev spaces if and only if
the following two conditions are satisfied:
1) the principal symbol
σM(D) : Im σM (P1)→ Im σM (P2)
is invertible over S∗M \ pi∗S∗X;
2) the operator symbol
σX(D) : Im σX(P1)→ Im σX(P2)
is invertible over S∗X.
Remark 4. In more detail, these conditions require that the principal symbol is a vector
bundle isomorphism and the operator symbol is an invertible family of operators in sub-
spaces defined by pseudodifferential projections (see, e. g., [9]). Let us also mention that
the symbol of a projection is a projection itself.
Proof. If the two symbols are invertible then the parametrix has the form:
D−1 = P1σ̂−1 : ImP2 −→ ImP1,
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where σ = (σM (D), σX(D)) is the symbol of D. The fact that the differences D
−1D − 1
and DD−1 − 1 are compact operators follows from the composition formula.
Let us prove the “only if” part. If D is a Fredholm operator, then the direct sum
ImP1 ⊕ ImP
⊥
1
D∗D⊕1
−→ ImP1 ⊕ ImP
⊥
1
also has the Fredholm property. Moreover, there is an obvious isomorphism
ImP1 ⊕ ImP
⊥
1 ≃ H
s(M,E).
Hence, D∗D⊕ 1 is an elliptic operator and its symbol has trivial kernel. The surjectivity
of the symbol is proved along the same lines using the composition DD∗.
Remark 5. Consider a subclass of elliptic operators in subspaces (18), where both pro-
jections P1, P2 correspond to families of pseudodifferential projections in the fibers. Then
for the identity map pi = id : M → M we obtain the usual operators on vector bundle
sections over M , while for the collapsing map pi : M → pt this construction gives the
class of operators acting in subspaces defined by pseudodifferential projections (see [9]).
5 Boundary value problems on manifolds with fibered
boundary
1. Main definitions. Consider M a compact smooth manifold with boundary
denoted by ∂M . Assume that ∂M is the total space of a locally trivial fiber bundle
pi : ∂M −→ X
with a compact base X and a compact fiber Y as in the previous sections.
On M we consider an elliptic differential operator
D : C∞(M,E) −→ C∞(M,F )
of order d. To define the boundary conditions for D, we introduce the operator
j : C∞(M,E) −→ C∞(M,E
∣∣d
∂M
),
that maps a function to its jet of order d in the normal direction to the boundary:
ju =
(
u
∣∣
∂M
,−i
∂
∂t
u
∣∣∣∣
∂M
, . . . ,
(
−i
∂
∂t
)d−1
u
∣∣∣∣
∂M
)
.
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Here t ≥ 0 denotes the normal coordinate near the boundary. We consider boundary
value problems of the following form:{
Du = f, u ∈ C∞(M,E), f ∈ C∞(M,F ),
Bju = g ∈ ImP, ImP ⊂ C∞(∂M,G), G ∈ Vect (∂M),
(19)
where the subspace ImP in the space of sections of a vector bundle G is defined by a
family of pseudodifferential projections over X acting on functions in the fibers of pi.
If D is a first-order operator, then the boundary condition B is assumed to be an
element of the algebra Ψ0(∂M, pi). For operators of higher order the boundary condition
is more complicated. In this case it has d components
B : C∞(∂M,E
∣∣d
∂M
)→ C∞(∂M,G)
and is defined as a composition
B = (B0, B1△
−1/2
∂M , . . . , Bd−1△
− d−1
2
∂M ),
where △∂M is a positive Laplacian on ∂M and the components Bj belong to Ψ0(∂M, pi).
Remark 6. This construction reduces to some well-known classes of boundary value
problems for special types of projections pi:
1) pi = id : ∂M → ∂M . In this case we obtain classical boundary value problems;
2) pi : ∂M → pt. This gives boundary value problems in subspaces (see [10]);
3) pi : ∂M → X and pi is a covering. This gives a class of nonlocal boundary value
problems studied in [2].
2. Finiteness theorem. The ellipticity condition of a boundary value problem for
D is formulated in terms of a special vector bundle
L+(D) ∈ Vect(S
∗∂M)
defined as a subbundle in the pull-back of E
∣∣d
∂M
to S∗∂M and generated by the Cauchy
data at t = 0 of functions u(t) satisfying the ordinary differential equation
σ(D)
(
x′, 0, ξ′,−i
d
dt
)
u(t) = 0, (x′, ξ′) ∈ S∗∂M,
that remain bounded as t → +∞ (see [11]). By L̂+(D) let us denote some subspace in
C∞(∂M,E
∣∣d
∂M
) that is defined by a pseudodifferential projection Q on ∂M with sym-
bol projecting on the subbundle L+(D) ⊂ E
∣∣d
∂M
along the complementary subbundle
L−(D) corresponding to solutions decreasing at −∞. Projections Q are called Calderon
projections for D.
The following Fredholm criterion is valid for boundary value problems (19).
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Theorem 5. Boundary value problem (19) defines a Fredholm operator for s > d/2
(
D
Bj
)
: Hs(M,E) −→
Hs−d(M,F )
⊕
P Hs−1/2(∂M)
if and only if two conditions are satisfied:
1) the principal symbol of B is invertible on S∗∂M \ pi∗S∗X
σ∂M (B) : Im σ∂M (Q) −→ Im σ(P );
2) the operator symbol of B is invertible on S∗X:
σX(B) : Im σX(Q) −→ ImP.
Here Q is a Calderon projection for D and for d > 1 we denote by σ∂M (B) and σX(B)
the symbols of the tuple (B0, . . . , Bd−1).
Remark 7. It should be noted that the conditions of the theorem use only the principal
symbol σ(D), symbol of B and the projection P .
Proof. By the results of [10], the boundary value problem has the Fredholm property if
and only if an operator on the boundary
(B0, B1, . . . , Bd−1)|ImQ : ImQ→ ImP
has the Fredholm property. We apply the Fredholm criterion stated in Theorem 4 to this
operator in subspaces.
This readily shows that conditions 1) and 2) of the present theorem are necessary and
sufficient for the Fredholm property to be valid.
Example 3. (Elliptic boundary value problem for the Hirzebruch operator). Let M4k
be an oriented 4k-dimensional manifold with boundary. Suppose that the boundary is a
product
∂M = Xev × Y odd.
In a neighborhood of the boundary choose a metric corresponding to the Cartesian product
[0, 1)×X × Y . Consider the Hirzebruch operator
DM = d+ δ : Λ
+(M) −→ Λ−(M)
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onM , where d and δ are the exterior derivative and its adjoint and Λ±(M) are the spaces
of dual and antiselfdual forms on M (e. g., see [12]). Then near the boundary DM can be
represented in the form
∂
∂t
+
(
DY D
∗
X
DX −DY
)
, (20)
where DX denotes the Hirzebruch operator on X
DX : Λ
+(X) −→ Λ−(X)
and DY denotes the odd analog of the Hirzebruch operator on Y (see [13]):
DY : Λ
∗(Y ) −→ Λ∗(Y ),
DY = τ(dY + δY ), τ
∣∣
Λp(Y )
= i(dimY +1)/2+p(p−1)∗, τ 2 = id.
It is elliptic and self-adjoint. Denote by Π+
Π+ : Λ
∗(Y ) −→ Λ∗(Y )
the nonnegative spectral projection of DY and Π− denote the complementary projection.
Consider the boundary value problem
[
∂
∂t
+
(
DY D
∗
X
DX −DY
)](
u
v
)
=
(
f1
f2
)
,
Π+u
∣∣
∂M
= g1 ∈ ImΠ+,
Π−v
∣∣
∂M
= g2 ∈ ImΠ−.
(21)
Proposition 2. Boundary value problem (21) has the Fredholm property.
Proof. 1) According to Theorem 5, it suffices to check the invertibility of the corresponding
principal and operator symbols.
2) An elementary computation shows that the principal symbol of the Calderon pro-
jection Q on S∗∂M is the matrix
σ∂M (Q) =
1
2
(
1 + σ(DY ) σ
∗(DX)
σ(DX) 1− σ(DY )
)
.
Hence, the operator symbol of the Calderon projection is
σX(Q) =
1
2
(
1 σ∗(DX)
σ(DX) 1
)
.
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We need to prove that the two maps
Im σ∂M(Q)
pi+⊕pi−
−→ Im(pi+ ⊕ pi−),
Im σX(Q)
Π+⊕Π−
−→ ImΠ+ ⊕ ImΠ−
are isomorphisms (here pi± denote the principal symbols of Π±). To prove that the two
maps are isomorphisms one can compute their compositions with the maps in the opposite
direction
Im(pi+ ⊕ pi−)
σ∂M (Q)
−→ Im σ∂M (Q),
ImΠ+ ⊕ ImΠ−
σX(Q)
−→ Im σX(Q).
An explicit computation shows that the compositions
(pi+ ⊕ pi−)σ∂M (Q), σ∂M (Q)(pi+ ⊕ pi−), (Π+ ⊕Π−)σX(Q), σX(Q)(pi+ ⊕ pi−)
have trivial kernels. Thus, the boundary value problem (21) satisfies the assumptions of
Theorem 5 and, consequently, has the Fredholm property.
6 Topological obstruction
There is an obstruction to define a Fredholm boundary value problem for a given
elliptic operator D on M .
Theorem 6. Suppose that an elliptic differential operator D onM has a Fredholm bound-
ary value problem of the form (19). Then the principal symbol σ(D) at the boundary has
the following property
pi![σ(D)|∂M ] = 0, (22)
where
[σ(D)|∂M ] ∈ K(T
∗∂M × R) ≃ K1(T ∗∂M)
is the difference construction and
pi! : K
1(T ∗∂M) → K1(T ∗X)
is the direct image mapping in K-theory under the projection pi.
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Proof. 1) Let (D,B, P ) be an elliptic boundary value problem for D. This means that
there is a Fredholm operator
(B0, B1, . . . , Bd−1) : ImQ→ ImP, (23)
where Q denotes a Calderon projection as previously.
The existence of a Fredholm isomorphism (23) implies that the symbols of the two
subspaces ImQ and ImP are homotopic.
More precisely, consider both Q and P as projections in the direct sum
C∞(∂M,E
∣∣d
∂M
)⊕ C∞(∂M,G).
Then the homotopy of the principal symbols is defined as
q∂M,ϕ = σ(Q) cos
2 ϕ+ σ(P ) sin2 ϕ+ 2σ(P )σ∂M(B)σ(Q) sinϕ cosϕ (24)
and a similar formula is valid for the operator symbol
qX,ϕ = σX(Q) cos
2 ϕ+ P sin2 ϕ+ 2PσX(B)σX(Q) sinϕ cosϕ. (25)
This is a homotopy of compatible symbols and we obviously have at ϕ = 0
q∂M,0 = σ(Q), qX,0 = σX(Q)
and for ϕ = pi/2
q∂M,pi/2 = σ(P ), qX,pi/2 = P.
2) On the other hand, let us represent the topological invariant in (22) in analytic
terms. It is well known that the element [σ(D)|∂M ] ∈ K
1(T ∗∂M) can be expressed in
terms of the symbol of the Calderon projection for D:
[σ(D)|∂M ] =
[
(2σ(Q)(x, y, ξ, η)− 1)
√
ξ2 + η2 + iτ
]
∈ K(T ∗∂M × R), (26)
where the coordinates correspond to the fibration pi : ∂M → X and τ ∈ R denotes an
additional variable. The element is understood in the sense of the difference construction,
since it is an isomorphism outside a compact set.
Let us represent the element in Eq. (26) as the difference construction in the sense of
[3] for a family of elliptic operators in the fibers, where the parameter space is the product
T ∗X × R. More precisely, we will define a family of elliptic operators parametrized by
B(T ∗X × R), where B denotes the unit ball bundle. The family will turn out to be
invertible over the spherical bundle S(T ∗X × R). Therefore, its analytic index is in the
following relative group
K(B(T ∗X × R), S(T ∗X × R)) ≃ K(T ∗X × R).
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The desired family of elliptic operators denoted by D(x, ξ, τ) for the parameters
(x, ξ, τ) ∈ B(T ∗X × R) corresponds to a family of symbols[
2σ(Q)
(
x, y, ξ,
η
|η|
(
1− ξ2 − τ 2
))
− 1
](
|ξ|+ 1− (ξ2 + τ 2)
)
+ iτ. (27)
The invertibility of this symbol for ξ2 + τ 2 ≤ 1 can be verified by an explicit computa-
tion. It is clear that on the unit spheres for ξ2 + τ 2 = 1 this symbol is a vector bundle
isomorphism independent of η:(
2σ(Q)(x, y, ξ, 0)− 1
)
|ξ|+ iτ.
Hence, the difference construction for the family of elliptic symbols (27) is an element
of the group K(T ∗∂M × R).
One can show that this difference construction for the family D(x, ξ, τ) coincides with
element (26). Hence, by the Atiyah–Singer formula for families we obtain the desired
expression in analytic terms:
pi!
[
σ(D)
∣∣
∂M
]
= ind
[
D(·, ·, ·)
]
∈ K1(T ∗X), (28)
where
D(x, ξ, τ) =
[
2σ(Q)
(
x, y, ξ,
η̂
|η|
(
1− ξ2 − τ 2
))
− 1
](
|ξ|+ 1− (ξ2 + τ 2)
)
+ iτ (29)
and the hat means that we have a family of operators in the fibers.
We will show that this family of elliptic operators is homotopic to an invertible family.
Therefore, the index is zero in this case.
Denote by Q(ξ, τ) the following family of pseudodifferential operators in the fibers
Q(ξ, τ) = σ(Q)
(
x, y, ξ,
η̂
|η|
(
1− ξ2 − τ 2
))
.
On the sphere ξ2 + τ 2 = 1 for ξ 6= 0 this is a family of projections, while for other values
of the parameters Q(ξ, τ) is only an almost-projection. One can verify that this property
implies that (29) is elliptic on B(T ∗X ×R) and invertible on S(T ∗X ×R). Let us define
the homotopy Dϕ(x, ξ, τ) by changing this family Q(ξ, τ) only:
Dϕ(x, ξ, τ) =
(
2Qϕ(ξ, τ)− 1
)(
|ξ|+ 1− (ξ2 + τ 2)
)
+ iτ, (30)
such that Qϕ(ξ, τ) satisfies the above mentioned property. The homotopy Qϕ(ξ, τ), ϕ ∈
[0, pi/2] is defined on the spheres as
Qϕ(ξ, τ) = qX,ϕ
(
ξ
|ξ|
)
, for ξ2 + τ 2 = 1,
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(the family qX,ϕ was defined in (25)), while inside the balls for ξ
2 + τ 2 < 1 it suffices to
define a homotopy of the corresponding symbols:
σ(Qϕ)(ξ, τ) = q∂M,ϕ
(
ξ, η(1− ξ2 − τ 2)
)
,
(the principal symbols q∂M,ϕ were defined in (24)). For brevity we omit the geometric
variables x, y in the formulas.
One can verify that for this choice of Qϕ the operator in (30) is elliptic for ξ
2+ τ 2 ≤ 1
and is an isomorphism for ξ2 + τ 2 = 1.
At the end of the homotopy for ϕ = pi/2 the operator Qϕ(ξ, τ) is a pseudodifferential
projection that does not depend on ξ and τ . Hence, for ϕ = pi/2 the family Dϕ(x, ξ, τ) is
invertible on the entire space B(T ∗X × R). Together with (28) this yields the desired:
pi!
[
σ(D)
∣∣
∂M
]
=
[
indDpi
2
(·, ·, ·)
]
= 0.
Example 4. Similar to Example 3, suppose that ∂M4k = Xodd × Y ev and consider the
projection
Xodd × Y ev
pi
−→ Xodd
with an even-dimensional fiber Y ev.
Now the Hirzebruch operator DM acquires the form
∂
∂t
+
(
DX D
∗
Y
DY −DX
)
.
In contrast with the previous Example 3, the obstruction does not vanish in this case.
Lemma 1.
pi![σ(D)
∣∣
∂M
] = indDY [σ(DX)] ∈ K
1(T ∗X).
Proof. This follows from the index formula for families.
According to this Lemma, the Hirzebruch operator has no Fredholm boundary value
problems if indDY 6= 0. When indDY = 0, consider a boundary value problem
[
∂
∂t
+
(
DX D
∗
Y
DY −DX
)](
u
v
)
=
(
f1
f2
)
,
u
∣∣
∂M
+D∗Y (△Y + 1)
−1v
∣∣
∂M
= g.
(31)
Proposition 3. Boundary value problem (31) has the Fredholm property.
Proof. The check of the ellipticity of the boundary condition is similar to the one in
Example 3 and is left to the reader.
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7 Appendix
In this appendix we prove two important technical results. First, we establish the
boundedness in the Sobolev spaces for a class of operators with operator-valued symbols.
Second, we prove the composition formula from Section 3.
Theorem 7. Suppose that an operator-valued symbol p̂ (x, ξ) ∈ Ψd (Y ) of order d is de-
fined for x ∈ Rn, vanishes outside a compact set and satisfies the estimates∥∥∥(1 + ∆X)N (∆Y + ξ2)(s−d)/2 p̂ (x, ξ) (∆Y + ξ2)−s/2∥∥∥
L2(Y )→L2(Y )
≤ Cp (32)
uniformly in x and ξ for some N > (n + |s− d|) /2. Then the operator
P : C∞ (Rn × Y )→ C∞ (Rn × Y )
with operator-valued symbol p̂ extends to an operator of order d in the Sobolev spaces and
an estimate of its norm is valid
‖P‖Hs(Rn×Y )→Hs−d(Rn×Y ) ≤ Cp · C (s, d) ,
where the constant C (s, d) does not depend on the operator.
Proof. Let us estimate the norm ‖Pu‖Hs−d(Rn×Y ) . In terms of the Fourier transform in x
this norm can be represented as
‖Pu‖2Hs−d(Rn×Y ) =
∥∥∥(∆Y + ζ2)(s−d)/2 P̂ u (ζ)∥∥∥2
L2(Rn,L2(Y ))
.
Since
Pu =
∫
eixξp̂ (x, ξ) û (ξ) dξ,
we obtain that
P̂ u (ζ) =
∫ ˜̂p (ζ − ξ, ξ) û (ξ) dξ,
where ˜̂p denotes the Fourier transform in x of the operator symbol. Using this expression,
we obtain
‖Pu‖2Hs−d(Rn×Y ) =
∥∥∥∥∫ (∆Y + ζ2)(s−d)/2 ˜̂p (ζ − ξ, ξ) û (ξ) dξ∥∥∥∥2
L2(Rn,L2(Y ))
.
This shows that ‖Pu‖2Hs−d(Rn×Y ) is equal to∥∥∥∥∫ (∆Y + ζ2)(s−d)/2 ˜̂p (ζ − ξ, ξ) (∆Y + ξ2)−s/2 (∆Y + ξ2)s/2 û (ξ) dξ∥∥∥∥2
L2(Rn,L2(Y ))
. (33)
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Let us now estimate the norm of the product in this formula. Consider first the term
A(ξ, ζ) =
∥∥∥∥∥
(
∆Y + ζ
2
∆Y + ξ2
)(s−d)/2 (
∆Y + ξ
2
)(s−d)/2 ˜̂p (ζ − ξ, ξ) (∆Y + ξ2)−s/2
∥∥∥∥∥
L2(Y )→L2(Y )
.
The estimate (32) of the theorem implies that
A(ξ, ζ) ≤ Const
∥∥∥∥∥
(
∆Y + ζ
2
∆Y + ξ2
)(s−d)/2∥∥∥∥∥
L2(Y )→L2(Y )
· Cp
1(
1 + |ζ − ξ|2
)N .
On the other hand, the first term can be estimated by a Peetre type inequality∥∥∥∥∥
(
∆Y + ζ
2
∆Y + ξ2
)(s−d)/2∥∥∥∥∥
L2(Y )→L2(Y )
≤ Const
(
1 + |ζ − ξ|2
)|s−d|/2
.
Thus, the term A(ξ, ζ) is estimated as
A(ξ, ζ) ≤ Const · Cp
1(
1 + |ζ − ξ|2
)N−|s−d|/2 .
We are now in a position to estimate (33)
‖Pu‖2Hs−d(Rn×Y ) ≤
∥∥∥∥∫ A (ξ, ζ)∥∥∥(∆Y + ξ2)s/2 û (ξ)∥∥∥
L2(Y )
dξ
∥∥∥∥2
L2(Rn)
.
This gives
‖Pu‖2Hs−d(Rn×Y ) ≤ Const · Cp ‖u‖
2
Hs(Rn×Y ) ·
∫
dζ(
1 + |ζ |2
)N−|s−d|/2 ,
where, for N > (n+ |s− d|) /2 the last integral converges. This proves the boundedness
of P and the corresponding norm estimate.
Proof of the composition formula. The rest of the appendix contains the proof
of the composition formula
σ̂1σ̂2 ≡ σ̂1σ2
for two symbols σ1, σ2 ∈ Σ(M,pi). The comparison is valid modulo a compact operator
in the scale of Sobolev spaces.
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Lemma 2. If the composition formula is valid for all σ1 ∈ Σ0, σ2 ∈ Σ(M,pi). Then it is
true in general.
Proof. Consider a pair of symbols σ1, σ2 ∈ Σ(M,pi). Choose an approximation of σ1 by an
element σε of the dense subalgebra Σ0 ⊂ Σ(M,pi) (see Proposition 1). Then the difference
of the corresponding operators is denoted by
Aε = σ̂1 − σ̂ε
and has norm less than ε in any given Sobolev space, provided the approximation is chosen
appropriately. Thus, we obtain
σ̂1σ̂2 = (σ̂ε + Aε)σ̂2.
By the assumption of the Lemma we have
(σ̂ε + Aε)σ̂2 = σ̂εσ2 + Aεσ̂2 +Kε
(here Kε is a compact operator). Hence,
σ̂1σ̂2 = σ̂1σ2 + Aεσ̂2 + σ̂
′ +Kε,
where σ′ denotes the symbol (σε−σ1)σ2 with a small norm. As we let ε→ 0, this equality
shows that the difference
σ̂1σ2 − σ̂1σ̂2
is a norm limit of a family of compact operators Kε. Therefore, the difference is compact
as well.
Lemma 3. The composition formula is valid for all symbols σ1 ∈ Σ0, σ2 ∈ Σ(M,pi).
Moreover, the error term has order −1 in the Sobolev spaces.
Proof. Obviously, it is sufficient to prove the formula when σ1 either corresponds to an
operator with a smooth symbol or a family of pseudodifferential operators in the fibers.
We consider the two possibilities separately.
1) Let
σ1 = (a(x, y, ξ, η), a(x, y, ξ, 0))
correspond to a smooth symbol a(x, y, ξ, η) and σ2 = (pM , pX) be a general symbol. The
composition of the corresponding operators has the form
â
(
p̂+
̂
pX − ̂˜pM)).
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The desired composition formula will be proved if we show that
âp̂M ≡ âpM (34)
and for a compact operator-valued symbol qX = pX − ̂˜pM a similar comparison is valid
âq̂X ≡ ̂˜aqX . (35)
a) To prove (34) we have to show that the usual composition formula for ψDO’s onM
remains valid in this case (since the expressions for the operators in (34) do not contain
additional operator-valued components).
The usual proof of the composition formula (e.g., see [14], p. 32) can be repeated
verbatim to establish (34). Moreover, the composition formula is valid modulo an operator
of order −1 in the scale of Sobolev spaces.
b) To prove (35) let us represent operator â as an operator on X with an operator-
valued symbol (see [7]):
a′(x, ξ) = a
(
x, y, ξ,−i
∂
∂y
)
: L2(Yx) −→ L
2(Yx).
Let us first prove that the composition formula is satisfied modulo a compact operator in
L2(M). From the composition formula for operators with operator-valued symbols (see
[7]) we obtain
âq̂X − â′qX ≡ 0. (36)
On the other hand, the right-hand side of the desired formula (35) in this case is equal tô˜a qX .
To prove that the two expressions â′qX and ̂˜a qX differ by a compact operator, it
suffices to show (see [7]) that the L2-norm of the compact operator-valued symbol[
a
(
x, y, ξ,−i
∂
∂y
)
− a
(
x, y, ξ, 0
)]
qX(x, ξ) (37)
tends to zero as |ξ| → ∞. Indeed, the symbol of the operator in the square brackets is
equal to a(x, y, ξ, η)− a(x, y, ξ, 0) and can be estimated as:
|a(x, y, ξ, η)− a(x, y, ξ, 0)| ≤ C
|η|
|ξ|+ |η|+ 1
.
A similar estimate is valid for the derivatives in y (with a possibly different constant C).
From this estimate it follows that the norm of the corresponding operator is estimated
as follows ∥∥∥∥a(x, y, ξ,−i ∂∂y
)
− a
(
x, y, ξ, 0
)∥∥∥∥
H1(Yx)→H0(Yx)
≤
C ′
1 + |ξ|
.
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Hence, the norm of the symbol (37) in L2 is bounded by:∥∥∥∥[a(x, y, ξ,−i ∂∂y
)
− a
(
x, y, ξ, 0
)]
· qX(ξ)
∥∥∥∥
L2(Yx)→L2(Yx)
≤
‖qX‖L2(Yx)→H1(Yx) ×
∥∥∥∥a(x, y, ξ,−i ∂∂y
)
− a
(
x, y, ξ, 0
)∥∥∥∥
H1(Yx)→L2(Yx)
≤
C ′′
1 + |ξ|
.
Hence, it tends to zero as desired. This proves that the composition formula is valid in
this case modulo a compact operator in L2(M). However, we need to prove a stronger
statement that the error term has order −1 in the Sobolev scale. To prove this, it suffices
to show that the difference in (36) and the operator with symbol (37) have order −1.
First, similar to the proof of Theorem 1, one can obtain for the symbol in (37) the
estimate of the form∥∥∥(√∆Y + |ξ|)s+1(a′ − a˜)qX(√∆Y + |ξ|)−s∥∥∥
L2(Yx)→L2(Yx)
≤ C
and a similar estimate for its derivatives in x. Thus, similar to the Theorem 7, this proves
that the symbol (a′ − a˜)qx gives an operator of order −1 in the Sobolev scale.
Second, to estimate the difference (36) one should estimate the corresponding error
term in the composition formula (e.g., see [14], p. 32). This can also be done. The details
are left to the reader.
2) Let us now verify the composition formula for a symbol
σ1 = (b(x, y, η), B(x))
of a family of operators B(X) in the fibers and σ2 = (pM , pX) as before. In this case
the proof of the composition formula amounts to verifying the two comparisons (here
qX = pX − ̂˜pM as before)
Bq̂X ≡ B̂qX , (38)
Bp̂M ≡ b̂pM +
̂
B̂˜pM − b̂p˜M . (39)
Concerning the first composition, it is easy to see that it is satisfied exactly.
Let us establish comparison (39). To this end, we rewrite the terms Bp̂M and b̂pM
as operators on the base X with operator-valued symbols. We introduce the following
notation. For a symbol σ(x, y, ξ, η) denote the operator-valued symbol σ(x, y, ξ,−i∂/∂y)
by σ′. Then (39) can be rewritten as
B̂p′M ≡ (̂bpM )
′ + q̂X ,
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where the operator symbol qX is equal to
qX = B̂˜pM − b̂p˜M .
Thus, to prove that the comparison (39) is valid modulo a compact operator, it suffices
to show that the operator-valued symbol
Bp′M − (bpM)
′ − B̂˜pM + b̂p˜M (40)
is a compact operator for all (x, ξ) ∈ T ∗X and its norm tends to zero as |ξ| → ∞.
First of all, the compactness of (40) is easy to obtain taking the symbols of the
operators involved:
σ(Bp′M − (bpM)
′ − B̂˜pM + b̂p˜M ) = 0. (41)
Here we omitted for brevity the variables x, y in the symbols.
Let us now show that the norm of the symbol (40) tends to zero as |ξ| → ∞. To this
end, we rewrite this symbol in the form
B(pM − p˜M)
′ − (b(pM − p˜M))
′ = (B − b′)(pM − p˜M)
′ + b′(pM − p˜M)
′ − (b(pM − p˜M))
′.
(42)
For the difference pM − p˜M the following estimate can be obtained
|pM(ξ, η)− p˜M(ξ, η)| ≤ C
|η|
|ξ|+ |η|+ 1
.
Similar to the previous part of the proof this shows that the operator-valued symbol
(B − b′)(pM − p˜M)
′ in (42) tends to zero for ξ →∞. Let us estimate the remaining term
b′(pM − p˜M)
′ − (b(pM − p˜M))
′
by means of the usual composition formula on the fiber. It is a pseudodifferential operator
of order −1 with a symbol C(ξ, η) estimated as
|C(ξ, η)| ≤
C1
|ξ|+ |η|+ 1
.
Thus, the norm of the corresponding operator-valued symbol tends to zero as |ξ| → ∞.
The proof that the composition formula is valid modulo an operator of order −1 can be
obtained similar to the previous part of the proof.
This completes the proof of the composition formula.
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