Abstract. Let S be a multigraded polynomial ring such that the degree of each variable is a unit vector; so S is the homogeneous coordinate ring of a product of projective spaces. In this setting, we characterize the formal Laurent series which arise as Hilbert series of finitely generated S-modules.
Introduction
Let K be a field. We consider the polynomial ring R = K[X 1 , . . . , X m ] in m indeterminates equipped with a Z n -grading, such that the degree of each variable is one of the unit vectors e i of Z n . This setup includes the standard N-grading, as well as the fine grading, where m = n and deg X i = e i for i ∈ [n].
Let M = a∈Z n M a be a finitely generated Z n -graded R-module. The
✿✿✿✿✿✿✿✿

Hilbert
✿✿✿✿✿✿
series of M is the formal Laurent series
where we set t a := t a 1 1 · · · t an n for a = (a 1 , . . . , a n ). This is well-defined, because the graded components M a of M are finite-dimensional K-vector spaces, and, since R is positively graded, there exists a b ∈ Z n such that M a = 0 if a b (componentwise). The Hilbert series is known to carry important information about M, for example its dimension or its multiplicity. In the present work, we consider the following question:
So we restrict our attention to finitely generated modules. This condition yields a second necessary condition for a series H to be a Hilbert series: It has to be a rational function with denominator i (1 − t deg X i ). In the standard-N-graded situation, these two conditions already characterize Hilbert series, as it was shown by the third author in [10, Corollary 2.3] . However, they are not sufficient in the multigraded situation, cf. Example 3.7.
One of the main results of the present paper is a complete answer to Question 1.1 in the Z n -graded situation, see Theorem 3.5. This generalization is nontrivial, as there are new phenomena in this setting. While this result is somewhat technical, we obtain very satisfying specializations in the fine-graded and the bigraded situations, respectively; see Corollary 3.14 and Proposition 5.1. Also, we clarify the relation between Hilbert series and merely nonnegative series in Theorem 3.13.
It seems natural to further generalize these ideas to arbitrary multigradings. However, in this generality, arithmetical issues arise. For instance, there exists a formal Laurent series with integral coefficients which is not a Hilbert series, but after multiplication with 2 it is, cf. Example 3.2; the example already shows that one cannot hope for a characterization using linear inequalities in this setting. In the present paper, we do not further pursue this direction.
One of the difficulties of Question 1.1 is that if H is a Hilbert series of some module, then any nonnegative series which coincides with H in all but finitely many coefficients is also a Hilbert series (to see this, if H = H M for some module M, then one might replace finitely many components of M in the lowest degrees by copies of K). Thus it seems natural to rule this out, i.e. to consider modules which do not contain a copy of the residue field as a submodule. Algebraically, this amounts to requiring that the depth of M should be positive. Generalizing this idea leads to the notion of ✿✿✿✿✿✿✿✿ Hilbert ✿✿✿✿✿✿ depth, introduced by the third author in [10] . Recall that the Hilbert depth 1 of a formal Laurent series H is defined as
Hdep(H) := sup { depth(N) | N f. g. gr. R-module with H N = H } .
We consider the Hilbert depth only for those formal Laurent series which actually arise as Hilbert series of some module. Again, in the standard-N-graded setting, Hilbert series of a given Hilbert depth have been classified in [10] . Our next main result is a quite general class of linear inequalities which are satisfied by every Hilbert series with a given Hilbert depth. We formulate our result in terms of the projective dimension, but at least over the polynomial ring, this is equivalent to the depth via the Auslander-Buchsbaum formula.
Theorem 4.1. Let R = a R a be a (commutative Noetherian) Z n -graded Kalgebra, such that dim K R 0 < ∞. Let further p ∈ N and M, N be finitely generated R-modules. If pdim M ≤ p and N is a p-th syzygy module, then the following inequality holds:
In general, a classification of Hilbert series with a given Hilbert depth seems to be very difficult. Therefore, we contempt ourselves with an important special case. Our third main result is a complete characterization of the Hilbert series with positive Hilbert depth in the bigraded (i.e. Z 2 -graded) setup, see Theorem 5.3. The condition that we obtain is similar to the general inequalities of Theorem 4.1, but quite different in nature to the condition of Theorem 3.5.
In the previous paper [7] , the second and the third author characterized Hilbert series of positive Hilbert depth over a bivariate polynomial ring K[X, Y ] endowed with a non-standard Z-grading. In Theorem 6.1 we show that this result can be restated in a way analogous to Theorem 5.3.
Related work. The classical result of Macaulay [6] answers Question 1.1 for cyclic modules in the standard-N-graded situation. This work has recently been extended by Boij and Smith in [1] . These authors study Hilbert series in the standard-N-graded setup, with the additional assumption that only modules generated in degree 0 are considered. The main difference to the present work, however, is that in [1] closure of the set of Hilbert series is considered (with respect to a suitable topology on the space of formal Laurent series).
Notation and preliminaries
Let us fix some notation before continuing. We will use boldface letters a, u, g, . . . to denote elements of Z n or N n . For such a vector a, we write a i for its i-th component.
For i ∈ [n] we denote by e i the i-th unit vector. Moreover, for d = (d 1 , . . . , d n ) ∈ N n and t = (t 1 , . . . , t n ), we define
For a formal Laurent series H ∈ Z((t 1 , . . . , t n )) we write c(H, a) for the coefficient of t a in H. We call H ✿✿✿✿✿✿✿✿✿✿✿✿ nonnegative if every coefficient of H is nonnegative and we denote this by H ≥ 0.
We consider the partial order on Z n which is given by coordinatewise comparison. In other words, for u, v ∈ Z n we write u ≤ v if and only if u i ≤ v i for all i ∈ [n]. Moreover, we denote the coordinate minimum resp. maximum of u and v by u ∧ v resp. u ∨ v. 
Then there exist a u ∈ Z n and a polynomial p ∈ Z[Z 1 , . . . , Z n ] such that c(H, a) = p(a) for a ≥ u. Moreover, p is uniquely determined (but u is not), and deg
Proof. Write Q = u∈Ω c u t u for a suitable finite set Ω ⊆ Z n . Recall the series expansion t
From this, it is clear that
for all a ≥ u∈Ω u. Hence c(H, a) is given by a polynomial of the claimed degree. The uniqueness follows from the fact that the Zariski closure of N n inside C n equals C n .
Definition 2.2. In the situation of Lemma 2.1, we call p the
✿✿✿✿✿✿✿
Hilbert
✿✿✿✿✿✿✿✿✿✿✿✿✿ polynomial of H and denote it with P(H). In the degenerate case n = 0, H is an integer and we set P(H) = H.
Which series are Hilbert series?
Let K be a field. We consider the polynomial ring R = K[X 1 , . . . , X m ] equipped with a Z n -grading, such that each variable is homogeneous. In this section, we deal with the question of which formal Laurent series H ∈ Z((t 1 , . . . , t n )) arise as Hilbert series of finitely generated R-modules. There are two obvious necessary conditions: ⋄ H ≥ 0 coefficientwise, and
It is a consequence of [10, Theorem 2.1] that in the case of the standard N-grading (i.e. n = 1), these conditions are already sufficient. In general, this is not true, as we will see below.
In a previous work, the second and third author already obtained a general characterization of Hilbert series, cf. [7, Corollary 2.2]: Theorem 3.1. A formal Laurent series H ∈ Z((t 1 , . . . , t n )) is the Hilbert series of a finitely generated R-module if and only if it can be written in the form This result is stated and proven in [7] for Z-gradings only, but the proof given there can be easily extended for multigradings. 
One sees immediately that 2H has a Hilbert decomposition and therefore it is indeed a Hilbert series of a finitely generated R-module. In particular, 2H and thus H satisfy the necessary conditions mentioned above. However, H is not a Hilbert series, as it does not admit a Hilbert decomposition.
To see this, note that H has a pole of order 2 at t = 1. Considering the possible summands in Equation (3.1), it follows that Q { 2,3,5 } = 0 and that at least one of Q { 2,3 } , Q { 2,5 } and Q { 3,5 } is non-zero. One can compute that the i-th coefficient of H is of the order + O(1) for coprime a, b ∈ N. As 2 · 3, 2 · 5, 3 · 5 < 30, the series H does not have a Hilbert decomposition and thus it does not arise as a Hilbert series.
3.1. The standard Z n -grading. The criterion of Theorem 3.1 is very useful for showing that a given Laurent series is a Hilbert series: One only needs to construct a Hilbert decomposition. However, it is rather difficult to use this criterion to show that a given series is not a Hilbert series. Moreover it does not provide a good insight into the structure of the set of Hilbert series. We would like to have a characterization of the Hilbert series in terms of inequalities. In view of the preceding example there is no hope for such a characterization in full generality.
So we now specialize our considerations to the case that the degree of every variable of R is a unit vector. More precisely, we consider the case that
n and deg X ij = e i . In this setting, we give a characterization of the Hilbert series of finitely generated modules over R in terms of certain inequalities. Roughly speaking, this can be seen as an implicitization of the set of Hilbert series. Before we can state our result we need to introduce some notation.
and u ∈ Z n we define
where
Note that H| ∅,u = P(H| ∅,u ) = c(H, u) for u ∈ Z n . Also, note that the summands of t u H| I,u are summands of H. It is more convenient to consider H| I,u instead of t u H| I,u , because the former lives in a smaller ring of Laurent series. The following characterization of Hilbert series of R-modules is the main result of this section.
Theorem 3.5. The following statements are equivalent for a formal Laurent series H ∈ Z((t 1 , . . . , t n )):
(1) There exists a finitely generated graded R-module M whose Hilbert series equals H. (2) H satisfies the following two conditions:
is a polynomial, and (b) for every u ∈ Z n and every I ⊆ [n], the Hilbert polynomial of the restriction H| I,u of H has positive extremal coefficients.
Remark 3.6. The condition that H ≥ 0 is implicit in the last condition of Theorem 3.5 above, because P(
Example 3.7. Let n = 2 and m = (3, 3). Consider the series
.
is a polynomial, and it is also clear that H ≥ 0. So H satisfies the obvious necessary conditions for being a Hilbert series.
Moreover,
Here, all three monomials are extremal, so in particular P(H) does not have positive extremal coefficients. Hence H does not arise as Hilbert series of a finitely generated R-module.
Although this can be obtained from Theorem 3.5, one way to see this directly is as follows: Assume to the contrary that there H = H M for a finitely generated R-module M. We write deg 1 and deg 2 for the first and second component of the degree of an element m ∈ M, respectively. Let g 1 , . . . , g r be a set of generators of M and let
Hence, in both cases we have that min(deg 1 
Example 3.8. Our next example shows that it is not sufficient to consider only the Hilbert polynomial of H. Let
It holds that P(H) = (i − j) 2 + ijk, so all extremal coefficients are nonnegative. On the other hand, for I = { 1, 2 } , u = 0 it holds that P(H| I,u ) = (i − j) 2 and this polynomial does not have positive extremal coefficients. Thus H is not a Hilbert series.
One common trait in the theory of Hilbert series is that many properties can be determined by examining only those exponents which are below the exponent g which is the join of the exponents of the numerator. So one might hope to sharpen Theorem 3.5 by showing that one only needs to consider restrictions H I,u for u ≤ g. However, the next example shows that this does not hold.
Example 3.9. For λ ∈ N, consider the series
This series is nonnegative, because for i, j, k ∈ N it holds that
The Hilbert polynomial clearly has nonnegative extremal coefficients. Moreover, for I = { 2, 3 } and any u ∈ Z n , the Hilbert polynomial of the restriction is P(H| I,u ) = j 2 + jk 2 + lower terms so it has nonnegative extremal coefficients. By symmetry, the same holds for I = { 1, 3 }. Further, it follows from Theorem 3.13 below that the Hilbert polynomials of restrictions H| I,u with |I| = 1 have nonnegative extremal coefficients. So it remains to consider the case
and all three terms are extremal. So this restriction has nonnegative extremal coefficients if and only if κ = λ + 1. In particular, H is not a Hilbert series.
On the other hand, writing H as a rational function one sees that the degrees of all terms in the numerator are less or equal than g := (2, 2, 2) ∈ N n . Thus for λ ≥ 2 it is not sufficient to consider restrictions H| I,u with u ≤ g.
We need some preparations before we give the proof of Theorem 3.5. First, note that Hilbert decompositions are compatible with restrictions in the following sense:
Lemma 3.10. Let H ∈ Z((t 1 , . . . , t n )) be a formal Laurent series. If H has a Hilbert decomposition, then so does every restriction
Proof. If H has a Hilbert decomposition, then there exists a finitely generated graded R-module M = a M a with H = H M . Set
This is a module over R ′ := K[X ij i ∈ I] ⊆ R in a natural way. We give it the structure of an R-module by letting the other variables act as zero. Its Hilbert series equals t u H| I,u , hence this series has a Hilbert decomposition. But then H| I,u clearly has a Hilbert decomposition as well.
Next, we show that polynomials with positive extremal coefficients admit a certain decomposition. This is the key step in our proof of Theorem 3.5.
Proposition 3.11. For a polynomial p ∈ Q[Z 1 , . . . , Z n ], the following statements are equivalent:
(1) p has positive extremal coefficients.
(2) p can be written as follows:
for some finite set Ω ⊆ Z n × N n and c (a,r) > 0 for all (a, r) ∈ Ω. If, in addition, there exists a u ∈ Z n such that p(a) ∈ Z for all a ≥ u, then the coefficients c (a,r) can be chosen to be natural numbers.
Proof. We start with the implication (1) ⇒ (2). Let Z r , for r ∈ N n , be an extremal monomial of p, and let c be its coefficient. For a ∈ Z n consider
It is easy to see that Z r is also an extremal monomial of Q, and in fact it is its only extremal monomial. Further, its coefficient 1/r 1 ! · · · r n ! > 0. Hence, the corresponding terms cancel in
We show that p 1 still satisfies the hypothesis (1), so the claim follows by induction. For this, note that the only possible new extremal monomials of p 1 are the monomials Z r /Z i for 1 ≤ i ≤ n, so we need to compute their coefficients in Q. We start with one factor of Q:
This implies that
Note that for a sufficiently large choice of a 1 , . . . , a n , the coefficients of Z r /Z i become arbitrarily negative. Hence, for large a, p 1 still satisfies the hypothesis.
For the other implication, note that if p can be written as in (2), then there can be no cancellation between the extremal monomials on the right-hand side. So the coefficients of the extremal monomials of p are (sums of) multiples of the c i , and thus positive.
Finally, assume that p(a) ∈ Z for all a ∈ Z n which are greater than some fixed u. We first note that this implies that p(a) ∈ Z for all a ∈ Z n , cf. Corollary I.1.2 and Corollary XI.1.5 in Cahen and Chabert [4] . So by a classical result of Ostrowski [8] (see also [4, Corollary XI.1.11]), p can be written as an integral linear combination of polynomials of the form
is an extremal monomial of p, then only H r 1 ,...,rn contributes to this term, so its coefficient c is a multiple of the corresponding coefficient in H r 1 ,...,rn , which is 1/r 1 ! · · · r n !. It now follows from the construction above that the c (a,r) are positive integers.
Proof of
Hence P(H) has positive extremal coefficients by Proposition 3.11.
Now we turn to the sufficiency: We proceed by induction over the number of variables of H, with the base case being trivial. First, assume that P(H) = 0. By assumption, its extremal coefficients are nonnegative, so Proposition 3.11 yields a decomposition
for a finite set Ω ∈ Z n × N n and c (a,r) > 0 for all (a, r) ∈ Ω. Moreover, P(H) takes integer values on large a ≫ 0, so c (a,r) ∈ N for all (a, r) ∈ Ω. Let
It is easy to see that P(H 1 ) = P(H), so there exists a g ∈ Z n such that c(H, a) =
,g . It holds that P(H ′ ) = 0 and we claim that H ′ still satisfies the hypothesis on the extremal coefficients. To see this, consider
for all a ≥ v and hence P(H ′ | I,u ) = 0. In both cases, the hypothesis is satisfied.
Next, we consider the case that P(H) = 0. In this case, the exponent vectors of the nonzero terms of H are contained in finitely many translates of coordinate hyperplanes. Hence we may decompose H as a sum of series in n − 1 variables as follows: Choose g ∈ Z n such that c(H, a) = 0 for all a ≥ g. For 1 ≤ i ≤ n and 0 ≤ j ≤ g i − 1 let u(i, j) := (g 1 , . . . , g i−1 , j, 0, . . . , 0) ∈ Z n . We decompose H as follows:
Every restriction of H is a series in at most n − 1 variables, so the claim follows by induction.
3.2.
Non-Negative series. Our next goal is to clarify the relation between series satisfying the hypothesis of Theorem 3.5 and series which are merely nonnegative. We will need the following convex geometric lemma.
Lemma 3.12. Let P ⊆ R n be a polytope and v ∈ P a vertex, such that v + u / ∈ P for all u ∈ R n ≥0 , u = 0. Then there exists a linear form σ ∈ (R n ) * which attains its maximum over P exactly at v and whose coefficients are nonnegative integers.
Proof. Let P ′ ⊆ P be the convex hull of all vertices of P which are different from v. Further, let Q := v + R n ≥0 . Both P ′ and Q are convex sets, and our assumption implies that P ′ ∩ Q = ∅. Then there exists a separating hyperplane, i.e. a linear form σ ∈ (R n ) * such that
We may assume that σ has rational coefficients, and after clearing denominators we may even assume that the coefficients of σ are integers. We show that σ has the claimed properties. It is clear that the maximum of σ over P is attained only at v. To see that the coefficients of σ are nonnegative assume that σ(e i ) < 0 for some unit vector e i . Then σ(v + λe i ) can be arbitrarily negative for large λ ≫ 0, contradicting (3.2).
The following lemma shows that if H ≥ 0 then some extremal coefficients are automatically nonnegative. Theorem 3.13. Let H ∈ Z((t 1 , . . . , t n )) be a formal Laurent series, such that
m is a Laurent polynomial for some m ∈ N n . The following conditions are equivalent:
(1) H ≥ 0.
(2) For all u ∈ Z n and I ⊆ [n], every extremal monomial of P(H| u,I ) which is also a vertex of its Newton polytope has a positive coefficient.
Proof. The implication (2) ⇒ (1) is clear, because c(H, a) = P(H| a,∅ ) for all a ∈ Z n . So we only need to show the other implication. Let Z r be an extremal monomial of p := P(H| u,I ) which is also a vertex of its Newton polytope. By Lemma 3.12, there exists a linear form σ ∈ (R n ) * with nonnegative integral coefficients, which attains its maximum over the Newton polytope exactly at r. Consider the linear mapσ :
. Thenσ(p) is a univariate polynomial, which attains nonnegative values at sufficiently large integers. Hence its leading coefficient is nonnegative. On the other hand, by our choice of σ, this leading coefficient ofσ(p) equals the coefficient of Z r in p. So the claim is proven.
3.3. The fine graded case. If there are at most two variables with the same degree, then the obvious necessary conditions for Hilbert series are also sufficient. This includes in particular the case of the fine graded polynomial ring.
Corollary 3.14. In the situation of Theorem 3.5, assume that m i ≤ 2 for all i. Then the following two statements are equivalent for a formal Laurent series H ∈ Z ((t 1 , . . . , t n )):
(1) There exists a finitely generated graded S-module M whose Hilbert series equals H. (2) H satisfies the following two conditions:
(a) H ≥ 0, and
Proof. For I ⊆ [n] and u ∈ Z n let p = P(H| I,u ). The hypothesis that m i ≤ 2 for all i implies that every monomial of p is squarefree. Hence its Newton polytope is a 0/1-polytope, so every lattice point in it is a vertex. In particular, all extremal monomials of p are vertices of its Newton polytope, so the claim follows from Theorem 3.13.
General inequalities for the Hilbert depth
In this section, we present a class of linear inequalities for the Hilbert series of modules with a given depth. We relax our assumptions on R and allow it to be an arbitrary (commutative) K-algebra with a positive Z n -grading, such that dim K R 0 < ∞. The general idea is to compare the Hilbert series in question with all Hilbert series of modules from a certain class. Recall that an R-module N is called p-th syzygy module if it can be realized as the p-th syzygy of some R-module N ′ . See [2] for alternative characterizations of syzygy modules.
The following is the main result of this section.
Let further p ∈ N and M, N be finitely generated R-modules. If pdim M ≤ p and N is a p-th syzygy module, then the following inequality holds:
Proof. First note that every free R-module F satisfies
. This clearly holds for F = R(a) with a ∈ Z n , and it is easily seen that the equality is preserved under direct sums.
Consider a free resolution of M:
We compute that
On the other hand, it holds that
Let N ′ be an R-module such that N is the p-th syzygy module of N ′ . Then it holds for i > 0 that Tor M be a module satisfying the inequality (4.1) for all 0-th syzygy modules N. In general, the inequalities (4.1) are not sufficient for a Hilbert series to have a given Hilbert depth. Nevertheless, in the next two sections, we consider two special situations where slightly stronger inequalities are indeed sufficient.
For later use, we also record a useful criterion for Hilbert series of modules of positive depth. Proposition 4.3. Let R be a Z n -graded polynomial ring, such that every variable is homogeneous. Then a formal Laurent series H ∈ Z ((t 1 , . . . , t n )) is the Hilbert series of a finitely generated R-module of positive depth if and only if it can be written in the form
with nonnegative coefficients.
The difference to Theorem 3.1 is that there is no term Q ∅ . We call a Hilbert decomposition as in Equation (4.2) 
The Bigraded case
In this section we consider the Z 2 -graded situation. More precisely, let R = K[X 1 , . . . , X m , Y 1 , . . . , Ym] be the polynomial ring with a Z n -grading given by
Specializing Theorem 3.5 to this situation we obtain the following characterization of Hilbert series over R:
Proposition 5.1. For a formal Laurent series H ∈ Z ((t 1 , t 2 ) ), there exists a finitely generated graded R-module M with H = H M if and only if H satisfies the following conditions:
m is a Laurent polynomial, and (3) P(H) has positive extremal coefficients.
Proof. The necessity of the conditions is clear from Theorem 3.5.
For the sufficiency, we show that given conditions imply the hypotheses of Theorem 3.5. So consider I ⊆ [2] and u ∈ Z 2 . If I = ∅, then P(H| I,u ) = c(H, u) ≥ 0, and P(H) has positive extremal coefficients by assumption. So we only need to consider the case that |I| = 1. In this case P(H| I,u ) is a univariate polynomial, so its only extremal monomial is the leading one, which is also a vertex of its Newton polytope. Thus the claim follows from Theorem 3.13.
Our next main result will be the characterization of Hilbert series of positive Hilbert depth over R. For this we will consider certain pairs of sequences of indices in Z 2 .
Definition 5.2.
(1) A sequence u
and u
The set of all declining sequences will be denoted by S.
. The two sequences U and D(U) can be visualized as a "staircase", see Figure 1 . ((t 1 , t 2 ) ) be a formal Laurent series, which is the Hilbert series of some finitely generated graded R-module. Let further S := K[X, Y ] be the standard-Z 2 -graded polynomial ring in two variables. Then the following statements are equivalent: (a) H has positive Hilbert depth. (b) For any finitely generated torsionfree S-module N, it holds that
(c) Condition (b) holds for any finitely generated torsionfree S module of rank 1, i.e. every fractional monomial ideal
Remark 5.4. 1) Note that the torsionfree modules (over a domain) are exactly the first syzygy modules.
is a declining sequence with only one entry, then (ST) asserts that h u (1) ≥ 0. Hence any series satisfying condition (ST) is in particular nonnegative.
3) Although condition (ST) resembles its counterpart in the non-standard-Zgraded case, namely the condition (⋆) of Theorem 6.1 below, there are important differences: The inequalities required by condition (⋆) only relate coefficients lying within one common period of the module's Hilbert function, they have the same number of terms on both sides, and this number is bounded above by min{deg X, deg Y }.
By contrast, a declining sequence U may have any number of entries, which may be arbitrarily separated, and the right-hand side of (ST) has always one term more than the left-hand side. One might think that it could be possible to weaken condition (ST) by restricting it to a subset of S consisting of somehow bounded sequences, but this turns out to be a vain hope. For instance, the examples
show that we cannot afford to restrict condition (ST) to those sequences U = (
1 } ≤ C for some C ∈ N. Before we present the proof of Theorem 5.3 we give several lemmata. First of all, it turns out to be convenient to consider a slightly larger class of inequalities. For this, we call a sequence u
for i = 0, . . . , p − 1 and let S ′ denote the set of all weakly declining sequences. Moreover, for a formal Laurent series H = u∈Z 2 h u t u ∈ Z((t)) and a sequence U, we set
Proof. One implication is trivial. So assume that σ U (H) ≥ 0 for all U ∈ S and consider a weakly declining sequence U = u
, so we may delete u (i) from U. After finitely many such deletions, we obtain a declining sequence U ′′ ∈ S with σ U (H) = σ U ′′ (H). As σ U ′′ (H) ≥ 0 by assumption, the claim follows.
The following lemma essentially reduces the question to the fine-graded situation.
Recall that c(H, u) denotes the coefficient of t u in the series H.
Lemma 5.6. Assume that H ∈ N((t 1 , t 2 )) admits a Hilbert decomposition without polynomial part. Then there exists an g 0 ∈ Z 2 with the following property: For any g ≥ g 0 , there exists a decomposition H = H 1 + H 2 such that (1) H 1 is of the form
. Moreover, it holds that c(H 1 , g) = 0 and c(H 1 , u ∧ g) = c(H 1 , u) for all u ∈ Z 2 . (2) H 2 has a Hilbert decomposition without polynomial part and it satisfies c(H 2 , u) = 0 for all u < g.
Proof. Choose a Hilbert decomposition of H without polynomial part:
Choose g 0 ∈ Z 2 which is strictly larger than the degrees of all monomials in the numerator polynomials Q (1, 0) and Q (0,1) . By repeatedly using the relation
we may modify the Hilbert decomposition such that it satisfies the following:
, it holds that Q a contains no monomials of degree strictly less than g. ⋄ The polynomial (1 − t 1 )Q (0,1) + (1 − t 2 )Q (1,0) contains only monomials which are strictly less than g. We set
The claimed properties of H 1 and H 2 follow readily.
The third lemma is the key step in our proof of Theorem 5.3. Here we show how to decompose a non-negative Laurent series of the form
be a formal Laurent series satisfying condition (ST). Assume further that h pℓ = 0 for some p ≥ k and let µ := min { h iℓ i > p }. Then the series
satisfies condition (ST) as well.
Proof. To prove the lemma, it is enough to show the following two claims:
(1) For any k ≤ r < p the series
satisfies condition (ST). (2) Further, for µ := min { h iℓ i > p } the serieŝ
satisfies condition (ST). We start with the proof of the first claim. For this we have to show that condition (ST) is valid forH =: i,jh ij t
The coefficientsh ij and h ij are equal except for i = r and j ≥ ℓ, whereh ij = h ij − h rℓ holds. Hence we only have to consider declining sequences U ⊆ S such that U or D(U) intersect C r,ℓ := {(r, j) | j ≥ ℓ}. If C r,ℓ intersects both U and D(U), then we have
so we may assume that only U intersects with C r,ℓ . In this case it is not clear a priori whether the corresponding inequality still holds forH, because only the right-hand side of the original inequality is diminished. (A similar problem occurs in [7] , where the analogous inequalities are called critical.)
Let u (e) = (r, j ′ ) denote the intersection of U and C r,ℓ . Since we assume that D(U) and C r,ℓ do not intersect, the sequence U either ends in u (e) or the point u (e) ∧ u (e+1) = (r, j ′′ ), and hence all further points of U and D(U) lie in the halfplane {(x, y) | y < ℓ}. Since all coefficients of H andH in this half-plane vanish, we may assume that the staircase ends in u (e) . We amend U byũ (e+1) := (p, ℓ) to buildŨ . Note thatŨ is weakly declining, hence σŨ (H) ≥ 0 by Lemma 5.5. As u (e) = (r, j ′ ), it follows that u (e) ∧ũ (e+1) = (r, ℓ) and thus
Now we turn to the proof of the second claim. By the choice of µ the serieŝ H =: i,jĥ ij t i 1 t j 2 is nonnegative. Similar to the proof of the first claim the verification of condition (ST) forĤ reduces to an inspection of sequences U ∈ S intersecting B p+1,ℓ := {(i, ℓ) | i ≥ p + 1} in U, but not in D. Let u (e) = (i ′ , ℓ) be this intersection; again we may assume that U ends in u (e) . LetŨ be the new weakly declining sequence obtained from U by replacing the last element u (e) = (i ′ , ℓ) byũ (e) := (p, ℓ). We assumed that u (e−1) ∧ u (e) / ∈ B p+1,ℓ , hence it holds that u 
We obtain a Hilbert decomposition of H 3 without polynomial part by repeatedly applying Lemma 5.7.
With a little more work, one can show directly that condition (d) implies (c). Indeed, we already showed that every declining sequence gives rise to a fractional ideal. On the other hand, to every fractional ideal one can associate a declining sequence in a natural way, thus proving the equivalence directly.
6. The non-standard Z-graded case Let R = K[X, Y ] with the grading given by deg X = α and deg Y = β for two coprime numbers α, β ∈ N. In [7] , the second and third author characterized the Hilbert series of modules of positive depth over this ring. In this section, we give a reformulation of this result along the lines of the previous results.
First of all, we recall the characterization of Hilbert series of finitely generated graded modules over this ring (cf. the authors in [5, Theorem 2.6]): These are exactly the formal Laurent series H with nonnegative integral coefficients, such that H · (1 − t α )(1 − t β ) is a Laurent polynomial, thus there is no analog of condition (3) of Proposition 5.1 in this setting.
In order to state the characterization of Hilbert series with positive Hilbert depth we need some more notation. Denote by α, β ⊆ N the numerical semigroup generated by α and β. A 
i k ≡ j k mod α and i k < j k for k = 0, . . . , m; j k ≡ i k+1 mod β and j k > i k+1 for k = 0, . . . , m − 1; j m ≡ i 0 mod β and j m ≥ i 0 .
(3) |i k − i ℓ | ∈ N \ α, β for 1 ≤ k < ℓ ≤ m. Denote by F α,β the set of all fundamental couples.
The characterization of positive Hilbert depth over R can be stated as follows: Theorem 6.1. Let H ∈ Z((t)) be a formal Laurent series, which is the Hilbert series of some finitely generated graded R-module. (c) Condition (b) holds for any finitely generated torsionfree S module of rank 1.
so we may assume that r ≥ 0. On the other hand, it r > 0, then
which is a contradiction. Thus r = 0 and so i k =ĩ k for 1 ≤ k ≤ m. Finally, i k < j k , j k−1 implies that a k < a k−1 and b k > b k−1 for 1 ≤ k ≤ m.
