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ABSTRACT 
In this paper answers are provided to the following questions: Given a matrix E, 
of order k x m, does there exist a matrix E, of order (m - k) x m such that the 
matrix E = E1 
0 
is square, idempotent and of the same rank as E,? Further, when is 
the choice of%, unique? Given a subspace Y, virtuaUy disjoint with the row span of 
E,, when does there exist a matrix G = z: 
( 1 
such that G is square idempotent of rank 
equal to rank C, = rank E, and G, is congruent to E, (mod Y)? These results are 
then used to determine if a pair of matrices A and B has an infimum in the minus 
partial order. Further, the existence of the sharp order i&mum is studied. 
1. NOTATION AND PRELIMINARIES 
Matrices, which are over a general field 9, are denoted by capital letters, 
column vectors by lowercase letters. For a matrix A, the symbols A(A), 
X(A), and A’ denote the column span, null space, and transpose of A. Two 
subspaces of a vector space are said to be virtually disjoint if they have only 
the null vector in common. B=A@(B-A) means rankB=rankA+ 
rank(B - A) and is read as “A and B - A are disjoint.” 
For a pair of matrices U and V each of order k X m and a subspace Y of 
m-tuples, the matrix U is said to be congruent to the matrix V (modulo 9) 
[in symbols, U = V (mod S)] if th e row span of U - V is contained in Y. 
A - denotes a generalized inverse (g-inverse) of A, that is, a solution G of 
the matrix equation AGA = A. The class of generalized inverses of A is 
denoted by { A - } . For a square matrix A, the group inverse A# is the unique 
solution G of the simultaneous equations AGA = A, GAG = G, AC = GA. 
LINEAR ALGEBRA AND ITS APPLICATIONS 105:1&J-182 (1988) 163 
0 EIsevier Science Publishing Co., Inc., 1988 
52 Vanderbilt Ave., New York, NY 10017 0024-3795/88/$3.50 
164 SUJIT KUMAR MITRA 
The group inverse exists if and only if the matrix A is of index 1, that is, 
rank A = rank A2 (see [7]). A pair of matrices A and B of the same order are 
said to be parallel summable (p.s.) if A(A + B)- B is invariant under the 
choice of the g-inverse. When this is so, A(A + B)- B is called the parallel 
sum of A and B and denoted by the symbol P(A, B). It is known that 
[lo, Theorem 10.1.8(d)] 
{[P(A,B)]_} = {A- +B-}. 
The minus partial order (Hartwig [1,3], Nambooripad [9]) is defined thus. 
For a pair of matrices A and B of the same order we write A < B if for some 
g-inverse A - of A, 
A-A=A-B, AA- = BA-. (2) 
THEOREM 1.1. Thf3 following statements are equivalent: 
(a) A < B; 
(b) B=Ae(B-A); 
(c) AandB-Aarep.s.andP(A,B-A)=O; 
(d) {B- > = (A- 1. 
The equivalence of (a) and (b) is due to Hartwig [l]. Other equivalences 
are proved in Mitra [6]. 
For square matrices A and B of the same order, the sharp order is 
defined as follows: Write A 3 B if A and B are of index 1 and 
A#A = A#B, AA% = BA#, (3a) 
or equivalently 
A2=AB=BA. (3b) 
Trivially 
A:B * A<B. (4) 
Let A be a matrix of order p x q, and Y and Y be subspaces of p-tuples 
and q-tuples respectively. Consider the class V of matrices C defined by 
W= {C:C<A, JZ(C)csP, A(C’)cr}. (5) 
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If %? has a unique maximal element, this maximal element is called the 
shorted matrix of A relative to 9’ and T and is denoted by the symbol 
S(A]y, 9). 
Let U and V be matrices such that 9’ = J(U), .7 = JH( V’), and let F 
denote the matrix 
For completeness we reproduce the following theorem from [6]. 
THEOREM 1.2. Zf 
(6) 
then the class V has a unique maximal element under the minus partial 
order. Moreover, unless 9 consists exclusively of the null matrix, the 
condition (7) is also necessay for the class V to have a unique m&mu1 
elkment. 
Let A and B be matrices of the same order. Consider the class of 
matrices 
~={cx<A,c<B). (8) 
The infimum of A and B, denoted by A A + is the unique maximal 
element in g if one exists. The sharp infimum AAB is analogously defined 
with the sharp order replacing the minus order. 
Let 9=, q, Yb, and Yb be defined as follows: 
ya = d(A), yb = A(B), (94 
q = _/?(A’), 9-b = JI( B’). (W 
The following theorem is proved in [6]. 
THEOREM 1.3. Zf S(A]Yb, .Tb) and S(Bl9,, K) exist and 
(10) 
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If (10) does not hold, then either A A B is the null matrix or A A B does 
not exit. We shall see below that A A B is equal to the null matrix if and only 
if S( A].Y’*, &) = cS(B(Y=, q) for some scalar c # 1. 
Theorem 1.4 describes a well-known property of an idempotent matrix to 
which we frequently refer in Section 2. 
THEOREM 1.4. Let A be a square matrix and A = LR be a rank factor- 
ization. Then the following statements are equivalent: 
2. 
A 
(a) A is idempotent; 
(b) RL=Z. 
SLICES OF AN IDEMPOTENT MATRIX 
In [6], the author constructed an example to show that a pair of matrices 
and B could have an infimum A A B even when the shorted matrices 
S(A].Yr,, Yb) and S(Bl,u7,, 3) do not exist. The example was based on the 
fact that for a matrix of order 2 X 2, with one row fixed, the other row can be 
uniquely determined so as to obtain an idempotent matrix of rank 1. Here we 
investigate a more general problem, and answer the question “when does a 
pair of matrices A and B have an i&mum?” 
We begin with a square matrix of order m x m with k of its rows fixed. 
The question is: when is it possible to determine the remaining m - k rows 
so that the resultant matrix is idempotent, and further, when is the choice 
unique? Since if a matrix C is idempotent, so is P’CP, where P is a 
permutation matrix, we can assume without any loss of generality that the 
first k rows are fixed. The rows to be determined are then the last m - k. Let 
E, be the matrix of order k x m formed by the k fixed rows, and let T be the 
rank of E,. Consider a rank factorization of E, as 
E, = L,R, (11) 
where L, is of order k x r and R of order r x m. Partition R as (R, i R,) 
where R, is of order r X k and R, is of order r x (m - k). 
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We call the matrix 
E;=I-R,L, 
the centralizer of the matrix E,. We note that the centralizer depends on our 
choice of the rank factors, but is nevertheless unique up to a similarity 
transformation. We emphasize the fact that even though the conditions we 
state are always in terms of a particular rank factorization, they are univer- 
sally true with respect to all other such factorizations. 
THEOREM 2.1. There exists a matrix E, of order (m-k) xm such that 
the matrix 
is idempotent and of rank r if and only if 
“03 = -4R2)- 03) 
Further, the choice of E, is unique if R, is of fill column rank, i.e., 
rankR,=m-k. 04) 
Proof. “If” part: If (13) holds, there exists a matrix X of order 
(m - k)x r such that R,X = E,O = Z - R,L,. Choose 
E,=X(R, ; R,) 
=XR. (15) 
Verify that E is idempotent. For uniqueness, when (14) holds, X is uniquely 
determined and so is E,. 
The “only if” part is trivial, and is omitted. n 
Clearly rank E z rank E, = r. Thus one may ask: Is it possible to embed 
the matrix E, in an idempotent matrix E of rank larger than r, say r + s 
(s > O)? In such a case the rows of the matrix R would not be sufficient to 
span the row span of E, and an additional s rows must be added, say as the 
terminal s rows of the right factor matrix of E. Let the terminal s rows so 
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added form a matrix Y of order s X m. However, for the first k rows of E, 
which are also the first k rows of E,, the rows of R form a basis of the row 
span. This means in the left factor matrix of E, the first k rows will be same 
as those of L,, but followed now by s zeros. Noting the fact that on account 
of Theorem 1.4, the last s columns of the left factor of E are in the null space 
of R, it follows that s cannot exceed the dimension of the null space of R,. 
We have thus the inequality. 
sg(m-k)-rankR,. (16) 
The last s columns of a left factor of E can be written down as a null matrix 
of order k X s followed by a matrix 2 of order (m - k) X s whose columns 
are independent vectors from the null space of R,. Let us now denote the 
matrix formed by the first r columns of the left factor by 
( 1 
: . We now refer 
to Theorem 1.4 and note that in our case the identity is of order T + s. 
Therefore R postmultiplied by 
( 1 
“,I must result in an identity matrix of order 
r, and 
( 1 
“,I R is an idempotent matrix of rank r embedding E, as its first k 
rows. The implications of this are as follows. First, it is possible to embed E, 
in an idempotent matrix of rank r + s only if it is possible to do so in an 
idempotent matrix of rank r, that is, when the conditions of Theorem 2.1 are 
satisfied. Second, when the conditions of Theorem 2.1 are true, the matrix X 
can be determined as in the proof of Theorem 2.1. The rows of Y can be 
determined by solving 
or equivalently 
yLl 0 
i 1 x z ‘(0 ZJ. 
Note that the two parts of the above equation are 
=Z 
which are separately consistent. Since these equations are linearly indepen- 
dent as well, one concludes that they are jointly consistent. We have thus 
proved the following theorem. 
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THEOREM 2.2. There exists a matrix E, of order (m - k) x m such that 
is idempotent of rank r + s if and only if (13) and (16) hold. Further, such a 
matrix E, is not unique. 
We now ask a slightly different question: Let E, be defined as before, 
and F be a matrix of order p X m such that the row spans of E, and F are 
virtually disjoint. Then, when does a matrix G of order m X m and rank r 
exist such that 
is idempotent and the row span of G, - E, is contained in that of F? 
Observe that when such a G, exists and a particular set of r rows of E, 
are linearly independent, then the corresponding set of the rows of G, are 
also linearly independent. Further, if any particular row of E, is a linear 
combination of these r rows of E,, then the corresponding row of G, is 
precisely the same linear combination of those of G,. These claims follow 
from the fact that the row spans of E, and F are virtually disjoint, and G, 
and E 1 are of the same rank. 
It is thus seen that a rank factorization of G, is given by G, = L,( R + S), 
where the row span of S is contained in that of F, i.e., S = ZF for some 
matrix Z. 
On account of Theorem 1.4, an idempotent matrix G exists satisfying the 
required conditions if and only if there exists a matrix X of order (m - k) x r 
such that 
R,L, + S,L, + (R, + s,)x = I, 07) 
where S is partitioned S = (S, i S,), the same way as R is partitioned 
(R r i R 2). We shah also consider a conformal partition of F as ( FI i F,). 
The problem therefore reduces to finding matrices Z and X to satisfy the 
equation 
R,L, + ZF,L, + (R, + ZF,)X = 1. (16) 
We wish to note it is possible that the equation (18) in Z and X may not 
have any solution. 
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However, if it does, the solution is not unique. This can be seen as follows. 
As in Theorem 2.1, for any choice of 2 the above linear equation in X has a 
solution if 
A( E,O - ZF,L,) c vM( R, + ZF,). 
Further, the solution for X will be unique if R, + ZF, is of full column rank. 
Given a matrix Z which satisfies this condition, we shall consider perturba- 
tions of Z which still preserve this property. If Fs is null, then we can replace 
Z by Z - Z,, where &(Z,) is contained in A(R,). If Fa is nonnull, assume 
without loss of generality that the first row of F, is nonnull. Call it f[. Put 
W = R, + ZF,. Choose and fix a nonnull column of W, say the jth, and call 
it wi. Choose for Z, a matrix whose columns other than the first are null and 
whose first column is wi or 2w, according as the jth coordinate of f{ # 1 or 
not. Observe that Z,F, equals either wi f{ or 2w, f/, and by construction 
Z,F, $ W. However, A(Z,) c A(W), and W - Z,F, is also of full column 
rank. Note that A(Ef - ZF,L,) c A(W) * A(EF - ZF,L, + Z,F,L,) c 
d(W). We have thus established the nonuniqueness of the solution Z and X 
of Equation (18) and consequently the nonuniqueness of the matrix G. 
3. THE INFIMUM OF A PAIR OF MATRICES 
The case where A and B are matrices of the same order and both 
S(AV’b, .Q and S(%% q) exist is adequately studied in [6]. It is shown 
that the infimum A A B exists when these two shorted matrices are equal. If 
they are unequal, then either the infimum does not exist or it is equal to the 
nuIl matrix. We now show that the only situation where the infimum is equal 
to a nulI matrix is when the shorted matrices are multiples of one another and 
the multiplying factor is different from 1. Since A A B = S( AIYb, Yb) A 
S( BIY=, <) and both the shorted matrices have identical row and column 
spans, we assume without loss of generality that one of the matrices is an 
identity matrix and the other matrix is nonsingular. In this case the infimum 
cannot be a null matrix because of the following result. 
THEOREM 3.1. Zf B is a squure matrix such that either (a) B is nonnull 
idempotent M (b) B2 is not prop&b& to B, then there exists a nonnull 
idempotent matrix H such that 
He B. (19) 
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Proof. The (a) part is trivial. For the (b) part we shall construct an 
idempotent matrix H of rank 1 which satisfies (19). 
Let H = xy’ be a candidate. Then xy’ Q B implies that xy’B_xy’ = xy’ 
for every choice of B-. This implies y’B_x = 1 for every choice of B-, 
which can happen only when x = Bu and y’ = u’B for a pair of vectors u 
and v. The above condition then reduces to o’Bu = 1. Now 
H2 = H implies y’x = v’B2u = 1. 
It is seen that unless B2 is proportional to B (with the constant of propor- 
tionality different from l), the pair of equations 
dBu = 1, u’B2u = 1 
have common solutions for u and u. With such a choice of u and v, 
H = Buu’B satisfies Theorem 3.1. n 
Hence unless S[A(Yb,YJ is proportional to S[B(Ya,9J and the con- 
stant of proportionality is different from 1, there are nonnull matrices 
dominated by both A and B under the minus order. This excludes the 
possibility of A A B being equal to the null matrix. 
We shall therefore concentrate on the situations where at least one of the 
shorted matrices, say S [ BJSP,, .9J, does not exist. Assume without loss of 
generality that 
It is seen that if 
432,) c -a&2)7 (204 
@Ob) 
then the conditions (‘7) of Theorem 1.2 are satisfied, implying the existence of 
the shorted matrix S(BlY,, x). In our case therefore at least one of (2Oa) 
and (20b) is false. We first consider the case where precisely one of them is 
false. To be more specific, assume that (20a) holds but 
172 
We note that (2Oa) is equivalent to 
SUJIT KUMAR MITRA 
Jq(*21 *22)q nJu(z OYI = (0). (21) 
Let Xi2, i = 1,2,. . . , I, be a basis of N(B&). Clearly the vectors 
0 
'i= xi2 
i 1 E dv( *;, B&). 
Extend these 2 vectors by k additional vectors 
i=Z+l,Z+Z ,..., Z+k, 
so as to form a basis of N(B;, B&.). Observe that the vectors xii, i = I + 1, 
z+2,..., Z + k, are linearly independent. Let us choose xii, i = Z + k + 
1 ,..., Z+m,sothatxi,,i=Z+1,Z+2 ,..., Z+m,formabasisofthevector 
space of m-tuples, where m denotes the order of the square matrix B,,. Let 
us now put 
x;,*,, + x&B,, = 2i-l for i=Z+l,Z+2 ,..., Z+k. (22) 
If we now choose a matrix C,, of order m X m such that 
x;1c,, = q-p i=Z+l,...,Z+k, (23) 
it is seen that the row span of the matrix 
i 
*11- Cl1 
B-C= * 
*12 
21 *22 1 
is virtually disjoint with that of (I 0) and hence with that of (C,, 0), where C 
represents the matrix 
cc Cl1 0 
i 1 0 0’ 
Let z;,z;,..., z; be arranged in natural order as rows of a matrix Z,, and let 
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rank 2, = r. If A and B are matrices with n rows each, it is seen that 
rankB=n-(Z+k)+r (24) 
and rank(B - C) = n - (1 + k). Hence for such a matrix C, if further 
rankC1, = T, (25) 
then 
B=CcB(B-C) - C<B. (26) 
An idempotent C,, in addition will ensure C < A. We show below how 
Theorem 2.1 could be adapted to construct such an idempotent C,, when 
one exists and examine its uniqueness. When a unique idempotent C,, exists 
satisfying (23) and (25), the matrix C = A A B. We observe that the matrix 
C,, does not depend on the choice of the basis xi, i = 1,2,. . . , 1 + k. Thus let 
yi, i=1,2 )...) 2 + k, be another choice of a basis for N(B{, IL&), and 
Yi = yff, 
i 1 for i=1,2 ,..., 2. 
Each vector yi is a linear combination of xi, i = 1,2,. . . , I + k. Thus for 
example 
I+k 
Yl+l= C eixi* 
i-l 
(27) 
Let us now put 
l+k 
= C ‘iCxilBll + ri2B21) 
i-Z+1 
l+k 
= C eizi_l? 
i-l+1 
(28) 
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since for i = 1,2,. . . , 1, xi2B, = 0’ implies 
$B,, + &B,, = XiB,, = 0’. 
The condition on C,, is that y;l+ i,C,, = w;. Noting that 
l+k 
Y(1+ 1)l = C 4x:, 
i-l+1 
(29) 
and 
Z+k 
w;= C e,Zi_,, 
i=l+l 
it is seen that a matrix C,, which satisfies the conditions in terms of the xii’s 
will also satisfy the conditions in terms of the yi,‘s. 
Let $1, i = I + 1,z +2,. . . , I + m, be arranged in natural order as rows of 
a matrix M, which by construction is nonsingular, and let 
. (30) 
Of the matrix Z only the Z, part is fixed. The problem reduces to finding a 
matrix Z, such that 2 is square, rank 2 = rank Z,, and M-'2 is idempotent 
(or equivalently ZM- ' is idempotent). If we put Z,M-' = Z, and Z,M-' = 
E,, this is precisely the problem tackled in Theorem 2.1. Once an idempotent 
E is constructed as in Theorem 2.1, C,, is computed by the formula 
C,,=M-'EM. (31) 
Theorem 2.1 tells us when the idempotent extension E of E, is unique. The 
same conditions wiIl ensure 
C=Ar\B. (32) 
In case an idempotent C,, of rank r does not exist satisfying (23), one 
may speculate whether A A B might still exist, though of rank less than r. 
This is clearly impossible, as the following argument will show. Let K,, be 
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idempotent of rank s < r such that 
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and let M, denote the matrix formed by the first k rows of M. If 
MA, = W,, (34) 
then it is evident that 
rank(Z,-W,)=r-s. 
Hence 
(35) 
We ask ourselves this question: Does there exist a matrix 
L= 
Ll 
i i L2 
of order m X m such that L, is congruent to W, [mod J( Z, - W )], 
rank L = rank L, = s, and M-'L is idempotent (or equivalently LM-' is 
idempotent)? MK,, is one such choice of L. But the choice is easily seen to 
be nonunique. Let us write E, = WIMP' and F =(Z, - W,)M-', so that 
F = A(F). As in Section 2, we look for a matrix 
of order m X m such that G, = E, (mod ._T), rank G = rank G, = rank E, = s, 
and G is idempotent. We have seen that whenever such a G exists, the 
choice is not unique. Choose such a matrix G different from MK,,M-'. Then 
clearly L = GM is another choice of L, and further 
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Finally, we are left with the case where both (20a) and (20b) are untrue. 
Let the vectors rl,B,, (i = 1,2,. . . , I) be arranged as the rows of a matrix F. 
Since negation of (2Oa) implies negation of (21), is seen that .7 = A( F’) is of 
positive dimension. As a consequence the conclusion drawn in (26) is no 
longer valid, unless Equation (22) is suitably rewritten. The modifications 
required are also not hard to visualize. Let j denote the class of matrices 
and s = min,,,# rank _I~. If Ji E $ and rank Ji = s, then evidently A(_&‘) is 
virtually disjoint with .7. Let $i denote the subclass 
The question we ask is the following: For some Ji E fr does there exist a 
matrix Js of order (m - k) x m such that 
is square, rank ./ = rank _I1 = s, and M-‘J is idempotent? Even though the 
answer may be in the affirmative, we have seen earlier in this section that the 
choice here is not unique. We conclude that here A A B does not exist. 
We now summarize the results obtained thus far regarding the existence 
of A A B. 
Let 
[A],=S(W’w%), [B].=S(W’&T). 
Case I: Both [A] e and [B] A exist. Then A A B exists and is 2P( A, B) 
if [Ale= [B].. If [AIB# [B]*, then A A B exists and is the null matrix if 
and only if [A] s is proportional to [B] A’ 
Case II: At least me of [A] B, [B] A does not exist. Suppose [B] A does 
not exist and let, without loss of generality, 
Then A A B does not exist if both (20a) and (20b) are untrue. If one of (20a) 
or (20b) is true, then A A B may exist under certain conditions; see text. The 
case that [A] B does not exist can be considered similarly. 
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We remark here that the existence of A V B was considered in [6], and 
the facts can be summarized as follows. The supremum A V B does not exist 
unless both [A]n and [B]* exist and are equal. In that case it exists if and 
only if either A < B or B Q A. 
Lattice properties of the star order are studied in Hartwig and Drazin [2] 
and HoIIaday [4], and of the sharp order briefly in Mitra [7]. The following 
theorem gives upper bounds for A A B. 
THEOREM 3.2. ForsomeA,O#h#l, let X-‘Aand(l-h)-‘Bbep.s., 
and let A A B exist. Then 
A/i BQp[h-‘A,(&X)-‘B]. (37) 
Proof. We observe that 
( P[PA,(I-A)-‘B] -) = {XA- +(I-QB- >, 
on account of (1). Then 
C<A * {A-}c{C-}, C<B * {B-}c{C-}. 
Hence C<A, C<B 3 { P[A-‘A,(l- X)-‘B]- } c {C- } =, (37). n 
4. THE SHARP INFIMUM 
In this section we are concerned with the existence and computation of 
the sharp infimum of a pair of n x n square matrices A and B, both of index 
1. Let A be of rank m. We first consider the case where 
A= 
Let dim[M(B - A)~J &(A)] = r, dim[Jtr(B’- A’)~J &(A’)] = s, and let U 
and V be matrices of order m X r and m X s respectively such that 
N(B-A)nd(A)=M( ;), N(B’--A’)nd(A’)=.M( r). (39) 
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THEOREM 4.1. AXB exkts if and only if r = s and V’U is invertible, 
and when this condition is sati.s$ed 
AiB= (40) 
Proof. If C is of index 1, 
H (A-C)C=C(A-c)=o, (B-c)C=C(B-C)=O 
a (A-C)C=C(A-c)=o, (B-A)c=c(B-A)=0 
* _&(C)c.,H(A)n.N(B-A), LH(C’)LH(A’)~-LN(B’-A’) 
j c=(“r ;), (UAV’)‘=UAV’ 
* AV’UA= A * A = P(QV’UP),Q 
for some P, Q (see Theorem 3a in [5]). If V’U is invertible, it is easily seen 
that 
UP(QV’UP);QV’ 2 U(V’U)-‘V’. 
This proves the “if” part of the theorem and also (40). 
If r = s and V’U is of rank less than T, or if r z s, then 
rank UP(QV’UP),Y QV’ d rank VU, 
and the choice of matrix C of maximal rank is nonunique. In fact, even a 
reflexive g-inverse of VU is nonunique. n 
In the general case let 
A=LR’ 
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be a rank factorization of the matrix A. Since A is of index 1, R’L is 
invertible of order m x m. Let the columns of LU form a basis of N(B - A) 
n d(A), and those of RV a basis of M(Z3 - A’) n &(A’). Further, let the 
columns of U, form a basis of the maximal subspace of M(U) which is 
invariant under R’L, and those of V, form a basis of the maximal subspace of 
J(V) which is invariant under L’R. Similar to Theorem 4.1, we have 
Theorem 4.2. 
THEOREM 4.2. AAB exists if and only if V,‘U, is invertible. When this 
condition is satisfied, 
Ai B = LU,( V,lU,) - ‘V,‘R’. (41) 
Proof. C4 A * C < A =j C = LHR’ for some H which is idempo- 
tent. Also, if C is of index 1, CSA ti (A-C)C=C(A-C)=O * 
(I - H)R’LH = HR’L(Z - H) = 0, which implies that J?(H) is invariant 
under R’L, and JY(H’) under L’R. The remainder of the proof can be 
completed on the same lines as in the proof of Theorem 4.1. n 
The following theorem is reminiscent of a similar result for the star order 
due to Holladay; see [4]. 
THEOREM 4.3. Zf A and B are matrices of index 1 and so are A + B and 
A( A + B)#B, and if Aa B exists, then 
AAB : 2A(A + B)‘B. (42) 
Proof. If C -? A, C 3 B, then 2C 8 A + B, which implies (A + B)f= 
(2C)# + (A + B - 2C)#. Refer to [7, proof of Theorem 2.41 in this connection. 
Thus 
A(A+B)‘B=A[(2C)‘+(A+B-2C)‘]B 
=C(2C)‘C+(A-C)(A+B-2C)#(B-C) 
=;+(A-C)(A+B-2C)“(B-C), 
whence A( A + B)#B 3 C/2, whence (42). 
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5. WHEN DOES C<A, C<B IMPLY 2C<A+B? 
We conclude this paper by seeking an answer to the following question. 
When does 
CQA, CQB * 2C’<A+B? (43) 
Clearly the implication is true for the sharp order and was used in the proof 
of Theorem 4.3. However, unlike the star and sharp orders, the implication 
given in (43) need not hold for the minus order. 
For example, consider 
A=(; ;), B=( -; ;), and C=(; ;). 
Here, C < A and C Q B, but 2C $ A + B. To characterize when the implica- 
tions is true, we shall first prove the following theorem. 
THEOREM 5.1. Let A < B. Then a gemral 
which (2) is true is given by A- = B-AB-, 
g-inverse of B. 
rejkxive g-inverse of A for 
where B- is an arbitray 
Proof. Clearly B-AB-(B - A) = B-P(A, B-A), (B-A)B-AB- = 
P(A, B - A)B-, and both are equal to 0, using Theorem 1.1. Further, since 
B-AB- E {A; }, such a choice of A; satisfies the condition (2). Conversely 
choose and fix an arbitrary reflexive g-inverse (A; )0 that obeys the condition 
(2). Put 
[(B-A),-],=B-(B-A)B- 
for an arbitrq choice of B-. It is easily seen that (A; )O + [(B - A); ] ,, E 
{B-} andthatforsuchachoiceof B-, B-AB- =(A;),. W 
THEOREM 5.2. Let C < A, C c B be true, and let the condition (2) be 
true for a common g-inverse C- of C for both the pairs C, A and C, B, or in 
other wmds let 
{A-CA-}n{B-CB-} benm-ernpty. (44) 
Then 2CQA+B. 
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Proof. The proof is trivial and is therefore omitted. n 
We note that the condition (44) is sufficient but not necessary for (43) to 
hold. Consider for example 
so 
It is easily seen that C < A, C < B, and 2C < A + B. However, the unique 
choices of C- obeying the condition (2) are 
for the pair C, A 
and 
(3 3 for the pair C, B. 
The author wishes to thank Professor David H, Carlson and Professor 
George E. Trapp for their comments, which have led to improved readability 
of this paper. 
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