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Résumé
Dans cet article, nous présentons l’analyse de stabi-
lité du modèle des “contours actifs d’ordre supérieur”
(CAOS), pour l’extraction des réseaux routiers présents
dans des images de télédétection. Le modèle énergétique
des CAOS à minimiser présente des comportements diffé-
rents en fonction des valeurs des paramètres du modèle. Il
s’est avéré que deux structures géométriques sont favori-
sées par ce modèle : des structures linéiques et circulaires.
Nous nous intéressons ici à la détermination du diagramme
de phase, qui définit les gammes de valeurs des paramètres
du modèle des CAOS, permettant d’obtenir des structures
linéiques.
Mots Clef
Contours actifs d’ordre supérieur, a priori géométrique,
diagramme de phase, forme, télédétection.
Abstract
In this paper, we present a stability analysis of a
“higher-order active contour” (HOAC) model for road net-
work extraction from remotely sensed images. The HOAC
energy presents several different behaviours depending on
the model parameter values. Two types of geometric struc-
ture are favoured, namely line networks and circles. In this
work, we derive the phase diagram giving the parameter
ranges of the HOAC model that allow stable linear struc-
tures.
Keywords
Higher-order active contours, geometric prior, phase
diagramme, shape, remote sensing.
1 Introduction
En analyse d’images, ce ne sont pas les images elles-
mêmes qui nous intéressent mais plutôt la scène réelle re-
présentée par ces images. En général, une image peut être
vue comme un ensemble de régions correspondant à des
entités, par exemple, des forêts, des zones urbaines, ou des
routes en télédétection ; le cerveau, le coeur, ou les vais-
seaux sanguins en imagerie médicale, etc. Le problème est
souvent d’identifier la région dans le domaine de l’image
qui contient une entité particulière. Cela se fait à travers
une estimée fondée sur une distribution de probabilité a
posteriori P(R|I,K) pour la région, étant données l’image
I et les connaissances a prioriK que l’on a sur l’entité d’in-
térêt et sa relation avec l’image (telles que sa forme géo-
métrique, sa texture et sa radiométrie). L’estimée du Maxi-
mum A Posteriori (MAP) fournit la région qui maximise la
probabilité a posteriori. Le théorème de Bayes permet de
décomposer cette probabilité a posteriori en fonction de la
vraisemblance (attache aux données), P(I|R,K), et de la
probabilité a priori P(R|K). Cette dernière incorpore nos
connaissances a priori sur les propriétés géométriques de
la région R. Le problème peut également s’exprimer en
termes d’énergies (i.e. −Ln(P )). Le problème de maximi-
sation de la probabilité devient alors un problème de mini-
misation d’une énergie totale s’écrivant comme la somme
d’une énergie “image” décrivant le lien entre la région R
et les données I , et d’une énergie a priori Eg décrivant les
propriétés géométriques de la région R, i.e. sa forme.
Cet article analyse les propriétés d’une énergie a priori
pour les régions. Cette énergie a été utilisée pour l’extrac-
tion de réseaux routiers dans des images de télédétection,
cf. [26], mais également pour l’extraction des houppiers,
cf. [13]. Un houppier désigne l’ensemble des parties aé-
riennes d’un arbre, à l’exception de la base du tronc (le
fût). Le houppier désigne donc les branches, les rameaux
et le feuillage d’un arbre. Les seules différences entre les
modèles a priori pour ces deux applications sont les va-
leurs de quelques paramètres réels. Pour certaines gammes
de valeurs, les minima de l’énergie prennent la forme d’un
réseau, avec des barres allongées qui se joignent à des jonc-
tions (cet a priori est bien adapté pour les réseaux routiers) ;
pour d’autres valeurs, les minima sont des régions compo-
sées d’un ensemble de cercles stables avec à peu près le
même rayon (cet a priori est bien adapté pour les houp-
piers). Le problème est de déterminer les gammes de va-
leurs des paramètres qui produisent ces deux types de com-
portement, c’est à dire, des réseaux stables ou des cercles
stables. Le cas d’un cercle a été étudié par Horvath et al.
[13, 14]. Le résultat était un diagramme de phase, qui dit,
pour des valeurs données des paramètres, si un cercle stable
existe, et qui donne son rayon, son énergie, la perturbation
la moins stable, etc. Cet article fait le même type d’analyse
pour le cas d’une barre très longue, vue comme l’approxi-
mation d’un segment d’un réseau linéique. Pour des valeurs
données des paramètres, l’analyse permet de dire si une
barre stable existe, et quelle est sa largeur, son énergie, et
quelles sont les perturbations les moins stables. En consé-
quence, on peut choisir les valeurs des paramètres pour
obtenir le comportement souhaité. On présente dans cette
étude les résultats sous forme d’un diagramme de phase,
et des expériences qui montrent la cohérence entre l’ana-
lyse théorique et le comportement numérique. Mais avant
de présenter cette analyse, il faut répondre à la question :
pourquoi analyser cette énergie ?
1.1 Motivation
Nous nous intéressons à la problématique de l’extrac-
tion de certaines entités dans les images de télédétec-
tion, mais les mêmes considérations s’appliquent aussi à
d’autres types d’entités et d’images. La plupart du temps, la
complexité des images implique que, pour résoudre le pro-
blème automatiquement, il faut incorporer dans l’énergie a
priori le maximum de connaissance possible sur la forme
de la région correspondant à l’entité d’intérêt. En même
temps, les techniques standards pour l’incorporation d’une
telle connaissance ne sont pas bien adaptées aux entités
d’intérêt dans les images de télédétection. En particulier,
les régions recherchées ont souvent une topologie très va-
riable et inconnue a priori. Par exemple, la région qui cor-
respond aux houppiers dans une image a plusieurs compo-
santes connexes (une composante pour chaque houppier),
alors que la région correspondant à un réseau routier pour-
rait avoir plusieurs boucles. Par contre, la plupart des tech-
niques pour la modélisation d’une connaissance a priori
sur la forme utilise une “région de référence” à laquelle
la région recherchée est comparée pour calculer une éner-
gie a priori. Par nécessité, cette technique limite la topo-
logie de la région trouvée à la topologie de la région de
référence. On a donc deux types d’énergies : celles qui per-
mettent une topologie libre mais qui ne contiennent qu’une
connaissance a priori triviale sur la forme, et celles qui
contiennent une connaissance a priori forte sur la forme,
mais qui contraignent la topologie.
Pour éviter ce dilemme, Rochery et al. [25, 26] ont in-
troduit une nouvelle génération de contours actifs, appelés
“contours actifs d’ordre supérieur” (CAOS). Les contours
actifs, introduits par Kass et al. [16], sont une des méthodes
les plus utilisées pour la représentation et la modélisation
des régions. Une région est représentée par son bord, qui,
dans le cas d’une seule composante connexe, est un plon-
gement γ du cercle S1 dans R2. Plus précisément, c’est une
classe d’équivalence de plongements, parce que le plonge-
ment γ représente la même forme que le plongement γǫ,
où ǫ est un difféomorphisme de S1. L’énergie utilisée par
Kass et al. [16] était une combinaison linéaire de la lon-
gueur du bord et de l’intégrale de la courbure carrée. Ces
deux termes sont deux des termes les plus simples qui sont
invariants à l’action du groupe euclidien. Un autre terme est
l’aire interne, utilisé initialement par Cohen [6]. Plusieurs
développements ont suivi : les contours actifs “géométri-
ques” et “géodésiques” [2, 3, 17, 20, 27] et les contours
actifs incorporant une information “région” sur l’image
[1, 4, 15, 21–23], mais tous ont, comme énergie a priori,
des intégrales simples sur le contour de quantités différen-
tielles. Cela veut dire que les énergies ne décrivent que des
propriétés locales du contour ; la forme globale n’est pas
contrainte.
Pour contraindre la forme globale, des dépendances lo-
cales entre les points du contour ne suffisent pas ; il faut des
dépendances de longue portée. Une façon pour introduire
de telles dépendances est d’utiliser une région de référence
[5, 7–9, 11, 12, 18, 19, 24, 28], qui agit comme une variable
cachée, liant implicitement des points éloignés du contour.
Cependant, comme l’on a vu, ce type de méthodes n’est
pas très bien adapté aux entités qui ont une topologie libre
et/ou qui ne s’expriment pas comme des variations autour
d’une forme moyenne.
Par contre, et par définition, un modèle CAOS intro-
duit explicitement des dépendances de longue portée dans
l’énergie, qui s’exprime donc en ajoutant aux énergies clas-
siques avec des intégrales simples, des intégrales multiples
sur le contour. Les cas les plus simples sont les énergies
“quadratiques”, qui contiennent des termes avec des inté-
grales doubles. Une des formes d’énergie quadratique est
celle utilisée par Rochery et al. [25, 26] :
Eg(γ) = λCL(γ) + αCA(γ)
−
βC
2
∫∫
dt dt′ γ˙(t) · γ˙(t′) Φ(R(t, t′)/d) , (1)
où λC , αC et βC sont les paramètres du modèle relatifs,
respectivement, à la longueur du contour L(γ), à l’aire
de la région interne du contour A(γ) et au terme quadra-
tique. γ˙(t) et γ˙(t′) sont les vecteurs tangents au contour
en deux points γ(t) et γ(t′). La fonction Φ définit le de-
gré d’interaction entre deux points γ(t) et γ(t′) distants de
R(t, t′) = |γ(t) − γ(t′)|, et d contrôle la portée de l’in-
teraction. Dans cet article, la fonction d’interaction Φ est
donnée par
Φ(x) =
{
1
2
(
2− x+ 1
pi
sinπx
)
0 ≤ x < 2
0 x ≥ 2 ,
(2)
comme défini par Rochery et al. [25, 26]. La figure (1)
montre l’allure de Φ en fonction de la distance par unité de
longueur entre deux points du contour.
L’interaction de longue portée permet d’incorporer une
connaissance a priori forte sur la forme de la région recher-
chée, sans contraindre sa topologie. Les CAOS résolvent
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FIG. 1 – Allure de la fonction d’interaction Φ.
alors le problème de la combinaison d’une connaissance a
priori forte sur la forme et d’une topologie libre, et ils sont
donc bien adaptés au type d’entités rencontrées dans les
images de télédétection qui exigent ce type de modèles.
1.2 Problématique
Ceci dit, il n’est pas toujours facile de savoir quel type
de région est modélisé par une telle énergie, c’est à dire,
quels sont les minima locaux de l’énergie. Par exemple,
pour certaines gammes des paramètres, l’énergie (1) favo-
rise les régions composées de bras allongés, avec une lar-
geur à peu près constante, qui se joignent à des jonctions.
Pour d’autres gammes de valeurs, elle favorise les régions
composées d’un certain nombre de cercles ayant le même
rayon.
Pour montrer plus clairement la difficulté de ce pro-
blème, la figure 2 montre les résultats de trois expériences,
en faisant une descente de gradient à partir de l’énergie (1).
La configuration initiale est la même dans les trois cas : un
carré arrondi. Chaque ligne correspond à des valeurs dif-
férentes des paramètres et le temps s’écoule de gauche à
droite. Dans la première ligne, le contour disparaît comme
pour un modèle standard (βC = 0), parce que le terme qua-
dratique n’est pas assez fort par rapport aux autres termes.
Dans la deuxième ligne, la configuration finale, et stable,
consiste en un nombre de bras liés par des jonctions à leurs
extrémités. Dans la troisième ligne, la configuration finale,
et stable, consiste en un certain nombre de cercles.
L’intérêt applicatif de ce type d’énergies, couplé avec
la difficulté de connaître le comportement pour des valeurs
données des paramètres, mène à l’étude décrite dans cet
article. L’objectif consiste à déterminer les gammes de va-
leurs des paramètres λC , αC et βC qui permettent d’avoir
une région en forme de réseau minimisant l’énergie géomé-
trique Eg, en vue de l’extraction des réseaux routiers pré-
sents dans des images de télédétection. L’analyse d’un ré-
seau quelconque est trop difficile, mais l’on peut noter que
la partie d’un bras entre deux jonctions à la forme d’une
barre longue et faiblement courbée, avec une largeur à peu
près constante. Cette idée mène à l’étude de la stabilité
FIG. 2 – Évolution d’un contour initial (un carré arrondi
aux bords) pour différentes valeurs des paramètres du mo-
dèle des CAOS donné par l’équation (1) en utilisant l’algo-
rithme de descente du gradient.
d’une barre dans la limite où sa longueur tend vers l’in-
fini, parce que pour cette limite, on peut négliger la contri-
bution des extrémités, qui ne sont pas pertinentes pour un
bras qui fait partie d’un réseau, et qui donc compliquent
l’analyse sans raison. Une quantité critique sera l’énergie
par unité de longueur de la barre, parce que c’est celle-ci
qui détermine si une barre va s’allonger ou se raccourcir
pour réduire son énergie. On procède alors à l’analyse de
l’énergie (1). Les détails des calculs sont donnés dans [10].
2 L’énergie d’une barre longue
L’analyse de la stabilité de l’énergie géométrique du
contour est fondée sur le développement de l’énergie en
série de Taylor jusqu’au second ordre, au voisinage d’un
contour γ0, qui sera, dans notre cas, une barre longue. Le
développement est donné par l’équation suivante :
Eg(γ) = Eg(γ0 + δγ)
≃ Eg(γ0) + 〈δγ|
δEg
δγ
〉γ0 +
1
2
〈δγ|
δ2Eg
δγ2
|δγ〉γ0 ,
(3)
où 〈·|·〉 est une métrique définie sur l’espace des contours
et δγ est une variation élémentaire du contour.
Un contour γ0 est stable (c’est à dire est un minimum
local de l’énergie Eg) si et seulement si δEgδγ |γ0= 0, ce
qui assure que γ0 est un extremum, et δ
2Eg
δγ2
|γ0 est définie
positive, ce qui assure que l’extremum est un minimum. Par
la suite, ces deux conditions permettront de contraindre les
valeurs des paramètres du modèle des CAOS.
2.1 Réduction du nombre de paramètres
L’énergie géométrique du contour Eg dépend de quatre
paramètres : λC , αC , βC , et le paramètre d de la fonction
d’interaction Φ, qui contrôle sa portée (Φ est fonction de
R/d). Pour simplifier l’analyse de stabilité, on note que
Eg(γ, λC , αC , βC , d) = Eg(γ˜, λ˜, α˜, β˜, 1) ,
où λ˜ = λCd, α˜ = αCd2, et β˜ = βCd2. Puisque l’on peut
multiplier E par une constante sans changer les propriétés
de stabilité, il suffit alors d’étudier la fonctionnelle
Eˆg(γˆ) = L(γˆ) + αˆA(γˆ)
−
βˆ
2
∫∫
dt dt′ ˙ˆγ(t) · ˙ˆγ(t′) Φ(|γˆ(t)− γˆ(t′)|) , (4)
où αˆ = α˜/λ˜, βˆ = β˜/λ˜, et Eˆg = Eg/λ˜. Les paramètres
αˆ et βˆ sont sans dimension. L’analyse de stabilité du mo-
dèle géométrique des CAOS, donné par l’équation (1),
est donc équivalente à celle de l’énergie Eˆg donnée par
l’équation (4). Celle-ci est équivalente à l’énergie Eg avec
λC = d = 1, qui est, à son tour, équivalente à l’utilisa-
tion de d comme unité de longueur et 1/(λCd) comme
unité d’énergie. Par la suite, ce point est implicite : par
exemple, la largeur de la barre signifie la largeur divisée
par d. Si nécessaire, toutes les quantités peuvent être mul-
tipliées par des puissances de d et par λC pour rétablir les
unités standards. L’analyse de l’énergie est donc plus facile
puisque le travail à faire se résume à la détermination du
diagramme de phase qui représente la (ou les) région(s) du
plan (αC , βC) satisfaisant les conditions de stabilité d’une
portion d’une barre longue.
2.2 Paramétrisation
Ici, le contour γ0 est une barre de longueur l et de lar-
geur w0 ≪ l. La figure 3 montre la forme du contour d’une
barre qui est orientée arbitrairement pour bien définir les
propriétés géométriques du contour. On utilise, dans notre
analyse de stabilité, la paramétrisation suivante du contour
γ0 :
γ0,µ(tµ) =
{
x0,µ(tµ) = ±µltµ tµ ∈ [−0.5, 0.5]
y0,µ(tµ) = ±µ
w0
2
, (5)
où ±µ = 1 si µ = 1 et −1 si µ = 2.
Chaque côté de la barre est paramétré séparément, en
définissant deux variables t1 et t2 relatives aux deux cotés
de la barre indexés par le paramètre µ comme le montre
la figure 3. Les perturbations de chaque coté de la barre
sont définies par les changements tangentiels et normaux :
δγµ(tµ) = (δxµ(tµ), δyµ(tµ)). L’énergie Eg est bien dé-
finie sur les classes d’équivalence mentionnées ci-dessus,
c’est à dire Eg(γ) = Eg(γǫ). Une perturbation δx ne
change pas la classe d’équivalence d’un contour, et peut
être ignorée : on suppose δxµ = 0. On s’intéressera donc
seulement aux perturbations normales au contour.
2.3 Énergie
Le développement en série de Taylor jusqu’à l’ordre 2
de l’énergie Eg est donné par l’équation (3). L’opérateur du
second ordre δ2Eg/δ2γ pourrait être simplifié si l’on pou-
rait trouver une base qui le rende diagonal. Ceci est pos-
sible à cause de la symétrie d’un cercle. Chaque terme de
l’énergie Eg est soit une intégrale simple d’une dérivée de
µ = 1
µ = 2
1\2−1\2
FIG. 3 – Paramétrisation d’une barre.
γ, soit une double intégrale d’une fonction de s − s′, où
s est l’abscisse curvilinéaire pour le cercle. Ceci signifie
que l’opérateur δ2Eg/δ2γ est une fonction de s − s′ uni-
quement, mais pas de s + s′. Il est donc diagonal dans la
base de Fourier de l’espace tangent au point γ0 de l’espace
des contours. En conséquence, il est plus simple d’expri-
mer les perturbations en termes des coefficients de Fourier :
δyµ(tµ) =
∑
kµ
aµ,kµe
ikµltµ avec aµ,kµ la composante de
Fourier de fréquence kµ relative au coté µ de la barre. On
définit la longueur d’onde spatiale λµ = lmµ où mµ ∈ Z.
La fréquence devient donc kµ = 2piλµ =
2pimµ
l
.
Le contour perturbé γ est défini alors en fonction de la
barre comme
γµ(tµ) = γ0,µ(tµ) + δγµ(tµ)
=
{
xµ(tµ) = ±µ l tµ
yµ(tµ) = ±µ
w0
2 +
∑
kµ
aµ,kµe
ikµltµ ,
(6)
et le développement de l’énergie en série de Taylor au voi-
sinage de γ0 jusqu’à l’ordre 2, donné par l’équation (3),
s’exprime en fonction des coefficients de Fourier comme
Eg(γ) = Eg(γ0 + δγ)
≃ Eg(γ0) +
∑
µ
∑
kµ
aµ,kµ
δEg
δaµ,kµ
+
1
2
∑
µ,ν
∑
kµ,kν
aµ,kµaν,kν
δ2Eg
δaµ,kµδaν,kν
. (7)
On verra explicitement que la matrice
δ2Eg/δaµ,kµδaν,kν est diagonalisée dans la base de
Fourier et que le vecteur δEg
δaµ,kµ
vaut zéro, sauf pour
kµ = 0.
La longueur et l’aire du contour sont données jusqu’à
l’ordre 2 en termes de coefficients de Fourier par
L(γ) =
∑
µ
∫
γµ
|γ˙µ(tµ)| dtµ
≃ l
{
2 +
1
2
∑
k
k2(|a1,k|
2 + |a2,k|
2)
}
; (8)
A(γ) =
∫
γ1
l(y1(t1)− y2(−t1)) dt1
= l[w0 + (a1,0 − a2,0)] . (9)
En calculant le terme quadratique, et en définissant les
quantités Gij (voir annexe A), l’énergie géométrique par
unité de longueur Eg(γ)/l du contour γ, dans la limite où
la longueur de la barre l tend vers l’infini, est
Eg(γ)
l
= 2 + αCw0 − βCG00(w0)︸ ︷︷ ︸
e0
+ [a1,0 − a2,0] [αC − βCG10(w0)]︸ ︷︷ ︸
e1
+
1
2
∑
k
[
|a1,k|
2 + |a2,k|
2
] [
k2 + βCG20(w0, k)
]︸ ︷︷ ︸
e20
+ (a1,ka2,k + a1,−ka2,−k)βCG21(w0, k)︸ ︷︷ ︸
e21
= e0 + e1 (a1,0 − a2,0) +
1
2
∑
k
a†k e2 ak , (10)
où ak = (a∗1,k, a2,k), † indique le conjugué hermitien, et
∗ indique le conjugué complexe ; e0(w0) est l’énergie par
unité de longueur d’une barre de largeur w0 et de longueur
infinie ; e1(w0) est la dérivée de e0(w0) par rapport à w0 et
e2 =
(
e20 e21
e21 e20
)
. (11)
Les quantités e20(w0, k) et e21(w0, k) correspondent res-
pectivement aux termes de second ordre de l’énergie par
unité de longueur de chaque côté de la barre et entre les
deux côtés. Notons que, quand l → ∞, la somme dans
l’équation (10) devient une intégrale sur k. Nous gardons
la somme (i.e. l grand mais pas infini) parce que, de toutes
façons, la vérification de la positivité de e2 demandera une
discrétisation du domaine Fourier.
3 Stabilité d’une barre longue
L’équation (10) donne le développement en série de
Taylor jusqu’à l’ordre 2 de l’énergie géométrique par unité
de longueur du contour γ au voisinage d’une barre de lar-
geur w0 et de longueur l, quand l tend vers l’infini. Notre
objectif est de déterminer la largeur qui minimise cette
énergie, donc le w0 qui annule l’énergie du premier ordre,
e1(w0), et qui est tel que la matrice e2(k,w0) soit définie
positive pour tout k.
3.1 Analyse de e0
La minimisation de l’énergie Eg revient à minimiser
le terme constant de l’équation (10), e0(w0). La figure 4
montre les différents comportements de l’énergie e0(w0)
en fonction de la largeur de la barre w0, pour différentes
valeurs des paramètres αC et βC . Les figures 4(d), 4(e) et
4(f) montrent que, pour les valeurs des paramètres choi-
sies, l’énergie e0(w0) n’admet pas de minimum global. La
courbe de e0(w0) donnée par les figures 4(d) et 4(e) pos-
sède un point d’inflexion : pour la figure 4(d) le point d’in-
flexion admet une dérivée nulle, donc le terme du premier
ordre de l’équation (10), e1(w0), est nul, alors que celui
de la figure 4(e) admet une dérivée quelconque. La figure
4(f) montre que, pour une valeur négative du paramètre αC ,
l’énergie par unité de longueur e0(w0) n’admet pas de mi-
nimum global puisqu’elle tend vers −∞ pour les grandes
valeurs de w0, et donc la valeur du paramètre αC doit être
strictement positive [10].
Pour les valeurs des paramètres du modèle des CAOS
relatives aux figures 4(a), 4(b) et 4(c), l’énergie e0(w0) ad-
met deux extrema : un minimum et un maximum. Le terme
de second ordre de l’équation (10), la matrice hessienne e2,
permet de discerner ses deux extrema : si e2 est définie po-
sitive, alors cet extremum correspond à un minimum et si
e2 est définie négative, alors il s’agit d’un maximum.
Les paramètres du modèle des CAOS relatifs à la figure
4(c) donnent un minimum positif de l’énergie géométrique
par unité de longueur d’une barre longue. Ceci signifie
qu’une barre longue se raccourcit pendant une descente de
gradient, jusqu’au point que l’approximation d’une barre
longue ne soit plus valide. Comme la barre devient plus
courte, les contributions des deux extrémités deviennent
plus importantes par rapport à la contribution de la par-
tie droite, et les deux extrémités commencent à interagir. À
ce point, la barre pourrait soit former un cercle stable, soit
disparaître.
Dans le cas de la figure 4(a), le minimum d’énergie
d’une portion d’une barre longue est négatif. Une barre
longue peut donc diminuer son énergie en s’allongeant. Si,
en même temps, un cercle avec un diamètre similaire à la
largeur de la barre est instable, les extrémités de la barre
peuvent développer un nombre de bosses qui deviendront
des bras, produisant ainsi un réseau.
3.2 Analyse de e1
La première condition de stabilité d’une barre longue
(i.e. le terme de premier ordre e1(w0) est nul) permet
d’avoir une contrainte sur les paramètres du modèle des
CAOS, qui assure l’extremalité de l’énergie géométrique
du contour. On a donc la contrainte suivante :
βC(αC , w0) =
αC
G10(w0)
. (12)
L’équation (12) montre que, pour w0 fixé, la courbe re-
présentative de la fonction βC(αC) est une droite de gra-
dient 1
G10(w0)
. Ceci implique que, pour αC positif, les en-
sembles de valeurs (αC , βC) qui assurent un extremum
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FIG. 4 – Les différents comportements de l’énergie e0(w0)
pour différentes valeurs des paramètres αC et βC .
pour chaque largeur w0 sont disjoints. Pour le choix de
Φ fait par Rochery et al. [25, 26], la fonction G10 6= 0
uniquement pour w0 ∈ (0, 2), et elle est positive dans cet
intervalle.
La figure 5 montre les variations de w0 en fonction du
paramètre βC pour αC constant. Cette courbe admet un
point particulier (βIC , wI0), qui correspond à un point d’in-
flexion dans e0. Pour βC < βIC , l’énergie e0(w0) n’ad-
met pas d’extremum. Le minimum ne peut pas être situé
au dessous de la valeur w0 = wI0 puisque la courbe conti-
nue correspond au minimum alors que celle en pointillé
correspond au maximum.
3.3 Analyse de e2
La condition du stabilité de second ordre d’une barre
longue consiste à déterminer les valeurs propres de la ma-
trice hessienne, e2. Il faut qu’elles soient strictement posi-
tives pour que l’extremum de l’énergie, s’il existe, soit un
minimum. Les valeurs propres de e2 sont λ± = e20 ± e21
de vecteurs propres respectifs v± = (1,±1). L’équa-
tion (10) peut donc être réécrite en fonction des valeurs
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FIG. 5 – Représentation graphique des positions des ex-
trema de l’énergie e0(w0) en fonction du paramètre βC
pour αC = 1. La courbe continue correspond au minimum
et celle en pointillé correspond au maximum de l’énergie.
propres :
Eg(γ)
l
= e0 + e1(a1,0 − a2,0)
+
1
4
∑
k
λ+|a
+
k |
2 + λ−|a
−
k |
2 , (13)
avec a±k = a1,k ± a
∗
2,k. Ces deux vecteurs propres re-
présentent deux types de perturbations : l’une où la barre
devient courbée périodiquement, comme un serpent, sans
changer beaucoup sa largeur, et l’autre où la largeur de
la barre change périodiquement le long de la barre. Il est
évident que le premier type de perturbation coûte moins en
terme d’énergie, surtout pour les basses fréquences, parce
que dans ce cas, la barre “serpent” ressemble localement
une barre droite.
En remplaçant e20 et e21 par les expressions données
dans l’équation (10), l’expression de λ± devient alors
λ±(αC , βC , w0, k) = k
2 + βCG±(w0, k) , (14)
avec G±(w0, k) = G20(w0, k) ± G21(w0, k). En rem-
plaçant βC par son expression donnée par la première
contrainte de stabilité (12), on a
λ±(αC , w0, k) = k
2 +
αC
G10(w0)
G±(w0, k) . (15)
La condition de stabilité de second ordre d’une portion
d’une barre de longueur infinie devient
k2 +
αC
G10(w0)
G±(w0, k) > 0 ,∀k , (16)
ce qui est équivalent à
αCG±(w0, k) > −k
2G10(w0) ,∀k , (17)
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FIG. 6 – Représentation des quatre régions possibles rela-
tives au changement de signe des fonctions G+ et G−.
puisque G10(w0) > 0, ∀w0 ∈ (0, 2). Cette inégalité donne
une borne inférieure pour αC dans le cas où G±(w0, k) >
0, donc cette borne sera toujours négative. Or αC est né-
cessairement positif, donc, la borne inférieure pour αC est
toujours 0.
La figure 6 montre les différentes régions du plan
(w0, k) relatives aux changements de signe de G±. Les ré-
gions colorées en blanc, rouge, bleu et noir correspondent
respectivement à G+(w0, k) > 0 et G−(w0, k) > 0,
G+(w0, k) > 0 et G−(w0, k) < 0, G+(w0, k) < 0 et
G−(w0, k) > 0, et G+(w0, k) < 0 et G−(w0, k) < 0.
Les limites du paramètre αC sont données par la fi-
gure 7. Pour qu’une portion d’une barre longue de lar-
geur w0 ∈ (0, 2) soit stable, le paramètre αC doit être
borné par une limite inférieure (la courbe rouge) qui est
nulle et par une limite supérieure (la courbe bleue). Les
trois droites verticales représentent les points de singula-
rité (les zéros) des fonctions G±(w0, k) avec k ∈ K, K
étant l’ensemble des fréquences qui contribuent à la déter-
mination des limites du paramètre αC . Pour les valeurs de
w0 ∈ (0, 0.8802), où αminC = αmaxC = 0, il n’existe pas
de barre stable. Si w0 ∈ (0.8802, 1.03) ∪ (1.33, 2) alors
une portion d’une barre longue de largeur w0 est stable si
αC est situé au dessous de la courbe bleue. Pour la gamme
des valeurs de w0 ∈ (1.03, 1.33), une barre de largeur w0
est stable quelque soit la valeur du paramètre αC > 0 (la
borne supérieure de αC est infinie).
L’objectif de cette analyse de stabilité est de détermi-
ner la région du plan (αC , βC) permettant d’avoir une
portion stable d’une barre de largeur w0. Par analogie
avec un système physique, on l’appelle “diagramme de
phase”. Les conditions de stabilité de premier et second
ordres d’une barre longue, étudiées précédemment, per-
mettent de déterminer le diagramme de phase du modèle
de la barre. L’équation (12) montre que, pour chaque va-
leur de la largeurw0, la courbe représentative de la fonction
βC(αC , w0) est une droite de pente 1G10(w0) , et puisque αC
est borné, alors l’ensemble des points (αC , βC) donnant
une barre stable de largeur w0 est un segment de droite.
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FIG. 7 – Les bornes inférieures et supérieures du paramètre
αC colorées respectivement en bleu et en rouge.
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FIG. 8 – Diagramme de phase d’une portion d’une barre
longue. w0 ∈ (0.8802, 2).
En représentant l’ensemble de toutes ces droites de gra-
dient variable en fonction des valeurs de w0 donnant une
barre stable, c’est à dire w0 ∈ (0.8802, 2), on obtient le
graphe donné par la figure 8. Les régions colorées de la fi-
gure 8 correspondent à l’ensemble des points (αC , βC) qui
donnent une portion stable d’une barre longue. On a men-
tionné dans la partie 1.2 l’importance du signe de l’éner-
gie du contour. Les régions représentées en bleue et en
jaune dans la figure 8 donnent, respectivement, une énergie
par unité de longueur positive, ou négative, d’une portion
stable. Les valeurs des paramètres de la région colorée en
jaune permettent donc à l’algorithme de minimisation par
descente de gradient de créer, à partir d’un contour initial,
un réseau de bras. Par contre, la région du diagramme de
phase représentée en bleu correspond à l’ensemble des va-
leurs des paramètres pour lesquelles soit la portion d’une
barre disparaît, soit un cercle stable est formé. La région
du diagramme de phase représentée en blanc correspond à
l’ensemble des valeurs de paramètres qui ne permettent pas
d’avoir une barre stable.
asinh(αˆ) asinh(βˆ) wˆ0 e0(wˆ0)
1 0.5 0.2 - -
2 5 3 - -
3 0.5 0.4 1.29 1.98
4 1 0.7 1.18 2.22
5 1 1.2 1.465 0.903
6 6 5.7 1.26 9.84
7 5.5 5.3 1.301 -9.28
8 5.5 5.3 1.301 -9.28
9 1 2 1.645 -3.19
10 2 4 1.76 -45.9
TAB. 1 – Valeurs des paramétres adimensionnés définis
dans la partie 2.1, sélectionnées du diagramme de phase
donné par la figure 8.
4 Résultats expérimentaux
Dans cette partie, on présente des résultats expérimen-
taux de l’évolution d’une barre longue par descente de gra-
dient en utilisant le terme de l’énergie géométrique. Dans
ce travail, la barre représente un point de l’espace des
contours, qui peut minimiser l’énergie géométrique pour
certaines valeurs des paramètres. La figure 9 montre donc
l’évolution d’une barre longue pour différentes valeurs des
paramètres du modèle des CAOS donné par l’équation (1).
Il faut noter que la barre n’est pas le contour initial que l’on
utilise pour segmenter des images : en général on utilise un
carré arrondi aux bords pour assurer la convergence de l’al-
gorithme de descente de gradient vers une solution qui a
une forme de réseau linéique, donc d’un ensemble de bras
liés à leurs extrémités, dont chaque bras ou segment est mo-
délisé par une barre longue (ce qui nous a mené à l’analyse
de stabilité de la barre et ses évolutions possibles). Ces ex-
périences ou évolutions sont faites en choisissant différents
points du diagramme de phase donné par la figure 8. Réel-
lement ce dernier montre les gammes des paramètres αˆ, βˆ
et wˆ0 définis dans le paragraphe 2.1. Le tableau 1 montre
un ensemble de 10 points sélectionnés de différentes ré-
gions du diagramme de phase. À partir de ses paramètres,
et en fixant la valeur de la largeur de la barre w0 si l’on
choisit obtenir, on peut calculer les valeurs des paramètres
du modèle des CAOS qui sont données par le tableau 2 :
αC = αˆλC/d
2
, βC = βˆλC/d
2 et d = w0/wˆ0.
La figure 9 montre les évolutions de la barre pour les
valeurs des paramètres données par le tableau 2. Les expé-
riences 1 et 2 montrent que, pour les valeurs des paramètres
correspondantes, qui appartiennent à la région blanche in-
férieure du diagramme de phase, la largeur de la barre di-
minue jusqu’à la disparition complète et donc la barre est
instable. Les expériences 3 et 4 montrent aussi que la barre
disparaît si l’on choisit deux points de la région colorée en
bleue permettant de donner une portion stable d’une barre
avec une énergie positive ; ce qui donne une énergie de la
barre le0, positive et, par la suite, la descente de gradient di-
w0 αC βC d
1 - 0.052 0.02 10
2 - 7.42 1 10
3 10 0.067 0.053 7.75
4 20 0.069 0.045 16.94
5 20 0.086 0.111 13.65
6 30 8.48 6.28 23.8
7 10 16.32 13.13 7.63
8 20 8.02 6.56 15.26
9 20 0.193 0.597 6.08
10 25 0.319 2.4 11.36
TAB. 2 – Valeurs des paramétres réels du modèle des
CAOS utilisées pour les évolutions données par la figure 9.
minue la longueur de la barre l jusqu’à la disparition com-
plète de celle-ci.
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FIG. 9 – Résultats expérimentaux en utilisant le terme géo-
métrique : la première colonne montre le contour initial,
et les autres colonnes montrent l’évolution de ce dernier
par descente de gradient pour différentes valeurs des para-
mètres données par le tableau 2.
Pour les expériences 5 et 6, on a également choisi deux
points la région bleue, mais cette fois-ci la descente de gra-
dient converge vers un cercle : la barre commence à se ré-
trécir comme pour les deux expériences 3 et 4, sauf que
ces mêmes valeurs permettent d’avoir un cercle stable (cf.
Horvath et al. [13, 14]).
Pour les expériences 7 et 8, les valeurs des paramètres
donnent une portion stable ayant une énergie négative et
donc l’énergie de la barre, l e0, est négative et, par la suite,
la descente de gradient augmente la valeur de l et la barre
s’allonge en maintenant presque la même largeur.
Pour les expériences 9 et 10, les valeurs des paramètres
sont selectionnées dans la région blanche supérieure du
diagramme de phase qui montre un autre type d’instabilité :
l’énergie e0 a un minimum, mais il existe des fréquences
non nulles qui sont instables et font évoluer la barre vers
d’autres formes.
FIG. 10 – Image aérienne ( c©IGN) ; résultat en utilisant le
modèle géométrique (1) combiné avec un modèle d’attache
aux données (image fournie par Rochery et al. [25, 26]).
5 Conclusion
Nous avons présenté, dans cet article, une analyse dé-
taillée de la stabilité d’une barre longue fondée sur une
énergie de type CAOS. Le développement de l’énergie géo-
métrique du contour en série de Taylor, jusqu’au second
ordre, a permis de contraindre les valeurs des paramètres
du modèle CAOS afin d’avoir le diagramme de phase pour
l’extraction des réseaux routiers présents dans des images
de télédétection (cf. figure 10).
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A Détails des fonctions Gij
Les expressions des fonctions Gij sont données par
[10] :
G00(w0) =
∫ ∞
−∞
Φ(|x|)− Φ(
√
x2 + w20) dx , (18)
G10(w0) =
∫ ∞
−∞
−w0√
x2 + w20
Φ′(
√
x2 + w20) dx , (19)
G20(w0, k) =
∫ ∞
−∞
x2
(x2 + w20)
3
2
Φ′(
√
x2 + w20)
+
w20
(x2 + w20)
Φ′′(
√
x2 + w20)−
1
|x|
Φ′(|x|)(1− eikx)
− k2Φ(|x|)eikx dx , (20)
et
G21(w0, k) =
∫ ∞
−∞
[
−
x2
(x2 + w20)
3
2
Φ′(
√
x2 + w20)
−
w20
(x2 + w20)
Φ′′(
√
x2 + w20)+k
2Φ(
√
x2 + w20)
]
eikxdx .
(21)
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