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The cross section of the process e+e− → pi+pi−pi0 is measured with a precision of 1.6% to 25% in
the energy range between 0.7 and 3.0 GeV using the Initial State Radiation method. A data set with
an integrated luminosity of 2.93 fb−1 taken at the center-of-mass energy of
√
s = 3.773GeV with the
BESIII detector at the BEPCII collider is used. The product branching fractions for ω, φ, ω(1420),
and ω(1650) are measured to be B(ω → e+e−) × B(ω → pi+pi−pi0) = (6.94 ± 0.08 ± 0.16) × 10−5,
B(φ→ e+e−)×B(φ→ pi+pi−pi0) = (4.20± 0.08± 0.19)× 10−5, B(ω(1420)→ e+e−)×B(ω(1420) →
pi+pi−pi0) = (0.84 ± 0.09 ± 0.09) × 10−6, and B(ω(1650) → e+e−) × B(ω(1650) → pi+pi−pi0) =
(1.14 ± 0.15 ± 0.15) × 10−6, respectively. The branching fraction B(J/ψ → pi+pi−pi0) is measured
to be (2.188± 0.024± 0.024± 0.040(ΓJ/ψee ))%, where ΓJ/ψee is the dileptonic width of J/ψ. The first
errors are of statistical, the second and third ones of systematic nature.
I. INTRODUCTION
The Standard Model (SM) of particle physics has so
far successfully withstood most of the challenges it has
been confronted with. However, there are still deficien-
cies in the SM, and the search for physics beyond the SM
(‘New Physics’) is a major effort nowadays. A hint for
New Physics might come from the anomalous magnetic
moment of the muon, aµ ≡ 12 (gµ − 2). A discrepancy
of (27.06± 7.26)× 10−10, corresponding to 3.7 standard
deviations, between the direct measurement [1] and the
SM prediction [2] has been found. New experiments are
expected to reach a precision of 0.14 ppm at Fermilab [3]
and at J-PARC [4]. At the same time, the theoretical
accuracy is completely limited by the hadronic contribu-
tions to aµ. The largest of these contributions is due to
the hadronic Vacuum Polarization (hVP).
Although perturbative Quantum Chromodynam-
ics (QCD) theory fails in the energy regime relevant for
the calculation of aµ, it is possible to relate the lead-
ing order hVP contribution ahVPµ to hadronic production
rates in e+e− annihilations via the dispersion relation
ahVPµ =
α2
3π2
∫ ∞
4m2pi
Rhad(s)×K(s)ds, (1)
where α is the fine-structure constant, mµ is the muon
mass, s is the center-of-mass energy squared, Rhad(s)
represents the cross section ratio of e+e− → hadrons to
e+e− → µ+µ−, andK(s) is a kernel function [5], which is
monotonously decreasing with increasing s. The energy
dependence of both the hadronic cross section and the
kernel function imply that ahVPµ is more sensitive to the
e+e− → hadrons cross section in the low energy region.
In order to improve the SM prediction for aµ, precision
measurements of hadronic cross sections at e+e− colliders
are needed as input to the dispersive calculations. This
can be accomplished by a direct, precise measurement
of the cross section of e+e− → π+π−π0 in the energy
region from 0.7 to 3.0GeV, and this is the main topic for
the analysis presented in this report. In addition to the
evaluation of the hadronic contributions to aµ, the data
allow also the study of the decays of the light vector
mesons, ρ, ω, φ, and excited states.
The hadronic cross section in e+e− annihilations at√
s < 1.05GeV can be well described by the Vector Me-
son Dominance (VMD) model. The ground state vector
mesons ρ, ω, and φ are well understood, and their proper-
ties, such as the mass, width, and main decay modes, are
precisely measured [6]. However, the conventional VMD
model, taking only into account the ground states, is not
sufficient to describe e+e− data above φ mass region.
Contributions from radial excitations of possible vector
mesons with quantum numbers IG(JPC) = 1+(1−−),
40−(1−−) and masses around
√
s = 1.3GeV and 1.6GeV
need to be taken into account.
At low energies, the π+π−π0 spectrum is dominated by
the ω and φ mesons. The mass region below 1.4 GeV has
been studied by SND [7] and CMD-2 [8] with high statis-
tics. At individual scan points their results show some de-
viations, however. Above the peak of the φ resonance, the
BABAR experiment has measured the e+e− → π+π−π0 [9]
cross section up to
√
s = 3.0GeV, exploiting the Initial
State Radiation (ISR) method. The result agrees with
the SND measurement [7] for
√
s < 1.4GeV and signif-
icantly exceeds the cross section measured by DM2 [10]
in the region 1.4 <
√
s < 2.2GeV.
The emission of ISR photons with energies Eγ al-
lows the production of the hadronic states at an “ef-
fective” center-of-mass energy
√
s′, well below the ac-
tual
√
s of the e+e− collision. Excluding next-to-leading
order and final state radiation effects, the actual and
the effective center-of-mass energies are related accord-
ing to s′ = s − 2√sEγ . The large data samples ac-
quired at recent e+e− colliders permit measuring the
hadronic cross section in a wide range by exploiting the
ISR technique, which is complementary to studies at en-
ergy scan experiments. The ISR method, originally used
both at the KLOE [11] experiment at DAΦNE and at
the BABAR [12] experiment at the PEP-II B-factory, has
been applied to measure numerous channels of the cross
section e+e− → hadrons. This allows for a consistent
measurement of the full energy range with the same accel-
erator and detector conditions. Different reconstruction
techniques are applied according to the angular distribu-
tion of the ISR photons. Only a small fraction of the
photons is emitted with large polar angles and can be re-
constructed in the detector. The exclusive reconstruction
of such events is referred to as “tagged ISR method” and
makes measuring the cross section down to the hadronic
mass threshold possible. A tagged ISR measurement of
the channel e+e− → π+π− has been performed by BE-
SIII recently [13]. Most of the ISR photons are emitted
along the beam direction, which is beyond the acceptance
of currently existing detection systems at e+e− machines.
However, it is still possible to reconstruct these events
based on energy and momentum conservation, which is
referred to as “untagged ISR method”. In this work, can-
didate events are selected both according to the tagged
and untagged ISR selections.
II. THE BESIII DETECTOR AND DATA
SAMPLES
The BESIII detector is a magnetic spectrome-
ter [14] located at the Beijing Electron Positron Col-
lider (BEPCII) [15]. The cylindrical core of the BE-
SIII detector consists of a helium-based multilayer drift
chamber (MDC), a plastic scintillator time-of-flight sys-
tem (TOF), and a CsI(Tl) electromagnetic calorime-
ter (EMC), which are all enclosed in a superconducting
solenoidal magnet providing a 1.0 T magnetic field. The
solenoid is supported by an octagonal flux-return yoke
with resistive plate counter muon identifier modules in-
terleaved with steel. The acceptance of charged particles
and photons is 93% over the 4π solid angle. The charged-
particle momentum resolution at 1 GeV/c is 0.5%, and
the dE/dx resolution is 6% for the electrons from Bhabha
scattering. The EMC measures photon energies with a
resolution of 2.5% (5%) at 1 GeV in the barrel (end cap)
region. The time resolution of the TOF barrel part is
68 ps, while that of the end cap part is 110 ps.
Two e+e− collision data samples were collected with
the BESIII detector at
√
s = 3.773GeV in 2010 and
2011 and they are referred to as “Data I” and “Data
II”. The corresponding integrated luminosities are deter-
mined to be 927.67±0.10±9.28 pb−1 and 1989.27±0.15±
19.89 pb−1, respectively, by using large-angle Bhabha
scattering events [16].
The geometry and response of the BESIII detector
are modeled in a geant4-based [17] Monte Carlo (MC)
simulation software. It is used to produce signal and
background MC samples for the determination of the
mass resolution and detection efficiency, as well as for
the study of background contributions. The signal MC
of e+e− → γISRπ+π−π0 is modeled in VMD and gen-
erated with the phokhara [18] event generator. The
contribution from the J/ψ resonance is not included
in this generator. Thus, a MC sample of e+e− →
γISRJ/ψ → γISRπ+π−π0 is generated with the kkmc [19]
and EvtGen [20] event generators to study the J/ψ sig-
nal, where the ρπ model [21] is used for the decay of
J/ψ → π+π−π0.
The dominating background processes e+e− →
π+π−π0π0 and e+e− → γISRπ+π−π0π0 are generated
exclusively with phokhara [18]. Further, generic MC
samples including e+e− → qq¯, e+e− → γISRJ/ψ,
e+e− → γISRψ′, ψ(3770) → DD¯, and e+e− → τ+τ−
are generated with kkmc and EvtGen. The subse-
quent decays of the resonances are processed accord-
ing to the branching fractions provided by the Particle
Data Group (PDG) [6]. Remaining unmeasured decay
modes from charmonium states are generated with lund-
charm [22]. The beam energy spread is considered in all
MC simulations. Final-State Radiation (FSR) effects are
simulated with photos [23].
III. EVENT SELECTION
Event candidates of the final state of interest, denoted
hereafter as ISR 3π, contain two charged tracks and three
photons. For the event selection, exactly two charged
tracks are required to pass the e+e− interaction point
within 1 cm in the transverse and within 10 cm in the
longitudinal direction relative to the beam axis. Each
track is required to be reconstructed within | cos θ| <
0.93, where θ is the polar angle with respect to the e+
beam direction. The two tracks in an event candidate
5must be oppositely charged. Each track is assumed to
be a pion. In order to reduce background contributions
from Bhabha scattering, both of the tracks are required
to satisfy E/p < 0.8, where E is the energy deposited
in the EMC and p is the magnitude of the momentum
measured in the MDC.
Photon candidates are selected from showers in the
EMC that are not associated with charged tracks. Good
photon candidates reconstructed from the barrel part of
the EMCmust have a polar angle within | cos θ| < 0.8 and
a minimum deposited energy of 25MeV. To be recon-
structed from the end cap, the photon candidates must
have a polar angle within 0.86 < | cos θ| < 0.92 and a
minimum energy deposit of 50MeV. Timing informa-
tion in the EMC is used to suppress electronic noise and
energy deposits unrelated to the event. At least two pho-
tons matching these criteria are required for an analysis
using the untagged ISR method, and at least three are
required for the tagged ISR method. From all possible
combinations of two photons, those which fulfill χ21C < 10
in a fit of the photon candidates constrained to the nom-
inal π0 mass (1C) are accepted as π0 candidates.
The criteria of the event selection are optimized for
the three-pion invariant mass region 1.05 ≤ Mπ+π−π0 ≤
2.00GeV/c2, where the discrepancy between BABARand
DM2 is most prominent. The optimization is performed
with a figure of merit defined as S√
S+B
, where S refers to
the number of signal events, and B refers to the number
of events from all background contributions. The signal
and background MC samples are normalized to the data
by the integrated luminosity.
A kinematic fit is performed to reject background con-
tributions and to improve the mass resolution. The four-
momenta of the charged tracks and the photons are con-
strained to the initial e+e− four-momenta. The two pho-
tons, which are assigned to the π0 candidate, are con-
strained to the nominal π0 mass. If there are additional
photons or π0 candidates in a single event, the combina-
tion with the minimum χ2 from the kinematic fit is se-
lected. For the tagged ISR method, the constraints add
up to 5C (four-momenta and π0 mass), and χ25C < 60
is required. In the untagged ISR method, the radiative
photon is considered as an unmeasured massless particle
in the kinematic fit. Due to the missing momentum in-
formation the number of constraints is reduced to a 2C
(missing photon mass and π0 mass) kinematic fit, where
χ22C < 25 must be satisfied.
Further reduction of background in the tagged ISR
method is achieved by considering the invariant mass
distribution of the ISR photon and any other good pho-
ton in the event MγISRγ . Asymmetric π
0 decays can
lead to misidentified ISR photons; these wrongly assigned
ISR photons result in a peak in the MγISRγ distribu-
tion and are removed by a π0 veto, requiring MγISRγ >
0.17GeV/c2. In the untagged ISR method, additional
background events are suppressed efficiently with a strict
requirement on the scattering angle of the ISR photon
determined by the kinematic fit, i.e | cos θγISR | > 0.9984.
Due to the less constrained kinematic fit in the un-
tagged ISR method, a non-negligible contribution of
beam-induced background is found. An additional re-
quirement is therefore applied to the untagged ISR
method, where the two charged tracks are fitted to a
common vertex. The vertex must have a distance to
the nominal interaction point of less than 2.5 cm in the
plane perpendicular to the beams. Background contri-
butions attributed to interactions of the beam halo with
the beam pipe are efficiently removed. This additional
vertex requirement is not requested in the tagged ISR
method because such background is rejected with the
four-momentum constraint.
The mass-dependent efficiency is obtained from MC
simulations. It varies from 2% to 4% for the tagged ISR
method in the mass region 0.7 ≤ Mπ+π−π0 ≤ 3GeV/c2,
and from 0.3% to 15% for the untagged ISR method for
masses between 1.05GeV/c2 and 3GeV/c2, as shown in
the top row of Fig. 1. The distributions are quite similar
for the two data sets.
IV. BACKGROUND SUBTRACTION
The background contamination of the selected events
differs significantly between the tagged and the untagged
ISR methods. The 3π mass spectrum obtained from
the tagged analysis has a relatively small background
contamination at masses below 1.05GeV/c2. At larger
masses, the spectrum is dominated by background. The
untagged method, in comparison, suffers from very low
efficiency in the low mass region, but it provides much
higher efficiency with much less background contamina-
tion in the high mass region. This can be seen from the
red lines in Fig. 1(c), 1(d) and lines in Fig. 1(a), 1(b)
which show the background levels and the efficiencies for
the tagged and untagged methods, respectively.
Using the π0 side bands is an efficient way to esti-
mate the events with wrongly reconstructed π0 candi-
dates. The π0 candidate is constrained to the nominal
π0 mass for the signal mass region, and to 0.10GeV/c2
and 0.17GeV/c2 for the side bands. The χ21C from the π
0
mass constraint is required to be χ21C < 10 for both sig-
nal and side bands regions. Contributions from wrongly
reconstructed π0 in the signal region are subtracted using
the averaged number of events in the side bands.
As mentioned earlier, the dominant backgrounds are
due to e+e− → π+π−π0π0 and e+e− → γISRπ+π−π0π0
(referred to as 4π and ISR 4π hereafter). The 4π events
with a lost soft photon mainly contaminate the tagged
ISR method, while the ISR 4π events are the dominant
background for the untagged ISR method. Other back-
grounds contribute to less than 1.3% and are estimated
using the generic MC samples. The dominant back-
grounds are estimated using a data-driven approach.
First, a clean 4π (ISR 4π) sample is selected from data.
The same selections of track and photon candidates as
described in Sec. III are used, and at least four (five)
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Fig. 1. Efficiency curves obtained from simulation (top row) and mass spectra after the kinematic fit (bottom row) for data
and background (mass spectra for Data I is similar). The left panels are for the tagged ISR selection and the right ones for the
untagged selection. The main background is estimated using a data-driven method described in Sec. IV.
good photons are required for the 4π (ISR 4π) sample.
At least two π0 candidates are selected from four good
photons by a kinematic fit with χ21C < 10 (π
0 mass con-
straint). If there are more than two good π0 candidates,
the combination with the π+π− candidates, which yields
the minimum χ26C(3C) (see below) is selected. The 4π
events are selected by constraining the two charged pions
and two good π0 candidates to a 6C (four-momenta con-
servation plus two π0 mass constraints) kinematic fit. A
requirement of χ26C < 50 is imposed to reject background
contributions to the 4π sample. In order to select ISR 4π
events, the two charged pions, four photons from two π0
candidates, and one missing ISR photon are subjected to
a 3C kinematic fit. The number of constraints is reduced
by the unknown four-momentum of the ISR photon. The
χ23C value of the fit is required to be less than 20. The di-
rection of the ISR photon predicted by the kinematic fit
is required to satisfy | cos θ| > 0.999. The reconstructed
4π mass is required to be less than 3.65GeV/c2 to reduce
contribution of 4π events in the ISR 4π sample.
Then, a sample of MC simulated 4π (ISR 4π) events
is produced with the phokhara [18] generator. It is
used to determine the efficiency ratio of the ISR 3π se-
lection and the 4π (ISR 4π) selection. Events of the ISR
4π sample with a generated invariant 4π mass, M truth4π ,
larger than 3.7GeV/c2 are classified as the 4π sample,
since they behave quite similar due to the soft ISR pho-
ton.
Finally, the efficiency ratio is used to scale the 4π (ISR
4π) sample selected from data to obtain the background
contamination from 4π (ISR 4π) as a function of the 3π
invariant mass.
7V. UNFOLDING
The background-subtracted 3π mass spectrum needs
to be unfolded to account for effects of FSR and detector
response before the cross section can be determined. The
simplified Iterative Dynamic Stable method (IDS) [24] is
used to perform the unfolding. It requires the transfer
matrix Aij as input, which correlates the number of ac-
tually produced events in bin j to the number of recon-
structed events in bin i.
Different bin sizes are used in the mass spectra to
account for both the mass resolution and the differ-
ent widths of the resonances: 2.5MeV/c2 in the en-
ergy region below 1.05GeV/c2 (low energy region), and
25MeV/c2 in the energy region above (high energy re-
gion). According to MC studies, the resolution varies
from 5.2MeV/c2 to 6.3MeV/c2 in the low energy region.
At high energies it increases to a range from 6.3MeV/c2
to 8.8MeV/c2 for the tagged and from 5.9MeV/c2 to
11.0MeV/c2 for the untagged ISR method. The unfold-
ing is performed separately for each energy region. The ω
and φ resonances in the low energy region are narrow. To
ensure a reliable unfolding result, it is important to con-
sider the differences in the detector resolution between
MC and data. In the high energy region, where both
the widths of the resonances (ω(1420) and ω(1650)) and
the bin sizes are much larger than the detector resolu-
tion, the differences of the latter between MC and data
is negligible to the unfolded spectra.
To study differences between MC and data, the signals
of ω and φ in data are fitted using the shape of the 3π
MC mass distribution to describe the signal. The MC
spectrum is convolved with a Gaussian function where
the parameters reflect possible mass shifts and differences
in the detector resolution between simulation and data.
Combined results from the fits to ω and φ indicate a shift
of the masses by −0.53± 0.25MeV/c2, and a broadening
of the mass resolution by 2.26± 0.51MeV/c2 for Data I,
while a slightly larger mass shift of −1.25± 0.01MeV/c2
and a negligible modification of the resolution are found
for Data II. These numbers are used to correct the trans-
fer matrix extracted from simulation, and the errors are
considered as systematic uncertainty.
The stability of the IDS method is provided by us-
ing regularization functions [24], which avoid unfolding
large fluctuations in data, e.g. due to subtraction of a
large background contribution. The parameters of the
regularization functions need to be optimized for a spe-
cific unfolding task. The optimization is done by first
constructing a toy MC distribution from which a ‘recon-
structed toy’ is obtained with the transfer matrix from
MC. This toy is made to keep the ‘reconstructed toy’ as
close to the real data as possible. The errors for the ‘re-
constructed toy’ are taken directly from real data and
statistically fluctuated, including the uncertainty from
background subtraction. Lastly, the ‘reconstructed toy’
is unfolded to compare with the toy, and the difference is
measured by a χ2. A scan for the parameters of the reg-
ularization functions is performed to find the optimized
one with minimum χ2.
The IDS procedure is applied to the 3π mass spec-
trum obtained after the event selection, the background
subtraction, and after applying corrections for data/MC
efficiency differences (see Sec. VI below). It provides the
distributions unfolded from detector resolutions, distor-
tions, and FSR effects as a function of
√
s′, and a co-
variance matrix of the statistical uncertainties and their
bin-to-bin correlations. The 3π mass spectra after un-
folding in different mass regions are shown in Sec. VII.
VI. SYSTEMATIC UNCERTAINTIES
The contributions of the tracking efficiency, the pho-
ton efficiency, the event selections, and the background
subtraction to the systematic uncertainties are studied.
A. Tracking efficiency
The tracking efficiency for pions is studied with tagged
e+e− → γISR2(π+π−) events. Each event candidate is re-
quired to have at least three good charged tracks, where
two of them must be oppositely charged. The informa-
tion on dE/dx and TOF is used to identify the tracks as
pions.
The most energetic good photon is required have an
energy greater than 1.2GeV and is assumed to be the ISR
photon. If there is more than one good photon, the events
with photon pairs yielding invariant masses with 0.12 ≤
MγISRγ ≤ 0.145GeV/c2 are rejected. Additionally, the
energy of the second most energetic photon must be less
than 0.07GeV.
Events with a second moment of the EMC recon-
structed cluster of the ISR photon is greater than 12 cm2
and an energy of the selected γISRπ
+π−π±, Eγ3π, less
than 3.0GeV are rejected to remove fake ISR photons.
According to the MC simulation, these events come from
interactions of n¯ particles inside the EMC. The second
moment of the shower is defined as
∑
i Eir
2
i∑
i Ei
, where ri is
the radial distance of the ith crystal from the center of
the cluster, and Ei is the energy deposited in that crystal.
Exploiting the known initial e+e− four-momenta and
the measured information of the ISR photon, the pair of
oppositely charged tracks, and one of the other charged
tracks, one can predict the four-momentum of the fourth
charged track in the event by a 1C kinematic fit.
We use the value χ2 = χ21C + χ
2
PID, where χ
2
PID =
83∑
i=1
χ2PID(i)
1 and χ21C is the measure of quality from
the 1C kinematic fit, to identify the charged par-
ticles. Only events identified as γISR2(π
+π−) with
χ21C < 5 and χ
2
PID < 60 are kept. Any pair of op-
positely charged tracks among the three selected pion
candidates is required to have an invariant mass dif-
ferent from the mass of the KS, i.e. not within
0.487 ≤Mπ+π− ≤ 0.507GeV/c2.
In the 1C kinematic fit, there is a missing charged track
which is used to study the tracking efficiency. The miss-
ing track is taken as being reconstructed in the detector
only if four charged tracks with zero net charge have sur-
vived the basic selections in Sec. III. The tracking effi-
ciency is defined as
ε =
2×Nch=4
Nch=3 + 2×Nch=4 , (2)
where Nch=x is the number of events with x charged
tracks reconstructed. The factor two in the formula
comes from the multiplicity of the track under study.
The contamination to the selected e+e− → γISR2(π+π−)
sample by residual background contributions is estimated
using the generic MC samples. The main background
contribution comes from e+e− → (γISR)π02(π+π−). It
is determined from the continuum MC sample e+e− →
qq¯ and compared to the corresponding result of the
BABARCollaboration [25]. A scaling factor of 0.18± 0.06
is applied to correct the contribution of the process to the
generic MC sample. Other background processes con-
tribute to less than 1%. The MC samples are subtracted
from data after being scaled according to the integrated
luminosity. Effects from background contributions to the
data-MC efficiency difference are considered by applying
a correction ∆ε′, where ∆ε′ = ε
raw
Data
εMC
− 1. Here, εrawData is
the tracking efficiency in data before background (BG)
subtraction, and εMC is the tracking efficiency in signal
MC. The difference between MC and data is obtained as:
∆ε =
ε
εMC
− 1 = ∆ε
′ −RBG ×∆εBG
1−RBG , (3)
where ε is the tracking efficiency of data after background
subtraction, RBG is the background ratio, εBG is the
tracking efficiency obtained with the generic MC samples,
and ∆εBG =
εBG
εMC
− 1 is the efficiency difference between
background and signal. The systematic uncertainties of
the tracking efficiency due to the event selection criteria
are considered by varying the selection criteria within a
small range. The differences in the results are calculated
as a function of both transverse momentum PT and po-
lar angle cos θ. The largest deviations are taken as the
1 χ2PID(i) = (
dE/dxmeasured−dE/dxexpected
σdE/dx
)2 +
(
TOFmeasured−TOFexpected
σTOF
)2 for each particle hypothesis i
(pion, kaon, and proton).
corresponding systematic uncertainties, which, in total,
are less than 0.2%.
Excellent agreement in the tracking efficiency is ob-
served for π+ and π− independently of the data sets.
Thus, the results of both data sets and for π+ and π−
are combined to minimize the statistical uncertainties.
A systematic uncertainty of 0.2% is assigned to each
charged track with transverse momentum larger than
0.25GeV/c. For tracks with PT < 0.25GeV/c, correc-
tions are applied based on the above results and the un-
certainties of the corrections are taken as systematic un-
certainties. For PT ∈ (0.05, 0.15)GeV/c, a correction
of (−2.5 ± 0.5)% is applied for π+ and (−2.3 ± 1.5)%
for π−. For PT ∈ (0.15, 0.25)GeV/c, a correction of
(−0.9± 0.7)% is used for π+ and (−0.2± 0.6)% for π−.
B. Photon detection efficiency
The photon efficiency is studied using the process
e+e− → π+π−π0π0. The strategy is to tag π+, π−,
π0tag, and one photon of the untagged π
0
untag. The other
photon of the π0untag decay can be predicted with the
initial four-momenta of e+e−. In each event, there are
two π0tag candidates in the final state and each π
0
tag de-
cays into two photons. As a result, there will be at most
two entries if only one π0tag is found, and at most four
entries if two π0tag candidates are found. Exactly two
good charged tracks with zero net charge are required,
each with an energy deposited in the EMC of less than
1.6GeV. The χ2PID of the π
+π− hypothesis should be less
than 10 and, additionally, less than the χ2PID value for
other hypotheses (e.g. K+K− or pp¯). There must be at
least three good photons, from which the best one or two
π0tag candidates are reconstructed with a χ
2
1C < 10 from
the 1C (π0 mass) kinematic fit. In addition, a unique
assignment of the photons to all the π0tag candidates is re-
quired. The mass of π+π−π0tag is required to be less than
3.2GeV/c2 to reduce the contribution of very soft π0untag.
The two charged tracks and one π0tag are subjected to
a kinematic fit, which is performed to select one good
photon and to predict the second photon of the π0untag
decay. In this 2C fit, the four-momenta of all tracks, in-
cluding the missing photon, are constrained to the initial
four-momenta of the e+e− system and a mass constraint
applied to the π0tag candidate. If more than three pho-
tons are found in an event, all possible combinations of
π0tag and of the predicted photons are considered. A sig-
nal region (0.115 < Mγγ < 0.155GeV/c
2) and side band
regions (0.05 < Mγγ < 0.09GeV/c
2 and 0.18 < Mγγ <
0.22GeV/c2) in the invariant mass of π0untag are stud-
ied to further remove background contributions to the
process e+e− → π+π−π0π0. The predicted photons are
matched with the remaining good photons by comparing
the returned values (δ, ranging from 0 to 1 to describe
the similarity) of the howNear function in the Hep-
9LorentzVector class [26], where δ =
√
|~p1−~p2|2+(E1−E2)2
~p1·~p2+1/4×(E1+E2)2
defines the difference between two vectors p1(E1, ~p1) and
p2(E2, ~p2). Due to the resolution difference, requirements
are applied as: δb < 0.3 for photons in the barrel region,
and δe < 0.6 for photons in the end cap of the EMC.
The background contamination to the e+e− →
π+π−π0π0 sample is estimated using the e+e− → qq¯
MC sample, which is modified by substituting the
e+e− → γISRπ+π−π0 events with e+e− → γISRπ+π−π0
in phokhara [18]. The background contributions esti-
mated with the generic MC samples is about 1% in the
data sample. The photon efficiency is defined as the ra-
tio of the number of entries satisfying the requirement
on δ to all the entries. The raw efficiency of the data is
corrected in the same way as done for the tracking effi-
ciency. The efficiency difference between MC and data is
assumed to be constant with respect to the photon en-
ergy (E) and the polar angle (cos θ). The average values
are obtained through fitting, and the largest one is taken
as the systematic uncertainty of the photon efficiency.
In order to estimate the corresponding systematic un-
certainties, all criteria used to select the control sample
are varied by 3% for M3π, by 10% for E
EMC, and by at
least 20% for others. The resulting uncertainty is found
to be (−0.17±0.05±0.06)%. To be conservative, to each
photon is assigned a systematic uncertainty of 0.3%.
C. Uncertainties from the event selection criteria
The event selection criteria determine its efficiency.
Understanding the systematic uncertainties of the cri-
teria can be achieved through studies of control samples.
These samples can be constructed from data using crite-
ria similar to the ISR 3π event selection discussed above.
Since the selection criterion under study is not used, the
purity of these control samples is guaranteed by choos-
ing the ω and J/ψ signals in the 3π mass spectra and by
tightening other selection criteria.
For the tagged ISR method, the control samples are
selected from the tagged ISR 3π signal with mass win-
dows (0.75 < Mπ+π−π0 < 0.82GeV/c
2) for ω and (3.08 <
Mπ+π−π0 < 3.12GeV/c
2) for J/ψ. The bias is assumed
to be linear in the 3π mass and can be obtained for a
given 3π mass by fitting. The main background in these
two samples is 4π (ISR 4π), which has been measured
in Sec. IV. Thus, the 4π (ISR 4π) MC is scaled to data
according to the 3π mass spectrum in the ω and the J/ψ
mass windows, respectively. The contribution of other
background processes is small and can be estimated with
the generic MC sample. The signal efficiency is compared
to the value obtained from the control samples after sub-
tracting background contributions.
For the untagged ISR method, the control sample is
selected from the untagged ISR 3π signal with 3π mass
window (3.07 < Mπ+π−π0 < 3.13GeV/c
2) for J/ψ. The
background contamination is much smaller compared to
the tagged control samples. Remaining background con-
tributions are removed analogously to the tagged control
samples. Since only one single control sample is used, the
bias is assumed to be constant from 1.05 to 3GeV/c2.
To reduce the background contributions in the control
samples, some requirements are further tightened: The
charged tracks must be identified as pions by means of
χ2PID; the penetration depth of tracks in the MUC is re-
quired to be less than 40 cm to reject muons in the J/ψ
control samples.
For the evaluation of the condition on EEMC/p, the
tagged control samples are constructed by requiring
χ25C < 25 and χ
2
1C(π
0) < 5. The biases are determined to
be (−0.57±0.39)%, (−0.21±0.40)%, and (−0.07±0.24)%
by comparing the efficiencies from signal MC and control
samples in data in the mass regions of ω and J/ψ for the
tagged analysis, and the J/ψ region for the untagged
analysis. The quoted errors include both the statistical
and the systematic error due to the uncertainty of scaling
the 4π (ISR 4π) background.
The two photons (γ1π0 , γ
2
π0) in the final state are con-
strained to the nominal π0 mass, and χ21C < 10 is re-
quired. This is applied on top of the 5C (2C) kinematic
fit and the requirement χ25C (2C) < 60 (25). Therefore,
the bias of the initial requirement is negligible. However,
side bands to the π0 peak are used to remove background
contributions and this must be considered. Three control
samples are selected analogously to the EEMC/p study.
By comparing the χ21C distributions after the subtraction
of the π0 side bands, biases from χ21C < 10 and the π
0
side bands subtraction are determined to be (0.8±0.5)%,
(1.2 ± 0.5)%, and (−0.1 ± 0.3)% from the three control
samples.
A kinematic fit is used in both ISR methods. Its
bias is evaluated for the three data samples. To re-
duce background contamination, on top of the standard
selection criteria, the energy of the tagged ISR pho-
ton is required to be EωγISR > 1.72GeV and 0.55 <
E
J/ψ
γISR < 0.65GeV, while the condition on χ
2
5C (2C) is
dropped. For the untagged sample, only events with
two good photons are considered. Additionally, the J/ψ
side bands (2.92 < Mπ+π−π0 < 2.98GeV/c
2 and 3.20 <
Mπ+π−π0 < 3.26GeV/c
2) are used to subtract back-
ground contributions. By comparing the χ25C (2C) dis-
tributions, biases from χ25C (2C) < 60 (25) are determined
as (−0.36 ± 0.58)%, (0.67 ± 0.58)%, and (0.75 ± 0.23)%
from the tagged ω, tagged J/ψ, and untagged J/ψ con-
trol samples.
The additional π0 veto in the tagged ISR method is
studied by applying more stringent requirements on the
χ2 values: χ25C < 25 and χ
2
1C(π
0) < 5. A value of
(−0.10± 0.35)% is assigned to the tagged ω sample, and
a correction of (0.83±0.74)% for the tagged J/ψ sample.
The bias due to the condition on | cos θ| of the untagged
ISR photon is estimated from a comparison of the angular
distributions in MC and data using the untagged J/ψ
sample. The relative efficiency difference between the
MC and the data is taken as the systematic uncertainty
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for the selection | cos θ| > 0.9984. The results of the two
data sets are combined yielding (−0.64 ± 1.49)% as the
systematic uncertainty. The main source comes from the
uncertainty of the background subtraction.
The vertex position given by the vertex fit is used to re-
ject background contributions. Using a e+e− → γISRJ/ψ
sample, the efficiency difference between MC and data
due to the vertex fit is estimated to be less than 0.2%.
D. Systematic uncertainty from background
subtraction
The main background contributions are e+e− →
(γISR)π
+π−π0π0. Its uncertainty is dominated by the
statistical uncertainty of the selected data samples, which
are scaled by the efficiency ratio obtained from MC. Re-
maining systematic uncertainties are estimated by vary-
ing the event selection criteria, mainly the χ2 from kine-
matic fit, by at least 40%. The maximum difference of
the unfolded mass spectra between the standard selection
and the variation is taken as a measure for the systematic
uncertainty. Other background contributions are sub-
tracted with the generic MC samples. Further sources of
systematic uncertainties stem from branching fractions,
cross sections, and dileptonic widths Γ
ψ′/J/ψ
e+e− [6]. The
systematic uncertainty of the backgound subtraction is
estimated by varying all estimated background contri-
butions by 1σ. The unfolded mass spectra are com-
pared bin-by-bin after subtracting the background, and
the maximum relative difference is taken as the system-
atic uncertainty in the corresponding bin. A smoothing
procedure is applied to reduce the large statistical errors
in a few bins with poor statistics. The resulting system-
atic uncertainty of the background subtraction is shown
in Fig. 2 and varies from 0.3% to 26% for the tagged
ISR method and from 0% to 12% for the untagged ISR
method.
E. Systematic uncertainty from unfolding
The transfer matrix is corrected due to a mass shift
and a resolution difference between MC and data. The
corrections to the transfer matrix are varied by 1σ to
study the systematics. Additionally, tests of the unfold-
ing procedure are performed to investigate potential bi-
ases introduced by the method. Toy experiments are car-
ried out similarly to the ones described in Sec. V, except
for the statistical fluctuation of the ‘reconstructed toy’.
The approach allows studying the actual systematics of
the unfolding method, avoiding bias from the statistical
uncertainty of the data sets. Comparisons are made be-
tween the ‘unfolded toy’ and the true toy. The relative
difference is taken as the systematic uncertainty. To re-
duce large statistical effects of individual bins with only
a few events, an averaged value is assigned to each bin by
fitting the difference with a constant. The systematic un-
certainties are estimated to be 0.7% below 1.05GeV/c2
and 1.2% above 1.05GeV/c2 for tagged, and 1% for the
untagged mass spectrum.
F. Summary of the systematic uncertainties
Biases are corrected for and the uncertainties of the
corrections are taken as the remaining systematic uncer-
tainties for the cross section. The individual contribu-
tions to the systematic uncertainties are summarized in
Table I. Details about the vacuum polarization can be
found in Sec. VIII. The total numbers for the different
mass regions are also listed. The average uncertainty in
a certain mass range is calculated by weighting the ratio
of events in each bin from signal MC.
VII. COMBINED FIT OF THE 3pi MASS
SPECTRUM
The parameters of the vector resonances ω, φ, ω(1420),
and ω(1650) are determined with a combined fit to the
3π mass spectrum from both the tagged and untagged
ISR method in both data sets. The relation
dN
d
√
s′
= ε(
√
s′) · dL
d
√
s′
· σ(
√
s′) (4)
is fitted to the unfolded mass spectrum between 0.7 to
1.8GeV/c2, where ε is the detection efficiency, dL/d
√
s′
is the effective luminosity, and σ is the Born cross sec-
tion for e+e− → 3π. The effective luminosity, defined
as 2 · √s′/s · F (s,√s′) · Lee, relies on the total inte-
grated luminosity Lee and the calculated radiator func-
tion F (s,
√
s′) [27]. The latter describes the probabil-
ity to radiate an ISR photon so that the production of
hadronic final states with a mass of
√
s′ is possible. Ac-
cording to the VMD model, σ(
√
s′) can be written as the
sum of four resonances:
σ(
√
s′) =
12π
s′3/2
Fρπ(
√
s′)
∣∣∣∣∣∣
∑
V=ω,φ,ω(1420),ω(1650)
ΓVm
3/2
V
√
B(V → e+e−)B(V → 3π)
m2V − s′ − i
√
s′ΓV (
√
s′)
eiφV√
Fρπ(mV )
∣∣∣∣∣∣
2
, (5)
where mV and ΓV are the mass and width of the vector meson V, φV is the corresponding phase, B(V → e+e−)
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Fig. 2. Systematic uncertainties for background subtraction as a function of Mpi+pi−pi0 . The black points are the original
numbers, the red curves are the smoothed results; the left and the middle plots are for tagged ISR selection, the right ones are
for untagged ISR selection; the top row is for Data I, and the bottom row is for Data II.
TABLE I. Summary of the relative systematic uncertainties for the e+e− → pi+pi−pi0 cross section (in %). The total systematics
are summarized below for the different mass regions.
Data samples Data I Data II
Source Tagged Untagged Tagged Untagged
Tracking 0.4-1.0 0.4-0.9 0.4-0.7 0.4-0.7
Photon reconstruction 0.9 0.6 0.9 0.6
E/P 0.7-0.9 0.4 0.4 0.4
pi0 side band 0.6-0.9 0.4 0.4 0.4
Kinematic fit (χ2 cut) 1.0-1.4 0.4 0.6 0.4
Veto pi0 for γISR 0.6 - 0.5-1.0 -
cos θ2CγISR - 1.5 - 1.5
Vertex - 0.2 - 0.2
BG subtraction 0.0-19.0 0-12.0 0.04-26.0 0.0-6.1
Vacuum polarization 0.1-0.3 0.1 0.1-0.3 0.1
Unfolding 1.0-1.7 1.3 0.7-1.0 0.8
Radiative function 0.5 0.5 0.5 0.5
Luminosity 1.1 1.1 1.1 1.1
Total > 2.4 > 2.6 > 2.0 > 2.4
Totallow (0.7-1.05)[average] 2.1-16.0[2.6] - 1.8-11.0[2.3] -
Totalmedium (1.05-2.0)[average] 2.4-5.9[3.5] 2.0-4.4[2.1] 1.9-7.4[2.7] 1.6-4.8[1.7]
Totalhigh (2.0-3.0)[average] 2.8-19.0[8.3] 1.9-12[2.5] 3.1-25.0[11] 1.6-6.3[2.0]
Totalω (0.76-0.8)[average] 2.2-3.0[2.3] - 1.8-6.5[2.1] -
Totalφ (1.01-1.03)[average] 2.1-7.0[2.7] - 1.8-5.1[2.0] -
Totalω(1420) (1.1-1.4)[average] 2.5-4.7[3.3] 2.0-4.4[2.6] 1.9-5.3[2.7] 1.6-4.8[2.0]
Totalω(1650) (1.40-1.80)[average] 2.4-5.9[3.8] 2.0-2.0[2.0] 1.9-3.6[2.6] 1.6-2.1[1.7]
TotalJ/ψ (3.05-3.15)[average] - 1.4-2.2[1.4] - 1.4-7.4[1.4]
and B(V → 3π) are the branching fractions of V decay-
ing into e+e− and π+π−π0, respectively, and ΓV (m) =∑
i Γi(m) is the total width. Here, Γi(m) is the partial
width of the resonance decay into the final state i. The
mass-dependent widths of ω and φ are calculated tak-
ing into account all significant decay modes. The decay
V → 3π is assumed to proceed via the ρπ intermediate
state, and Fρπ(m) is the 3π phase space volume calcu-
lated under this hypothesis. Details about the formulas
can be found in Ref. [28]. A combined binned χ2 fit is per-
formed. The results are illustrated in Fig. 3. The mass
of ω and φ, the mass and width of ω(1420) and ω(1650),
and the branching fractions are free parameters. The
relative phase between ω and φ is taken from Ref. [28],
φφ = (163 ± 7)◦, while the phases of ω, ω(1420), and
ω(1650) are fixed at 0◦, 180◦, and 0◦, respectively [29].
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The widths of ω and φ are fixed to the PDG [6] values.
Table II summarizes the results of the fit.
The systematic uncertainties of the fitted masses and
widths include contributions from the uncertainties of
Γω, Γφ, φφ, and the corrections of the difference in reso-
lution between MC and data. In order to determine these
contributions, the fits are performed varying each of the
above parameters by 1σ, and the differences between the
fitted results and the normal fitted result, shown in Ta-
ble II, are taken as the corresponding contributions to
the systematic uncertainty. The estimated background
contributions may also affect the fit results of the masses
and widths of the resonances. To consider this issue,
toy samples are produced for the estimated background
contributions by randomly fluctuating each bin content
according to a Gaussian distribution. Every toy sample is
subtracted from data and the remaining mass spectrum
is fitted. The distribution of the obtained parameters is
fitted with a Gaussian after 100 fits. Its standard devia-
tion is taken as the uncertainty of the respective param-
eter. Compared to other sources, the uncertainties due
to background contamination to the fitted masses and
widths are negligible. A similar study is done, except
for the background subtraction which has been consid-
ered in Table I, for the branching fractions. To consider
the systematics from bin width and fit range, we fit toy
MC samples generated with the same model. For each
parameter, 100 MC toys are generated, and the largest
difference from comparing the values of the input and the
fitted parameter is taken as the systematic uncertainty.
Table III summarizes the total systematic uncertainties
from the fit. As for the branching fractions, this table
reports the additional systematics besides Table I.
The result of the untagged ISR method is used to cal-
culate the branching fraction of J/ψ → 3π. As shown
in Fig. 4, the strong J/ψ signals are almost background
free. After the π0 side bands and other backgrounds esti-
mated from Sec. IV being subtracted, the number of the
J/ψ signal in the region (3.05-3.15GeV/c2) is obtained
by subtracting the J/ψ side bands, (2.9-3.0GeV/c2) and
(3.2-3.3GeV/c2), and it yields 9453 ± 102 signal events
for the combined data sets.
To calculate the branching fraction, the total number
Ntot of J/ψ in data is determined by the convolution of
the effective luminosity with the cross section of e+e− →
J/ψ,
σe+e−→J/ψ =
12πΓee · Γtot
(s−M2)2 +M2Γ2tot
, (6)
whereM and Γtot are the mass and the full width of J/ψ,
Γee = 5.53± 0.10 keV is the dileptonic width of J/ψ [6].
The uncertainty of Γee is the main contribution to the
total uncertainty of the number of J/ψ, and a systematic
error of 1.8% is assigned. Thus the total number of J/ψ is
determined to be Ntot = (2884.7±1.7(stat.)±60(sys.))×
103. With the above information, the branching fraction
of J/ψ → 3π is calculated according to:
B(J/ψ → 3π) = Nsig
Ntot × ǫ × B(π0 → γγ) , (7)
where ǫ = (15.17 ± 0.08)% is the selection efficiency,
and the branching fraction B(π0 → γγ) is taken from
PDG [6]. The result is B(J/ψ → 3π) = (2.188 ±
0.024(stat.)± 0.024(sys.)± 0.040(Γee))%, where the sys-
tematic error is taken from Table I. This result is con-
sistent with the previous measurements from BABAR :
(2.18± 0.19)% [9], BES: (2.10± 0.12)% [30], and BESIII:
(2.137± 0.063)% [31], with a slightly improved precision.
VIII. CROSS SECTION RESULTS
The Born cross section is extracted from the unfolded
3π mass spectrum using the relation
σBorn(
√
s′) =
(dN/d
√
s′)unfolded
ε · dL/d√s′ ·
1
|1 + Π|2 , (8)
where 1/|1 + Π|2 is the vacuum polarization (VP) cor-
rection factor, which cannot be calculated from the first
principles. Experimental data of e+e− annihilating to
hadrons is used as input for the calculations. Up to
2GeV, the VP effects in the propagator of the vir-
tual photon are evaluated with an accuracy better than
0.05%. However, in the vicinity of the narrow ω and φ
resonances, the errors are 0.08% and 0.3% [32], respec-
tively.
After correcting for the radiator function and the vac-
uum polarization, the final cross section is obtained. It
is measured from 0.7 to 3.0GeV using the tagged ISR
method, whereas the untagged ISR method is applied
from 1.05 to 3.0GeV. Figure 5 shows the cross sec-
tions as a function of 3π mass. In the region of over-
lap (1.05-3.0GeV), the results of the tagged and the un-
tagged methods are statistically compatible within 2σ,
and are therefore combined according to their statisti-
cal errors, as shown in Fig. 6 and Table IV. The quoted
errors correspond to the statistical (including contribu-
tion from π0 side band subtraction) and the systematic
uncertainties. To compare the result with other experi-
ments, the dressed cross sections without VP correction
are calculated and shown in Fig. 6. The results reported
here agree well with the measurement by BABAR , but
the values are slightly larger than those of the SND mea-
surement. However, they are all consistent within un-
certainties. The two resonances ω(1420) and ω(1650),
as reported by BABAR , are clearly confirmed. The so-
called ω(1420) resonance is unusual with respect to the
ω(1650), since the width is expected to increase with a
higher excited state.
In order to calculate the π+π−π0 contribution to aµ,
the cross section including FSR, e+e− → π+π−π0γFSR,
is obtained by the formula
σFSR = σBorn
(
1 + F (s)
α
π
)
, (9)
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)2 (GeV/c0pi-pi+piM
1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8
2
Ev
en
ts
 / 
25
 M
eV
/c
0
20
40
60
80
(c)Untagged (data I).
)2 (GeV/c0pi-pi+piM
0.7 0.75 0.8 0.85 0.9 0.95 1
2
Ev
en
ts
 / 
2.
5 
M
eV
/c
0
200
400
600
800
(d)Tagged low mass region (data II).
)2 (GeV/c0pi-pi+piM
1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8
2
Ev
en
ts
 / 
25
 M
eV
/c
0
20
40
60
80
100
120
140
160
(e)Tagged medium mass region (data II).
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Fig. 3. Results of the fit to different mass regions and different data sets.
TABLE II. Result of the fit to the 3pi mass spectra, where B1 stands for B(V → e+e−) and B2 represents B(V → 3pi).
Parameters PDG [6] BABAR This analysis
χ2/NDF - 146/148 443/390
mω (MeV/c
2) 782.65 ± 0.12 782.45 ± 0.24 783.20 ± 0.07 ± 0.24
mφ (MeV/c
2) 1019.46 ± 0.02 1018.86 ± 0.20 1020.00 ± 0.06± 0.41
mω(1420) (MeV/c
2) 1400 ∼ 1450 1350± 20± 20 1388± 39± 55
mω(1650) (MeV/c
2) 1670 ± 30 1660± 10± 2 1699 ± 9± 7
Γω (MeV/c
2) 8.49± 0.08 PDG [6] PDG [6]
Γφ (MeV/c
2) 4.25± 0.02 PDG [6] PDG [6]
Γω(1420) (MeV/c
2) 180 ∼ 250 450± 70± 70 629± 155± 221
Γω(1650) (MeV/c
2) 315± 35 230± 30± 20 331± 40± 29
(B1 × B2)(ω) (10−5) 6.56± 0.12 6.70 ± 0.06± 0.27 6.94± 0.08 ± 0.16
(B1 × B2)(φ) (10−5) 4.53± 0.10 4.30 ± 0.08± 0.21 4.20± 0.08 ± 0.19
(B1 × B2)(ω(1420)) (10−6) seen 0.82 ± 0.05± 0.06 0.84± 0.09 ± 0.09
(B1 × B2)(ω(1650)) (10−6) seen 1.30 ± 0.10± 0.10 1.14± 0.15 ± 0.15
TABLE III. Relative systematic uncertainties (Sys., in %) from the fit. B is defined as B(V → e+e−)×B(V → 3pi).
Variable B(ω) B(φ) B(ω(1420)) B(ω(1650)) Mω Mφ Mω(1420) Mω(1650) Γω(1420) Γω(1650)
Sys. (%) 1.7 4.0 9.7 13 0.03 0.04 3.9 0.4 35 8.5
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regions of ω, φ, and above φ.
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TABLE IV. Born cross sections of e+e− → pi+pi−pi0 for the mass region from 0.7 GeV to 3.0 GeV.
√
s (GeV) σ (nb)
√
s (GeV) σ (nb)
√
s (GeV) σ (nb)
0.70125 1.21± 2.23± 0.04 0.88375 13.19± 4.00± 0.50 1.21250 7.094 ± 0.715 ± 0.084
0.70375 −1.74± 2.54± 0.13 0.88625 6.61± 3.40± 0.30 1.23750 6.143 ± 0.664 ± 0.102
0.70625 0.92± 3.03± 0.03 0.88875 5.98± 3.29± 0.14 1.26250 6.345 ± 0.634 ± 0.113
0.70875 −0.23± 3.43± 0.02 0.89125 13.07± 4.24± 0.46 1.28750 6.336 ± 0.605 ± 0.088
0.71125 2.19± 3.61± 0.07 0.89375 14.43± 4.08± 0.30 1.31250 6.008 ± 0.539 ± 0.066
0.71375 10.46 ± 4.88± 0.24 0.89625 13.31± 3.83± 0.23 1.33750 5.670 ± 0.526 ± 0.062
0.71625 0.34± 3.54± 0.03 0.89875 12.31± 3.81± 0.20 1.36250 5.599 ± 0.468 ± 0.056
0.71875 −0.39± 4.17± 0.03 0.90125 10.20± 3.86± 0.18 1.38750 5.565 ± 0.450 ± 0.069
0.72125 11.09 ± 5.55± 0.17 0.90375 12.48± 3.73± 0.40 1.41250 4.996 ± 0.411 ± 0.057
0.72375 1.77± 5.48± 0.03 0.90625 9.16± 3.96± 0.19 1.43750 4.571 ± 0.382 ± 0.050
0.72625 9.55± 4.24± 0.16 0.90875 12.89± 3.93± 0.28 1.46250 4.593 ± 0.353 ± 0.051
0.72875 9.18± 5.06± 0.25 0.91125 11.34± 4.65± 0.19 1.48750 4.084 ± 0.339 ± 0.047
0.73125 12.10 ± 4.31± 0.23 0.91375 7.53± 3.44± 0.19 1.51250 4.536 ± 0.315 ± 0.047
0.73375 3.31± 5.25± 0.09 0.91625 8.76± 3.62± 0.30 1.53750 4.808 ± 0.308 ± 0.049
0.73625 2.86± 3.36± 0.06 0.91875 11.57± 3.54± 0.58 1.56250 4.792 ± 0.292 ± 0.052
0.73875 11.63 ± 6.28± 0.25 0.92125 13.42± 3.48± 0.59 1.58750 5.660 ± 0.296 ± 0.065
0.74125 16.15 ± 5.14± 0.25 0.92375 4.68± 4.52± 0.16 1.61250 5.556 ± 0.308 ± 0.056
0.74375 13.34 ± 5.36± 0.20 0.92625 9.79± 3.24± 0.26 1.63750 5.385 ± 0.262 ± 0.062
0.74625 15.84 ± 5.49± 0.22 0.92875 10.35± 3.58± 0.18 1.66250 4.419 ± 0.234 ± 0.051
0.74875 15.72 ± 5.94± 0.25 0.93125 8.99± 3.24± 0.15 1.68750 3.018 ± 0.185 ± 0.035
0.75125 17.73 ± 6.28± 0.28 0.93375 10.88± 3.47± 0.17 1.71250 2.082 ± 0.154 ± 0.023
0.75375 16.55 ± 6.74± 0.28 0.93625 7.94± 3.60± 0.12 1.73750 1.829 ± 0.153 ± 0.021
0.75625 38.82 ± 8.67± 0.71 0.93875 4.28± 3.84± 0.06 1.76250 1.735 ± 0.147 ± 0.024
0.75875 23.17 ± 7.64± 0.69 0.94125 9.43± 3.86± 0.13 1.78750 1.504 ± 0.127 ± 0.019
0.76125 40.70 ± 9.43± 1.45 0.94375 11.42± 3.73± 0.17 1.81250 1.353 ± 0.137 ± 0.015
0.76375 38.12 ± 9.77± 1.19 0.94625 14.04± 3.56± 0.22 1.83750 1.017 ± 0.110 ± 0.012
0.76625 62.43± 12.57± 1.52 0.94875 17.07± 3.80± 0.39 1.86250 1.048 ± 0.102 ± 0.012
0.76875 91.37± 13.84± 1.36 0.95125 7.66± 2.91± 0.19 1.88750 0.937 ± 0.094 ± 0.014
0.77125 157.25± 18.61± 3.02 0.95375 7.78± 3.24± 0.23 1.91250 0.763 ± 0.084 ± 0.012
0.77375 218.35± 22.42± 3.81 0.95625 10.42± 4.03± 0.31 1.93750 0.631 ± 0.077 ± 0.008
0.77625 415.56± 21.55± 7.64 0.95875 8.73± 3.29± 0.23 1.96250 0.506 ± 0.072 ± 0.006
0.77875 828.58 ± 27.72± 12.36 0.96125 7.55± 3.30± 0.32 1.98750 0.498 ± 0.069 ± 0.006
0.78125 1405.30 ± 31.05± 19.20 0.96375 11.41± 3.78± 0.75 2.01250 0.504 ± 0.067 ± 0.009
0.78375 1534.34 ± 33.91± 21.67 0.96625 19.28± 4.34± 0.44 2.03750 0.432 ± 0.059 ± 0.005
0.78625 1084.16 ± 30.73± 14.85 0.96875 7.68± 4.17± 0.17 2.06250 0.421 ± 0.061 ± 0.005
0.78875 618.58± 25.64± 8.58 0.97125 18.63± 4.23± 0.33 2.08750 0.532 ± 0.070 ± 0.006
0.79125 399.32± 22.40± 5.70 0.97375 18.15± 4.10± 0.31 2.11250 0.420 ± 0.051 ± 0.006
0.79375 239.67± 18.35± 4.90 0.97625 19.52± 4.72± 0.48 2.13750 0.450 ± 0.056 ± 0.007
0.79625 184.05± 16.88± 5.21 0.97875 11.29± 3.92± 0.36 2.16250 0.371 ± 0.052 ± 0.005
0.79875 136.99± 13.93± 2.23 0.98125 12.31± 3.88± 0.38 2.18750 0.391 ± 0.046 ± 0.005
0.80125 122.17± 13.21± 1.88 0.98375 11.81± 3.79± 0.33 2.21250 0.318 ± 0.043 ± 0.004
0.80375 72.57± 10.83± 1.14 0.98625 15.00± 3.75± 0.73 2.23750 0.442 ± 0.050 ± 0.005
0.80625 62.03 ± 8.76± 1.39 0.98875 15.23± 4.57± 0.28 2.26250 0.325 ± 0.041 ± 0.006
0.80875 45.17 ± 7.05± 1.59 0.99125 15.75± 4.39± 0.37 2.28750 0.197 ± 0.031 ± 0.004
0.81125 49.85 ± 8.09± 1.78 0.99375 26.39± 4.98± 0.42 2.31250 0.194 ± 0.034 ± 0.002
0.81375 41.86 ± 7.36± 1.49 0.99625 24.52± 5.23± 0.62 2.33750 0.188 ± 0.028 ± 0.002
0.81625 25.44 ± 5.45± 0.83 0.99875 28.14± 5.91± 0.67 2.36250 0.271 ± 0.034 ± 0.003
0.81875 29.98 ± 6.48± 0.59 1.00125 29.94± 6.20± 0.61 2.38750 0.191 ± 0.029 ± 0.002
0.82125 31.12 ± 6.55± 0.50 1.00375 38.24± 7.00± 0.76 2.41250 0.193 ± 0.030 ± 0.006
0.82375 27.15 ± 6.33± 0.68 1.00625 50.52± 7.31± 1.48 2.43750 0.159 ± 0.025 ± 0.007
0.82625 23.82 ± 6.05± 0.39 1.00875 49.17± 8.35± 1.03 2.46250 0.183 ± 0.029 ± 0.003
0.82875 29.20 ± 6.16± 0.70 1.01125 69.59± 9.24± 2.35 2.48750 0.120 ± 0.021 ± 0.002
0.83125 10.64 ± 4.83± 0.29 1.01375 128.91 ± 11.25 ± 2.02 2.51250 0.108 ± 0.022 ± 0.001
0.83375 16.63 ± 4.95± 0.58 1.01625 302.66 ± 13.57 ± 4.12 2.53750 0.115 ± 0.020 ± 0.001
0.83625 13.95 ± 4.20± 0.42 1.01875 591.69 ± 14.57 ± 8.15 2.56250 0.127 ± 0.021 ± 0.002
0.83875 24.43 ± 5.53± 0.64 1.02125 297.73 ± 10.63 ± 4.60 2.58750 0.127 ± 0.019 ± 0.002
0.84125 27.35 ± 5.81± 0.71 1.02375 79.63± 8.74± 1.55 2.61250 0.094 ± 0.017 ± 0.001
0.84375 10.97 ± 4.17± 0.19 1.02625 18.47± 7.43± 0.54 2.63750 0.088 ± 0.017 ± 0.001
0.84625 20.91 ± 4.64± 0.35 1.02875 16.82± 6.38± 0.63 2.66250 0.102 ± 0.019 ± 0.001
0.84875 14.13 ± 4.53± 0.47 1.03125 4.53± 5.71± 0.37 2.68750 0.083 ± 0.017 ± 0.001
0.85125 15.34 ± 3.69± 0.46 1.03375 −1.25± 3.81± 0.06 2.71250 0.089 ± 0.016 ± 0.001
0.85375 12.77 ± 4.08± 0.19 1.03625 7.48± 4.27± 0.29 2.73750 0.091 ± 0.017 ± 0.001
0.85625 10.81 ± 4.38± 0.59 1.03875 1.23± 3.28± 0.08 2.76250 0.070 ± 0.015 ± 0.001
0.85875 12.94 ± 4.96± 0.26 1.04125 2.68± 4.21± 0.09 2.78750 0.092 ± 0.014 ± 0.001
0.86125 20.54 ± 4.17± 0.65 1.04375 0.08± 2.46± 0.08 2.81250 0.067 ± 0.014 ± 0.001
0.86375 10.17 ± 4.31± 0.24 1.04625 −0.90± 3.08± 0.17 2.83750 0.079 ± 0.015 ± 0.001
0.86625 11.80 ± 3.83± 0.28 1.04875 3.64± 2.87± 0.19 2.86250 0.074 ± 0.013 ± 0.001
0.86875 3.89± 3.85± 0.11 1.06250 3.351± 0.788± 0.070 2.88750 0.066 ± 0.012 ± 0.001
0.87125 18.25 ± 4.46± 0.65 1.08750 5.417± 0.815± 0.116 2.91250 0.048 ± 0.012 ± 0.002
0.87375 4.47± 3.37± 0.17 1.11250 4.889± 0.790± 0.071 2.93750 0.059 ± 0.012 ± 0.001
0.87625 6.48± 3.56± 0.20 1.13750 6.494± 0.810± 0.156 2.96250 0.059 ± 0.012 ± 0.001
0.87875 8.32± 3.64± 0.26 1.16250 5.106± 0.722± 0.088 2.98750 0.062 ± 0.012 ± 0.002
0.88125 7.30± 3.80± 0.30 1.18750 4.730± 0.698± 0.136
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where α is the fine-structure constant, and F (s) is the
FSR correction factor from Ref. [33]. Using the cross
section e+e− → π+π−π0γFSR as input for Eq. (1), the
contribution to aµ from the π
+π−π0 process is calculated
to be a3πµ (0.7− 3.0GeV) = (49.77± 0.53± 0.17)× 10−10.
This result is larger than previous calculations [2] which
are using both measurement and fits. However, the dif-
ference is less than 2σ.
IX. SUMMARY
Based on 2.93 fb−1 of e+e− collision data taken at√
s = 3.773GeV with the BESIII detector, e+e− →
π+π−π0 is studied using the ISR method. The cross sec-
tion of e+e− → 3π is obtained for√s from 0.7 to 3.0GeV,
and a3πµ is calculated to be (49.77± 0.53± 0.17)× 10−10.
This is the first calculation using data from a single
experiment, and the uncertainty of a3πµ is reduced by
40%. In this energy region, a clear indication of the
ω(1650) around 1.6GeV/c2 is found. This agrees with
BABAR [9] but is significantly higher than the DM2 [10]
result. The 3π mass spectrum below 1.8GeV/c2 can be
well described by the coherent sum of the resonances
ω, φ, ω(1420), and ω(1650). Product branching fractions
are extracted from the fit and are consistent with both
the PDG [6] values and the BABAR [9] result. A study
of J/ψ → 3π is performed with untagged data above
3.0GeV/c2. The branching fraction is calculated, show-
ing good agreement with previous results [9, 30, 31] with
slightly improved precision.
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