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Abstract
In this paper we present a class of Lie–Trotter formulae for Hermitian operators including the formulae
derived by Hiai–Petz and Furuta. A Lie–Trotter formula for weighted Log-Euclidean geometric means of
several positive definite operators is given in terms of Sagae–Tanabe geometric and spectral geometric
means.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction and an extended Lie–Trotter formula
The Lie–Trotter product formula eX+Y = limn→∞(eX/neY/n)n for square matrices or (bounded)
operatorsX andY on a Hilbert space is of great utility in a variety of research areas and particularly
has been fundamental in the development of Lie theory (cf. [11]). In this paper we provide a simple
proof of known Lie–Trotter formulae that appeared in the study of logarithmic trace inequalities
and quantum relative entropy [10,9,3] and derive new formulae of positive definite infinitesimal
generators related to Log-Euclidean means which have substantial applications in the field of
diffusion tensor magnetic resonance imaging (DT-MRI) [2].
Let H(H) be the Banach space of bounded operators on a Hilbert spaceH and P(H) be the
open convex cone of positive definite invertible operators. An easy consequence of calculus for
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mappings on operators and for operator valued functions we can extend the classical Lie–Trotter
formula to the following form.
Proposition 1.1. For any differentiable curve γ : (−, ) → P(H) with γ (0) = I,
eγ
′(0) = lim
t→0 γ (t)
1/t = lim
n→∞ γ (1/n)
n.
In fact, the exponential function e : H(H) → P(H) and the logarithm function log : P(H) →
H(H) are well-defined and diffeomorphic. The differential of the exponential function at the
origin 0 ∈ H(H) is the identity map on H(H) and hence the differential of its inverse function
log at the identity operator I ∈ P(H) is the identity map on H(H). Therefore
γ ′(0) = (log ◦γ )′(0) = lim
t→0
log(γ (t)) − log(γ (0))
t
= lim
t→0
log(γ (t))
t
= lim
t→0 log(γ (t)
1/t ) = lim
n→∞ log(γ (1/n)
n)
and hence eγ ′(0) = limt→0 γ (t)1/t = limn→∞ γ (1/n)n.
This result provides a class of Lie–Trotter formulae as finding differentiable curves on P(H)
passing through the identity operator with X + Y as tangent vector at t = 0. We consider for
given Hermitian operators X and Y and real number α ∈ [0, 1],
γ1(t) = et (1−α)X/2 etαY et (1−α)X/2
γ2(t) = (1 − α)etX + αetY
γ3(t) = ((1 − α)e−tX + αe−tY )−1
γ4(t) = etX#αetY
γ5(t) = etXαetY
whereA#αB andAαB denote theα-weighted geometric and spectral geometric means of positive
definite operators A and B defined by
A#αB = A1/2(A−1/2BA−1/2)αA1/2, AαB = (A−1#1/2B)αA(A−1#1/2B)α.
Then γi’s are smooth curves on P(H) passing through the identity operator at t = 0. By direct
computation, γ ′i (0) = (1 − α)X + αY for all i. Then Proposition 1.1 yields (also in continuous
parameter version)
e(1−α)X+αY = lim
n→∞(e
(1−α)X/2n eαY/n e(1−α)X/2n)n (1)
= lim
n→∞((1 − α)e
X/n + αeY/n)n (2)
= lim
n→∞((1 − α)e
−X/n + αe−Y/n)−n (3)
= lim
n→∞(e
X/n#αeY/n)n (4)
= lim
n→∞(e
X/nαe
Y/n)n. (5)
The formulae (1)–(4) have been obtained by Hiai–Petz and Furuta in the study of logarithmic
trace inequalities complementing the Golden-Thompson trace inequality [10,9]. See also [4]. A
direct consequence for positive definite matrices is the following trace formulae
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Tr e(1−α)X+αY = lim
t↓0 Tr γi(t)
1/t = lim
n→∞ Tr γi(1/n)
n, i = 1, 2, 3, 4, 5.
Other interesting formulae by Furuta [9] can be proved in this way. The formula (5) of spectral
geometric mean infinitesimal generators is new. The spectral geometric mean AB := A1/2B
is introduced and studied in comparison with the geometric mean A#B := A#1/2B by Fiedler
and Pták [7]. Remarkable properties of spectral geometric mean are that its square (AB)2 is
similar to AB and that A#B 	log AB (log-majorization) for finite dimensional case. The “trace
mean” property Tr(AB) = Tr(AB)2 plays a role in semidefinite programming of primal-dual
potential-reduction algorithm [6].
The formula (4) has a geometric implication and importance. The curve t 
→ A#tB is a minimal
geodesic curve in the Banach–Finsler manifold P(H) of non-positive curvature where the metric
distance is known as Thompson part metric [5,14,16] and is invariant under the inversion and
congruence transformations. The Thompson metric on an open convex proper normal cone of a
Banach space is defined by d(a, b) = max{log M(a/b), log M(b/a)} where M(a/b) := inf{λ >
0 : a  λb} and the ordering  is given by a  b if and only if b − a ∈ . The Thompson
metric on P(H) is explicitly presented by d(A,B) = ‖ log A−1/2BA−1/2‖. Then the Lie–Trotter
formula (4) connects infinitesimally the flat geometry to that of Finsler.
Remark 1.2. From the generalized harmonic–geometric–arithmetic mean inequalities: for posi-
tive definite A and B,
((1 − α)A−1 + αB−1)−1  A#αB  (1 − α)A + αB ∀α ∈ [0, 1],
we have that γ3(t)  γ4(t)  γ2(t) for all t ∈ R and α ∈ [0, 1]. However, limn→∞ γi(1/n)n =
e(1−α)X+αY , which is called the chaotically α-geometric mean of eX and eY . See [8,9].
2. Applications
As an application of the obtained formulae (1)–(5) we have
Corollary 2.1. Let S be a closed subset of P(H) containing I. Then under one of the following
conditions
(i) ABA,A1/2 ∈ S if A,B ∈ S;
(ii) A#B,A2 ∈ S if A,B ∈ S;
(iii) AB,A2 ∈ S if A,B ∈ S;
(iv) At, 12 (A + B) ∈ S if A,B ∈ S and t  0;
log S = {X ∈ H(H) : eX ∈ S} is a closed convex cone of H(H). If S ∩ S−1 = ∅, then log S is
proper: log S ∩ − log S = {0}.
Proof. First we show that S is closed under non-negative powers: If A ∈ S then At ∈ S for all
t  0. This implies that log S is closed under positive scalars. To see this, it suffices to consider
the cases (i)–(iii). It is easy to see that if A ∈ S then Am/2n ∈ S for all m, n > 0. That is, S is
closed under all dyadic powers. Let K = {t  0 : At ∈ S}. Then by continuity K is a closed
subset of non-negative reals containing all positive dyadic powers. By density of K, we have
K = [0,∞).
Second, we will show that log S is closed under addition. Let X, Y ∈ log S. Then
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(exp(X/2n) exp(Y/n) exp(X/2n))n, (exp(X/n)# exp(Y/n))n,
(exp(X/n) exp(Y/n))n, (exp(X/n)/2 + exp(Y/n)/2)n
belongs to S, respectively. The assertion follows by closedness of S and the formulae (2)–
(5). 
Remark 2.2. For a closed subset S of P(H), the following two conditions are equivalent:
(I) A#B ∈ S if A,B ∈ S;
(II) A#αB ∈ S if A,B ∈ S and α ∈ [0, 1].
One can easily check that K = {α ∈ [0, 1] : A#αB ∈ S} is closed and mid-point convex in
[0, 1] under the condition (I). Similarly for the spectral geometric mean AB.
In the rest of the paper we will derive a Lie–Trotter type formula of Log-Euclidean geometric
mean of positive definite operators which has recently been studied in detail with applications of
medical imaging with DT-MRI [2,12,13]. The Log-Euclidean mean of positive definite matrices
A1, A2, . . . , Am is defined by e
1
m
∑m
i=1 log Ai and is viewed as the Fréchet mean (least square)
on the abelian Lie group of positive definite matrices under the logarithmic product: A  B =
elog A+log B.
Definition 2.3. For X = (X1, X2, . . . , Xm) ∈ H(H)m and t ∈ R, we denote
tX = (tX1, tX2, . . . , tXm), eX = (eX1 , eX2 , . . . , eXm).
For A = (A1, A2, . . . , Am) ∈ P(H)m and invertible operator M onH,
At = (At1, At2, . . . , Atm)
MAM∗ = (MA1M∗,MA2M∗, . . . ,MAmM∗)
and if dimH < ∞,det(A) = (det(A1), det(A2), . . . , det(Am)).
Definition 2.4 (Sagae–Tanabe geometric mean, [15]). Let ω = (w1, w2, . . . , wm) be a probability
vector: wi > 0 for all i and
∑m
k=1 wk = 1. Set
ωk = 1 −
∑m
i=k+1 wi
1 −∑mi=k+2 wi = 1 − wk+1
(
k+1∑
i=1
wi
)−1
, ωm−1 = 1 − wm
For example if ω = (1/m, 1/m, . . . , 1/m) ∈ Rm, then ωk = k
k+1 . The ω-weighted arithmetic,
harmonic, geometric and spectral geometric means of positive definite operatorsA=(A1, A2, . . . ,
Am) are defined by
A(ω : A) :=
m∑
i=1
wiAi, H(ω : A) :=
[
m∑
i=1
wiA
−1
i
]−1
,
G(ω : A) := Am#ωm−1Am−1#ωm−2 · · · #ω2A2#ω1A1,
F (ω : A) := Amωm−1Am−1ωm−2 · · · ω2A2ω1A1,
where we used the notation Am#αm−1Am−1#αm−2 · · ·A2#α1A1 in the usual way:
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Am#αm−1Am−1#αm−2 · · · #α2A2#α1A1 = Am#αm−1(Am−1#αm−2 · · · #α2A2#α1A1)
although the geometric mean operation is not associative. Similarly for the spectral geometric
mean AB.
Proposition 2.5. We have
G(ω : A)−1 = G(ω : A−1),G(ω : MAM∗) = MG(ω : A)M∗ for invertible M,
G(ω : A)  G(ω : B)ifAi  Bi (i = 1, 2, . . . , m),
H(ω : A)  G(ω : A)  A(ω : A).
IfAi’s are mutually commutative thenG(ω : A) = Aw11 Aw22 · · ·Awmm . If dimH < ∞,det G(ω :
A) = G(ω : det(A)).
Proof. The invariant properties under the inversion and congruence transformations and the mono-
tone property follow from that of the geometric mean of two positive definite operators:
(A#αB)−1 = A−1#αB−1, M(A#αB)M∗ = (MAM∗)#α(MBM∗),
and A#αB  C#αD when A  C and B  D (Löwner–Heinz inequality). The weighted
arithmetic–geometric–harmonic mean inequalities appear in [15]. The remaining part of proof is
immediate from det(A#αB) = det(A)1−α det(B)α for general A,B  0 and A#αB = A1−αBα
for commuting A and B. 
Proposition 2.6. Let (α1, . . . , αm−1) ∈ Rm−1, and let (X1, X2, . . . , Xm) ∈ H(H)m. Then
γ (t) = etXm#αm−1 etXm−1 #αm−2 · · · #α1 etX1
β(t) = etXmαm−1etXm−1αm−2 · · · α1 etX1
are differentiable curves with γ (0) = β(0) = I and
γ ′(0) = β ′(0) =
m∑
k=1
m∏
i=k
αi(1 − αk−1)Xk (with α0 = 0, αm = 1).
In particular, γ (t) = G(ω : etX) and β(t) = F(ω : etX) are differentiable curves with γ ′(0) =
β ′(0) =∑mk=1 wkXk. If αk = kk+1 or ω = (1/m, 1/m, . . . , 1/m) then γ ′(0) = α′(0) =
1
m
∑m
k=1 Xk.
Proof. This follows from induction. 
By Proposition 1.1 and 2.6,
Theorem 2.7. Let X = (X1, X2, . . . , Xm) ∈ H(H)m and let ω = (w1, w2, . . . , wm) be a prob-
ability vector. Then
e
∑m
k=1 wkXk = lim
n→∞A(ω : e
1
n
X)n = lim
n→∞H(ω : e
1
n
X)n
= lim
n→∞G(ω : e
1
n
X)n = lim
n→∞F(ω : e
1
n
X)n
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In particular,
e
1
m
∑m
k=1 Xk = lim
n→∞
(
e
Xm
n #m−1
m
e
Xm−1
n #m−2
m−1
· · · # 2
3
e
X2
n # 1
2
e
X1
n
)n
= lim
n→∞
(
e
Xm
n m−1
m
e
Xm−1
n m−2
m−1
· · ·  2
3
e
X2
n  1
2
e
X1
n
)n
and for positive definite A1, A2, . . . , Am,
e
1
m
∑m
k=1 log Ak = lim
n→∞
(
A
1/n
m #m−1
m
A
1/n
m−1#m−2
m−1
· · · # 2
3
A
1/n
2 # 12 A
1/n
1
)n
= lim
n→∞
(
A
1/n
m m−1
m
A
1/n
m−1m−2
m−1
· · ·  2
3
A
1/n
2  12
A
1/n
1
)n
.
A consequence is the trace formula for Log-Euclidean geometric means of positive definite
matrices.
Corollary 2.8
Tr e
∑m
k=1 wk log Ak = lim
n→∞ Tr
(
A
1/n
m #ωm−1A
1/n
m−1#ωm−1 · · · #ω2A1/n2 #ω1A1/n1
)n
= lim
n→∞ Tr
(
A
1/n
m ωm−1A
1/n
m−1ωm−1 · · · ω2A1/n2 ω1A1/n1
)n
,
Tr e
1
m
∑m
k=1 log Ak = lim
n→∞ Tr
(
A
1/n
m #m−1
m
A
1/n
m−1#m−2
m−1
· · · # 2
3
A
1/n
2 # 12 A
1/n
1
)n
= lim
n→∞ Tr
(
A
1/n
m m−1
m
A
1/n
m−1m−2
m−1
· · ·  2
3
A
1/n
2  12
A
1/n
1
)n
.
Remark 2.9. In [1], T. Ando obtained upper and lower bounds of ‖e
∑m
k=1 Xi‖ in terms of suitable
Hadamard products for any unitary invariant norm.
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