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Abstract
We develop a fast Poisson preconditioner for the efficient numerical solution
of a class of two-sided nonlinear space-fractional diffusion equations in one
and two dimensions using the method of lines. Using the shifted Gru¨nwald
finite difference formulas to approximate the two-sided (i.e. the left and right
Riemann-Liouville) fractional derivatives, the resulting semi-discrete nonlin-
ear systems have dense Jacobian matrices owing to the non-local property
of fractional derivatives. We employ a modern initial value problem solver
utilising backward differentiation formulas and Jacobian-free Newton-Krylov
methods to solve these systems. For efficient performance of the Jacobian-
free Newton-Krylov method it is essential to apply an effective preconditioner
to accelerate the convergence of the linear iterative solver. The key contri-
bution of our work is to generalise the fast Poisson preconditioner, widely
used for integer-order diffusion equations, so that it applies to the two-sided
space-fractional diffusion equation. A number of numerical experiments are
presented to demonstrate the effectiveness of the preconditioner and the over-
all solution strategy.
Keywords: two-sided fractional diffusion, fast Poisson preconditioner,
nonlinear, method of lines, Jacobian-free Newton-Krylov
1. Introduction
The concept of fractional derivatives, and their applications to modelling
anomalous diffusion are widely recognised by engineers and mathematicians.
Fractional derivatives model diffusion-type processes where the underlying
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particle motion deviates from Brownian motion [1]. A typical example where
non-Brownian motion gives rise to anomalous diffusion is particle transport
in heterogeneous porous media. Zhang, et al. [2] have given an excellent
review of fractional models and field applications in this area. Perhaps the
best-known experiments are the gradient tracer tests performed in a subsur-
face aquifer system at the Macrodispersion Experiment (MADE) test site.
Benson, et al. [3] and others have analysed the data from these experi-
ments and concluded that they are consistent with a fractional-order model
of dispersion, where the standard Fickian term is replaced with a fractional
derivative.
Transport in porous media is by no means the only area in which frac-
tional models of diffusion are found. Magin [4] gives an excellent account
of numerous applications in the area of bioengineering, including fractional
impedance, fractional dielectrics and fractional kinetics. Some even more
recently proposed fractional models include those for magnetic resonance
signal attenuation in human tissue [5], controlled drug delivery systems [6],
and migration of water through cell walls in wood [7].
Fractional models present additional challenges for numerical solution
methods, compared to integer-order models. A wide variety of techniques
have been developed, including finite difference and related methods [8, 9,
10, 11, 12, 13, 14, 15], finite element methods [16, 17, 18], finite volume
methods [19, 20], spectral methods [21, 22], mesh-free methods [23, 24], all
of which are tailored to specific forms of fractional equations.
In this paper we consider the two-sided, nonlinear space-fractional diffu-
sion equation
∂u(x, t)
∂t
= κ(u,x, t)
d∑
ℓ=1
[
pℓ
∂αℓu(x, t)
∂(xℓ)αℓ
+ (1− pℓ)
∂αℓu(x, t)
∂(−xℓ)αℓ
]
+ S(u,x, t) (1)
on the finite domain 0 < xℓ < Lℓ with homogeneous Dirichlet boundary
conditions and initial condition u(x, 0) = u0(x). The fractional orders are
assumed to satisfy 1 < αℓ ≤ 2.
The unknown function u(x, t) can be interpreted as representing the con-
centration of a particle plume undergoing anomalous diffusion. The inclusion
of both left and right Riemann-Liouville derivatives allows the modelling of
flow regime impacts from either side of the domain. The diffusion coeffi-
cient κ(u,x, t) is assumed positive, and the forcing function S(u,x, t) models
sources or sinks. Meerschaert and Tadjeran [9] give the interpretation of the
skewnesses pℓ ∈ [0, 1] in terms of forward and backward jump probabilities
at the particle scale.
For compactness, we have presented equation (1) in its general form.
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In this paper, we will consider the one- and two-dimensional cases (d = 1
and d = 2 respectively). When considering the one-dimensional case we
will generally drop the subscripts on α, p, L, and x. When considering the
two-dimensional case, we will set x1 = x and x2 = y.
The left and right Riemann-Liouville derivatives in equation (1) are de-
fined by (with subscripts dropped for clarity) [25]:
∂αu(x, y, t)
∂xα
=
1
Γ(2− α)
∂2
∂x2
∫ x
a
u(ξ, y, t)
(x− ξ)α−1
dξ (2)
and
∂αu(x, y, t)
∂(−x)α
=
1
Γ(2− α)
∂2
∂x2
∫ b
x
u(ξ, y, t)
(ξ − x)α−1
dξ . (3)
The limits of integration a and b in these definitions are the subject of some
discussion in the literature. We shall elaborate more on this in Section 4.
For the finite interval [0, L] presently being considered, the values of these
limits are simply a = 0 and b = L.
To put the present work in context, we begin by discussing some of the
key numerical methods that have been proposed to solve various special
cases of equation (1). Meerschaert and Tadjeran considered finite difference
methods for the one-dimensional, one-sided, linear case [8]. They showed
that discretisation of the fractional derivatives using standard (non-shifted)
Gru¨nwald formulas led to unstable methods when the fractional order α
satisfies 1 < α ≤ 2. To overcome this, they proposed a method utilising
shifted Gru¨nwald formulas, which they showed to be stable, and first order
accurate in space. Extensions of this method to address two-sided problems
[9], two-dimensional problems [26] and solutions with second order spatial
accuracy [27] followed soon after.
A defining characteristic of these methods is the density of the matri-
ces they generate. For example, discretising the one-dimensional, two-sided
space-fractional diffusion equation with Meerschaert and Tadjeran’s [9] ap-
proach results in a fully dense matrix. This has serious implications on the
efficiency of the numerical scheme, which must deal with O(N2) storage and
O(N3) factorisation costs, where N is the number of nodes in the mesh. Fur-
thermore, the expense of evaluating the discrete equations scales as O(N2),
again due to the non-local nature of the fractional derivatives and in contrast
to the O(N) scaling for non-fractional discretisations.
In more recent times, a number of authors have addressed the issue of
high computational expense associated with the solution of space-fractional
equations. Several different approaches have been explored, with many pa-
pers employing a mixture of these approaches in various fascinating ways.
3
Krylov subspace methods have been a popular approach, owing to their
ability to solve linear systems and compute matrix functions without the
need to operate directly on dense matrices. Yang et al. [17, 20, 28] and
Burrage et al. [18] used Krylov subspace methods for computing matrix
functions to solve fractional Laplacian equations. Moroney and Yang [29]
and Wang and Wang [30] used Krylov subspace methods to solve the two-
sided space-fractional diffusion equation in one dimension, with the former
authors considering nonlinear problems and the latter authors considering
linear problems with an advection term.
Preconditioning has been a common theme in many of these papers, since
it is well known that Krylov subspace methods generally require an effective
preconditioner in order to perform satisfactorily. Yang et al. [17, 20, 28]
developed preconditioners based on eigenvalue deflation. Burrage et al. [18]
considered both algebraic multigrid and incomplete LU preconditioning. Mo-
roney and Yang [29] developed a banded preconditioner.
The use of fast transform methods has also proved popular of late. Wang
et al. [31] showed how to exploit the Toeplitz-like structure of the coeffi-
cient matrix for the one-dimensional, two-sided, linear space-fractional dif-
fusion equation to derive an efficient O(N log2N) method. Wang and Wang
[30] also utilised fast Fourier transforms to efficiently compute the matrix-
vector products in their Krylov subspace method. Pang and Sun [32] have
proposed a multigrid method utilising fast Fourier transforms, also for the
one-dimensional, two-sided, linear problem. Bueno-Orovio et al. [22] have
considered Fourier spectral methods for space-fractional diffusion equations,
with fast sine/cosine/Fourier transforms used to compute the discrete trans-
forms.
Methods that use high order temporal integration have also been pro-
posed, with the idea being to reduce the number of steps required in time,
and hence reduce the number of evaluations of the discrete equations re-
quired. The method of lines has been used by several authors as a conve-
nient way of hooking in to existing ODE solver technology that provides the
high order temporal integration. Liu et al. [33], Zhuang et al. [10], Yang
et al. [34] and Moroney and Yang [29] have all used the method of lines
to solve space-fractional equations, with temporal integration of up to fifth
order accuracy.
The new method we describe in this paper combines aspects from many of
these approaches. However, it is distinguished from all of the aforementioned
approaches because it possesses all of the following desirable characteristics:
1. It is fully matrix-free.
2. It is extremely simple to implement.
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3. It does not require any tuning to perform effectively.
4. It utilises existing high-performance ODE solver technology.
5. It applies to the general two-dimensional, two-sided, nonlinear space-
fractional diffusion equation.
The key component of the new method is a fast Poisson preconditioner.
We show how to link several definitions of the fractional Laplacian operator in
such a way as to generalise the fast Poisson preconditioner from integer-order
problems to fractional-order. This preconditioner is then embedded within
a Jacobian-free Newton-Krylov method [35], which itself forms part of a
method of lines approach combining the classical finite difference method of
Meerschaert and Tadjeran [9] with variable-order, variable-stepsize temporal
integration [36]. We show how this leads to an efficient solver with extremely
simple implementation, that performs well on linear and nonlinear problems
in one and two dimensions.
The rest of the paper is arranged as follows. In section 2 we present the
finite difference discretisation of the two-sided, nonlinear space-fractional dif-
fusion equation (1). In section 3 we discuss the method of backward differ-
entiation formulas for initial value problems; a discussion of the importance
of preconditioning is included. We begin section 4 with a review of the fast
Poisson preconditioner for the integer-order diffusion equation, before show-
ing how to generalise the approach to the fractional-order case. Section 5
contains the results and discussions for a number of numerical experiments,
which serve to demonstrate the effectiveness of our approach. Finally, the
conclusions to this work are drawn in section 6.
2. Finite difference discretisation
We first introduce a mesh with Nℓ uniform divisions of width h in each
dimension, with nodes labelled (xi, yj) for i = 0, . . . Nx, j = 0, . . . Ny. Meer-
schaert and Tadjeran [9] have shown that using shifted Gru¨nwald formulas
to approximate the two-sided fractional derivatives of order 1 < α ≤ 2 leads
to stable numerical schemes. Using their approach, we obtain the discreti-
sation for the two-sided, nonlinear space-fractional diffusion equation (1) in
one dimension:
dui(t)
dt
=
κi(t)
hα
[
p
i∑
k=0
gα,k ui−k+1(t) + (1− p)
N−i∑
k=0
gα,k ui+k−1(t)
]
+ Si(t) (4)
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and in two dimensions:
duij(t)
dt
=
κij(t)
hαx
[
px
i∑
k=0
gαx,k ui−k+1,j(t) + (1− px)
Nx−i∑
k=0
gαx,k ui+k−1,j(t)
]
+
κij(t)
hαy
[
py
j∑
k=0
gαy,k ui,j−k+1(t) + (1− py)
Ny−j∑
k=0
gαy ,k ui,j+k−1(t)
]
+ Sij(t) . (5)
Here ui(t) and uij(t) denote finite difference approximations to u(xi, t) and
u(xi, yj, t) respectively, κi(t) = κ(ui(t), xi, t) and κij(t) = κ(uij(t), xi, yj, t)
(similarly for S), and the normalised Gru¨nwald weights gα,k are defined by
gα,0 = 1 , gα,k = (−1)
k α(α− 1) . . . (α− k + 1)
k!
, k = 1, 2, . . . . (6)
Remark. Discretisations (4) and (5) are applied only at internal nodes (0 <
i < Nx and 0 < j < Ny). The solution at boundary nodes is zero by virtue
of the homogeneous Dirichlet boundary conditions imposed.
With a suitable numbering scheme chosen, the semidiscrete system gen-
erated by imposing (4) or (5) at each internal node can be written as the
initial value problem
u˙(t) = f(t,u), u(t0) = u0, (7)
where the components of the vector u are the unknowns ui or uij arranged
according to the chosen numbering scheme, and similarly the components of
u0 are the initial values.
As will be discussed in the next section, the Jacobian matrix J = ∂f/∂u
plays an important role in the numerical solution of (7). Significant challenges
arise when solving fractional-order problems because of the density of this
matrix.
For the one-dimensional discretisation (4), the Jacobian matrix is fully
dense if 0 < p < 1, since together the two summations in (4) range over all
nodes, implying that every component of u appears in every equation. If
p = 0 or p = 1 then only one sum remains, and the Jacobian matrix has a
Hessenberg structure.
For the two-dimensional discretisation (5), Fig. 1 illustrates the sparsity
pattern of the Jacobian matrix for a standard left-to-right, top-to-bottom
numbering scheme, assuming 0 < pℓ < 1. The dense diagonal blocks arise
from the discretisation in the x-direction, while the remaining diagonals arise
from the discretisation in the y-direction.
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Figure 1: Sparsity pattern of Jacobian matrix for (5) with Nx = Ny = 10
Owing to this density, direct factorisation of these Jacobian matrices can
be unviable even for modestly-sized one-dimensional problems. In the next
section, we discuss how Jacobian-free Newton-Krylov methods overcome this
problem by avoiding the formation and factorisation of the Jacobian matrix.
3. Backward differentiation formulas and Jacobian-free Newton-
Krylov methods
The backward differentiation formulas (BDFs) are a family of implicit
linear multistep methods for solving initial value problems, popularised by
Gear in his 1971 book [37]. Numerous IVP solvers utilising BDFs are avail-
able; the implementation used for this paper is CVODE, which is part of the
SUNDIALS Suite of Nonlinear and Differential/Algebraic Equation Solvers
[36].
The defining characteristic of BDFs is the approximation of the derivative
u˙(tn) in terms of present and past values of u:
u˙(tn) ≈
1
τn
q∑
k=0
βn,ku(tn−k) (8)
where q is the order of the BDF, and the coefficients βn,k depend on the
recent stepsize and order history [36]. The backward Euler method is the
simplest and best-known BDF: it corresponds to q = 1 (first order), with
coefficients βn,0 = 1 and βn,1 = −1.
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Evaluating (7) at t = tn, substituting (8) and rearranging yields a non-
linear algebraic system for the numerical solution un ≈ u(tn):
gn(un) := un − γnf(tn,un) + an = 0 (9)
where γn = τn/βn,0 and an =
∑q
k=1(βn,k/βn,0)un−k. Newton’s method can
be used to solve this system, yielding the iteration
uk+1n = u
k
n + δu
k
n (10)
where ukn is the kth iterate in the sequence {u
k
n}
∞
k=0 → un and the correction
vector δukn is obtained by solving the linear system
(I− γnJ(u
k
n))δu
k
n = −gn(u
k
n) (11)
where J = ∂f/∂u is the Jacobian matrix.
Modern IVP solvers such as CVODE use preconditioned Krylov subspace
methods to solve equation (11). For notational simplicity, let us define
A = I− γnJ(u
k
n), x = δu
k
n and b = −gn(u
k
n) (12)
so that the linear system (11) can be written simply as
Ax = b. (13)
A preconditioned Krylov subspace method for solving (13) is a projection
method onto the space [38]:
Km(AM
−1,b) = span{b,AM−1b, . . . , (AM−1)m−1b} , (14)
where M−1 is the preconditioner matrix (to be discussed shortly).
Krylov subspace methods require the action of the system matrix A only
in the form of matrix-vector products. From (12) we have, for arbitrary
vector v,
Av = v − γnJ(u
k
n)v .
A key observation is that the product J(ukn)v can be approximated without
ever forming J, using a first order forward difference [35]:
J(ukn)v ≈
f(tn,u
k
n + ǫv)− f(tn,u
k
n)
ǫ
(15)
with suitably-chosen shift value ǫ. This implies a cost of one additional
evaluation of the function f per Jacobian-vector product.
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This approach of using Newton’s method to solve the nonlinear prob-
lem (9) and a Krylov subspace method to solve the linear problem (11),
with Jacobian-vector products computed using (15), is called a Jacobian-
free Newton-Krylov method [35]. As previously mentioned, Jacobian-free
Newton-Krylov methods are especially attractive in the context of fractional-
order problems, because they avoid the need to form and factorise dense
Jacobian matrices [29].
The role of the preconditioner matrixM−1 in this process is to accelerate
the convergence of the Krylov subspace method by approximating in some
sense the action of the inverse system matrix A−1. An effective precondi-
tioner is especially important for “stiff” problems – that is, problems that
encompass a wide range of time scales [35]. Initial value problems arising
from the spatial discretisation of elliptic PDEs such as the diffusion equation
are known to be stiff, owing to the wide range of wavenumbers present in the
Fourier representation of the error [35].
Constructing an effective preconditioner is typically a balance between
capturing an appropriate amount of physics in the preconditioner versus
keeping the cost of forming and applying it manageable. In the next section,
we derive a fast Poisson preconditioner that targets the dominant source of
stiffness for the two-sided space-fractional diffusion equation. The application
of this preconditioner is entirely matrix-free: the action of the preconditioner
M−1 on an arbitrary vector is efficiently computed without ever forming any
matrices.
4. A fast Poisson preconditioner
We begin this section by deriving the classical fast Poisson preconditioner
for the integer-order diffusion equation. We then show how to extend this idea
to derive a new fast Poisson preconditioner for the two-sided space-fractional
diffusion equation.
4.1. Review of fast Poisson preconditioners for integer-order diffusion
Our discussion begins with the one-dimensional discretisation (4) with
α = 2, constant κ, and S = S(x, t); that is, the linear, integer-order diffusion
equation in one spatial dimension. Regardless of the value of p, this discreti-
sation reduces to the standard three-point finite difference discretisation
dui(t)
dt
=
κ
h2
[ui−1(t)− 2ui(t) + ui+1(t)] + Si(t) . (16)
Recalling (12), the system matrix for the initial value problem generated
by imposing (16) at each internal node is easily shown to be
A = I+ γnκh
−2T (17)
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where
T = tridiag(−1, 2,−1) ∈ R(N−1)×(N−1) (18)
is the negative second difference matrix. The diagonalisation of T has the
known form
T = QDQT = Q diag(λj)Q
T (19)
where
λj = 4 sin
2
(
πj
2N
)
, qij =
√
2
N
sin
(
ijπ
N
)
for i, j = 1, . . . , N − 1 , and Q is both symmetric and orthogonal. Hence the
product A−1v for arbitrary vector v can be expressed as
A−1v = Q diag(1 + γnκh
−2λj)
−1QTv . (20)
Furthermore, we recognise the matrix-vector product Qv (= QTv = Q−1v)
as the discrete sine transform (dst) of v,
(Qv)i = dst(v)i =
√
2
N
N−1∑
j=1
vj sin
(
ijπ
N
)
, i = 1, . . . N − 1 .
Fast algorithms exist for computing this transform, requiring onlyO(N logN)
operations. Hence, for this one-dimensional, integer-order, linear diffusion
equation, we may use these algorithms to derive a fast method for apply-
ing the inverse of the system matrix to an arbitrary vector. This method is
known as a fast Poisson solver, first introduced by Hockney in 1965 [39].
Algorithm 4.1 is an implementation of the fast Poisson solver in MAT-
LAB. The dst and idst functions from the Partial Differential Equation
Toolbox are used to compute the discrete sine transforms (MATLAB uses
slightly different conventions for the scaling factor
√
2/N , which requires ap-
plying the dst and idst functions in pairs). The use of these fast sine trans-
form functions allows the inverse matrix to be applied in just O(N logN)
operations. Note that the symbol M has been used instead of A, in anticipa-
tion that this algorithm will shortly be used as a preconditioner.
Algorithm 4.1.
% Computes z = M^(-1)*v
% where M = I + gamma*kappa*h^(-2)*T
lambda = 4*sin((1:N-1)*pi/N/2).^2;
mu = 1 + gamma*kappa*h^(-2)*lambda’;
z = dst(v);
z = z ./ mu;
z = idst(z);
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For nonlinear variants of equation (16), or if κ is variable, the system
matrix A is more complex. In this case, we may interpret Algorithm 4.1 as
describing the application of a matrix that approximates the inverse of the
system matrix. That is, in the language of Section 3, it represents the action
of a preconditioner M−1, which approximatesA−1 but is cheap to apply. This
is the fast Poisson preconditioner, which is widely and successfully used for
nonlinear problems in which the dominant source of stiffness is a “relatively
controllable perturbation of one of the elliptic operators for which a fast
inversion is known” [35].
4.2. Generalisation to equations of fractional order
We now consider how to generalise the fast Poisson preconditioner to
the fractional case 1 < α < 2. We begin by considering equation (4) with
constant κ and S = S(x, t). The system matrix of the initial value problem
generated by imposing (4) at each internal node is now
A = I+ γnκh
−αK (21)
where K is a dense matrix with coefficients
(K)ij =


p gα,i−j+1, j < i− 1
p gα,2 + (1− p)gα,0, j = i− 1
gα,1, j = i
(1− p)gα,2 + p gα,0, j = i+ 1
(1− p)gα,j−i+1, j > i+ 1
. (22)
Comparing the two system matrices (17) and (21), we see that to gen-
eralise the fast Poisson preconditioner from the integer-order case to the
fractional-order case, we must find a link between the tridiagonal matrix T
and the dense matrix K. We now establish this link, by appealing to an
important fractional differential operator: the fractional Laplacian.
There are several definitions for the fractional Laplacian in the literature.
According to Samko [40], the fractional Laplacian −(−∇2)α/2 is defined on
a one-dimensional infinite domain by
−(−∇2)α/2u(x) = −F−1|ξ|αFu(x) (23)
where F denotes the Fourier transform. Yang, et al. [34] showed that this is
equivalent to the following definition in terms of the left and right Riemann-
Liouville derivatives defined by equations (2) and (3), with endpoints a =
−∞ and b =∞:
−(−∇2)α/2u(x) =
1
2cα
(
∂αu
∂xα
+
∂αu
∂(−x)α
)
(24)
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where
cα = − cos(πα/2) . (25)
Equation (24) also provides a means for defining the fractional Laplacian
on finite domains. One continues to apply (24), but now with the endpoints a
and b in the fractional derivatives (2) and (3) set to finite values (for example,
a = 0 and b = L). If the function u is zero outside the domain, this definition
retains consistency with the Fourier transform definition (23) [34].
Hence, in the special case of d = 1 and p = 0.5, equation (1) may be
written in terms of the fractional Laplacian as
∂u(x, t)
∂t
= −κcα(−∇
2)α/2 u(x, t) + S(u, x, t) . (26)
The equivalence of (1) and (26) for this special case represents the first step
in establishing a link between the matrices T and K.
For the second and final step, we turn to the work of Ilic´ et al. [41, 42]
who pioneered a technique called the matrix transfer technique for solving
fractional Laplacian equations, such as (26). The method is based on yet
another definition of the fractional Laplacian, this time through its eigen-
function expansion on the interval [0, L] [41, 42]:
−(−∇2)α/2 u(x) =
∞∑
n=1
an
(nπ
L
)α
sin(nπx/L) (27)
where an =
∫ L
0
u(x) sin(nπx/L) dx, and we continue to assume that homo-
geneous Dirichlet conditions are imposed at the boundaries.
We hasten to point out that definition (27) of the fractional Laplacian is
not equivalent to definitions (23) and (24). Hence, the matrix transfer tech-
nique we are about to describe actually solves a different problem. However,
it is reported in the literature that although definitions (24) and (27) are not
equivalent, solutions obtained from otherwise equivalent problems using the
two definitions are observed to exhibit very similar behaviour [34]. Hence, for
the purposes of preconditioning, it is entirely plausible that we may switch
to this new definition in order to derive a preconditioner that approximately
solves the problem under consideration, but is cheap to apply.
Using the matrix transfer technique, the matrix representation of the
fractional Laplacian −(−∇2)α/2 under definition (27) is obtained by finding
the fractional power Tα/2 of the tridiagonal matrix T [41, 42]. Using this
approach to discretise (26), one obtains the system matrix
A = I+ γncακh
−αTα/2 . (28)
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Hence by introducing the fractional Laplacian operator and the matrix
transfer technique, we have established a link (albeit approximate) between
the tridiagonal matrix T and the dense matrix K. We simply compare the
two system matrices (21) and (28) to deduce the relationship
K ≈ cαT
α/2 . (29)
We emphasise again that this approximate link should be understood in
a limited sense only. First, it was derived only for the case p = 0.5. Second,
it mixes two non-equivalent definitions of the fractional Laplacian.
In our numerical experiments (see Section 5), we investigate the validity
of this approximation, and find that the matrices K and cαT
α/2 do indeed
have similar spectral properties. Furthermore, this is found to be so even for
p 6= 0.5.
Hence there is reason to believe that the dominant source of stiffness in
equation (1) is essentially “fractional Laplacian-like” in character, and that
a preconditioner that targets this source of stiffness – that is, a fast Poisson
preconditioner – could be very effective.
A straightforward modification of Algorithm 4.1 produces Algorithm 4.2:
the fast Poisson preconditioner for the two-sided space-fractional diffusion
equation (1) in one spatial dimension. In the language of Section 3, its effect
is to apply the inverse of the matrix
M = I+ γncακh
−αTα/2 (30)
to an arbitrary vector v.
Algorithm 4.2.
% Computes z = M^(-1)*v
% where M = I + gamma*c*kappa*h^(-alpha)*T^(alpha/2)
c = -cos(pi*alpha/2);
lambda = 4*sin((1:N-1)*pi/N/2).^2;
mu = 1 + gamma*c*kappa*h^(-alpha)*lambda.^(alpha/2)’;
z = dst(r);
z = z ./ mu;
z = idst(z);
Remark. Algorithm 4.2 utilises a single value for κ. For problems with vari-
able κ, we use the averaged value of κ over the domain. We emphasise again
that as far as preconditioning is concerned, the goal is only to find a matrix
that approximates the system matrix and which can be efficiently inverted.
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4.3. Extension to two dimensions
The extension of the fast Poisson preconditioner to two spatial dimensions
is only slightly more complicated. Beginning now with the two-dimensional
discretisation (5), with αx = αy = 2, constant κ, and S = S(x, y, t), the
resulting initial value problem has system matrix
A = I+ γnκh
−2 (B1 +B2)
where
B1 = T(Ny−1)×(Ny−1) ⊗ I(Nx−1)×(Nx−1) ,
B2 = I(Ny−1)×(Ny−1) ⊗T(Nx−1)×(Nx−1) ,
and ⊗ denotes the Kronecker product.
Proceeding as previously, this time using the matrix transfer technique in
two dimensions (we omit the details; for more information consult Ilic´ et al.
[41, 42]), we construct a fast Poisson preconditioner that applies the inverse
of the matrix
M = I+ γncακh
−α(B1 +B2)
α/2 (31)
to an arbitrary vector v. The result is Algorithm 4.3, which uses fast sine
transforms alternately in the x and y directions to efficiently apply the pre-
conditioner.
Algorithm 4.3.
% Computes z = M^(-1)*v
% where M = I + gamma*c*kappa*h^(-alpha)*(B1+B2)^(alpha/2)
c = -cos(pi*alpha/2);
lambdax = 4*sin((1:Nx-1)*pi/Nx/2).^2;
lambday = 4*sin((1:Ny-1)*pi/Ny/2).^2;
mu = 1 + gamma*c*kappa*h^(-alpha) * ...
(lambday’*ones(1,Nx-1) + ones(Ny-1,1)*lambdax).^(alpha/2);
z = reshape(v, Nx-1, Ny-1);
z = dst(z);
z = dst(z’);
z = z ./ mu;
z = idst(z);
z = idst(z’);
z = reshape(z, (Nx-1)*(Ny-1), 1);
Remark. Algorithm 4.3 utilises a single fractional order α. For problems in
which the fractional orders αx and αy in equation (5) are not equal, we use
α = (αx + αy)/2.
14
Table 1: Eigenvalues of K and cαT
α/2 for p = 0.5, α = 1.8, N = 1000.
Matrix Minimum eigenvalue Maximum eigenvalue
K 2.703e-05 3.482e+00
cαT
α/2 2.972e-05 3.312e+00
10−5 10−4 10−3 10−2 10−1 100 101
eigenvalue
 
 
Figure 2: Eigenvalues of K (blue circles) and cαT
α/2 (red dots) for p = 0.5, α = 1.8,
N = 1000.
5. Numerical experiments
5.1. Test 1: Comparing matrix spectrums
In the previous section we derived the approximate relationship K ≈
cαT
α/2 assuming that p = 0.5. We begin by testing the validity of this
approximation, for fractional order α = 1.8 and N = 1000.
In Table 1 we exhibit the minimum and maximum eigenvalues for both
matrices, and observe that they compare well. Fig. 2 sheds further light
on the eigenvalue distributions, plotting the locations of the eigenvalues on
the real line, using blue circles for K and red dots for cαT
α/2. We observe
a close match between the locations of the eigenvalues, which is consistent
with the notion that the two definitions of the fractional Laplacian on which
these matrices are based (equations (24) and (27) respectively) lead to very
similar solution behaviours [34].
We now examine the one-sided case p = 0. This time, we have no the-
oretical link between the matrices K and cαT
α/2, as all of the analysis in
the previous section was derived under the assumption p = 0.5. However, if
the dominant source of stiffness in equation (1) is “fractional Laplacian-like”
then we may still expect to see good agreement between the spectrums of
the two matrices, even for this one-sided case.
Table 2 and Fig. 3 illustrate our findings. This time, the eigenvalues of
K are not all real, as is readily apparent from Fig. 3. However we do observe
a close match between the smallest eigenvalues of the two matrices (which
are real), and from Table 2 we see that the largest eigenvalue is also well
approximated, despite the small imaginary component.
These results suggest that the fast Poisson preconditioner will be effective
for the two-sided space-fractional diffusion equation (1) even in the extreme
case of p = 0 (or indeed p = 1).
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Table 2: Eigenvalues of K and cαT
α/2 for p = 0, α = 1.8, N = 1000.
Matrix Minimum eigenvalue Maximum eigenvalue
K 2.883e-05 3.474e+00 ± 0.001i
cαT
α/2 2.972e-05 3.312e+00
10−5 10−4 10−3 10−2 10−1 100 101
−0.2
0
0.2
Re
Im
Figure 3: Eigenvalues of K (blue circles) and cαT
α/2 (red dots) for p = 0, α = 1.8,
N = 1000.
5.2. Test 2: Nonlinear problem in one dimension
For our second test we solve equation (1) with d = 1, p = 0.5, α = 1.6,
L = 1, initial condition u0(x) = x(1−x), nonlinear diffusivity κ(u) = 0.05u
0.3
and nonlinear source S(u) = 2u2(1 − u). We simulate to time t = 1000, by
which point the solution is effectively at its steady state. We set the absolute
and relative tolerances within CVODE to be 10−6, and use restarted GMRES
as the linear solver, with a maximum Krylov subspace dimension of 5 (the
default value for CVODE). The test machine was equipped with an Intel
Core i7 processor and 4 GB of RAM, running MATLAB version R2011a.
For this problem we will compare the performance of the fast Poisson pre-
conditioner to that of a preconditioner that periodically forms and factorises
the system matrix. The latter approach sets the benchmark for comparison
in terms of pure effectiveness as a preconditioner, since it applies the exact
inverse of the system matrix. In terms of overall efficiency, the density of the
matrix makes this approach impractical except for very small problems, and
hence it is of considerable interest to test to what degree the fast Poisson
preconditioner overcomes this limitation.
CVODE provides the logic to periodically trigger the reforming and/or
refactorisation of the system matrix – for more details see [36]. For the pur-
poses of these comparisons, we will assume that the system matrix can be
inexpensively formed, and consider only the cost of computing and apply-
ing the factorisation. In practice there is likely to be significant expense in
forming the matrix as well, and hence we are being quite generous in our
comparisons. For completeness we will also consider the comparison with
using no preconditioning at all.
Table 3 presents the number of steps in time, the number of evaluations
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Table 3: Statistics for solving equation (1) with d = 1, p = 0.5, α = 1.6, L = 1, u0(x) =
x(1 − x), κ(u) = 0.05u0.3 and S(u) = 2u2(1 − u) to time t = 1000 with three types of
preconditioner: fast Poisson, factorisation, or None.
N Preconditioner Steps F. evals Runtime (s)
1000 Fast Poisson 128 615 6.2
Factorisation 124 413 6.0
None 155 5795 55.0
4000 Fast Poisson 134 711 73
Factorisation 125 434 97
None 449 31570 3135
16000 Fast Poisson 156 1007 1172
Factorisation – – –
None – – –
of the function f from equation (7), and the total runtime required for three
different runs: with N = 1000, N = 4000 and N = 16000. For N = 16000
only the results for the fast Poisson preconditioner are presented, for reasons
that will shortly be discussed.
Several features are immediately apparent from Table 3. First, the CVODE
solver when applied with no preconditioning is not competitive. This con-
firms that an effective preconditioner is an essential component of the Jacobian-
free Newton-Krylov method. With the unpreconditioned run for N = 4000
requiring more than 40 times more function evaluations than either of the
preconditioned runs, there seems little point in wasting further computation
time to make the comparison for N = 16000.
We observe that the number of steps required by the two preconditioned
runs are broadly comparable, while the number of function evaluations re-
quired is slightly higher for the fast Poisson run, but still competitive with
the factorisation run.
For N = 4000 the fast Poisson preconditioner is clearly more efficient
in terms of runtime than the factorisation preconditioner. The fast Poisson
run required 711 function evaluations, and took 73 seconds. We found that
97% of this time was spent in function evaluations, with only 1% of the time
spent in preconditioning. The factorisation run by comparison spent 55% of
its time in preconditioning, so that the overall cost was higher, at 97 seconds,
despite requiring only 434 function evaluations.
We emphasise again that we are being extremely generous in our com-
parison, and completely ignoring the cost associated with actually forming
the system matrix for the factorisation preconditioner. We do so because
developing an optimised algorithm for forming this matrix is not part of our
17
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Figure 4: Order (solid) and stepsize (dashed) for factorisation preconditioner (red) and
fast Poisson preconditioner (blue) with d = 1, p = 0.5, α = 1.6, κ(u) = 0.05u0.3, S(u) =
2u2(1−u), L = 1, u0(x) = x(1−x) and N = 4000, with initial condition u0(x) = δ(x−0.5).
aims for this work. Indeed, we have shown that even if this matrix could be
formed for no cost at all, our fast Poisson preconditioner is still more efficient.
Fig. 4 plots the evolution of the BDF order and stepsize for both precon-
ditioned runs with N = 4000. The figure confirms that both preconditioners
are operating effectively. With either preconditioner, the order of the BDF
rises steadily, reaching 5 towards the end of the simulation, before (correctly)
dropping back to 1 as the problem approaches its steady state. The stepsize
also increases essentially monotonically throughout, and for the majority of
the simulation there is no discernible difference in the stepsizes for the two
runs.
The figure confirms that the fast Poisson preconditioner is operating
nearly as effectively as the benchmark factorisation preconditioner. In ei-
ther case, the BDF solver is able to use high order integration, and take
large steps. Hence by applying fast Poisson preconditioning, we are able to
make effective use of high-performance ODE solver technology.
The key benefit of the fast Poisson preconditioner is that it continues to
perform well as the problem size is increased. For the much larger problem
of N = 16000, it requires only 1007 function evaluations and 1172 seconds
of runtime. Of this total runtime, we find that over 99% is spent in function
evaluations, with only a small fraction of a percent spent in preconditioning.
We see that for very large problems, the method with fast Poisson precondi-
tioning has the desirable characteristic that virtually all of the time is spent
in function evaluations – that is, in the code describing the physics of the
problem. The cost of preconditioning is essentially negligible.
By way of contrast, the factorisation preconditioner is no longer viable at
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Table 4: Results for solving equation (1) with d = 2, κ = 1, Lx = Ly = 1, Nx =
Ny = 40, u0(x, y) = xy(1 − x)(1 − y) and S = 0 to time t = 1 with the fast Poisson
and factorisation preconditioners for different values of αℓ and pℓ. Shading denotes those
parameters changed from their base values.
Parameters Function evaluations
αx αy px py Fast Poisson Factorisation
1.8 1.8 0.5 0.5 166 157
1.6 1.8 0.5 0.5 221 140
1.8 2.0 0.5 0.5 244 160
1.6 2.0 0.5 0.5 322 173
1.8 1.8 0.0 0.5 211 158
1.8 1.8 0.5 1.0 211 158
1.8 1.8 0.0 1.0 218 167
the size N = 16000, since there is insufficient memory on the test machine
to perform the factorisation.
5.3. Test 3: Varying parameters in two dimensions
We now move on to a two-dimensional problem, which presents several
issues not present in one dimension. First, it is possible that the fractional
orders αx and αy are unequal. As discussed in Section 4.3, in this case we
propose to simply use the average value α = (αx + αy)/2 in Algorithm 4.3.
It is of interest to see if the preconditioner continues to perform well under
this scenario.
It is also possible for the jump probabilities px and py to be unequal.
However, these values are actually not used in the fast Poisson preconditioner,
since it is derived under the assumption that both values are equal to 0.5.
Still, it is of interest to examine how changing either, or both, of these values
from 0.5 affects the performance of the preconditioner.
To conduct these tests, we solved equation (1) with d = 2, κ = 1, Lx =
Ly = 1, Nx = Ny = 40, u0(x, y) = xy(1− x)(1− y) and S = 0 to time t = 1,
and recorded the number of function evaluations required for different values
of αℓ and pℓ for the fast Poisson preconditioner, as compared to an identical
run using the factorisation preconditioner. Table 4 records the results.
For the baseline comparison, we selected αx = αy = 1.8 and px = py =
0.5. In this case, the fast Poisson preconditioner was essentially as effective as
the factorisation preconditioner in terms of number of function evaluations,
requiring 166 evaluations compared to 157.
The next three rows of Table 4 exhibit the results from varying αx and/or
αy, so that αx 6= αy. We see that the performance of the fast Poisson pre-
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conditioner is affected more than the performance of the factorisation pre-
conditioner. For both preconditioners, the most difficult of the cases tested
was αx = 1.6 and αy = 2.0. In this case, the fast Poisson preconditioner run
required almost double the number of function evaluations compared to the
baseline case. The increase in evaluations for the factorisation preconditioner
was just over 10% for this same case.
The results show that as far as the fast Poisson preconditioner is con-
cerned, the optimal scenario is for the fractional orders to be equal, with
the performance of the preconditioner degrading as they become more un-
equal. Nevertheless, as we will see in Test 4, even in the non-favourable case
αx 6= αy, the extremely low cost of applying the fast Poisson preconditioner
easily makes up for this loss of efficiency, particularly for large problems.
The final three rows of Table 4 are concerned with the effect of pℓ 6= 0.5
on the efficiency of the preconditioners. We observe that the effect on the
number of function evaluations required in these cases is much less than it was
for unequal values of αℓ. In all cases tested, the fast Poisson preconditioner
is competitive with the factorisation preconditioner in this sense, even in the
extreme case px = 0.0, py = 1.0. Furthermore, it makes little difference
whether one value of pℓ, or both, are set away from 0.5. We conclude that
the fast Poisson preconditioner remains highly effective whatever the values
of px and py.
5.4. Test 4: Nonlinear problem in two dimensions
For our final test problem, we consider equation (1) with d = 2, Lx = Ly =
2, αx = 1.6, αy = 1.8, px = py = 1, κ(x, y) = exp(−0.01[(x− 1)
2+ (y− 1)2]),
S(u, x, y) = exp(−10[(x − 1)2 + (y − 1)2]) − u2 and u0(x, y) = 0. We solve
this problem to time t = 10, at which point the solution is essentially at its
steady state, illustrated in Fig. 5.
This nonlinear problem represents a considerable challenge for the fast
Poisson preconditioner, owing to the unequal values of the fractional orders αℓ
and (to a lesser degree) unfavourable values of the jump probabilities pℓ = 1.
As in Test 2, we compared the performance of CVODE using the fast Poisson
preconditioner, the factorisation preconditioner, and no preconditioner.
In Table 5 we see that for N = 50 the runtime of the solvers with the fast
Poisson preconditioner and factorisation preconditioner are approximately
equal. The run using no preconditioning is not competitive.
With N = 100 the fast Poisson preconditioner is clearly more efficient
than the factorisation preconditioner. Though it requires 417 function eval-
uations compared to just 186 for the factorisation run, the cost of precondi-
tioning itself is so small by comparison that it takes less than half the time
of the factorisation run.
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Figure 5: Steady-state solution for equation (1) with d = 2, Lx = Ly = 2, αx = 1.6,
αy = 1.8, px = py = 1, κ(x, y) = exp(−0.01[(x−1)
2+(y−1)2]), S(u, x, y) = exp(−10[(x−
1)2 + (y − 1)2])− u2 and u0(x, y) = 0.
Table 5: Statistics for solving equation (1) with d = 2, Lx = Ly = 2, αx = 1.6, αy = 1.8,
px = py = 1, κ(x, y) = exp(−0.01[(x − 1)
2 + (y − 1)2]), S(u, x, y) = exp(−10[(x − 1)2 +
(y − 1)2]) − u2 and u0(x, y) = 0 to time t = 10 with three types of preconditioner: Fast
Poisson, Factorisation, or None.
N Preconditioner Steps F. evals Runtime (s)
50 Fast Poisson 84 341 5.1
Factorisation 79 177 5.0
None 85 933 13.2
100 Fast Poisson 87 417 26.1
Factorisation 85 186 52.9
None 86 1763 104.9
400 Fast Poisson 87 508 639
Factorisation – – –
None 141 8458 9976
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For the much larger problem with N = 400, the number of evaluations
for the fast Poisson run increases only slightly further to 508, and the total
runtime is around 10 minutes (more than 15 times faster than without pre-
conditioning). No runtime was recorded for the factorisation preconditioner
in this case owing to the difficulty in actually forming the 160000 × 160000
system matrix. This last example clearly illustrates the benefits of the fast
Poisson preconditioner, yielding in just minutes the solution of a problem
that is infeasible to solve using traditional methods based on direct factori-
sation.
6. Conclusions
In this paper we have developed a fast Poisson preconditioner for the
efficient numerical solution of a class of two-sided nonlinear space-fractional
diffusion equations in one and two dimensions. The method exploits the
link, which we derive, between the fractional Laplacian operator and the
two-sided space-fractional diffusion equation. Through this link, we are
able to build fast inversion algorithms for a preconditioner that targets the
dominant source of stiffness in the problem, allowing its efficient solution
with variable-order, variable-stepsize initial value problem solvers utilising
Jacobian-free Newton-Krylov methods. Numerical experiments confirm that
the method performs very well, easily obtaining the solution of large one-
and two-dimensional problems that are infeasible to solve using traditional
methods.
Our method possesses a number of desirable characteristics that make
it unique amongst other approaches that have been proposed in this area.
First, it is entirely matrix-free, meaning that the burden of storing or fac-
torising partially or fully dense matrices is removed. Second, it is extremely
simple to implement, with the entire preconditioning code in two dimensions
requiring just 12 lines of MATLAB. Third, unlike many other types of pre-
conditioner, it requires no tuning whatsoever; exactly the same code is used
regardless of the parameters in the problem. Fourth, it facilitates the use of
existing high-performance ODE solver technology to further improve the per-
formance of the solver, through adaptive order and stepsize selection. Fifth,
it applies to two-dimensional, two-sided, nonlinear space-fractional diffusion
equations, whereas many existing approaches have been developed only for
simpler cases, such as the one-dimensional, linear case.
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