AbstractÐExperimentation in software engineering is necessary but difficult. One reason is that there are a large number of context variables and, so, creating a cohesive understanding of experimental results requires a mechanism for motivating studies and integrating results. It requires a community of researchers that can replicate studies, vary context variables, and build models that represent the common observations about the discipline. This paper discusses the experience of the authors, based upon a collection of experiments, in terms of a framework for organizing sets of related studies. With such a framework, experiments can be viewed as part of common families of studies, rather than being isolated events. Common families of studies can contribute to important and relevant hypotheses that may not be suggested by individual experiments. A framework also facilitates building knowledge in an incremental manner through the replication of experiments within families of studies. To support the framework, this paper discusses the experiences of the authors in carrying out empirical studies, with specific emphasis on persistent problems encountered in experimental design, threats to validity, criteria for evaluation, and execution of experiments in the domain of software engineering.
1. For the purpose of this paper, we use the definitions of some key terms from [25] and [2] . An empirical study, in a broad sense, is an act or operation for the purpose of discovering something unknown or of testing a hypothesis, involving an investigator gathering data and performing analysis to determine what the data mean.This covers various forms of research strategies, including all forms of experiments, qualitative studies, surveys, and archival analyses. An experiment is a form of empirical study where the researcher has control over some of the conditions in which the study takes place and control over the independent variables being studied; an operation carried out under controlled conditions in order to test a hypothesis against observation. This term thus includes quasiexperiments and pre-experimental designs. A theory is a possible explanation of some phenomenon. Any theory is made up of a set of hypotheses. A hypothesis is an educated guess that there exists a causal relation among constructs of theoretical interest; the variables used to measure the casual construct are called independent variables while the variables used to measure the affected constructs are called dependent variables. A model is a simplified representation of a system or phenomenon; it may or may not be mathematical or even formal; it can be a theory.
Experimentation in software engineering is difficult. Carrying out empirical work is complex and time consuming; this is especially true for software engineering. Unlike manufacturing, software developers do not build the same product, over and over, to meet a particular set of specifications. Software is developed and each product is different from the last. So, software artifacts do not provide us with a large set of data points permitting sufficient statistical power for confirming or rejecting a hypothesis. Unlike physics, most of the technologies and theories in software engineering are human based and, so, variation in human ability tends to obscure experimental effects. Human factors tend to increase the costs of experimentation while making it more difficult to achieve statistical significance.
The degree of credibility of any study depends on the validity of how conclusions are drawn. Campbell and Stanley have defined two classes of evaluation criteria: internal validity and external validity [15] . Internal validity defines the degree of confidence in a cause-effect relationship between factors of interest and the observed results, while external validity defines the extent to which the conclusions from the experimental context can be generalized to the context specified in the research hypothesis. Judd et al. add another class of evaluation criteria, construct validity [25] , which defines the extent to which the variables successfully measure the theoretical constructs in the hypotheses. Finally, Cook and Campbell add one more class, conclusion validity [18] , which defines the extent to which conclusions are statistically valid.
The difficulties intrinsic to software engineering (lack of data points, human factors) make it less likely that the validity types can all be satisfied at the same time: e.g., making a study more realistic to achieve a high external validity is in tension with the ability to manipulate the context to get a high internal validity. Still, investigators are challenged to design the best study that the circumstances make possible, trying to rule out all the alternative explanations of the results and to generalize those results to the setting of interest. Although the investigators may not get the ªperfectº study (assuming there is a perfect one), they have to report the study in such a way that others can verify the conclusions. Other researchers should be aware of potential flaws or biases and their effects on the conclusions of a study. The opportunities for such flaws in empirical software engineering research are numerous: The measurements are not always appropriate to the goals of the experiment, the design does not always avoid alternative explanations of the experimental findings, and the findings are sometimes generalized to a population that is different from the experimental sample [19] .
Drawing general conclusions from empirical studies in software engineering research is difficult. An important reason why experimentation in software engineering is so hard is that the results of almost any process depend to a large degree on a potentially large number of relevant context variables. Because of this, we cannot a priori assume that the results of any study apply outside the specific environment in which it was run. For isolated studies, even if they are themselves well-run, it is difficult to understand how widely applicable the results are and, thus, to assess the true contribution to the field.
As an example, consider the following study:
. Basili/Reiter. This study was undertaken in 1976 in order to characterize and evaluate the development processes of development teams using a disciplined methodology. The effects of the team methodology were contrasted with control groups made up of development teams using an ad hoc development strategy and with individual developers (also ad hoc). Hypotheses were proposed: That (BR1), a disciplined approach should reduce the average cost and complexity (faults and rework) of the process and, (BR2), the disciplined team should behave more like an individual than a team in terms of the resulting product. The study addressed these hypotheses by evaluating particular methods (such as chief programmer teams, top down design, and reviews) as they were applied in a classroom setting [7] .
This study, like any other, required the experimenters to construct models of the processes studied, models of effectiveness, and models of the context in which the study was run. Replications that alter key attributes of these models are then necessary to build up knowledge about whether the results hold under other conditions. Unfortunately, in software engineering, too many studies tend to be isolated and are not replicated, either by the same researchers or by others. Basili/Reiter was a rigorous study, but unfortunately never led to a larger body of work on this subject. The specific experiment was not replicated and the applicability of the hypotheses in other contexts was not studied. Thus, it was never investigated whether the results hold, for example:
. for software developers at different levels of experience (the original experiment used university students); . if development teams are composed differently (the original experiment used only three-person chief programming teams [1] ); . if another disciplined methodology had been used (i.e., were the benefits observed due to the particular methodology used in the experiment or would they be observed for any disciplined methodology?). Yet, even when replications are run, it's hard to know how to abstract important knowledge without a framework for relating the studies.
To build a body of software engineering knowledge requires families of experiments and a set of unifying principles that allows results to be combined and generalized. This requires a framework that makes explicit the different models used in the family of experiments and documents the key choices made during experimental design along with their rationales. The framework could be used to choose a focus for future studies, i.e., to help determine the important attributes of the models used in an experiment and which should be held constant and which varied in future studies. The ultimate objective is to build up a unifying theory by creating a list of the specific hypotheses investigated in an area.
Using an organizational framework also allows other experimenters to understand where different choices could have been made in defining models and hypotheses and raises questions as to the likely effects of these changes. Because an organizational framework provides a mechanism by which different studies can be compared, it helps to organize related studies and to tease out the true effects of both the process being studied and the environmental variables.
In this paper, we discuss a set of experiments performed by the authors and suggest an organizational framework for this set. We retroactively fit the experiments to this framework and discuss our experiences with software engineering experiments in the context of this framework. We show examples of the difficulty involved in running such experiments, but show how the framework can be used to better define experiments and combine them to overcome validity problems. We show how results might be unified and laboratory manuals generated to support the framework.
A SET OF EXPERIMENTS: SOFTWARE READING TECHNIQUES
Throughout this paper, we illustrate our framework and share our experiences with regard to a particular set of experiments on software reading techniques. Reading techniques are procedural techniques, each aimed at a specific development task, which software developers can follow in order to obtain the information they need to accomplish that task effectively [3] , [4] . We were interested in studying reading techniques in order to determine if beneficial experience and work practices could be distilled into procedural form and used effectively on real projects. We felt that reading techniques were of relevance and value to the software engineering community since reading software documents (such as requirements, design, code, etc.) is a key technical activity. Developers are often called upon to read software documents in order to extract specific information for important software tasks, e.g., to read a requirements document in order to find defects during an inspection or an object-oriented design in order to identify reusable components. However, while developers are usually taught how to write software documents, the skills required for effective reading are rarely taught and must be built up through experience. In fact, we felt that research into reading could provide a model for how to effectively write documents as well: By understanding how readers perform more effectively it may be possible to write documents in a way that facilitates the task. However, the concept of reading techniques cannot be studied in isolation. Like any other software process, reading techniques must be tailored to the environment in which they are run. Our aim in this research was to generate sets of reading techniques that were procedurally defined, tailorable to the environment, aimed at accomplishing a particular task, and specific to the particular document and notation on which they would be applied. This has led to a series of studies in which the following types of reading techniques were evaluated:
. Defect-Based Reading (DBR) focused on defect detection in requirements, where the requirements were expressed using a state machine notation called SCR [21] , [36] . . Perspective-Based Reading (PBR) also focused on defect detection in requirements, but for requirements expressed in natural language [5] . . Use-Based Reading (UBR) focused on anomaly detection in user interfaces [48] . . Second Version of PBR (PBR2) consisted of new techniques that were more procedurally-oriented versions of the earlier set of PBR techniques. In particular, the techniques were more specific in all of their steps [40] . . Scope-Based Reading (SBR) consisted of two reading techniques that were developed for learning about an object-oriented framework in order to reuse it [11] , [43] .
THE GQM GOAL TEMPLATE AS A TOOL FOR EXPERIMENTATION
Several examples of organizational frameworks appear in the literature. Basili et al. [10] proposed an organizational framework that consisted of four categories corresponding to phases of experimentation: 1) definition, 2) planning, 3) operation, and 4) interpretation. For each phase, categories of choices were identified which had to be explicitly answered. This framework is most concerned with allowing researchers to define the purpose of the experiment and the object of study. For example, under experimental definition, the researcher was asked to identify the purpose for the study (characterization, evaluation, prediction, motivation), classify the object of study (product, process, model, metric, or theory), and determine the scope of the study (whether single project, multiproject, replicated project, or blocked subject-project). Lanubile [26] proposed a similar framework but provided different values for the dimensions of the classification, reflecting common concerns for experimenters. For example, the researcher was asked to specify whether the concrete object of study in the experiment was a product technology or a process technology, whether the purpose of the experiment was to evaluate the outcome of a process vs. the process itself, and whether the study was focused on a single, specific object of study or on multiple objects.
Lott and Rombach [30] presented a framework that placed additional emphasis on experimental variables. For example, under the topic of ªsubjects,º researchers were asked to explicitly report the selection criteria used; the experience, training, and background of the subjects, how ethical issues (such as the right to withdraw from the study) were handled, and how many subjects are required based on the power of the statistical analysis procedure.
Fenton et al. [19] presented a list of questions by which empirical studies should be evaluated. These questions in turn suggest a framework for researchers to use in specifying their experiments, since suitable information should be reported to answer each of the questions. The questions concern: whether the research is based on empirical evaluation and data, whether the experiment was designed correctly, whether the study is based on a toy or real situation, whether appropriate measures were used, and whether the study was run for a long enough time.
Although any of these organizational frameworks would be helpful in this regard, for the purpose of this paper we find the goal/question/metric (GQM) goal template [8] useful because it emphasizes the variables across which we are attempting to unify. The GQM method was defined as a mechanism for defining and interpreting a set of operational goals using measurement. It represents a top-down systematic approach for tailoring and integrating goals with models of software processes, products, and quality perspectives, based upon the specific needs of a project and organization.
The GQM goal template is a tool that can be used to articulate the purpose of any study. It ties together the important models and provides a basis against which the appropriateness of a study's specific hypotheses, and dependent and independent variables, may be evaluated. There are five parameters in a GQM goal template:
1. Object of study: a process, product or any other experience model.
Purpose: to characterize (what is it?), evaluate (is it
good?), predict (can I estimate something in the future?), control (can I manipulate events?), improve (can I improve events?). 3. Focus: model aimed at viewing the aspect of the object of study that is of interest, e.g., reliability of the product, defect detection/prevention capability of the process, accuracy of the cost model. 4. Point of view: e.g., the perspective of the person needing the information, e.g., in theory testing the point of view is usually the researcher trying to gain some knowledge. 5. Context: models aimed at describing environment in which the measurement is taken. For example, the goal of the Basili/Reiter study, previously described, could be instantiated as: analyze the development processes of a: 1) disciplined-methodology team approach, 2) ad hoc team approach, and 3) ad hoc individual approach to characterize and evaluate with respect to cost and complexity (faults and rework) from the point-of-view of the developer and project manager in the context of an advanced university classroom.
Due to the nature of software engineering research, instantiated goals tend to show certain similarities. The purpose of studies is often evaluation; that is, researchers tend to study software technologies in order to assess their effect on development. For our purposes, the point of view can be considered to be that of the researcher or knowledgebuilder. While studies can be run from the point of view of the project manager, i.e., requiring some immediate feedback as to effects on effort and schedule, published studies have usually undergone additional, post-hoc analysis.
The remaining fields in the template require the construction of more complicated models, but still show some similarities. The object of study is often (but not always) a process; researchers are often concerned with evaluating whether or not a particular development process represents an improvement to the way software is built. (Such as, Does Object-Oriented Analysis lead to more meaningful models? Does an investment in reviews lead to less buggy, more reliable systems? Does reuse allow quality systems to be built more cheaply?) When the object of study is a process, the focus of the evaluation is the process' effect. The experimenter may measure its effect on a product, that is, whether the process leads to some desired attribute in a software work product. Or, the experimenter may attempt to capture its effect on people, e.g., whether practitioners were comfortable executing the process or found it tedious and infeasible. Finally, the context field should include a large number of environmental variables and, therefore, tends to exhibit the most variability. Studies may be run on students or experts; under time constraints or not; in wellunderstood application domains or in cutting-edge areas.
There are numerous such variables that may influence the results of applying a technique.
For the remainder of this paper, we will illustrate our conclusions by concentrating on studies that investigate process characteristics with respect to their effects on products. A GQM template for this class of studies is: Analyze processes to evaluate effectiveness on a product from the point-of-view of the knowledge builder in the context of (a particular variable set of context variables).
For particular studies in this class, constructing a complete GQM template requires making explicit the models of process (object of study), effectiveness and product (focus), and context. Making these models explicit is necessary in order to understand what the study is testing as well as the conditions under which the empirical results hold.
For example, consider the GQM templates for the list of reading technique experiments described in the previous section. There are many ways of classifying processes, but processes might be classified first by scope as:
1. Techniques (processes that require technical skill to accomplish some specific task), 2. Methods 2 (processes that support techniques and are augmented with management issues such when and how a technique should be applied), 3. Life Cycle Models (processes which describe the entire software development process). Each of these categories could be subdivided in turn. The set of techniques, for example, could be classified based on the specific task as: reading, testing, designing, and so on. We have found it helpful to think of the range of values as organized in a hierarchical fashion in which more general values are found at the top of the tree, and each level of the tree represents a new level of detail (Fig. 1) .
Selecting a particular type of process for study, our GQM template then becomes: Analyze reading techniques to evaluate their effectiveness on a product from the point of view of the knowledge builder in the context of a particular variable set.
The reading technique experiments were concerned with studying the effect of the reading techniques on a product. So, the model of focus needs to specify both how effectiveness is to be measured and the product on which the evaluation is performed. We find it useful to divide the set of effectiveness measures into analysis and construction measures, based on whether the goal of the process is to analyze intrinsic properties of a document or to use it in building a new system. Each of these categories can be further broken down into more specific types of process goals for which different effectiveness measures may apply (Fig. 2) . For example, the effectiveness of a process for performing maintenance can be evaluated by how that process effects the cost of making a change to the system. The effectiveness of a process for detecting defects in a document can be measured by the number of faults it helps find. Of course, many more measures exist than will fit into Fig. 2 . For instance, rather than measure the number of faults a defect detection process yields, it might be more appropriate to measure the number of errors 3 or the amount of effort required, among other things.
Similarly, a software document can be classified according to the model of a software system it contains (a relatively well-defined set) and further subdivided into the specific notations that may be used (Fig. 3) . The main purpose of organizing the possible values hierarchically is to organize a conception of the problem space that can be used by others for classifying their own experiments. The actual criteria used are somewhat subjective; naturally, there are multiple criteria for classifying processes, effectiveness measures, and software documents, but we have selected just those that have contributed to our conception of reading techniques.
Thus, using the terminology in Fig. 1, Fig. 2 ability to support reuse of object-oriented design and code. In linking goal templates to hypotheses, the process model (object of study) can be thought of as the independent variable, the effect on product (focus) as the dependent variable, and the context variables as the variables that exist in the environment of the experiment. The differences or similarities between experimental hypotheses can then be described in terms of the hierarchies of values for the model attributes. For example, consider the studies of DBR and PBR. In both cases, the process model was focused on the same task (defect detection); although the notation differed, both were also focused on the same document (requirements). If all other attributes for process, product, and context models were held constant, hypotheses could be formulated at a higher level of abstraction. That is, instead of the hypothesis:
Subjects using a reading technique tailored to defect detection in natural language requirements are more effective than subjects using ad hoc techniques for this task
The following hypothesis might be more useful:
Subjects using reading techniques tailored to defect detection in requirements are more effective than subjects using ad hoc techniques for this task.
The difference between these hypotheses is that the focus of the study is described at a higher level of abstraction for the second hypothesis (requirements) than for the first (natural language requirements).
This difference in abstraction makes the second hypothesis more difficult to test. In fact, probably no single study could ever give us overwhelming evidence as to its validity, or lack thereof. Testing the second hypothesis would require some idea of what types of requirements notation are of interest to practitioners. Building up a convincing body of evidence requires the combined analysis of multiple studies of specific reading techniques for defect detection in requirements. But, the effort required to formulate the hypothesis and begin building a body of evidence helps advance the field of software engineering. At best, the evidence can lead to the growth of a body of knowledge containing basic and important theories underlying some aspect of the field. At worst, the effort spent in specifying the models forces us to think more deeply about the relevant ways of characterizing software engineering models that researchers and knowledge-builders are implicitly constructing anyway.
Instantiating these models is, by necessity, an iterative process. The value of an attribute for one model (e.g., process) may constrain the attributes of a second model (e.g., the product it is evaluated on), which may in turn constrain other attributes of the original model. However, in order to organize this paper, we have dealt with each of the models in turn in the following sections. In each section, we use examples from our own experience to suggest concerns that must be taken into account when constructing the models. In particular, we will concentrate on identifying important attributes of each of the models and the hidden dependencies that exist between the attributes. These attributes need to be measured, to the extent possible, by experimenters in order to fully describe the models of interest.
MODELING PROCESS
Any process that is worthy of study should be of interest and value to the software engineering community. As such it should be definable as a set of steps or, better yet, bound by a set of attributes or properties. This means that experimenters have to articulate the steps of the process and choose the attributes and their scope of values. In all of the reading technique studies, the techniques were meant to satisfy a certain set of properties, i.e., they were meant to be procedural, focused, document and notation specific, and goal-oriented. Several of these properties are interrelated. In what follows, we discuss the difficulty and importance of dealing with the definition and scope of these attributes, based upon our experiences.
Procedural
The problem of how one defines a procedure to be followed and the level of detail to which it is specified is one of the most critical issues in the study of any process. If a process is specified procedurally, so that a user is guided through the steps of the process, then the process should be parameterized based on the level of specificity of the procedure. The level of specificity can be thought of as a spectrum of possible values, running from very detailed procedures in which every step is specified, to very high-level procedures in which only brief descriptions are given and the user selects activities based on his or her preferences and experiences. The appropriate level of specificity should vary from instance to instance and depends on what tradeoffs are most appropriate to the given environment. Should it be high- level, running the risk of providing too little support to the user? Should it be low-level, running the risk of overspecifying the process in a way that makes it tedious or impractical to follow? Should it vary with the experience of the user of the process? Besides a description of what the user should do, should there be a description of what should not be done?
In our experience, these questions do matter. We have observed that there are differences in results for the same process, followed at different levels of specificity:
In the SBR study, subjects were given a process for reusing functionality from example applications. There were characteristic differences between subjects who followed the low-level and detailed process step-by-step and those who used a higher-level form of the process. Both advantages and disadvantages were noted. For example, subjects who followed the low-level process seemed less likely to augment the process when necessary (they were less likely to implement functionality when they could not use the process to find it in an example application, whereas other subjects were able to implement the functionality on their own). Followers of the low-level process, however, also seemed less likely to waste time on unnecessary activities not called for by the process (they were less likely to get involved in ªgold platingº the new system).
Moreover, our experiments have also provided some evidence that this process attribute needs to be tied to the context model (discussed in Section 6)Ðin particular to the set of subjects who will be executing the process. In our experiment, we noticed a significant interaction between specificity and subject experience:
A hypothesis of the PBR2 study was that a more specific procedure would provide benefits to less experienced reviewers by providing more guidance. However, this was not found to be the case. Less experienced readers were less likely to have been exposed to the relevant concepts and, thus, tended to find the very specific procedure confusing. Subjects with very high levels of previous experience in this area were also adversely affected by the greater level of detail, perhaps because it allowed them less opportunity to use their usual procedures. Only subjects in the middle range of experience (i.e., those who had been previously exposed to the concepts but had not applied them on many industrial projects) saw some benefit from the more specific procedures.
Focused
The reading techniques were meant to be focused, i.e., each specific technique should focus on just some aspect of the document rather than require the reader to be responsible for the entire document.
In PBR, specific techniques were focused on reviewing a document from the point of view of a particular user of the document, so that readers were restricted in their focus and not responsible for all conceivable defects. The aim was for the full set of techniques to provide coverage of the document. That is, although any one PBR technique represents only a particular way of viewing the document, the set of all PBR techniques should represent all of the important customers of the document and, therefore, together uncover all defects of importance.
Focusing may or may not be done in a way that aims to achieve coverage of the entire document. For example, our experiences in the study of SBR were different:
In SBR, specific techniques were focused on different ways of learning enough about the system to support reuse. The goal of neither technique was to achieve coverage; the aim was not to learn about the entire system, but to save effort by learning just the portions that seemed promising for reuse.
This attribute is related to another attribute, the level of specificity in the procedure; more procedural techniques can be focused on aspects of a document with greater accuracy.
Document/Notation Specific
All of the reading techniques discussed in this paper were tailored to both the document and notation. On the other hand, it is possible to imagine that some processes are not meant to be tailored so explicitly; e.g., a review process might be designed for use on a number of different documents or for a particular document regardless of notation. Thus, deciding whether a process is meant to address a very specific class of document or should be applicable to a larger set is probably the first attribute that must be decided in tailoring a process for a particular use.
Once a process model is made document-specific, the experimenters must evaluate the process on a document that matches the tailoring. Thus, the value of this process attribute must match the product model, discussed in Section 3.
This attribute is highly related to the specificity with which the procedure is described; the level of specificity that can be achieved in a procedure is somewhat dependent on the amount to which the procedure can be tailored to a particular document and notation.
Goal-Oriented
Closer study of the process models for the reading techniques presented in Section 2 would reveal that each technique is tailored to a specific task (e.g., defect detection, reuse of design) and to a specific document. This is what characterizes the reading techniques and distinguishes them from one another. Thus, the process goals used to classify measures of effectiveness in Fig. 2 can be easily adapted to describe the processes themselves (Fig. 4) . We hypothesize that the distinction between analysis and construction process goals can apply directly to processes. That is, we hypothesize that analysis tasks differ sufficiently from construction tasks that, along with differences in the way they may be evaluated for effectiveness, there may also be different guidelines used in their construction. Thus, Fig. 2 can also be a mechanism for identifying process model attributes.
This process attribute is related to the focus of the procedure. That is, whether or not the process goal can be achieved depends partly on the portion of the document on which the procedure is focused; if the procedure is focused on only a portion of the document, it must be ascertained whether that portion contains the information necessary to accomplish the task.
The advantage of identifying the above set of attributes is that it helps us further specialize the model of the object of study (the process) and capture the essential differences and similarities of related models. For example, the following process descriptions summarize the objects of study in the reading technique experiments. To emphasize differences within the set of reading techniques, only some of the process model attributes are given:
. DBR. Analyzed three focused reading techniques tailored to detect defects in SCR-notation requirements documents, each using partial coverage of the document but whose union was meant to provide close to full coverage. . PBR. Analyzed three focused reading techniques, defined at a low level of specificity, tailored to detect defects in natural-language requirements documents, each using partial coverage of the document but whose union was meant to provide close to full coverage. . UBR. Analyzed three focused reading techniques tailored to detect anomalies of screen shots of user interfaces, each using partial coverage of the document but whose union was meant to provide close to full coverage. . PBR2. Analyzed three focused reading techniques, defined at a high level of specificity, tailored to detect defects in natural-language requirements documents, each using partial coverage of the document but whose union was meant to provide close to full coverage. . SBR. Analyzed two focused reading techniques tailored to reuse parts of an object oriented framework in the building of a new system, using partial coverage of object-oriented design and code. Fully specifying the process models in such a way illustrates basic hypotheses for which evidence has been accumulated, e.g., does the level of specificity at which a procedure is described make a difference in its effects? Similarly, it also helps identify areas where hypotheses cannot be formulated as formally, which is usually an indication that more studies are needed:
In the set of reading studies to date, we have noticed that analysis tasks (DBR, PBR, UBR, PBR2) seem to lend themselves particularly well to the union of partial coverage techniques, while construction tasks (SBR) require only partial coverage. Our current hypothesis is that analysis tasks typically require an entire document to be checked for multiple quality attributes, while construction tasks should aim to focus a reader's attention on only those aspects of a document suitable for the given task. More studies into construction tasks are needed before we can say whether this hypothesis can serve as a general guideline, or is merely a coincidence.
MODELING EFFECTIVENESS ON A PRODUCT
In this section, we discuss how a process is evaluated for effectiveness. As a necessary precondition, however, we first discuss process conformance: It is necessary that conclusions about a process are not drawn without knowing whether or not the process is actually being followed.
Process Conformance
Our studies have emphasized that it should not be assumed that subjects are applying the expected process in the expected way. Subjects are not malicious, but will sometimes concentrate on successfully accomplishing what they see as the goal, even if it means straying from the process assigned. In other cases, the behavior of subjects will be affected by their typical work habits or by techniques with which they have more familiarity, which are not accounted for in the process assigned. Thus experimenters need to worry about process conformance by placing some bounds on the expected behavior of the subjects applying the process. There are two basic strategies for this: monitoring the execution of the process in order to understand the amount of process conformance and reason about its effects (discussed in the following section), or attempting to specify the process in such a way that users must conform to the process. The latter strategy has been successfully used in several experiments in which it was desired to evaluate particular processes. One way of achieving this is to restrict the subjects' access to artifacts that are necessary for executing the process:
In an earlier experiment [9] , processes were defined for use, e.g., reading by stepwise abstraction, equivalence partitioning boundary value testing, structured testing. Although the procedures may not have been followed directly, the fact that each subject for each technique was given only the particular items needed for the activity, e.g., specification and source code for reading, specification and executables for functional testing, did restrict the subject's ability to perform one process when they were supposed to be performing another.
A second alternative is to make the process include activities that are able to be checked and that would require extra effort from the user if executed outside the process: In the PBR2 study, we built the evaluation of process conformance into the process. In this experiment, we were more confident in the techniques based on previous experiments. One of our motivations for increasing the level of detail in the techniques was that we could then better assess process conformance. The subjects were required to create intermediate artifacts while following the techniques, which we later collected and studied for insight into how the process was executed. We also asked subjects to cross-reference the defects they found with the specific steps of the technique that had been most useful in their discovery.
Of course, it is important to keep in mind that the process under study and the experiment themselves affect process conformance. For instance, it might be interesting to give subjects a very specific process and ask them to record many intermediate results so that process conformance can be assessed at a very detailed level. However, this strategy suffers from the problem that it may make the process tedious to use and unpleasant for the subjects. The practical usefulness of such a technique should be questioned.
Yet another mechanism for helping the user to follow the process as defined is to get them to verbalize the process while performing it. One way of doing this might be to have the process performed in pairs, i.e., one person can guide the other.
In a follow-up to the original UBR study, it was noticed that giving the process to two people to perform as a team (i.e., one reading the rules and recording results and the other performing the process) may have been more effective in finding anomalies because the process was more rigorously performed.
Enforcing process conformance is not always the best strategy, as it may not reflect natural work practices. In [23] , the experimenters undertook a study of how people follow processes and determined that users rarely follow even detailed processes step-by-step. Instead, they may ªinter-nalizeº or follow their own interpretation of the process, and augment the process with information from other sources in order to tailor the process to a given situation. When the object of the study is to gather information on process execution under more realistic conditions, it may be more appropriate to monitor, rather than enforce, process conformance:
In the SBR study, we built the evaluation of process conformance into the experiment. Because there was not much previous work in the domain of reuse in object-oriented frameworks, we taught the reading techniques to our subjects but did not require their use. Instead, we spent a lot of time and effort monitoring what the subjects did. In this way, we gathered a lot of information about when the techniques were and were not useful, what difficulties were experienced in their use, and what other processes subjects found useful for augmenting the techniques.
Validity of the Measures
The goal of most studies on process has to do with whether or not the process has a positive effect (the intended effect) on the product. But, how to define the intended effect and how to measure it? Is the intended effect reduction in cost, improvement in quality? Can it be defined directly or by some metric that is easy to measure? A common problem is that the intended effect might not be fully understood or cannot be defined sufficiently well to be measured. Therefore, experimenters must measure indirectly using some metric that is felt to capture what is meant by effectiveness [20] . A common mistake is to choose a metric that is, in reality, not as well correlated with our intended effect as assumed. It is necessary, therefore, to assess the construct validity of the experiment, i.e., to rigorously analyze whether experimental metrics really capture the attributes of interest. An example of this concern occurred in our initial study of PBR:
Our initial PBR experiment measured the effectiveness of the defect detection processes by means of the number of faults that reviewers discovered. However, is this the correct metric? The ultimate aim of defect detection is to repair the requirements document so as to eliminate misunderstandings of the problem or potential defects in the system. Faults may be too detailed, too specific, too dependent on the reviewer's point of view, and not provide sufficient insight to be well-suited as a basis for repairing requirements. Dealing with a higher level of abstraction (errors) might allow reviewers to identify the really fundamental misconceptions in a document for repair. In the initial analysis of the PBR2 study, subjects reported that errors seemed to convey better information for correcting the document, helped focus reviewers on important areas of the document, and gave a better understanding of the real problems in the requirements [28] .
MODELING CONTEXT
The final model suggested by the GQM goal template is a model of the environment, i.e., any factors in the context in which the procedure is applied that may affect the results. This model is necessary to address the external validity of an experiment, i.e., how widely its conclusions can be extrapolated. Identifying important attributes of the context model is one of the largest challenges of empirical software engineering research; in this section, we present just a few examples of context factors and their effects on the manner in which experimental hypotheses can be explored.
Subject Experience
A particularly challenging aspect of software engineering research is obtaining subjects for experimentation. Unlike some other fields that study human behavior, empirical software engineering is constrained by the fact that only a relatively small percentage of the human population has the requisite skills to usefully perform software development processes for study and is available for experimentation. For the most representative results, experimental subjects need to be taken from that small percentage. Thus, one of the important dimensions describing subjects is that of experience. The experience of subjects in skills that are relevant to the object of study must match that of the population to which the results will be generalized. The ideal case of experienced software professionals as experimental subjects is difficult to achieve. Subjects have to be borrowed from a development organization. Because of cost and company constraints, experimenters often cannot find enough subjects to achieve sufficient statistical power for testing group differences (see [12] , [31] for a discussion on statistical power in software engineering experiments).
In the PBR study, in which subjects were software developers from the NASA SEL environment, we estimated the cost per individual would be at least $500 per day and the maximum number of people who might be able to participate in the experiment was 18 subjects. Given these constraints, we minimized the effect of limited experimental subjects by designing a within-subject experiment (subjects were observed multiple times across all the treatments) so that the number of available data points was a multiple of the number of available subjects.
To address the difficulty of obtaining professional subjects, we often use students from software engineering courses. Experiments on students are well-suited to investigating certain issues that do not require high levels of industrial experience, e.g., the learning curve associated with training in a new technology. Also, at many universities even undergraduates have relevant industrial experience. Even when the experience level is limited, we can use student experiments to debug experimental protocols before applying the treatment to more expensive experimental subjects.
However, it is not easy to identify the relevant skills or to measure experience in a way that is meaningful.
While performing PBR, subjects are asked to adopt the point of view of a user of the requirements: either a designer, tester, or user for the system being constructed. Therefore, we expected that the subjects' previous experience in these roles would be an important factor affecting their effectiveness when using PBR. We measured subject experience by asking how many years the reviewer had spent in each of the PBR roles (designer, tester, user). Data analysis revealed that there was no significant relationship between experience and number of defects found, that is, reviewers with more years of experience did not tend to find more defects than reviewers with less or no experience.
A better way of approaching the issue of subject experience is to employ a mix of qualitative 4 and quantitative methods. Qualitative methods in particular are useful for identifying what the subjects themselves feel may be important experiences or skills that affected their success using the process. The use of methods that elicit subject perspectives are especially important since the experimenters do not always have the correct intuition about what is going on within the subject when a process is applied. The subjects themselves do not always have correct knowledge in this regard, but their intuition and concerns can be a tremendous help in identifying real issues.
Once potential measures of subject experience have been collected (perhaps via questionnaires or interviews) then quantitative methods can be used to test whether a correlation does exist between any of the experience measures and the effectiveness with which the process is applied. For example:
In the PBR study, quantitative analysis showed that it was not role experience, but simply the amount of experience with requirements documents, that provided the most important characterization of our subjects. Subjects who had been applying their usual review technique for the longest amount of time found it hard to switch to the new technique, especially for a familiar type of document.
While important, characterizing subjects is also a difficult task, thanks largely to the large variations seen in human performance [13] , [39] . Experienced programmers, even with similar backgrounds, greatly vary with respect to their abilities. (It is expected that this is also true for students, if not more so.) Past studies have measured differences in programming performance with high ability subjects who outperform low ability subjects by 4 to 25 times [13] . Considering that, in software engineering, there are no treatments that produce such dramatic effects, high subject differences can easily hide treatment effects with the result of failing to obtain statistically significant effects.
This context attribute is related to many aspects of the process. As discussed in Section 4, the appropriate level of specificity may be related to the experience of the users. The focus of a process may also depend on user experience, i.e., novices may be more effective when concentrating on different areas of a document than experienced users. This was the case in the focusing of the SBR techniques, also discussed in Section 4.
Experimental Context
Another important dimension is the experimental context, especially as it affects subject motivation. Software engineering process studies try to assess the impact of a technique on real work practices and it is necessary for subjects to perform at a level that is representative of their professional work. Ideally, an experimental setting would either reflect their organizational setting or would allow them to see some professional benefit from the activities. This would motivate them to put more effort and thought into activities.
Motivation is a problem when subjects are asked to work on ªtoyº problems, are given unrealistic processes, or see some other disconnection between the experiment and their professional experience. (Thus, this context attribute is very related to the product model; as the product model becomes more artificial, the context model differs increasingly from that which can be found in a realistic development environment.) For our purposes, we group all of these factors under the broad heading of ªexperimental context.º These problems often occur when studies are performed in a ªgraded classroom context,º 5 where the motivation is course grade, rather than professional need or professional development. The ideal situation would be a training session for a project where the subjects need to learn and build skills in the process for the project they are about to undertake.
Under normal circumstances in a classroom context, less process conformance is expected on the part of subjects, making the results less representative of real development environments. This is especially problematic in cases in which new technologies involve a steep learning curve, since subjects in classroom experiments are typically unlikely to have the motivation to persevere and overcome the learning curve; thus the experiment is unable to measure the benefits of the new technology. 4 . Qualitative data is information represented as words and pictures, not numbers [22] . Qualitative analysis methods are those designed to analyze qualitative data. Quantitative data, on the other hand, are represented numerically or on some other discrete finite scale (i.e., yes/no or true/false) [38] .
5. The terminology ªclassroom contextº is troublesome in that it implies that graded classroom experiments and studies on inexperienced student subjects are synonymous. This is not actually the case, as professionals are often students in university courses.
One strategy for improving classroom experiments is to grade the subjects on process conformance rather than results. Although this introduces many problems of its own, we feel that these problems can be identified and overcome in order to yield more representative results. Unfortunately we have not yet found a reliable way to measure process conformance without taking results into account. We have found that subjects, in a graded situation, more likely disregard the experimental protocols if they think it will hinder their chances of being evaluated highly.
In the PBR2 study, we had anticipated investigating whether the type of technique used when reviewing requirements (PBR or ad hoc) affected the number of false positives (i.e., items reported by the reviewer that were not actually defects) that reviewers reported. This was an important question for study since, in a professional context, false positives have to be investigated and are then either rejected, or an attempt is made to fix something that wasn't incorrect to begin with. Thus, large numbers of false positives imply large amounts of wasted effort. However, it was determined from post-hoc interviews with our subjects that many of them had anticipated that their grade for the assignment would be based on the number of correct defects they found. In order to maximize this number, they reported many questionable defects that ordinarily would not have been included. More than anything else this practice increased the number of false positives, and, therefore, we cannot assume that the count of false positives in this experiment is representative of normal patterns or, indeed, has anything to do with the particular review techniques used.
The advantage of identifying the above set of attributes is that it helps us further specialize the context model and understand the limits of the experimental results. For example, Table 1 summarizes pertinent information about the context models for a number of different experiments that evaluated DBR. Information about the context models helps suggest new hypotheses about important environmental factors:
The DBR studies have been independently replicated, so far, in five different contexts. Table 1 summarizes the environmental variables and reports whether the study findings supported the research hypothesis that DBR is more effective than ad hoc reading techniques. Some replications used software practitioners, while others used undergraduates or graduate students, and obtained different results. These studies, when put together, allow us to hypothesize that user experience plays a role. Indications are that DBR is too sophisticated to be successfully applied by undergraduate students (DBR requires the ability to model some aspects of the system being reviewed). The one replication using practitioners allows us to hypothesize that practitioners, as previously discussed in Section 4, may revert back to the techniques with which they are more familiar. These conditions appear not to hold with graduate students because they satisfy the skill prerequisites for the reading technique and are not biased by daily working practices.
CONSEQUENCES FOR EXPERIMENTAL DESIGNS AND THREATS TO VALIDITY
In previous sections we have looked at models of an empirical study's important components. In this section, we discuss briefly the experimental designs in which these models fit. This paper is not meant to be a primer for how to run experimental studies. Interested readers can find helpful guidelines for this task in [15] , [25] , [33] and, more specifically, for the software engineering domain in [20] , [46] . However, in this section, we discuss the impact of process, product, and context models on the kinds of designs that are feasible and useful for software engineering experimentation.
Experimental Design
As discussed in Section 3, experiments in software engineering are often concerned with assessing effectiveness: how useful some process, notation, or tool will be to software development. Because of a lack of analytical models that describe how people use software processes, assessing an object of study in absolute terms is almost never feasible. for these metrics should be considered ªgood,º and what kind of tradeoffs are necessary to maximize a particular metric, possibly at the expense of others.
The alternative, which is adopted in many software engineering experiments, is to assess effectiveness of a software development technique in comparison to a similar one. In these cases, the comparison technique needs to be representative of currently accepted practices, so that the basis of comparison is well understood. This approach, while useful, typically suffers from a lack of a control group. This is because experiments usually rely on volunteers, and have to provide some benefit to the subjects and the organization that supports their participation. In cases in which subjects are students in a class, the experimenters have a responsibility to provide some educational benefit to the students as part of their participation. Usually this benefit is provided in terms of training in a new approach. The new approach is the experimental treatment that is being compared to a usual approach, corresponding to the absence of the treatment. Since all subjects must get something out of the participation in the experiment, it is hard to justify having a group that learns nothing new and is asked just to perform as usual.
In the PBR experiment, professional software engineers were expecting to learn a new way to review their requirements documents. Therefore it would have been unrealistic to expect to have a control group of subjects who learned nothing new and were used only for comparison purposes.
In an ideal situation, an experimental design can be used similar to that seen in the Basili/Selby experiment [9] , illustrated in Fig. 5 . All values of the controlled independent variable (i.e., the experimental treatments corresponding to the three processes being compared: code reading, functional testing, and structural testing) are experienced by each of the subjects. Such a within-subjects design mitigates the lack of a control group, because each subject effectively serves as his or her own control (i.e., any improvement for a subject can be measured against the baseline of his or her own previous performance). For the same reason, the variability among subjects' skills (discussed in Section 6) is less likely to affect the results. Also, because each subject provides multiple data points the best use is made of the subjects. The order in which subjects encounter the treatments can also be varied so that if there is a learning curve (i.e., subjects get more savvy at applying processes in the experiment regardless of the type of process applied) then later processes do not look more effective than they actually are.
Unfortunately, such a clean design is not always possible. The above design could be used in the Basili/ Selby experiment because each process examined required different supporting artifacts, without which it could not be executed. Thus the experimenters could control when procedures were applied by the availability of the supporting documents. In other cases, certain attributes of the process model may prevent this approach from being used. Due to the level of specificity in the procedure (Section 4) there are cases in which the learning of one process could actually impact the later execution of other processes, and this interaction cannot be explicitly controlled by the experimenters:
In the PBR study, we wanted to evaluate a procedurally defined technique (PBR) against a nonprocedural one. However, we were afraid that teaching the subjects a new and detailed procedure would bias later performance on the less procedural comparison technique. That is, we did not feel it possible to give subjects guidance and then ask them to forget it and not use it later, when they were given some freedom to use their own techniques. Especially since the comparison technique was less procedural, we considered it likely that some ideas from the new technique might find their way into the application of the comparison technique.
A more specific procedure such as PBR, which provides instructions for what actions have to be carried out, might distort the later use of less procedural techniques in which reviewers are free to find their own way to accomplish the required task. Since it cannot be ruled out that subjects would have continued to use some of the earlier directions even though a different technique was later assigned, the inspection order should conform to an increasing scale of specificity in the procedure. That is, teams should not be given the chance to apply less procedural techniques of their own after learning a more procedural technique, such as PBR. This prevents the less procedural techniques from incorporating guidance from the more procedural ones (Fig. 6) .
One potential problem with the PBR design is that it assumes that subjects do not share knowledge about the documents. For example, every team in Group 1 reviews document 2 on the second day; if team members receive information about the document from a team who reviewed it on day one, they would presumably perform more effectively with the technique used on day two than they would have normally. This threat should be assessed in reference to subject experience (Section 6) and is primarily a concern in classroom experiments; as discussed in Section 6, the motivation of subjects in this case is somewhat different than that of software professionals, especially when they are being graded on their participation. We address this problem by using unique documents for each treatment in the experiment (see Fig. 7 which shows the design of the PBR2 study). In this way, subjects cannot learn any information about a document from each other before encountering it in the experiment, and results are not biased in this way. However, to avoid carryover effects from less to more procedural techniques, we had all subjects review the document with the ad hoc technique on the first day and with the PBR technique on the second day.
Resulting Threats to Internal Validity
In previous sections of this paper we have discussed what we see as the very real constraints imposed by the nature of the software engineering discipline and empirical work. In Section 7.1, we discussed what we have found to be the most useful and feasible responses on the part of the experimental design to those constraints. We take the view that, at least for the foreseeable future, these are constraints which experimentalists will have to live with. Of course, the changes these constraints cause to our experimental designs are not without price. Each of the designs in Section 7.1 has some associated threats to internal validity (i.e., alternative explanations for any differences observed in the process under study). We submit that these threats are not the result of sloppy experimental design, but of constraints unique to the study of human performance in general and software engineering in particular. We have found that our best strategy is to plan related sets of studies which, taken as a whole, can increase confidence that the object of study and not the threats to validity are responsible for any changes observed.
The Basili/Selby design (Fig. 5) is one of the few designs with no serious threats to internal validity but unfortunately is hard to achieve in practice. As we introduce variations on this design we tend to obtain more realistically useful designs at the cost of introducing additional threats. For example, the PBR design (Fig. 6) solves the practical problem of combining the execution of processes at varying levels of specificity in one experiment. However, it introduces a threat since any effect due to time is completely confounded with the effect due to the technique used. There could be a learning effect, especially of concern when subject experience is low, in which reviewers get more adept at finding defects in requirements, no matter what technique is used, and thus do better than normal on the second day, resulting in overestimating the effect due to PBR. Alternately there could be a boredom or tiredness effect, where reviewers become bored or tired with the experiment over time, and expend less effort on the second day, resulting in underestimating the effect. The point is that these hypotheses, and any number of analogous ones, cannot be dismissed, and exist as potential explanations for any effect seen. (Many of these threats could be avoided, or at least better measured, simply by including a control group that uses PBR both days. However, given the constraints on our subject poolÐnamely that volunteer or student subjects expect to gain something of benefit from the experiment in a relatively limited timeÐwe do not accept this as a feasible alternative.)
We argue, however, that the existence of these explanations can be mitigated by taking steps that make them less likely. The existence of a learning curve that increases reviewer effectiveness over time can be mitigated by providing training sessions before the actual treatments of the experiment. In this way, subjects are given the chance to overcome their learning curve during the training sessions rather than the actual experiment. Other aspects of the experiment can be manipulated to attempt to minimize the learning effect:
In the PBR study, the subjects received no feedback regarding their actual defect detection success during the experiment, so that it would presumably be difficult for them to discover whether aspects of their performance were in fact improving their detection rate or not. Furthermore, the documents were dissimilar enough that there was little to be learned from the first document that could be transferred to the second.
Similarly, some of the other potential effects of time, such as boredom, can be mitigated by scheduling the experiment to give subjects a day off between the two days of the experiment. This helps prevent subjects from feeling overwhelmed because they must go through the treatments consecutively, and helps avoid the pressures of missing two consecutive days of work.
The design shown in Fig. 7 might be viewed as a more difficult case. In this design, not only effects due to time but also effects due to the particular document are confounded with the effect due to the review technique, which is the effect of primary interest. Here, however, there is not so much that can be done to mitigate the damage caused by these effects. The primary concern is that documents must be used for which some historical baseline exists so that there is some objective basis for measuring the relative performance of both techniques on the specific document. A between-subject design that deals with these issues is shown in Fig. 8 . It represents the design in the DBR study. It has the advantage that it allows us to isolate the potential learning effects using a control group but has the problems that one entire group does not get any training in the new process, it requires a larger pool of subjects, and still does not measure the effects of using the more procedural process before the less procedural one.
REPLICATING EXPERIMENTS
In this paper, we have raised several reasons why families of replicated experiments are necessary. This section discusses replications in more detail and look at the practical considerations that result. Our primary strategy for supporting replications in practice has been the creation of lab packages, which collect information on an experiment such as the experimental design, the artifacts and processes used in the experiment, the methods used during the experimental analysis, and the motivation behind the key design decisions. Our hope has been that the existence of such packages would simplify the process of replicating an experiment and hence encourage more replications in the discipline. Several replications have been carried out in this manner and have provided us with a growing body of knowledge on reading techniques. We discuss some of these replications in more detail below.
Types of Replications
Since we consider that replications may be undertaken for various reasons, we have found it useful to enumerate the various reasons, each of which has its own requirements for the lab package. In our view the types of replications that need to be supported can be grouped into three major categories:
Replications That Do Not Vary Any Research Hypothesis
Replications of this type vary none of the dependent or independent variables of the original experiment. Strict replications (i.e., replications that duplicate as accurately as possible the original experiment). These replications are necessary to increase confidence in the conclusion validity of the experiment. They demonstrate that the results from the original experiment are repeatable, and have been reported accurately by the original experimenters.
Replications that vary the manner in which the experiment is run. These studies seek to increase our confidence in experimental results by testing the same hypotheses as previous experiments have done, but altering the details of the experiment so that certain internal threats to validity are addressed.
Due to the relatively small number of subjects and time constraints involved, the PBR study simulated the number of defects that would be found by teams composed of one member using each of the different PBR techniques. A replication was undertaken [16] that varied the experimental design by assigning team members to specific teams and requiring that they meet to agree on a common list of defects. The "simulated" and "real" teams in each of the experiments were used to measure the same thing, but the replication allowed comparison of results between the two methods to provide some confidence in the statistical simulation.
The attempt to compensate for threats to internal validity may also lead to other types of changes. For example, a process may be modified so that the researchers can assess the amount of process conformance of subjects. Although the aim of the change may have been to address internal validity, the new process should be evaluated in order to understand whether unanticipated effects on process effectiveness have resulted. Thus such a replication would fall into the second major category, discussed below.
Replications That Vary The Research Hypotheses
Replications of this type vary attributes of the process, product, and context models but remain at the same level of specificity as the original experiment.
Replications that vary variables intrinsic to the object of study (i.e., independent variables). These replications investigate what aspects of the process are important by systematically varying intrinsic properties of the process and examining the results.
The version of the requirements review techniques used in the PBR2 study attempted to be as close as possible to the version used in the original experiment, with the exception of the level of detail used. The PBR2 techniques were much more specific, and attempted to constrain the subjects to proven techniques for creating models of the system rather than allowing them to rely on their own techniques. Comparison of the PBR2 results to those from the original experiment (both in terms of defect detection effectiveness and reviewer satisfaction with the technique) allows us to understand the importance of the level of detail in reading techniques.
This type of experiment requires the process to be supplied in sufficient detail that changes can be made. This implies that the original experimenters must provide the rationales for the design decisions made as well as the finished product.
Replications that vary variables intrinsic to the focus of the evaluation (i.e., dependent variables). Replications of this type may vary the ways in which effectiveness is measured, in order to understand for what dimensions of a task a process results in the most gain. For example, a replication might choose another effectiveness measure from those listed in Fig. 2 , investigating whether a defect detection process is more beneficial for finding errors than faults, as discussed in Section 5.
Replications that vary context variables in the environment in which the solution is evaluated. These studies can identify potentially important environmental factors that affect the results of the process under investigation and thus help understand its external validity. For example, replications may be run using the same process and product models as the original experiment but on professionals instead of students (see Table 1 and its discussion in Section 6) to see if the same results are obtained.
Replications that Extend the Theory
These replications help determine the limits to the effectiveness of a process, by making large changes to the process, product, and/or context models to see if basic principles still hold. We discussed replications in the previous category as replacing the value of some variable (e.g., document on which the process was applied, Fig. 3 ) with another, equally specific value (e.g., SCR requirements instead of English-language requirements). Replications in this category, however, can be thought of as replacing an attribute of a process, product, or context model with a value at a higher level of abstraction (i.e., from a higher level in the hierarchy).
The PBR and DBR studies both found somewhat similar results, in that in both cases a family of prescriptive analysis techniques, each based on a particular focus, was found to be more effective than less prescriptive techniques at finding defects in requirements. The similarity in results gave us more confidence as to the effectiveness of focused reading techniques for finding defects in requirements, and showed that the positive effects of such reading techniques were not limited to requirements in a formal notation (DBR) but could be applied to natural language documents (PBR) as well.
Implications for Lab Package Design
In software engineering research, there has been a movement toward the reuse of physical artifacts and processes between experiments. This is indeed a useful beginning. The cost of an experiment is greatly increased if the preparation of multiple artifacts is necessary. Creating artifacts which are representative of those used in real development projects is difficult and time consuming. Reusing artifacts can thus reduce the time and cost needed for experimentation. A more significant benefit is that reuse allows the opportunity to build up knowledge about the actual use of particular, nontrivial artifacts in practice, and to fine-tune those artifacts as more is learned. Thus replications (and experimentation in general) could be facilitated if there were repositories of reusable artifacts of different types (e.g., requirements) which have a history of reuse and which, therefore, are well understood. (A model for such repositories could be the repository of system architectures [17] , where the relevant attributes of each design in the repository are known and described.)
A first step towards this goal is the construction of webbased laboratory packages. At the most basic level, these packages allow an independent experimenter 6 to download experimental materials, either for reuse or for better understanding. In this way, these packages support replications of type ªstrict replications,º as defined in Section 8.1.1), which require that the processes and artifacts used in the original experiment be made available to independent researchers. However, web-based lab packages should be designed to support more sophisticated types of replications as well. For example, packages should assist other experimenters in understanding and addressing the threats to validity in order to support replications of type ªreplications that vary the manner in which the experiment is run,º as defined in Section 8.1.1, which vary some aspects of the experimental setup. As discussed in Section 7, the constraints imposed by the setting in which software engineering research is conducted mean that it is almost never possible to rule out every single threat to validity. Choosing the ªleast badº set of threats given the goal of the experiment is necessary. Lab packages need to acknowledge this fact and make the analysis of the constraints and the threats to validity explicit, so that other studies may use different experimental designs (that may have other threats to validity of their own) to rule out these threats.
Replications that vary the research hypotheses, as defined in Section 8.1.2, which seek to vary the detailed hypotheses, have additional requirements if the lab package is to support them as well. For example, in order for other experimenters to effectively vary attributes of the object of study, the original process model must be explained in sufficient detail that other researchers can draw their own conclusions about key attributes. Since it is unreasonable to expect the original experimenters to determine all of the key attributes a priori, lab packages must provide rationales for key experimental context decisions so that other experimentalists can determine feasible points of variation of interest to themselves. Similarly, lab packages must specify product, effectiveness, and context models in sufficient detail that feasible changes can be identified and hypotheses made about their effects on the results. Sections 4 through 6 have given an overview of attributes that we have found to be of importance, but undoubtedly many others exist.
Finally, in order to address replications that extend the theory as defined in Section 8.1.3, and to build up a body of knowledge about software engineering theories, researchers should know which experiments have been run that offer related results. Therefore, lab packages for related experiments should be linked, in order to collect different experiments that address different areas of the problem space, and contribute evidence relevant to basic theories. The web is an ideal medium for such packages since web pages can be updated continually, pointing to new, related lab packages as they become available. Thus it is to be hoped that lab packages are ªliving documentsº that are changed and updated to reflect our current understanding of the experiments they describe.
Lab packages have been our preferred method for facilitating the abstraction of results and experiences from series of well-designed studies. Interested readers are referred to existing examples of lab packages: [41] , [42] .
By collecting detailed information and results on specific experiments, they summarize our knowledge about specific processes. They record the design and analysis methods used and may suggest new ones. Additionally, by linking related studies they can help experimenters understand what factors do or do not impact effectiveness.
The Experimental Community
A group of researchers, from both industry and academia, has been organized since 1993 for the purpose of facilitating the replication of experiments. The group is called ISERN, the International Software Engineering Research Network, and includes members in North America, Europe, Asia, and Australia. ISERN members publish common technical reports, exchange visitors, and organize annual meetings to share experiences on software engineering experimentation. 7 They have begun replicating experiments to better understand the success factors of inspection and reading.
The Empirical Software Engineering journal has also helped build an experimental community by providing a forum for publishing descriptions of empirical studies and their replications. An especially noteworthy aspect of the journal is that it is open to publishing replicated studies that, while rigorously planned and analyzed, yield unexpected results that did not confirm the original study. Although it has traditionally been difficult to publish such ªunsuccessfulº studies in the software engineering literature, this knowledge must be made available if the community is to build a complete and unbiased body of knowledge concerning software technologies.
Finally it should be noted that this community has undertaken families of replications which have been very successful at this kind of knowledge-building. One example is the family of DBR studies summarized in Table 1 , which have investigated the DBR techniques in a variety of contexts and with a variety of types of subjects. A second example is the series of empirical studies into PBR.
The original study at the University of Maryland has been replicated at the University of Kaiserslautern, Germany, in a study that used a different design to directly study the effects of PBR on reviewer teams [16] . A second replication was performed at the University of Trondheim, Norway, which used a very similar design but altered the PBR techniques in order to study process conformance issues [44] . Although this experiment did not see the expected effects, the ideas raised were very influential in a redesign of the PBR techniques, again at Maryland, in order to address process conformance. This version of the techniques was the basis for the PBR2 experiment, which has been, or is being, replicated at the University of Bari, Italy; Drexel University, USA; Universidade de Sao Paulo, Brazil; and Lund University, Sweden.
CONCLUSIONS
It is our contention that interesting and relevant hypotheses can be identified and investigated effectively if empirical work is organized in the form of families of related experiments. In this paper, we have raised several reasons why such families are necessary:
. to investigate the effects of alternative values for important attributes of the experimental models (Sections 4, 5, and 6); . to vary the strategy with which detailed hypotheses are investigated (Section 7.1); . to make up for certain threats to validity that often arise in realistically designed experiments (Section 7.2). This discussion leads us to propose that the following are necessary before comprehensive bodies of knowledge can be built up in areas of software engineering:
1. hypotheses that are of interest to the software engineering community and are written in a context that allow for a well defined experiment; 2. well-specified models of process, effectiveness, and context, in which key attributes can be changed in future studies to build up knowledge about important factors; 3. a sufficient amount of information so that the experiment can be replicated and built upon, varying the experimental design as necessary to address threats to validity; and 4. a community of researchers that understand experimentation and the need for replication, and are willing to collaborate and replicate. With respect to the Basili/Reiter study introduced in Section 1, we can note that while it satisfied criteria 1 and 3, it failed with respect to criteria 2 and 4. It was not suggested by the authors that other researchers might vary the design or manipulate the processes or criteria used for evaluation (although the analysis of the data was varied in a later study [6] ). Nor was there a community of researchers willing to analyze the hypotheses even if suggestions for replication had been made.
In contrast, the set of experiments on reading, discussed in a working group at the 1997 annual meeting of ISERN [27] , is an example that a body of knowledge has been built up by independent researchers working on different parts of the problem and exposing their conclusions to different plausible rival hypotheses. This set of experiments demonstrates that:
. The results of several experiments can be combined to build up knowledge about software processes. . Techniques that are procedurally defined, document and notation specific, and goal driven, can be effectively designed and empirically validated for use. . A procedural approach to a software engineering task can be more effective than a less procedural one under certain conditions (e.g., depending on experience, as discussed in Section 4). . A procedural approach to reading based upon specific goals will find defects related to those goals, so reading can be tailored to the environment. We have shown in this paper that experimental constraints in software engineering research make it very difficult, even impossible, to design a perfect single study. In order to rule out the threats to validity, it is more realistic to rely on the ªparsimonyº concept rather than being frustrated because of trying to completely remove all threats. This appeal to parsimony is based on the assumption that the evidence for an experimental effect is more credible if that effect can be observed in numerous and independent experiments each with different threats to validity [15] .
A second conclusion is that empirical research must be a collaborative activity because of the huge number of problems, variables, and issues to consider. This complexity can be faced with extensive brainstorming, carefully designing complementary studies that alter the values of key attributes of important models, and reciprocal verification.
Discussion within the experimental community is also needed to address other issues, such as what constitutes an ªacceptableº level of confidence in the hypotheses that are addressed as a community. By running carefully designed replications, threats to validity in specific experiments can be addressed and evidence can be accumulated about hypotheses. However, we are unaware of any useful and specific guidelines that concern the amount of evidence that must be accumulated before conclusions can confidently be drawn from a set of related experiments, in spite of the existence of specific threats. More discussion within the empirical software engineering community as to what constitutes a sufficient body of credible knowledge would be of benefit.
Building up a body of knowledge from families of experiments has the following benefits for the software engineering researcher:
. It allows the results of several experiments to be combined in order to build up knowledge about software processes. . It increases the effectiveness of individual experiments, which can now contribute to answering more general and abstract hypotheses. . It offers a framework for building relevant practical software engineering knowledge, organized around the GQM goal template or another framework from the literature. . It provides a way to develop and integrate laboratory manuals, which can facilitate and encourage the types of replications that are necessary to expand our knowledge of basic principles. . It helps generate a community of experimenters, who understand the value of, and can carry out, the needed replications. The ability to carry out families of replications has the following benefits for the software engineering practitioner:
. It offers some relevant practical software engineering knowledge; fully specifying process, product, and context models allows a better understanding of the environment in which the experimental results hold. . It provides a better basis for making judgments about selecting process since practitioners can match their development context to the ones under which the processes are evaluated. . It shows the importance of and ability to tailor ªbest practices,º that is, it shows how software processes can be altered by meaningful manipulation of key attributes. . It provides support for defining and documenting processes, since running related experiments assists in determining the important process attributes. . It allows organizations to integrate their experiences by making explicit the ways in which experiences differ (i.e., what the relevant process, product, and context models are) or are similar, and allowing the abstraction of basic principles from this information.
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