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Metal plates are often divided into items in two stages. First a guillotine shear cuts the plate into strips at the shearing
stage, and then a stamping press punches out the items from the strips at the punching stage. This paper presents an algo-
rithm for generating optimal two-segment cutting patterns of strips at the shearing stage. An orthogonal cut divides the
plate into two segments, each of which contains strips of the same direction and length. The algorithm uses dynamic pro-
gramming techniques to determine the optimal strip layouts on segments of various lengths, and selects two segments to
appear in the optimal pattern. The segments are considered in increasing order of their lengths, so that dominant proper-
ties can be used to shorten the computation time. The computational results indicate that the algorithm is eﬃcient in both
material utilization and computation time.
 2006 Elsevier Inc. All rights reserved.
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Many machine parts are made of metal plate. The blanks (items) of the parts may be regular or irregular in
shape. The plate is often divided into items according to the shearing and punching process that consists of
two stages: the shearing stage and the punching stage. At the shearing stage, a guillotine shear cuts the plate
into strips with orthogonal cuts. Each strip includes only items of the same type. At the punching stage, a
stamping press punches out the items from the strips. Typically, a strip is fed into a stamping press that cuts
an item with each stroke, feeds the strip forward, and cuts the next item.
There are two types of layouts related to the shearing and punching process: the item layout and the strip
layout. The item layout indicates how the items are arranged in a strip. It was determined at the tooling design
stage and cannot be changed once the tooling is built. The strip layout is also referred to as the cutting pattern
of strips. It indicates how the strips are arranged in the plate. It is determined at the cutting stage, or more0307-904X/$ - see front matter  2006 Elsevier Inc. All rights reserved.
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Strips of diﬀerent item types can appear in the same pattern. They may take two orthogonal directions. The
directions and the lengths of the strips should be determined carefully, so that the waste may be minimized.
Three parameters characterize the strip of an item type: the initial step, the succeeding step, and the strip
width. The initial step is longer than or equal to the succeeding step. These parameters were determined at the
tooling design stage, and are taken as known at the cutting stage. Fig. 1 shows the strips of an item type, where
the initial step is 73, the succeeding step is 59, and the strip width is 116. The strip in Fig. 1a is an X-strip with
horizontal feeding direction, and that in Fig. 1b is a Y-strip with vertical feeding direction. In generating cut-
ting patterns for the shearing stage, the equivalent strips in Fig. 2 can be used. That is to say, a strip can be
taken as containing rectangular items of at most two sizes, where the length of the ﬁrst item is longer than or
equal to that of the others, and all items have the same width as that of the strip.
The unconstrained two-dimensional strip-cutting problem (UTDSC for short) discussed in this paper is as
follows: There are m types of items to be cut from plate L ·W according to the shearing and punching pro-
cess. For the ith item type, the initial step is ai , the succeeding step is bi, the strip width is wi, and the value of
an item is ci, i = 1, . . . ,m. There is no constraint on the number of each item appearing in a pattern. Assume
that R is a cutting pattern, and xi is the number of the ith item type included. The following model determines
the optimal solution:z ¼ max Pm
i¼1
cixi
 
s:t: Pattern R is feasible for the shearing and punching process:Fig. 1. Strips of the same item type: (a) an X-strip, (b) a Y-strip.
Fig. 2. Equivalent strips: (a) an X-strip, (b) a Y-strip.
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(TDSCS for short). The TDSCS is the problem of cutting all required numbers of items from a set of rectan-
gular plates at minimum plate cost. A solution of the TDSCS consists of several cutting patterns, each of
which can be generated by an algorithm for the UTDSC [1–3].
Many techniques are available for generating good item layout at the tooling design stage [4,5], which can-
not be used for generating strip layout at the cutting stage. Some papers [6,7] used strips in generating staged
cutting patterns for rectangular items, where a strip contains items of diﬀerent types. These strips are not com-
parable to those for stamping. Ref. [3] presented an algorithm for generating cutting patterns of circular items,
in which strips consisting of several item rows are used. These algorithms cannot directly or eﬃciently deal
with the UTDSC.
TheUTDSC is closely related to the general unstrained two-dimensional cutting problems (UTDC), in which
all items are rectangular. Diﬀerent pattern types have been proposed for the UTDC, such as the two-stage pat-
tern, two-segment pattern, T-shape pattern, and the three-stage pattern [8]. These patterns are all staged pat-
terns. A staged pattern can be cut into pieces in several stages. The direction of the cuts made at the next
stage is perpendicular to that of the cuts made at the current stage. Hiﬁ presented two exact algorithms for solv-
ing both two-stage and three-stage UTDC problems [7]. He used a dynamic programming procedure originally
developed by Gilmore and Gomory [1] to solve the two-stage problem, and used a top-down approach com-
bined with a dynamic programming procedure to solve the three-stage problem. Algorithms for solving multi-
stage cutting problems can be found in [1,9,10], which are all based on dynamic programming techniques.
Cui [11] presented an algorithm for generating optimal T-shape patterns. A cut divides a T-shape pattern into
two segments. One contains horizontal strips, and the other consists of vertical strips. AT-shape pattern becomes
a two-stage pattern if the dividing cut coincides with one edge of the plate. In this case, the pattern contains only
one segment. T-shape patterns are a super set of two-stage patterns, and a subset of three-stage patterns.
Fayard and Zissimopoulos [12] proposed a heuristic for the UTDC problem. It solves a series of one-
dimensional knapsack problems for generating a set of optimal strips, and then ﬁlls the strips in the sheet
in an optimal way. Although not deﬁnitely declared, the algorithm generates only two-segment patterns. A
two-segment pattern also consists of two segments. The strip directions of the two-segments in a T-shape
pattern are perpendicular to each other, whereas they are either parallel or perpendicular to each other in a
two-segment pattern. Two-segment patterns are a super set of T-shape patterns and a subset of three-stage
patterns. Both T-shape and two-segment patterns are popular in practice, for that they are relatively simpler
than three stage and multistage patterns.
Some authors discussed non-staged patterns [13,14], which can be seen as multistage patterns in which there
exists no constraint on the maximum number of stages. G et al. [13] proposed a best-ﬁrst branch and bound
algorithm based upon the bottom-up approach. Alvarez-Valdes et al. [14] presented a meta-heuristic alterna-
tive to the above algorithm. Although non-staged patterns may result in better material utilization, the cutting
process of them is relatively complex.
This paper presents an exact algorithm for generating optimal two-segment cutting patterns of strips. The
algorithm considers only segments of normal lengths that are the exact lengths of strips occupied by integral
steps. It solves a knapsack problem for each segment. Two segments are optimally selected to appear in the
ﬁnal pattern, so that the value of the pattern reaches the maximum. Two versions of the algorithms are pre-
sented: the basic version and the improved version. The basic version can be taken as the extension of the FZ
algorithm by Fayard and Zissimopoulos [12]. The improved version uses dominant properties to reduce the
computation time. The computational results indicate that the algorithm is eﬃcient in material utilization,
and is able to deal with problems of larger scale.
The contents of the paper are organized as follows: Section 2 introduces the characteristics of the two-seg-
ment patterns; Sections 3, 4 present respectively the basic and the improved versions of the algorithm; Section
5 reports the computational results; and Section 6 terminates the paper with conclusions.
2. The characteristics of the two-segment patterns
In a two-segment pattern there is a horizontal or a vertical cut that divides the plate into two segments.
Fig. 3a shows an X-pattern, in which the dividing cut is vertical and the two segments are arranged
Fig. 3. Two-segment patterns: (a) an X-pattern, (b) a Y-pattern.
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segments are arranged vertically from top to bottom. Both X-patterns and Y-patterns are referred to as direc-
ted patterns. Each segment consists of strips with the same direction. The number in each strip denotes the
item type. A segment consisting of X-strips is an X-segment, and that consisting of Y-strips is a Y-segment.
The strip directions of the two segments can be either parallel (see Fig. 3b) or perpendicular to each other (see
Fig. 3a). A two-segment pattern usually includes two segments. Patterns of one segment are the special cases
of two-segment patterns.
The length of the strips in an X-segment is equal to the segment length, and that in a Y-segment is equal to
the segment width. When the length of a strip is known, both the number of items in the strip and the value of
the strip can be determined from the geometry shown in Figs. 1 and 2. Assume that n(i,x) is the number of
items in strip x · wi, and v(i,x) is the value of the strip, then:nði; xÞ ¼ 0 for x < ai; nði; xÞ ¼ 1þ int½ðx aiÞ=bi for xP ai;
vði; xÞ ¼ ci  nði; xÞ; i ¼ 1; . . . ;m:
ð1Þ3. The basic version of the algorithm
Two versions of the algorithm will be presented. This section presents the basic version (Version A1). The
next section presents the improved version (Version A2).
3.1. The scheme of the algorithm
Assume that the plate size and the strip parameters are all positive integers, LPW, and F(x,y) is the value
of the optimal directed strip layout on segment x · y, where the strip direction is parallel to the side with
length x. Assume that VX is the value of the optimal X-pattern, VY is that of the optimal Y-pattern, and
V* is the value of the global optimal two-segment pattern. ThenV  ¼ maxðV X; V YÞ; ð2Þ
V X ¼ max
06x6L
fmax½F ðx;W Þ; F ðW ; xÞ þmax½F ðL x;W Þ; F ðW ; L xÞg; ð3Þ
V Y ¼ max
06y6W
fmax½F ðy; LÞ; F ðL; yÞ þmax½F ðW  y; LÞ; F ðL;W  yÞg: ð4ÞEq. (2) indicates that the global optimal pattern is the better one between the two directed patterns. Eq. (3)
means that a vertical cut at x divides the plate into two segments x ·W and (L  x) ·W. For segment x ·W,
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global maximum value of the segment is max[F(x,W),F(W,x)]. For segment (L  x) ·W, the maximum value
is F(L  x,W) when the strips are horizontal, and is F(W,L  x) when the strips are vertical. The global max-
imum value of the segment is max[F(L  x,W),F(W,L  x)]. The optimal position of the vertical dividing cut
can be found after considering all possible positions between 0 and L. Eq. (4) can be interpreted similarly.
3.2. The value of the optimal directed strip layout on a segment
For the directed strip layout on segment x · y, the strip direction is parallel to the side with length x, and
the strip length is x. Assume that zi is the number of strip x · wi appearing in the segment, thenF ðx; yÞ ¼ max
Xm
i¼1
vði; xÞzi
" #
;
s:t:
Xm
i¼1
wizi 6 y; zi non-negative integers; i ¼ 1; . . . ;m:
ð5ÞModel (5) is a knapsack problem and good algorithms exist for it [15].
3.3. Normal lengths
Normal lengths have been used intensively in the literature [7–12]. They will be deﬁned adequately accord-
ing to the feature of the UTDSC. Strips in a segment are in the same direction. Normal lengths are measured
in the strip direction of the segment. They are the exact lengths of strips occupied by integral steps. Assume
that xi,k is the kth normal length related to the ith item type, then:xi;k ¼ ai þ kbi; k ¼ 0; 1; . . . int½ðL aiÞ=bi; i ¼ 1; . . .m: ð6Þ
Let P be the set of normal lengths. Add 0,W and L to this set, and arrange the elements in increasing order
of their values. Namely, P = {p1, . . . ,pM}, p1 = 0, pM = L, pk < pk+1 for 1 6 k <M, whereM is the number of
normal lengths.
Normal lengths have the following property: for the directed strip layout on segment x · y, assume that
p(x) is the maximum normal length not larger than x, then F(x,y) = F[p(x),y]. Considering only normal
lengths can reduce the computation time.
3.4. The value of the directed optimal patterns
Assume that function DPatVal(X,Y) returns the value of the optimal directed pattern on rectangle X · Y,
where the segments are arranged along the direction of the side with length X. Let z be the current position of
the dividing cut, z0 be the optimal position, U be the value of the best pattern obtained so far, U1 be the max-
imum value of segment z · Y, and U2 be the maximum value of segment (X  z) · Y. Function DPatVal(X,Y)
consists of the following steps:
Step 1. Obtain F(x1,Y) and F(Y,x2) from Model (5), x1 2 P and x1 6 X, 0 6 x2 6 X.
Step 2. Let U = 0 and z = 0.
Step 3. Go to Step 7 if z > X/2. Otherwise let z1 = p(z) and z2 = p(X  z).
Step 4. Let U1 = max[F(z1,Y),F(Y,z)], U2 = max[F(z2,Y),F(Y,X  z)]. Go to Step 6 if U1 + U2 6 U.
Step 5. Let U = U1 + U2. Let z0 = z.
Step 6. Let z = z + 1. Go to Step 3.
Step 7. Return U.
Function DPatVal(X,Y) considers all possible positions of the dividing cut, and selects the optimal one
among them. Because of the symmetry, the searching process can be terminated when z > X/2.
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The algorithm consists of the following steps:
Step 1. Obtain P from Eq. (6).
Step 2. Obtain the strip values v(i,x), x 2 P, 1 6 i 6 m.
Step 3. Let VX = DPatVal(L,W), VY = DPatVal(W,L), and V* = max(VX,VY).
Step 4. Output V*.
4. The improved version of the algorithm
Version A2 is an improved version of A1. It uses the previous results in solving Model (5). For the directed
strip layout on segment x · y, where x is not a normal length, assume that x0 is a normal length not larger than
x, then F(x,y)P F(x0,y). The solution to segment x0 · y is a feasible solution to segment x · y, because that
the two segments have the same width, and the strip length of segment x · y is longer than that of segment
x0 · y. To obtain the optimal solution to segment x · y, a strip of width wi can be skipped, if v(i,x) = v(i,x0).
The reason is that introducing a strip of width wi and value v(i,x) = v(i,x0) into the solution to segment x0 · y
cannot improve the solution, for that the solution is already optimal. As a result, introducing the same strip
into the initial solution to segment x · y cannot improve the solution either, for that this initial solution is
actually the optimal solution to segment x0 · y.
Assume that D(x) = {kjx0 = p(x  1),v(k,x) > v(k,x0)}. In Version A2, Model (5) is modiﬁed to:
F ð0; yÞ ¼ 0;
F ðx; yÞ ¼ max
X
i2DðxÞ
vði; xÞzi
" #
; x 2 P and x > 0;
s:t:
X
i2DðxÞ
wizi 6 y; zi non-negative integers; i 2 DðxÞ:
ð7ÞThe steps of Version A2 are the same as those of Version A1, except the ﬁrst step of DPatVal(X,Y), which
should be as follows:
Step 1. Obtain F(x1,Y) from Model (7), x1 2 P and x1 6 X. Obtain F(Y,x2) from Model (5), 0 6 x2 6 X.
In the above step, Model (7) should be solved according to the order of the elements in P, so that the solu-
tion of segment pk · Y can be taken as the initial solution to segment pk+1 · Y, k > 0 and pk+1 6 X.5. The computational results
5.1. Test on random cutting problems
The computations were performed on the following computer: Dell DIMENSION DIM4700 with Pentium
4 CPU 2.80 GHz, main memory 512 MB, and operation system Microsoft Windows XP Professional
(Version 2002, Service Pack 2). There are 50 random test problems. Once the paper is published, these
problems will be made available on the Internet <http://www.gxnu.edu.cn/Personal/ydcui/index.htm>. There
are 30 item types in each problem (m = 30). The problems were generated randomly according to the uniform
distribution in the following variable ranges: Plate length L in [2000,2600]; plate width W in [1000,1300];
strip width wi in [100,450]; initial step ai in [100,450]; succeeding step bi = int(riai), where ri is a random
value in [0.7,0.95]; value ci = biwi, i = 1, . . . ,m. The scale of these problems is comparable with that of the
real cutting problems in most factories. Table 1 lists the item data of problems 7–12. The plate sizes of these
six problems are respectively 2238 · 1155, 2123 · 1002, 2522 · 1290, 2280 · 1113, 2531 · 1117, and
2230 · 1222.
Table 1
Test problems 7–12
ID ai · bi · wi
7 269 · 235 · 124, 146 · 129 · 313, 405 · 373 · 275, 191 · 166 · 422, 380 · 279 · 425, 440 · 410 · 435, 386 · 312 · 336, 270
· 248 · 366, 287 · 229 · 225, 347 · 289 · 368, 216 · 189 · 133, 203 · 145 · 260, 301 · 224 · 381, 327 · 261 · 293, 442 · 406 · 167,
439 · 312 · 231, 329 · 256 · 373, 213 · 186 · 264, 280 · 256 · 414, 352 · 257 · 449, 141 · 120 · 249, 199 · 167 · 368, 121 · 95
· 422, 236 · 211 · 201, 251 · 190 · 137, 333 · 308 · 146, 118 · 99 · 231, 318 · 280 · 418, 195 · 157 · 216, 140 · 119 · 116
8 110 · 100 · 170, 108 · 97 · 123, 308 · 258 · 329, 112 · 87 · 155, 192 · 149 · 389, 226 · 177 · 396, 428 · 301 · 299, 267 · 201
· 110, 420 · 304 · 199, 222 · 202 · 280, 287 · 219 · 341, 388 · 288 · 299, 100 · 76 · 162, 142 · 105 · 346, 421 · 306 · 195,
158 · 110 · 107, 331 · 307 · 166, 272 · 245 · 325, 264 · 211 · 220, 247 · 220 · 358, 287 · 255 · 279, 424 · 362 · 261, 139 · 130
· 400, 211 · 175 · 193, 227 · 202 · 366, 406 · 356 · 136, 433 · 395 · 148, 335 · 306 · 342, 393 · 349 · 100, 234 · 172 · 395
9 134 · 115 · 207, 260 · 243 · 367, 236 · 209 · 370, 183 · 166 · 394, 183 · 129 · 155, 346 · 280 · 355, 143 · 122 · 339, 190 · 156
· 308, 313 · 231 · 341, 105 · 82 · 105, 368 · 315 · 263, 100 · 80 · 288, 135 · 124 · 240, 134 · 123 · 108, 314 · 231 · 341, 417
· 375 · 141, 446 · 382 · 443, 416 · 312 · 149, 428 · 374 · 222, 155 · 110 · 227, 135 · 115 · 379, 200 · 148 · 228, 358 · 317
· 316, 335 · 277 · 358, 283 · 253 · 449, 432 · 360 · 159, 254 · 200 · 417, 111 · 102 · 138, 250 · 185 · 171, 155 · 122 · 267
10 250 · 188 · 267, 115 · 107 · 101, 447 · 355 · 236, 127 · 116 · 186, 324 · 286 · 248, 134 · 115 · 382, 437 · 355 · 414, 162 · 122
· 254, 449 · 363 · 201, 433 · 395 · 114, 430 · 408 · 175, 295 · 269 · 422, 103 · 85 · 127, 143 · 133 · 249, 392 · 321 · 258,
340 · 240 · 122, 186 · 173 · 101, 277 · 239 · 384, 299 · 238 · 144, 223 · 172 · 303, 116 · 91 · 332, 252 · 187 · 349, 311 · 292
· 184, 216 · 177 · 235, 164 · 119 · 111, 376 · 333 · 283, 172 · 141 · 167, 316 · 297 · 449, 380 · 345 · 429, 211 · 175 · 151
11 134 · 116 · 299, 318 · 278 · 198, 233 · 170 · 244, 398 · 371 · 147, 261 · 190 · 215, 209 · 191 · 105, 115 · 86 · 310, 287 · 260
· 106, 392 · 314 · 249, 307 · 253 · 164, 430 · 336 · 306, 368 · 264 · 101, 439 · 315 · 233, 427 · 333 · 215, 116 · 98 · 407,
436 · 389 · 324, 135 · 110 · 403, 311 · 264 · 441, 133 · 105 · 386, 396 · 347 · 333, 371 · 275 · 379, 237 · 195 · 251, 446 · 317
· 366, 230 · 171 · 336, 323 · 303 · 102, 201 · 144 · 435, 247 · 227 · 176, 442 · 415 · 353, 217 · 189 · 437, 442 · 394 · 327
12 346 · 255 · 274, 239 · 210 · 186, 296 · 224 · 115, 445 · 406 · 367, 274 · 232 · 128, 265 · 231 · 363, 406 · 317 · 159, 327 · 270
· 192, 101 · 88 · 292, 290 · 226 · 326, 360 · 261 · 112, 212 · 179 · 353, 324 · 307 · 409, 190 · 167 · 395, 433 · 366 · 375,
426 · 334 · 285, 178 · 129 · 432, 414 · 305 · 170, 107 · 77 · 117, 216 · 158 · 366, 267 · 216 · 143, 414 · 356 · 175, 193 · 151
· 418, 171 · 159 · 412, 448 · 384 · 220, 157 · 115 · 289, 271 · 206 · 293, 142 · 104 · 258, 304 · 227 · 173, 128 · 103 · 192
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The co
Proble
Value
Materi
Averag
Averagu ¼
Xm
i¼1
cixi
 !
=ðL W Þ
" #
 100ð%Þ;in which u is the material utilization, and xi is the number of the ith item type appearing in the pattern.
Both the basic and the improved versions of the algorithm were tested. The average material utilization is
98.3281%. The computational results of the problems in Table 1 are summarized in Table 2, where the time
unit is second. Fig. 4 shows the cutting pattern of Problem 9. The average computation time is 0.077 s for
Version A1, and 0.013 s for Version A2. Using the solution to a shorter segment as the initial solution to
the current segment can reduce the computation time greatly. The computation time is reasonable for practical
applications.
5.2. Test on large scale cutting problems
Six problems derived from the problems in Table 1 were used. They are indexed from P1 to P6. The plate
size is 5000 · 3000. The item data of them are: P1 = 7 + 8, P2 = 9 + 10, P3 = 11 + 12, P4 = 7 + 8 + 9,
P5 = 10 + 11 + 12, and P6 = 7 + 8 + 9 + 10 + 11 + 12. P1 = 7 + 8 means that the item data of P1 is the com-
bination of problems 7 and 8. The numbers of item types in these problems are 60, 60, 60, 90, 90, and 180,2
mputational results of problems 7–12
m ID 7 8 9 10 11 12
2,538,459 2,091,024 3,212,625 2,508,233 2,778,302 2,672,488
al utilization (%) 98.20 98.30 98.75 98.84 98.27 98.07
e time for A1 0.078 0.078 0.125 0.094 0.078 0.093
e time for A2 0.015 0.000 0.032 0.015 0.000 0.016
Fig. 4. The pattern of Problem 9.
Table 3
The computational results of the derived problems
Problem ID P1 P2 P3 P4 P5 P6
Value 14,941,887 14,951,792 14,931,304 14,965,520 14,959,380 14,965,520
Time (s) 0.203 0.203 0.187 0.312 0.297 0.593
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tion times are all within one second. This indicates that the algorithm is able to deal with problems of large
scale.6. Conclusions
Many parts made of metal plate are processed according to the shearing and punching process. The item
layout for each item type was determined independently at the tooling design stage, whereas the strips of var-
ious item types can be arranged together in a pattern at the shearing stage. The material utilization may be
improved because of the arrangement of strips with diﬀerent widths. The algorithm proposed in this paper
can generate optimal two-segment patterns for the shearing stage. The computational results indicate that
it is eﬃcient in improving material utilization.
Many types of cutting patterns exist for the cutting problems, such as the two-stage patterns, three-stage
patterns, T-shape patterns, two-segment patterns, and non-staged patterns. Patterns of diﬀerent types usually
have diﬀerent material utilization, diﬀerent computation time, and diﬀerent complexities of the cutting pro-
cess. It is interesting to explore the techniques for generating cutting patterns of other types for punched strips.References
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