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EPIPELAGIC LANGLANDS PARAMETERS AND L-PACKETS FOR UNITARY
GROUPS
TONY FENG, NICCOLO RONCHETTI, CHENG-CHIANG TSAI
Abstract. Reeder and Yu have recently given a new construction of a class of supercuspidal representations
called epipelagic representations [RY14]. We explicitly calculate the Local Langlands Correspondence for
certain families of epipelagic representations of unitary groups, following the general construction of Kaletha
[Kal15]. The interesting feature of our computation is that we find simplifications within L-packets of the
two novel invariants introduced in [Kal15], the toral invariant and the admissible L-embedding.
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1. Introduction
The purpose of this paper is to explicitly compute the local Langlands correspondence for certain epipelagic
representations of (special) unitary groups. The epipelagic representations are a class of supercuspidal
representations with minimal positive depth introduced and studied by Reeder and Yu in [RY14], where
they discovered a systematic construction of epipelagic representations.
We should clarify what we mean by “the” local Langlands correspondence. Kaletha has given an explicit
construction of L-packets of epipelagic representations in [Kal15]. His construction is compatible with a
plethora of expected properties of a Langlands correspondence, and this is what we take to be the “local
Langlands correspondence”.
So, at a high level this paper is simply an explication of Kaletha’s construction in the case of unitary
groups. However, carrying out Kaletha’s recipe is not totally straightforward even in these special cases. It
involves a number of intricate calculations, and the main contribution of the present work is to simplify and
interpret the output of these calculations in a manner that clarifies the ultimate shape of the L-packets. In
doing so, we discover an interesting structural feature, which is however a little technical to state and will
be explained over the course of the introduction.
The motivation for the computation here comes from a desire to understand the relationship between
Kaletha’s construction of the Langlands correspondence for epipelagic representations and an earlier sugges-
tion by Reeder-Yu ([RY14], §7). To explain this, we need to delve a little more into the details and history
of epipelagic representations.
1.1. The work of Reeder-Yu and of Kaletha. Given a group G over a local field F , one has the Bruhat-
Tits building BG(F ). For each point x ∈ BG(F ) there is a (decreasing) Moy-Prasad filtration {Gx,r∶ r ∈ R}.
From its subquotients one extracts an algebraic group G̃x acting on a representation Vx over the residue field
kF of F .
In [RY14] §2, an (irreducible) epipelagic representation is built out of the following data:
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(1) a functional λ on Vx, which is stable (in the sense of GIT) for the action of G̃x,
(2) a character ψ of a certain finite group stabilizing λ.
Roughly speaking, a finite direct sum of irreducible supercuspidal representations are built out of λ by an
induction process, and the character ψ is used to pick out an irreducible summand. We will denote by ρλ,ψ
the epipelagic representation attached to the data (λ,ψ).
When Reeder and Yu introduced the notion of epipelagic representations, they considered the problem
of attaching Langlands parameters. In the case of an absolutely simple, simply connected group they gave a
template for attaching a Langlands parameter to a stable functional λ ([RY14] §7.2-7.3), in the form of an
algorithm with a couple steps where certain choices are not uniquely specified. The algorithm goes through
the Vinberg-Levy theory of graded Lie algebras.
Shortly afterwards, Kaletha gave a completely different construction of the Langlands correspondence
for epipelagic representations, using a strategy inspired by [DR09]. The rough idea is to try to factor a
Langlands parameter through the L-group of a torus, obtaining a character of a subtorus of G by the local
Langlands correspondence for tori, and then try to induce up to a representation of G. Notably, Kaletha
observed two novel subtleties in this case: (1) the character needs to be modified by a toral invariant, which
plays a similar role to the rectifying character of Bushnell-Henniart, and (2) one needs to make a specific
choice of admissible embedding of the L-group of the torus. For more details, see the introduction of [Kal15].
On [Kal15], p.7 Kaletha raises the question of comparing the Reeder-Yu template, which was suggested
only for simply connected, absolutely simple groups to his own construction. In a private communication,
Kaletha emphasized to us that the two new subtleties, the toral invariant and the admissible embedding,
seem invisible in the Reeder-Yu algorithm, suggesting that either the Vinberg-Levy theory used by Reeder-
Yu might encode them implicitly, or that there might be some sort of cancellation in the special setting of
simply connected absolutely simple groups that obviates the need to consider them. (Both the toral invariant
and admissible embedding are parametrized by choices of signs corresponding to the roots of G, so it really
makes sense to speak of them “cancelling out”.)
Such a cancellation, which is extremely nonobvious from the definitions, should have interesting arithmetic
significance. It was with this in mind that we set out to understand some examples for non-split, absolutely
simple and simply connected groups. Based on earlier (unpublished) work of the third-named author, CCT,
we suspected that SUn would be a good place to start.
We should note that Kaletha’s had earlier shown [Kal13] that in the setting of simple wild representa-
tions, which are some particularly simple instances of epipelagic representations, the toral invariant and
L-embedding turn out to be negligible. Kaletha explained to us that this was his main motivation for
suspecting a cancellation in the setting of Reeder and Yu.
Remark 1.1. The work of [Kal15] confirms the predictions of [RY14] for the L-packet, at least in their most
conservative form. However, the results [RY14] are suggestive of more ambitious predictions.
In particular, it was striking to the authors that Reeder and Yu showed that the size of the L-packet
corresponding to an epipelagic representation for an absolutely simple, semisimple, simply connected group
built from (λ,ψ) agrees exactly with the number of permissible ψ, according to standard conjectures on the
Langlands correspondence ([RY14], p.466-467). Since the Reeder-Yu template makes reference only to λ,
the numerics seem to suggest that the L-packets might have the shape {ρλ,ψ for all possible ψ}. Moreover,
this was known to be true by earlier work of Kaletha [Kal13] for the simple supercuspidals, a class of
representations constructed by Gross-Reeder [GR10] which are special cases of, and precursors to, epipelagic
representations. We emphasize though that this was an initial guess of the first two named authors, TF and
NR, which was never stated by Reeder-Yu, and indeed it turns out to be incorrect in general.
1.2. Statement of results. We may now give a rough description of our findings. We delay the precise
statement to §5.7, when all the necessary technical notation has been introduced.
We study the epipelagic representations coming from vertices in the Bruhat-Tits building for the (special)
unitary groups G = SUn and G = Un associated to a ramified quadratic extension. Using classical results in
invariant theory, we identify stable functionals on Vx for x a vertex in BG(F ). (Although our original interest
was in SUn, we later realized that all its epipelagic representations under consideration were restrictions from
Un, and this was useful for computing the Langlands parameter.) The basics of epipelagic representations
are recalled in §3, and our particular representations of interest ρλ,ψ are constructed in 3.2.
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After briefly recalling Kaletha’s construction of epipelagic L-packets from epipelagic Langlands parameters
in §4, we run it in reverse to describe the Langlands parameter attached to ρλ,ψ in §5. One has to compute
the (character associated to the) toral invariant ǫλ, and the admissible embedding
Lj, which involves lengthy
calculations of χ-data, etc.
Although [Kal15] completely prescribes the choices needed to determine ǫλ and
Lj, the raw answer is too
complicated to see what is going on. The novel aspect of our calculations here is in distilling this raw answer
to a form that elucidates the structure of the L-packets. We will state the result for G = Un; a similar but
slightly more complicated description holds for SUn.
Remark 1.2. We warn at the outset that we are working with a crude notion of L-packets: our “L-packets”
consist of those representations of the single group G which have the same Langlands parameter. In other
words, we are ignoring representations of inner forms.
The epipelagic representations built from a stable functional λ coincide with those built from another stable
functional λ′ conjugate to λ under G̃x(k); thus epipelagic representations are really indexed by (rational)
conjugacy classes. We find that if ρλ,ψ and ρλ′,ψ′ appear in the same L-packet, then λ and λ
′ are conjugate
under the G̃x(kF )-action on Vx(kF ). To emphasize the difference between this and the previous notion of
conjugacy, in this case we say that λ and λ′ are stably conjugate. The question of which pairs (λ,ψ) appear
comes down to a recipe involving the toral invariant ǫλ and
Lj. Now, it is possible to parametrize the space
of choices for ǫλ and
Lj by the same group C∨λ . Furthermore, there is a canonical identification Cλ ≅ Cλ′
when λ and λ′ are stably conjugate, which we use to view these parameters in the same group. Motivated
by the possibility of an interesting “cancellation” between the the two, we consider the “difference” between
ǫλ and
Lj in C∨λ . Curiously, the result depends qualitatively on the whether the rank of our unitary group
is even or odd.
For Un with n even, we find that the toral invariant ǫλ depends only on the stable conjugacy class of λ, i.e.
it is constant under G̃(kF )-orbits (whereas a priori it is a function of G̃(kF )-orbits). This implies that the
toral invariant is constant among representations in the same L-packet. This constancy is fairly non-obvious
from the raw calculation, and is established in Corollary 5.6. The data of the L-embedding Lj is still quite
complicated, and in this case our understanding of the L-packets is still unsatisfactory to our minds.
For Un with n odd, the picture of the L-packets is somewhat more satisfactory. The rational orbits within
the stable orbits can also be naturally parametrized by C∨λ , and we find that the relative position between
“ǫλ −
Lj” for two different pairs ρλ,ψ and ρλ′,ψ′ appearing in the same L-packet coincides exactly with the
relative position of the rational orbits of λ and λ′ within their stable orbit. The precise statement appears
in Proposition 5.13. In fact the characters ψ are also parametrized by the same group C∨λ , and we find:
Theorem 1.3. For the representations of the form ρλ,ψ of Un, with n odd, constructed in §3.2, two such
representations ρλ,ψ and ρλ′,ψ′ lie in the same L-packet if and only if λ +ψ = λ
′ +ψ′ as elements of C∨.
The more precise statements, which however require some more notation and explanation, appear in
Corollary 5.14 and Corollary 5.15.
Our computation that the difference between ǫλ and
Lj is the relative position of conjugacy classes
confirms a suspicion, stemming from the work of [RY14], that the toral invariant and L-embedding might
“cancel out” to something simpler for certain types of groups. However, it also rebuffs our initial expectations,
also stemming from the results of [RY14] (Remark 1.1), that the L-packets would consist of ρλ,ψ with fixed
λ. In fact we find the complete opposite:
Corollary 1.4. For Un, with n odd, the L-packet of ρλ,ψ consists of {ρλi,ψi} where {λi} represents an
enumeration of the rational orbits within the stable orbit of λ, and {ψi} is an enumeration of the characters
of Cλ.
Remark 1.5. The later paper [Kal16] offers a different construction of the Langlands correspondence for a
much more general class of representations, and also features a type of “cancellation” in which the particular
choice of L-embedding in [Kal15] becomes irrelevant. It is not clear to what extent, if any, the two types of
cancellation are related, although they seem to be at least philosophically connected.
The restrictions ρλ,ψ ∣SUn are already irreducible (Corollary 3.12), so their Langlands parameters can be
deduced from the ones for ρλ,ψ. This leads to:
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Corollary 1.6. For SUn, with n odd, the L-packet of ρλ,ψ ∣SUn consists of {ρλi,ψi ∣SUn} where {λi} represents
an enumeration of the rational orbits within the stable orbit of λ, and {ψi} is an enumeration of the characters
of Cλ ∩ SUn with multiplicity 2.
The outcome of the computation in the case where n is even is not sufficiently clear for us to deduce these
sorts of qualitative statements in that case.
1.3. Acknowledgments. We thank Tasho Kaletha for his encouragement to write up this paper. We are
also grateful to Tasho, Mark Reeder, and Beth Romano for helpful discussions. This document benefited
from comments and corrections by Tasho Kaletha, Paul Levy, and Beth Romano. During the writing of this
paper, TF was supported by an NSF Graduate Fellowship.
2. Notation
We collect here some notation which will be used frequently throughout the paper.
● We fix a local field F , of residue characteristic p > 2. We write WF for the Weil group of F ,
ΓF = Gal(F /F ), IF ◁ ΓF for the inertia subgroup, and PF ◁ IF for the wild inertia subgroup.
● Let E/F be a ramified quadratic extension. We will sometimes denote the Galois conjugation of E
over F by e ↦ e. Let ̟F be a uniformizer for F . For later convenience we choose ̟E so that its
conjugate over F is precisely −̟E .
● For K a local field or finite field, we will often denote by Kd the unique unramified extension of K
of degree d.
● We denote by kF the residue field of F , and similarly for other local fields. Fix a faithful additive
character χ∶kF →C×.
● For T a torus in a reductive group G over F , we denote by R(T,G) the set of roots for S in G, and
Ω(T,G) the Weyl group of G relative to T .
Throughout the paper we will conflate notation for an algebraic group over p-adic field with that of its
points.
3. Epipelagic representations
We want to define certain epipelagic representations for SUn or Un over F . These representations are
built out of induction from certain maximal compact subgroups of characters which define “stable functionals
in the Moy-Prasad filtration”. We recall the essentials of the definition and notation from [RY14] §2.
3.1. The Moy-Prasad filtration. Let G be a reductive group over F . To a point x in the Bruhat-Tits
building BG(F ), Moy and Prasad [MP94] attached a filtration {Gx,r ∶ r ∈ R} of G(F ), which jumps at
fractions whose denominators are multiples of an integer depending on x. Similarly, at the level of Lie
algebras we have a Moy-Prasad filtration {gx,r∶ r ∈ R} such that gx,r+1 = ̟F gx,r for all r. We do not recall
the definition here; see [RY14] §4 for a reference. However we note that for x ∈ BG(F ), Gx,0(F ) is the
parahoric group attached to x by Bruhat-Tits theory; it is contained with finite index inside the stabilizer
Gx of x.
We will take x to be a point of BG(F ) which becomes a hyperspecial vertex in BG(E), but is not
already a hyperspecial vertex in BG(F ). Then Gx,0 = G(OF ) for a smooth OF -model G for G. We denote
Gx,r+ ∶= ⋂s>rGx,s. For r ≥ 1, there is a canonical isomorphism Gx,r/Gx,r+ ≅ gx,r/gx,r+.
We will now specialize this discussion to G = Un, the special unitary group associated with the extension
E/F defined by the standard hermitian product on the vector space E⊕n:
⟨(x1, . . . , xn), (y1, . . . , yn)⟩ = x1yn + x2yn−1 + . . . + xny1. (3.1.1)
Then the jumps in the Moy-Prasad filtration at x occur at 1
2
Z. We will also be interested in the group SUn,
for which the analogous statements follow easily from the Un case.
Remark 3.1. In terms of the integral model G, we can think of Gx,r/2 as the congruence subgroup given
by the kernel of reduction mod ̟rE :
Gx,r/2 = ker (G(OF ) → G(OF ) mod ̟
r
E)
where the admittedly notation G(OF ) mod ̟
r
E means “consider G(OF ) as matrices with entries in OE , and
reduce mod ̟rE”. A similar remark applies to the filtration on the Lie algebra.
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Remark 3.2. The group Gx,0/Gx,0+ acts by conjugation on each Gx,r/Gx,r+ and gx,r/gx,r+. We denote by
G̃x the algebraic group over kF underlying Gx,0/Gx,0+.
We use the Killing form to identify g with its dual, which descends to an identification gx,r/gx,r+ ≅
(gx,−r/gx,−r+)
∨. In particular, we obtain an identification gx,1/2/gx,1 ≅ (gx,−1/2/gx,0)
∨. On the other hand,
multiplication by ̟F also defines an isomorphism gx,−1/2/gx,0
∼
Ð→ gx,1/2/gx,1. Thus, the Killing form induces
an isomorphism
gx,1/2/gx,1 ≅ (gx,1/2/gx,1)
∨ (3.1.2)
given by the form
X,Y ↦ Tr(̟−1F XY ). (3.1.3)
This is evidently equivariant for the conjugation action of Gx,0/Gx,1/2 ≅ SOn(kF ), where the isomorphism is
to be proven in Lemma 3.8.
3.2. Construction of epipelagic representations. Assume now that G is a tamely ramified quasi-split
reductive group over F . For a point x ∈ BG(F ), we denote by r(x) the smallest positive number for which
Gx,r(x) ⊊ Gx,0. In our case of interest, r(x) = 1/2.
Definition 3.3 ([RY14] §2.5). An irreducible representation π of G(F ) is epipelagic if π has depth r(x) and
a non-zero vector invariant under Gx,r(x)+.
We review the construction of epipelagic representations from [RY14] §2. At this point we must note that
[RY14] §2 is formulated under the hypothesis that G is also semisimple, which is the case for SUn but not
Un. However, the proofs of the statements below are valid for reductive groups without any change to the
proofs. ([Kal15] is formulated in the generality that we work with here.) It would be possible to carry our
the entire computation of this paper just for SUn, which is what we originally tried to do, but it is actually
very useful at several points in the calculation to use that the theory extends to Un.
Let G̃x be the algebraic group over kF underlying Gx/Gx,r(x) and Gx be the algebraic group over kF
underlying Gx,0/Gx,r(x). The paper [RY14] is phrased using Gx, but for our purposes it is more convenient
to work with G̃x. Let Vx the algebraic representation of G̃x over kF underlying Gx,1/2/Gx,1.
To build an epipelagic representation, we need to start with a functional λ on Vx which is stable for the
G̃x in the sense of geometric invariant theory, meaning that it has finite stabilizer and closed orbit as an
algebraic representation. Then we inflate the composition χ ○ λ∶Vx(f) → C× to a character χλ of Gx,r(x),
and consider the compact induction
πx(λ) ∶= ind
G(F )
Gx,r(x)
χλ.
Proposition 3.4 ([RY14], Proposition 2.4). The representation πx(λ) is a finite direct sum of irreducible
epipelagic representations.
We can be a little more precise about the summands appearing in πx(λ). LetHx,λ ⊂ Gx be the stabilizer of
the character χλ on Gx,r(x). Then ind
Hx,λ
Gx,1/2
χλ is a direct sum of representations χλ,ψ, where ψ parametrizes
the representations of Hx,λ/Gx,1/2, and we let
ρλ,ψ ∶= ind
G(F )
Hx,λ
χλ,ψ.
Proposition 3.5 ([RY14], Proposition 2.4). The representation ρλ,ψ is epipelagic.
We note that the epipelagic representations obtained from λ depend only on the conjugacy class of λ.
The following lemma is undoubtedly well-known, but we did not find its statement in the literature.
Lemma 3.6. If λ and λ′ are stable functionals on Vx which are conjugate under G̃x, then {ρλ,ψ} = {ρλ′,ψ′}.
Conversely, if ρλ,ψ ≅ ρλ′,ψ′ then λ is conjugate under G̃x to λ
′.
Proof. Let Hλ (resp. Hλ′) be the stabilizer of λ (resp. λ
′) in Gx, and χλ (resp. χλ′) the character of Hλ
(resp. Hλ′) used to induce ρλ,ψ (resp. ρλ′,ψ′). By Mackey’s formula, we have ρλ,ψ ≅ ρλ′,ψ′ if and only if
⊕
s∈Hλ′ /G(F )/Hλ
HomHλ(χλ, Ind
Hλ
s−1Hλ′s∩Hλ
χsλ′) ≠ 0.
Hence if the stable functionals are conjugate then there exists s ∈ G̃x such that s
−1Hλ′s =Hλ and χ
s
λ′ = χλ.
The converse follows from [Kal15] Fact 3.8. 
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Remark 3.7. We see from the proof of Lemma 3.6 that it makes sense to identify Cλ and Cλ′ for rationally
conjugate λ and λ′, and thus to compare ψ ∈ Cλ and ψ
′ ∈ Cλ′ .
We now specialize this discussion to our case of interest to construct certain epipelagic representations.
The first task is to find some stable functionals, so we need to identify the representation in question.
Lemma 3.8. For G = Un and the choice of x as above, we have G̃x ≅ On, the split orthogonal group, and
Gx ≅ SOn.
Proof. Using the description in Remark 3.1, we may identify Gx/Gx,1/2 with the group of automorphisms of
kE = kF preserving the split quadratic form
⟨(x1, . . . , xn), (y1, . . . , yn)⟩ = x1yn + x2yn−1 + . . . + xny1. (3.2.1)
It only remains to note that Gx,0/Gx,1/2 is the connected component. 
Lemma 3.9. For the choice of x as above, we have Vx ≅ Sym
2(Std) as representations of SOn.
Proof. As a representation of SOn, we view Sym
2(Std) as the space of n × n self-adjoint matrices (with
respect to the form (3.2.1)) over kE = kF , with the conjugation action of SOn. Using Remark 3.1, we can
view Vx as the space of n × n matrices over kE preserving the form (3.1.1). Since the conjugation of E over
F induces multiplication by −1 on
̟EOE/̟
2
EOE ≅ OE/̟E = kE
(cf. §2) the condition of preserving the form (3.1.1) translates to the self-adjointess condition −A†+A = 0. 
Since (3.1.2) furnishes an identification Vˇx ≅ Vx a stable functional on Vx is the same as a stable vector
in Vx. Then λ ∈ Vx is stable if and only if it is regular semisimple when viewed as a self-adjoint matrix (cf.
[BG14] §6 for this statement, although this was undoubtedly known long ago). Abusing notation, we also
let λ denote the functional on Vx,1/2 corresponding to λ under the Killing form, and χλ the corresponding
character of Gx,1/2.
The epipelagic representations associated to χλ are summands of ind
G(F )
Gx,1/2
χλ. To parametrize them
explicitly, we identify the stabilizer of χλ in Gx. Viewing λ ∈ Sym
2
Vx as a self-adjoint matrix, the regularity
of λ implies that any n×n matrix commuting with λ is a polynomial in λ. If pλ(x) denotes the characteristic
polynomial of λ, the space of matrices which can be expressed as a polynomial in λ is kF [x]/pλ(x). Since
any such matrix is self-adjoint, it is furthermore orthogonal if and only if it squares to 1. Hence the stabilizer
of λ within On is the group scheme
Dλ ∶= Res(kF [x]/pλ(x))/kF µ2.
We let Cλ = Dλ(kF ): this is the stabilizer of λ in G̃x(kF ). This discussion shows that Hx,λ fits into an
extension
0→ Gx,1/2 →Hx,λ → Cλ → 0.
This sequence admits a splitting since Gx,1/2 is pro-p while ∣Cλ∣ is a power of 2 (Schur-Zassenhaus Theorem),
hence we can write
Hx,λ = Gx,1/2 ⋊Cλ.
Since Cλ acts trivially on λ, we may extend χλ to a character of the semidirect product Hx,λ. The possible
extensions are parametrized precisely by the characters of Cλ: for any character ψ of Cλ, we have a character
χλ ⋅ ψ of Hx,λ defined by
(χλ ⋅ ψ)(g, c) = χλ(g)ψ(c).
Now we can describe the components of ind
G(F )
Gx,1/2
χλ, according to Proposition 3.5.
Lemma 3.10. We have
ind
Hx,λ
Gx,1/2
χλ ≅ ⊕
ψ∈Ĉλ
χλ ⋅ψ.
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Proof. By Frobenius reciprocity, for each character ψ of Cλ we have
HomHx,λ(χλ ⋅ ψ, indHx,λGx,1/2 χλ) = HomGx,1/2(χλ, χλ)
so every character of the form χλ ⋅ ψ can be embedded into ind
Hx,λT
Gx,1/2
χλ. Since these characters are all
distinct, dimension-counting shows that they must fill up the entire induced representation, so we deduce
the result. 
Corollary 3.11. The (irreducible) epipelagic representations corresponding to λ are the representations
ind
G(F )
Hx,λ
χλ ⋅ψ as ψ ranges over characters of C.
Let ρλ,ψ = ind
G(F )
Hx,λ
χλ ⋅ ψ. Now we note that the same discussion applies for SUn, using the same λ to
produce an epipelagic representation. The following Lemma says that the restriction of ρλ,ψ to SUn(F ) is
already irreducible, so that it necessarily coincides with an epipelagic representation of SUn(F ) built from
λ.
Lemma 3.12. Each representation ρx,λ∣SUn(F ) is already irreducible, and we have
ρx,λ∣SUn(F ) ≈ ρx,λ′ ∣SUn(F )
if and only if λ and λ′ agree on SUn(F ) ∩Cλ.
Proof. The second claim follows immediately from the first and [RY14] Proposition 2.4(2). To prove the first
claim, by Mackey’s formula and Proposition 3.5 it suffices to see that
#SUn(F )/Un(F )/Hx,λ = 1.
or in other words that Hλ(F ) surjects onto SUn(F )/Un(F ) = U1(E/F ). Since λ was chosen to be regular
semisimple, any lift of it to Gx,1/2 is a polynomial with distinct roots, so its centralizer (which is contained
in Hx,λ) is a torus of the form ∏U1(Ei/Fi) with Ei, Fi unramified extensions of E,F respectively. The
proof is then concluded by recalling that the norm map for an unramified extension Ei/E is surjective onto
U1(E/F ) when restricted to U1(Ei/Fi). 
4. Langlands correspondence for epipelagic representations
We review the construction of the local Langlands correspondence for epipelagic representations in [Kal15].
Let G a tamely ramified quasi-split reductive group over F .
Definition 4.1 ([Kal15] p. 37). An epipelagic parameter for G over a local field F is a Langlands parameter
ϕ∶WF → LG
satisfying the following conditions:
(1) T̂ = C(ϕ(PF ), Ĝ) is a maximal torus of Ĝ.
(2) The image of ϕ(IF ) in Ω(T̂ , Ĝ) ⋊ IF is generated by a regular elliptic element.
(3) If w ∈ I
1/m+
F , where m is the order of the regular elliptic element, then ϕ(w) = (1,w).
The Langlands correspondence predicts that to a Langlands parameter ϕ∶WF → LG there should corre-
spond an L-packet Πϕ of representations of G(F ). Kaletha constructed this correspondence for epipelagic
parameters in [Kal15], and we summarize the description of the L-packets, following [Kal15] §5. We should
clarify here that when we say “L-packet” we mean only the constituents of the L-packets considered in [Kal15]
which are representations of our chosen Un. In other words we are ignoring representations of inner forms,
and considering only those representations of Un which lie in same L-packet in the sense of [Kal15].
4.1. Step one: factorization through an admissible embedding. Let Ŝ be the Galois-module whose
underlying abelian group is the complex torus T̂ and whose Galois action is furnished by the composite
ϕ∶WF → N(T̂ , Ĝ) ⋊WF → Ω(T̂ , Ĝ) ⋊WF → Aut(T̂ ).
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We will construct a particular Ĝ-conjugacy class of embeddings Lj∶LS → LG which are tamely ramified in
the sense that Lj(1,w) = (1,w) for all w ∈ PF . In this conjugacy class there is an embedding such that
Lj(Ŝ) = T̂ , and such that the following two homomorphisms are equal:
WF N(T̂ , Ĝ) ⋊WF Ω(T̂ , Ĝ) ⋊WF
WF Ŝ ⋊WF N(T̂ , Ĝ) ⋊WF Ω(T̂ , Ĝ) ⋊WF
ϕ
ι2
Lj
Since Lj contains the image of ϕ, choosing such an embedding gives a factorization of ϕ through a homo-
morphism ϕS,Lj ∶WF → LS such that Lj∶LS ↪ LG is an admissible homomorphism:
WF
LG
LS
ϕ
ϕ
S,Lj
Lj
It is worth noting that there are many possibilities for the conjugacy class of admissible embedding
Lj∶LS ↪ LG. Moreover, for epipelagic representations the choice of Lj is really significant, in contrast to
previous incarnations of this contruction (see discussion on [Kal15], p.3). The correct conjugacy class is
specified by a subtle construction of χ-data from the particular parameter ϕ, as described in [Kal15] §5.2.
We will not go into the details here, leaving them for when we actually need to compute, in §5.5.
4.2. Step two: the toral invariant. By the local Langlands correspondence for tori, from the Langlands
parameter ϕS,Lj ∶WF → LS constructed in Step one, we obtain a character
χS,Lj ∶S(F ) →C×
attached to ϕS,Lj . Then [Kal15], §3.3 describes a construction starting from a pair (S(F ), χ) of a tamely
ramified maximal torus and a character of S(F ), and producing an epipelagic representation of G(F ). We
will elaborate on this in the next step. However, this construction is not applied to (S(F ), χS,Lj): we first
need to modify the character χS,Lj by a character
ǫϕ∶S(F )→C×
obtained from the toral invariant of [Kal15] §4. Thus the second step is the computation of the toral invariant
and the character ǫϕ. The toral invariant is a collection of characters of unit groups of local fields labelled
by the roots of G. Again, we postpone the details until we actually need to compute it, in §5.3.
4.3. Step three: Local Langlands for tori. For each admissible (cf. [LS87] p.222 for the definition)
embedding j∶S ↪ G, S is an elliptic tamely-ramified maximal torus, hence determines a point x in the Bruhat-
Tits building for G ([Pra01] Remark 3). The pair (j∶S(F ) ↪ G(F ), χS,Lj ⋅ ǫj) satisfies certain conditions
([Kal15], Conditions 3.3) allowing one to perform the construction of [Kal15] §3.3. The construction goes
as follows. Suppose we have a pair j∶S ↪ G and χ∶S(F ) → C× satisfying Conditions 3.3 of [Kal15]. The
inclusion j∶S ↪ G induces a decomposition
g = s⊕ n
hence
g(F )x,r = s(F )r ⊕ n(F )x,r (4.3.1)
for all x and r. The character χ factors through S(F )2/e where e is the ramification degree of the field
extension splitting S (which is 2 in our case of interest), and hence descends to a character of
S(F )1/e/S(F )2/e ≅ s(F )1/e/s(F )2/e.
By the decomposition (4.3.1) we extend it to a character on
G(F )x,1/e/G(F )x,2/e ≅ g(F )x,1/e/g(F )x,2/e.
Since the resulting character is stabilized by S(F ), it extends to
χ̂∶S(F )G(F )x,1/e →C×.
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Then ind
G(F )
G(F )x,1/eS(F )
χ̂ is an epipelagic representation for G(F ) (i.e. G(F )x,1/eS(F ) = Hx,λ for an appro-
priate stable functional λ). The L-packet of ϕ consists of the (epipelagic) representations
ind
G(F )
G(F )x,r(x)S(F )
χ̂S,Ljǫϕ
where ǫϕ is the character obtained form the toral invariant, and j ranges over admissible embeddings j∶S ↪ G.
5. Calculation of Langlands parameters and L-packets
5.1. Overview. By reversing Kaletha’s construction explained in §4, we will calculate the Langlands pa-
rameters of the epipelagic representations of Un and SUn constructed in §3.4, and identify the L-packets.
By §3.2, particularly Lemma 3.12, all the Langlands parameters for the relevant epipelagic representations
of SUn are obtained from those for Un, so we are reduced to computing the latter.
We will begin by identifying the (tamely ramified) anisotropic torus S corresponding to the given point
x ∈ BG(F ). Then we will extract from the stable functional a character on S(F ), as discussed in §4.3. At
this point we must calculate the toral invariant and the corresponding character ǫf of S (here the subscript
f depends on S, and stands for something that has not yet been explained), and modify the character by
ǫf . Then we will apply the local Langlands correspondence to obtain a Langlands parameter
WF → LS.
Finally, we will calculate the admissible embedding Lj∶LS ↪ LG and compose the preceding Langlands
parameter with it; the resulting composition
WF → LS
Lj
Ð→ LG
is then the Langlands parameter we seek.
In what follows, we retain the notation of §3.4. In particular, G = Un and x is a point of BG(F ) which
becomes hyperspecial in BG(E). We have a regular semi-simple element λ ∈ Vx ≅ Sym2(Std), meaning that
its characteristic polynomial viewed as a self-adjoint n×n matrix over kE = kF has distinct roots in kE . The
centralizer of λ in G̃x is the group scheme
Dλ ∶= Res(kf [x]/pλ(x))/kf µ2,
while the centralizer of λ in G̃x(kF ) is denoted Cλ. The epipelagic representations ρλ,ψ are parametrized by
the choice of T and a character ψ of Cλ.
5.2. The anisotropic torus. We now identify the (tamely ramified) maximal torus corresponding to the
point x, in the sense of ([Pra01] Remark 3). Choose a lift λ̃ ∈ gx,1/2 of λ. Any such choice has characteristic
polynomial with distinct roots, since the roots are even distinct after reduction, and hence is automatically
regular semisimple. We may thus define a maximal torus S ⊂ G such that S(F ) = ZG(F )(λ̃).
Lemma 5.1. The torus S is tamely ramified and anisotropic, and corresponds to the point x.
Proof. Let p̃λ(x) be the characteristic polynomial of λ̃, viewed as an n × n matrix over E. Set Eλ̃ =
E[x]/p̃λ(x). We have an embedding E×λ̃ ↪ GLn(E), and we may identify Un ∩E×λ̃ = S(F ). It is clear that
S splits over E×
λ̃
, which is an unramified extension of E, hence tamely ramified over F .
The conjugate transpose defines an involution on Eλ̃, whose fixed field is a quadratic subfield Fλ̃ ⊂ Eλ̃.
The condition of being unitary corresponds to having norm 1 under NmE
λ̃
/F
λ̃
. Therefore we see that
S = ker(NmE
λ̃
/F
λ̃
∶ResE
λ̃
/F E
×
λ̃
→ ResF
λ̃
/F F
×
λ̃
)
is anisotropic.
Finally, we show that S corresponds to x in the building of G over F . Let E′
λ̃
be the splitting field
of p̃λ, so E
′
λ̃
⊃ Eλ̃. Viewing λ̃ as a matrix, we can diagonalize it over E
′
λ̃
, since it is regular semisimple.
Moreover, we can pick the conjugating element to be in G(OE′
λ̃
) by Hensel’s Lemma (because λ̃ is a lift of
a regular semisimple matrix over the residue field). So S is conjugate to the standard diagonal subgroup
of G(E′
λ̃
) ≅ GLn(E′λ̃) under GLn(OE′λ̃). Therefore in the building of G over E′λ̃, S corresponds to the
point represented by the maximal compact subgroup G(OE′
λ̃
). Since G(OE′
λ̃
) is stable under Gal(E′
λ̃
/F ),
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the corresponding point in the building of G over F is represented by the maximal compact subgroup
G(F ) ∩G(OE′
λ̃
) of G(F ), which by definition is the point x. 
For later use, we record some more precise information about the torus S that comes out of the proof of
Lemma 5.1. We factor the characteristic polynomial as
pλ(x) = m∏
i=1
pi(x),
where pi(x) is irreducible over kF , of degree di. Let Ei (resp. Fi) be the unramified extension of E (resp F )
of degree di. Then
S =
m
∏
i=1
ker (Nm∶E×i → F ×i ) (5.2.1)
We fix notation for the character group. Let Si = ker (Nm∶E×i → F ×i ). Then we may write
X∗(Si) = coker(Z[Fi/F ]→ Z[Ei/F ])
where the maps are the “diagonal” embeddings, being dual to the norm. We may pick a basis for the
cocharacter group such that
X∗(Si) = Z[λ
(i)
1 , . . . , λ
(i)
di
, λ
(i)
1 , . . . , λ
(i)
di
]
⟨λ(i)r + λ(i)r ∣ r = 1, . . . , di⟩
.
If σi ∈ Gal(Ei/F ) denotes a lift of Frobenius and τi ∈ Gal(Ei/F ) denotes the involution with fixed field Fi,
we can choose the basis such that the Galois action given by σiλ
(i)
r = λ
(i)
r+1 and τiλ
(i)
r = λ
(i)
r , and the roots of
S are
α(i,j)r,s ∶= λ
(i)
r − λ
(j)
s
where if i = j then r ≠ s. Therefore, the character group X∗(S) can be described as
X∗(S) = m⊕
i=1
coker(Z[Fi/F ]→ Z[Ei/F ]) (5.2.2)
5.3. The toral invariant. Let G be a reductive group defined over a local field F , and S ⊂ G a torus
defined over F . Let R(S,G) be the set of roots of G with respect to S. We attach a toral invariant to the
pair (S,G) following [Kal15] §4. The toral invariant is a function f ∶R(S,G) → {±1}, and enters into the
local Langlands correspondence via an attached character ǫf ∶S(F ) →C× that we will define.
5.3.1. Definition of the toral invariant. We first recall the definition of the toral invariant from [Kal15], §4.
The set of roots R(S,G) carries an action of Γ ∶= Gal(F /F ).
Definition 5.2. An orbit of the Γ-action on R(S,G) is symmetric if it is preserved by multiplication by −1.
Otherwise the orbit is called asymmetric.
If I ⊂ Γ denotes the inertia group, then every Γ-orbit decomposes into a disjoint union of I-orbits, which
have the property that they are either all preserved by multiplication by −1 or none are, in which case we
call them inertially symmetric or inertially asymmetric respectively.
A root α ∈ R(S,G) is called (inertially) symmetric or asymmetric if its orbit is. We define
Γα ∶= StabΓ(α), and Γ±α = StabΓ({α,−α}).
Obviously [Γ±α∶Γα] = 1 if α is asymmetric, and [Γ±α∶Γα] = 2 if α is symmetric. Let Fα ⊇ F±α be the
corresponding fixed fields.
We may now define the toral invariant, following [Kal15] §4.1. Let S ⊂ G be a maximal torus and R(S,G)
the roots of G with respect to S. The toral invariant is a function
f ∶= f(G,S)∶R(S,G) → {±1}
defined as follows. If α ∈ R(S,G) is asymmetric, then f(α) = 1. Suppose α ∈ R(S,G) is a symmetric root.
We have a corresponding one-dimensional root subspace gα ⊂ g defined over Fα. Let Hα = dα∨(1) ∈ s(Fα)
be the coroot corresponding to α, and choose Xα ∈ gα(Fα). Let τα ∈ Γ±α ∖ Γα. Then ταXα is a non-zero
element of g−α(Fα), and we set
f(Xα) ∶= [Xα, ταXα]
Hα
∈ F ×α . (5.3.1)
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It is easily checked that f(Xα) lies in F ×±α, and is well-defined up to norms from Fα, so if we set κα∶F ×±α → {±1}
to be the quadratic character associated to Fα/F±α (which kills norms from Fα) then
f(α) = κα ([Xα, τXα]
Hα
) ∈ {±1} (5.3.2)
is independent of the choice of Xα.
Remark 5.3. To flesh this out, we note that if α is symmetric and inertially symmetric, i.e. Fα/F±α is
totally ramified quadratic (which applies for all roots in our situation), then κα can be identified with the
Legendre symbol on F ×±α/NFα/F±α(F ×α) ≅ k×Fα/k×2Fα .
From the toral invariant f(G,S), we can construct a character ǫf ∶S(F ) → C× as explained in ([Kal15],
§4.6). It is determined by the formula (5.3.3) below, so we will omit the definition from first principles.
5.3.2. Computing the toral invariant. We begin by recalling a useful result ([Kal15], Lemma 4.12) for com-
puting the toral invariant. To state it, we introduce some notation. We say that the root values of γ ∈ S(F )
are topologically semi-simple (resp. unipotent) if for all α ∈ R(S,G) the element α(γ) ∈ F ×α is topologically
semi-simple (resp. unipotent) (see [AS08] for the terminology).
Lemma 5.4. If the action of I on X∗(S) is tame and generated by a regular elliptic element, then for every
γ ∈ S(F ) whose root values are topologically semi-simple we have
ǫf(γ) = ∏
α∈R(S,G)sym/Γ
α(γ)≠1
f(G,S)(α).
For every γ whose root values are topologically unipotent, we have ǫf(γ) = 1.
The assumption is satisfied for all epipelagic parameters. This implies that ǫf factors through S/S1/2 ≅ Cλ,
and is given by
ǫf(γ) = ∏
α∈R(S,G)/Γ
α(γ)≠1
f(α). (5.3.3)
(Note that in our case, every root is inertially symmetric, hence a fortiori symmetric.) We have Cλ ≅
∏mi=1 µ2(Fi). Let
ci = (0, . . . ,0, 1®
i
,0, . . . ,0) ∈ m∏
i=1
µ2(Fi) ≅ Cλ (5.3.4)
be the “indicator” of the ith component. The roots which are non-trivial on ci are the ±α
(i,j)
r,s where j ≠ i.
The splitting field of α
(i,j)
r,s is the unramified extension of E of degree d ∶= [di, dj], which we denote by Ed.
To compute the toral invariant we introduce some new notation. The factorization pλ(x) = ∏pi(x)
induces a splitting of our Hermitian space (V, ⟨⋅, ⋅⟩) into eigenspaces for λ̃, regarded as a unitary operator on(V, ⟨⋅, ⋅⟩), which we write as
(V, ⟨⋅, ⋅⟩) ≅ m⊕
i=1
(Ei, ⟨⋅, ⋅⟩i).
Now comes a simple but important point. Since λ̃ is unitary, the form ⟨⋅, ⋅⟩i has the property that ⟨ex, y⟩ =⟨x, ey⟩ for any e ∈ Ei, where e ↦ e is the conjugation in Gal(Ei/Fi). By the non-degeneracy of the trace
pairing, any hermitian form with this property can be written as
⟨x, y⟩i = TrEi/E(ηixy) (5.3.5)
for some ηi ∈ F
×
i (the hermitian property forces ηi to be fixed by Gal(Ei/Fi)).
Since λ was regular semisimple over kF , there exists an OE -lattice Λ for V and a compatible splitting
Λ =⊕mi=1Λi. Thus we have a similar story over the residue field kF , which will be useful for the computation.
We abuse notation by also using ηi to denote the image of ηi under the isomorphism F
×
i /NEi/FiE×i ≅ k×Fi/k×2Fi .
Choose a basis {v(i)r }r=1,...,di for Vi. Over Ed we pick generators for the associated root groups: for i ≠ j,
let X
(i,j)
r,s ∈ gα(i,j)r,s
be the element of g(Ed) sending v(i)r ↦ v(j)s and sending all the other basis vectors to 0:
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thus X
(i,j)
r,s is the “elementary matrix” with a single non-zero entry of 1 in the entry corresponding to the
pair v
(i)
r , v
(j)
s . (The roots with i = j will not contribute to the present calculation.)
Corresponding to the root α
(i,j)
r,s we have the coroot H
(i,j)
r,s ∈ g(Ed) which can be identified with the matrix
sending
v(i)r ↦ v
(i)
r
v(j)s ↦ −v
(j)
s .
We must then calculate τ
α
(i,j)
r,s
(X(i,j)r,s ). Since g consists of anti-Hermitian matrices, τα(i,j)r,s (X(i,j)r,s ) may be
identified with the negative of the adjoint of X
(i,j)
r,s . Since the hermitian form is given by (5.3.5), we can
choose the basis {v(i)r }r=1,...,di so that the hermitian form is represented by the matrix
⎛⎜⎜⎜⎝
ηi
σ(ηi)
σ2(ηi)
⋱
⎞⎟⎟⎟⎠
.
Therefore τ
α
(i,j)
r,s
(X(i,j)r,s ) takes v(j)s ↦ −σs−1(ηj)σr−1(ηi)v(i)r and sends the other basis vectors to 0. Thus
[X(i,j)r,s , τα(i,j)r,s X(i,j)r,s ] = −σ
s−1(ηj)
σr−1(ηi)H
(i,j)
r,s .
Hence, by the definition of the toral invariant (5.3.2) we have
f(G,S)(α(i,j)r,s ) = κα(i,j)r,s (−σ
s−1(ηj)
σr−1(ηi) ) .
Since all the roots are inertially symmetric, this is the same as the Legendre symbol (using Remark 5.3)
f(G,S)(α(i,j)r,s ) = (−σ
s−1(ηj)/σr−1(ηi)
qd
)
where d = [di, dj] is the degree of the residue field of Fα/F , the symbol ( ⋅qd ) is the quadratic character of
Fqd , and where we are invoking the earlier abuse of notation to view σ
s−1(ηj)/σr−1(ηi) in the residue field
modulo squares. Since σ is a lift of Frobenius, we have
f(G,S)(α(i,j)r,s ) = (−σ
s−1(ηj)/σr−1(ηi)
qd
) = ⎛⎜⎝
−ηq
s−1
j /ηqr−1i
qd
⎞⎟⎠ = (
−ηj/ηi
qd
) . (5.3.6)
Using these calculations and (5.3.3) we may finally describe the character ǫf ∶S(F )→C×.
Corollary 5.5. Let ci be as in (5.3.4). Then we have
ǫf(ci) = (−1
q
)di(n−di) ( ηi
qdi
)n∏
j
( ηj
qdj
)di .
Proof. According to (5.3.3) we have
ǫf(ci) =∏f(G,S)(α(i′,j′)r,s )
where the product runs over Galois orbits of roots α
(i′,j′)
r,s such that α
(i′,j′)
r,s (ci) ≠ 1. It is easy to see that this
occurs if and only if exactly one of i′, j′ equals i. The Galois orbit of α
(i′,j′)
r,s has size d = [di′ , dj′], so for each
fixed i′, j′ there are (di, dj) Galois orbits. Therefore by the computation (5.3.6) this product equals
∏f(G,S)(α(i′,j′)r,s ) =∏
j≠i
( −ηj/ηi
q[di,dj]
)
(di,dj)
. (5.3.7)
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To simplify this expression, we use the identity (xd
q
) = ( x
qd
) from Lemma A.1 repeatedly in (5.3.7) to rewrite
it as
∏f(G,S)(α(i′,j′)r,s ) =∏
j≠i
( −1
qdidj
)∏
j≠i
( ηi
qdidj
)∏
j≠i
( ηj
qdidj
) =∏
j≠i
(−1
q
)didj ∏
j≠i
( ηi
qdi
)dj ∏
j≠i
( ηj
qdj
)di
= (−1
q
)di(n−di) ( ηi
qdi
)n−di∏
j≠i
( ηj
qdj
)di = (−1
q
)di(n−di) ( ηi
qdi
)n∏
j
( ηj
qdj
)di .

In order to elucidate the dependence of the toral invariant on the stable orbit, we now manipulate Corollary
5.5 into another form.
The Hermitian form on Λ descends to a symmetric bilinear form on V ∶= Λ/̟EΛ, and we have a compatible
splitting V ≅ ⊕i V i. Let Di be the the discriminant of V i, as defined in Appendix A. Then by Lemma A.2
we have (Dj
q
) = (−1)dj−1 ⋅ ( ηj
q
dj
), hence
∏
j
( ηj
qdj
)di = ⎛⎝∏j (−1)
dj−1 (Dj
q
)⎞⎠
di
.
Let D be the discriminant of V ; notice that this is independent of λ. Since ∏j (Djq ) = (Dq ) we can rewrite
Corollary 5.5 as follows.
Corollary 5.6. Let ci be as in (5.3.4). Let D be the discriminant of V and let Di be the the discriminant
of V i. Then we have
ǫf(ci) = (−1
q
)di(n−di) ⋅ ⎛⎝∏j (−1)
dj−1
⎞
⎠
di
⋅ ( ηi
qdi
)n ⋅ (D
q
)di
Remark 5.7. Since the di and D are independent of the particular rational orbit within the stable orbit of
λ, the only term in the expression that depends on the rational orbit of λ is ( ηi
qdi
)n, which disappears when
n is even.
5.4. Explication of local Langlands for tori. Following §4, we now have the “right” pair (S,χ) to input
into the local Langlands correspondence for tori, obtaining a Langlands parameterWF → LS. at which point
we will need to pick the correct admissible embedding Lj∶LS ↪ LG. In order to do so, we will have explicate
the data that comes out of the local Langlands correspondence.
First let us flesh out the character χ. It is a product χS,Lj = χλ ⋅ ψ ⋅ ǫ−1f where ǫf is the character coming
from the toral invariant, which we just computed in Corollary 5.6. Note that both ψ and ǫf factor through
S/S1/2 ≅ Cλ. On the other hand, χλ is the character of S1/2 obtained as the composition
S1/2 → S1/2/S1 = s1/2/s1 ↪ Vx χ○λÐÐ→C×.
Recall the description (5.2.1), S = ∏mi=1U1(Ei/Fi). We make some preliminary observations concerning
the local Langlands correspondence for groups of the form U1(Ei/Fi). There is a surjection
h∶E×i ↠ U1(Ei/Fi)
x↦ xx−1.
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Hence ĥ induces an injection of dual groups Û1(Ei/Fi) ↪ Ê×i ≅ IndWFWEi C×. The LLC for U1(Ei/Fi) can be
embedded in the LLC for E×i via the diagram
Hom(U1(Ei/Fi),C×) Hom(E×i ,C×)
H1(WEi ,C×)
H1(WF , Û1(Ei/Fi)) H1(WF , IndWFWEi C×)
h∗
LLC
Shapiro’s Lemma
ĥ
The observation is that the dotted arrow is the Local Langlands Correspondence for U1(Ei/Fi). In fact this
is an instance a general functoriality property for the LLC for tori, as is clear from the explicit construction
of this correspondence in [Lan97].
We will use this diagram to explicate certain information which will be necessary for computing the
admissible embedding. From (S,χ) we obtain homomorphisms ϕi∶WEi → C×, and we will need to know
what these maps do to wild inertia and certain lifts of Frobenius. According to our convention (3.1.3), the
character χλ is trivial on S1, and can be described on S1/2 = S(F )∩ (1 +̟EOEλ̃) as
χλ(y) = χ(TrE
λ̃
/E(λ log y))
where we use ̟E to normalize the logarithm log∶S(F ) ∩ (1 + ̟EOE
λ̃
) ∼Ð→ s1/2 and the overline indicates
reduction modulo ̟E. If δi is a root of pi(x) in kFdi , then the component corresponding to U1(Ei/Fi) can
be written as
χλ∣U1(Ei/Fi)(y) = χ(TrkFi /kF (δi(̟−1E log y))) (5.4.1)
The map E×i → U1(Ei/Fi) induces multiplication by 2 on U1(Ei)/U2(Ei) ∼Ð→ k×Ei , where the identification
is via 1+̟Ex↦ x. Use the uniformizer ̟E to identify PEi/P (2)Ei ≅ k×Ei . Since ǫf and ψ both factor through
S/S1/2, the map ϕi restricted to wild inertia is given by
PEi → PEi/P (2)Ei ≅ k×Ei →C× (5.4.2)
x↦ χ(2TrkFi /kF (δix)). (5.4.3)
5.5. The admissible embedding. The final step is to describe the correct admissible embeddings
Lj∶LS ↪ LG.
In [LS87] §2.6 it is described how to attach to χ-data a Ĝ-conjugacy class of embeddings as above, which
shall be reviewed shortly. Thus our problem can be rephrased as one of determining the correct χ-data,
which is explained in [Kal15] §5.2. One of the interesting and novel aspects of the Langlands correspondence
for epipelagic representations is that the χ-data depends subtly on the parameter, whereas in earlier work
[Kal13] it had been independent of the admissible embedding.
5.5.1. Background and notation. For the sake of exposition, we explain some background on χ-data and
admissible embeddings. This will also give us a chance to fix some notation which we shall need anyway.
All this material can be found in [LS87] §2, but it may be easier on the reader to have the relevant facts
collected here, presented in a manner streamlined for our current needs.
Definition 5.8. A χ-datum is a set {χα∶F ×α →C× ∣ α ∈ R(S,G)} satisfying:
(1) χ−λ = χ
−1
λ ,
(2) χσα = χα ○ conjσ−1 for σ ∈ GF .
(3) If [Fα ∶ F±α] = 2, then χ extends the quadratic character attached to Fα/F±α by local class field
theory.
Fix a root datum (B̂, T̂ ,{X∨α}) for Ĝ. Recall that an admissible embedding is an embedding ξ∶LS → LG
such that
(1) ξ maps Ŝ isomorphically to T̂ ,
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(2) ξ(w) ∈ Ĝ ×w.
Thus composing a Langlands parameter WF → LS with an admissible embedding ξ∶LS ↪ LG produces a
Langlands parameter into LG. A χ-datum for S can be used to parametrize the Ĝ-conjugacy classes of
admissible embeddings Lj∶LS → LG, as we now explain.
Since any admissible embedding ξ∶LS ↪ LG is already specified on Ŝ ⋊ 1 ⊂ LS = Ŝ ⋊WF , it is determined
by its restriction to 1 ⋊WF ⊂ LS. Since the image of 1 ⋊WF must normalize ξ(Ŝ) = T̂ , we have for any
w ∈WF , that ξ(w) ∈ LG is of the form
ξ(w) = ξ0(w) ×w ∈ Ĝ ⋊WF
where ξ0(w) ∈ N(T̂ , Ĝ), and conjugation by ξ(w) acts on T̂ in the same way as the restriction of the Galois
action via WF → ΓF . The latter condition specifies the image of ξ0(w) in the Weyl group of Ĝ with respect
to T̂ , which we denote Ω(T̂ , Ĝ). Let us denote this image of ξ0(w) in Ω(T̂ , Ĝ) by ω(w).
For a simple root α ∈ R(S,G), let n(α) = exp(Xα) exp(−X−α) exp(Xα) denote the associated reflection in
Ĝ, or equivalently the image of ( 0 1−1 0) under the map SL2 → Ĝ associated with regarding α as a coroot of
Ĝ. For sα the simple reflection in Ω(T̂ , Ĝ) we denote n(sα) = n(α), and more generally for any ω ∈ Ω(T̂ , Ĝ),
we choose a reduced expression ω = ωα1ωα2 . . . ωαr for ω as a product of simple reflections, and set
n(ω) = n(α1)n(α2) . . . n(αr) ∈ N(T̂ , Ĝ).
(This is independent of the reduced expression, according to [LS87] p. 228.) This provides a set-theoretic
section Ω(T̂ , Ĝ) → N(T̂ , Ĝ), and can be viewed as a candidate admissible embedding LS ↪ LG, sending
w ↦ n(ω(w)) ⋊ w. The problem is that this is not (necessarily) a homomorphism. To make it into a
homomorphism, we need to modify the elements n(ω(w)) by elements of T̂ . This amounts to splitting a
certain cocycle, and the χ-data provide such a splitting.
For θ = α ⋊w ∈ Ω(T̂ , Ĝ) ⋊WF , set n(θ) ∶= n(α) ⋊w. For θ1, θ2 ∈ Ω(T̂ , Ĝ) ⋊WF , we have
n(θ1)n(θ2) = t(θ1, θ2)n(θ1θ2)
where t(θ1, θ2) ∈ T̂ because the actions of n(θ1)n(θ2) and n(θ1θ2) on T̂ are equal. Then t(θ1, θ2) defines a
2-cocycle on Ω(T̂ , Ĝ) valued in T̂ . The point is that its inflation to WF is split. A χ-data furnishes a choice
of splitting r(w), so that ξ(w) = r(w)n(ω(w)) ×w defines an admissible homomorphism ξ∶LT → LG.
In order to explain this, we unfortunately have to introduce yet more terminology. Recall that a gauge is
a function p∶R(S,G) → {±1} such that p(−λ) = −p(λ). A choice of positive system of roots induces a gauge,
namely the one assigning +1 to the positive roots, but not all gauges arise from such a choice. We can think
of a gauge as a generalization of a choice of positive system.
We now summarize some material from [LS87] which is useful for having a general picture of what is
going on, but whose rather technical details play no role here. In [LS87] Lemma 2.1 a formulate for t(θ1, θ2)
is obtained, and serves as motivation to define a more general 2-cocycle tp(θ1, θ2) depending on a gauge p,
which when p is specialized to the gauge associated to the positive root system associated to the based root
datum of Ĝ, recovers t(θ1, θ2). In [LS87] Lemma 2.1.C it is shown that the cohomology class of the 2-cocycle
tp(θ1, θ2) is independent of the choice of gauge p, the point being that one can use a more convenient gauge
to calculate a splitting.
Next we describe a particular splitting rp for tp(θ1, θ2), for a convenient choice of gauge p ([LS87], §2.5).
The first step is to make certain choices for coset representatives. Given a χ-datum {χα∶F ×α → C×∶α ∈
R(S,G)}, we use local class field theory to view the characters χα as characters on Wα ∶= WFα . Let
ǫ ∈ Aut(R(S,G)) be the automorphism acting by −1 on the roots. We initially consider the case where
Σ ∶= ⟨Γ, ǫ⟩ acts transitively on the roots. Fix α ∈ R(S,G) and choose representatives σ1, . . . , σn for Γ±α/Γ.
The roots are then of the form ±σ−11 α, . . . ,±σ
−1
n α. We define a gauge p by p(α′) = 1 if α′ = σ−1i α for some i
(i.e. appears with a positive sign). Choose wi ∈WF mapping to σi ∈ Γ. Then define ui(w) ∈W±α by
wiw = ui(w)wj . (5.5.1)
Choose v0 ∈ Wα and v1 ∈ W±α −Wα if [Fα ∶ F±α] = 2 (otherwise we just need v0). For u ∈ W±α we define
v0(u) ∈Wα by
v0u = v0(u)vi′ (5.5.2)
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where i′ = 0 or 1 as appropriate. We will write down a function rp(w) whose coboundary is tp. Still in the
case where Σ acts transitively, we define
rp(w) = n∏
i=1
χα(v0(ui(w)))⊗ σ−1i α ∈ C× ⊗X∗(T ). (5.5.3)
This is a 1-cocycle on WF valued in C
× ⊗X∗(T ) = T̂ (C).
In the general case where Σ need not act transitively, we define a factor r
(O)
p for each Σ-orbit O as above,
and then set rp ∶=∏O r
(O)
p with each r
(O)
p defined as in the transitive case.
Lemma 5.9 ([LS87] Lemma 2.5.A). The coboundary of rp is tp.
To summarize, the corresponding admissible embedding is ξ∶LS ↪ LG sending w ↦ rp(w)n(ω(w)) ⋊ w,
where rp is as above.
5.5.2. The χ-data of epipelagic parameters. We now describe Kaletha’s prescription for extracting the χ-
data associated to an epipelagic parameter ϕ∶WF → LG ([Kal15] §5.2). Given ϕ, we need to prescribe the
characters χα∶F ×α → C
× satisfying the conditions in Definition 5.8, the most important of which is that χα
be trivial on NFα/F±α(F ×α). Obviously χα can only be non-trivial if α is symmetric, i.e. Fα ≠ F±α, so we
restrict our attention to symmetric α.
If α is symmetric but inertially asymmetric, then there exists a unique unramified character satisfying the
desired conditions of χ-datum, which is what one takes for χα. However, in our case of interest all roots are
inertially symmetric, so this will never apply.
If α is inertially symmetric, then there are exactly two tamely ramified characters that satisfy the condi-
tions of Definition 5.8, and we need to use the information encoded in ϕ to specify the right one ([Kal15],
p.40-41). It is enough to specify the character on a uniformizer ̟ ∈ F ×α , since the collection of all uniformizers
generate the multiplicative group. Restricting ϕ to the wild inertia subgroup PF , and composing with the
root α of T̂ , we have a homomorphism
PF ↪WF
ϕ
Ð→ T̂
α
Ð→C×.
Viewing PF ≅ PFα ⊂WFα , this composite extends toWFα , hence induces by local class field theory a character
of the 1-unit group ξα∶U1Fα →C
×. By assumption this homomorphism is trivial on U2Fα . Using the choice of
uniformizer ω we obtain a character
ξα,ω ∶kFα
x↦ωx+1
ÐÐÐÐ→ U1Fα/U2Fα ξαÐ→C×. (5.5.4)
Then we set
χα(ω) = λFα/F±α(ξα,ω)−1 (5.5.5)
where λ is the Langlands λ-function of ([Lan], Theorem 2.1). In the case at hand, namely that of a tamely
ramified quadratic extension, there is a concrete description of λ as a normalized Gauss sum: if q ∶= #kF±α ,
then ([BH05] Lemma 1.5)
λFα/F±α(ξα,ω) = q−1/2 ∑
x∈k×
F±α
(x
q
) ξα,ω(x). (5.5.6)
Note that this a (fourth) root of unity.
5.5.3. Computation of the admissible embedding. We now undertake the task of “computing” the admissible
embedding
Lj∶LS → LG.
We begin with some general observations. Each “anti-coboundary” of tp is tautologically a 1-cochain with
coboundary rp, so the Ĝ-conjugacy classes of such splittings is a torsor for H
1(WF , Ŝ). Since we have by
Shapiro’s Lemma we have H1(WF , Ŝ) =⊕iH1(WFi , Û1(Ei/Fi)), it suffices to specify a system of classes in
H1(WFi , Û1(Ei/Fi)) for each i. By the Local Langlands Correspondence for tori, the datum of a cohomology
class in H1(WFi , Û1(Ei/Fi)) is equivalent to that of a character
φi∶U1(Ei/Fi) = {x ∈ E×i ∣ NEi/Fi(x) = 1}→C×. (5.5.7)
In fact, since by construction ([Kal15] §5.2) the L-embedding is made with tamely ramified χ-data, each
such character factors through the prime-to-p quotient of U1(Ei/Fi), which is just {±1}.
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Since Û1(Ei/Fi) ≅ C× as a group, with the Galois action factoring (non-trivially) through Gal(Ei/Fi) ≅
Z/2Z, the restriction map H1(WFi , Û1(Ei/Fi)) ↪ H1(WEi ,C×) is injective, so it suffices to describe the
image in H1(WEi ,C×) for each i. On the other side of the Local Langlands Correspondence, this corresponds
to inflating the character via the map E×i → U1(Ei/Fi) given by x↦ xx−1 (as we discussed in §5.4). It suffices
to compute the value of the inflated character on ̟E , since ̟E = −̟E so that ̟E̟E−1 generates the prime-
to-p quotient of U1(Ei/Fi)(Fi).
We now undertake one last simplification. Let σE = ArtE(̟E), so σE is a lift of the (geometric) Frobenius
on kE . Recall the Verlagerung functoriality of local class field theory:
E×i W
ab
Ei
E× W abE
ArtEi
ArtE
VerEi/E
This implies atArtEi(̟E) = VerEi/E(σE). To computeVerEi/E(σE) we note that we may take 1, σE , σ2E , . . . , σdi−1E
as coset representatives for WE/WEi ≅ Z/diZ. Using these representatives, it is trivial to calculate that
Ver(σE) = σdiE . The upshot is that, if we view the inflation of φi to E×i as a cocycle in H1(WEi ,C×) via local
class field theory, then the embedding Lj will be determined by computing φi on σ
di
E .
Now we finally make the embedding explicit. We need to compute the χ-datum {χα∶α ∈ R(S,G)} and
then the admissible embedding rp(σdiE ). The first task is to calculate each factor rp from (5.5.3). For this
we have to organize the roots into Galois orbits. Recall that the roots were denoted α
(i,j)
r,s . We divide into
cases according to whether or not i = j.
Case 1: i ≠ j. As we already observed in §5.3.6, there are (di, dj) Galois orbits of roots of the form α(i,j)r,s ,
and the size of each orbit is [di, dj], so we have Fα(i,j)r,s = E[di,dj], the unramified extension of E of degree[di, dj]. Since the conjugation of E/F acts the roots as negation, we have F±α(i,j)r,s = F[di,dj]. Thus we have
W
±α
(i,j)
r,s
/W ≅ Gal(F[di,dj]/F ) ≅ Z/[di, dj]Z.
Let O
(i,j)
r,s denote the orbit of α
(i,j)
r,s .
We must now choose coset representatives. We choose representatives w1, . . . ,w[di,dj] for W±α(i,j)r,s
/W to
be the powers of the lift of Frobenius, say wi = σ
i−1
E . We then choose coset representatives v0 = Id and v1
arbitrary for W
α
(i,j)
r,s
/W
±α(i,j)r,s
.
We now compute using (5.5.1) and (5.5.2). First applying (5.5.1) to σaE for a < [di, dj], we see that ui(σaE)
is determined by σi−1E σ
a
E = ui(σaE)σa+i−1 mod [di,dj]E , so that
ui(σaE) =
⎧⎪⎪⎨⎪⎪⎩
1 i ≤ [di, dj] − a,
σ
[di,dj]
E
otherwise.
Since each ui(σaE) already lies inWα, we have v0(ui(w)) = ui(w). So for this w we have, according to (5.5.3)
r
O(i,j)r,s
p (σdiE ) =
di
∏
t=1
χ
α
(i,j)
r,s
(σ[di,dj]
E
)⊗α(i,j)r+t,s+t.
Note that r is valued in Z/diZ and s is valued in Z/djZ. So as t runs from 1 to di, r + t takes on every value
in Z/diZ exactly once. Write πi∶ Ŝ → Ŝi ∶= Û1(Ei/Fi) for the projection onto the ith component. Recalling
that α
(i,j)
r,s = α
(i,j)
r,s = λ
(i)
r − λ
(j)
s , the projection of this cocycle to Ŝi via πi is
πi(rO(i,j)r,sp (σdiE )) = χα(i,j)r,s (σ[di,dj]E )⊗
di
∑
r=1
λ(i)r . (5.5.8)
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We write ∆i ∶= ∑
di
r=1 λ
(i)
r ∈ X
∗(Si), since this is the cocharacter corresponding to the “diagonal” embedding
in Ŝi ≅ (C×)di . Then we rewrite (5.5.8) as
πi(rO(i,j)r,sp (σdiE )) =∆i(χα(i,j)r,s (σ[di,dj]E )) ∈ Ŝi(C×).
Now it only remains to compute χ
α
(i,j)
r,s
(σ[di,dj]E ). For ease of notation, we abbreviate α ∶= α(i,j)r,s for the rest
of this computation. We also set kd ∶= kEd = kFd for the extension of k ∶= kF of degree d. By (5.5.5) we
should define χα(ω) = λFα/F±α(ξα,ω)−1, where ξα,ω ∶k[di,dj] →C× is as in (5.5.4). This will take some painful
work to unravel. By the same Verlagerung computation as before, σ
[di,dj]
E
corresponds to ̟E under the local
Artin map for E[di,dj]. To compute ξα,̟E , we refer back to the diagram from §5.4.
Hom(S(F ),C×) ∏iHom(U1(Ei/Fi),C×) ∏iHom(E×i ,C×)
∏iH
1(WEi ,C×)
H1(WF , Ŝ) ∏iH1(WF , Û1(Ei/Fi)) ∏iH1(WF , IndWFWEi C×)
LLC
LLC
The character of S(F ) gives, tracing through the diagram, an element of H1(WF ,∏i Û1(Ei/Fi)). The torus
∏i Û1(Ei/Fi) is embedded as Ŝ ∼Ð→ T̂ ⊂ GLn in the eventual Langlands correspondence, and according to
(5.5.4) we need to understand the composition PF ↪WF → Ŝ
α
Ð→C×.
Note that the identification (Shapiro’s Lemma)
H1(WF , IndWFWEi C×) ∼Ð→H1(WEi ,C×)
is given by restriction to WEi , and then evaluation of f ∈ Ind
WF
WEi
C
× = {f ∶WF →C×∶ . . .} on the identity. In
these terms, the restriction of α to IndWFWEi
C
× is given by the map IndWFWEi
C
× → C× evaluating on σrE . In
other words, we have a commutative diagram
H1(WEi ,C×) H1(PEi ,C×) H1(PEi ,C×)
H1(WF , IndWFWEi C×) H1(PF , IndWFWEi C×) H1(PF ,C×)
Res
conj∗
σ−r
E
Res α
Res
This shows that the character in H1(PF ,C×) = Hom(PF ,C×) corresponding to (S,χ) is such that its
restriction to PEi gives the character in H
1(PEi ,C×) that we determined in (5.4.2), pre-composed with
conjugation by σ−rE . By the description in (5.4.2), we conclude that this restriction is
x↦ χ(TrkFi /kF (δixq−r ))2 = χ(TrkFi /kF (δqri x))2. (5.5.9)
We still have not determined ξα,̟E . It is the character on kFα
∼
Ð→ U1Fα/U2Fα , identified via x ↦ 1 +̟Ex,
corresponding to
U1Fα PFα
U1F PF C
×
ArtFα
NmFα/F ∼
Note that under the identification above, the norm map U1Fα/U2Fα → U1F /U2F corresponds to tr∶kFα → kF .
Furthermore, since we have identified the restriction of the character to PEi and Ei ⊂ Fα, we use this to see
EPIPELAGIC LANGLANDS PARAMETERS AND L-PACKETS FOR UNITARY GROUPS 19
that ξα,̟E is given by
ξα,̟E (x) = χ(Trkdi /k(δ
qr−1
i Trk[di,dj ]/kdi
x))2
χ(Trkdj /k(δqs−1j Trk[di,dj ]/kdj x))2
= χ(Trk[di,dj ]/k([δq
r−1
i − δ
q
s−1
j ]x))2.
Sadly we are not done yet: we still need to compute χα(̟E) = λFα/F±α(ξα,̟E )−1. By (5.5.6) we have
λFα/F±α(ξα,ω)−1 = arg
⎛⎜⎝ ∑x∈k×
[di,dj]
( x
q[di,dj]
)χ(Trk[di,dj ]/k([δq
r−1
i − δ
qs−1
j ]x))2
⎞⎟⎠
−1
(5.5.10)
where for z ∈C× we write arg(z) = z
∣∣z∣∣
∈ S1.
We simplify this terrifying expression slightly using the Hasse-Davenport relation:
Lemma 5.10 (Hasse-Davenport, [IR90] p.158-162). Let d ≥ 1 and χ be an additive character of Fq. Then
− ∑
F
qd
( x
qd
)χ(TrF
qd
/Fq x) = ⎛⎝− ∑x∈Fq (
x
q
)χ(x)⎞⎠
d
.
Applying this to (5.5.10), we finally obtain
χα(̟E) = (−1)[di,dj]−1 ⎛⎜⎝
δ
qr−1
i − δ
qs−1
j
q[di,dj]
⎞⎟⎠(arg∑x∈k (
x
q
)χ(x)2)
−[di,dj]
. (5.5.11)
Recall that there are (di, dj) such orbits, corresponding to r − s = 1, . . . , (di, dj).
To summarize: the contribution from the roots of Case 1, namely those α
(i,j)
r,s with i ≠ j, to πi(rp(σdiE )) is
∆i ⊗
(di,dj)
∏
r−s=1
∏
i≠j
⎛⎜⎝(−1)
[di,dj]−1
⎛⎜⎝
δ
qr−1
i − δ
qs−1
j
q[di,dj]
⎞⎟⎠(arg ∑x∈k (
x
q
)χ(x)2)
−[di,dj]⎞⎟⎠ . (5.5.12)
We have finally finished Case 1. The exhausted reader may take comfort in the fact that the second case is
significantly simpler.
Case 2. We consider roots of the form α
(i,i)
r,s = λ
(i)
r − λ
(i)
s . The Galois action factors through
Gal(Edi/F ) = ⟨τ⟩ ⋊ {σtE}t=1,...,di .
with action given by
τ(α(i,i)r,s ) = −α(i,i)r,s
σE(α(i,i)r,s ) = α(i,i)r+1,s+1
where the subscripts are always considered modulo di.
The orbit of α
(i,i)
r,s under Frobenius never meets −α
(i,i)
r,s unless r− s ≡ di/2 mod di (implicitly forcing di to
be even). So this breaks us into two subcases.
Case 2(a): r − s /≡ di/2 mod di. Arguing as above, we find that
r
O(i,i)r,s
p (σdiE ) =
di
∏
t=1
χ
α
(i,i)
r,s
(σdiE )⊗α(i,i)r−t,s−t = χα(i,i)r,s (σdiE )⊗
d−i
∑
t=1
(λ(i)r+t − λ(i)s+t) .
As t runs from 1 to di, both r− t and s− t assume every value mod Z/diZ exactly once, so that the last sum
cancels out to 0. Therefore, this case contributes trivially to rp.
Case 2(b): i = j, r − s ≡ di/2 mod di. In this case we have σdi/2E α(i,i)r,s = −α(i,i)r,s . Abbreviating α ∶= α(i,i)r,s , we
find that F±α = Fdi/2 while Fα ⊂ Edi is the fixed field of τ ○ σ
di/2
E , which is the quadratic ramified extension
E′
di/2
of Fdi/2 distinct from Edi/2.
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We now proceed in the usual manner to compute rp. We begin by picking cosets {wi ∶= σi−1E }i=1,...,di/2 for
W±α/WF . Then we take v0 = 1 and arbitrary v1 for representatives of Wα/W±α. We find that v0(ui(σdiE )) =
σdiE .
We must then determine
rOp (σdiE ) =
di/2
∏
t=1
χα(σdiE )⊗α(i,i)r+t,s+t = χα(σdiE )⊗
di/2
∑
t=1
(λ(i)r+t − λ(i)r−di/2+t) =∆i(χα(σdiE ))
where the third equality uses the fact that χα(σdiE ) = ±1 is equal to its inverse. It remains to compute
χα(σdiE ). Using norm functoriality for local class field theory,
F ×α W
ab
Fα
F × W abF
ArtFα
NmFα/F
ArtF
we see that χα(σdiE ) = ±1 is the value of the character χα from the χ-datum on an element of F ×α whose norm
down to F coincides with NE/F (̟diE ) = ̟2diE . A convenient such choice is −̟2E , which even lies in F since
we arranged that NmE/F (̟E) = −̟2E (cf. §2). This −̟2E is a uniformizer of Fdi/2, which is the norm of
a uniformizer (namely ̟E) from the ramified quadratic extension Edi/2/Fdi/2, so it cannot be a norm from
E′
di/2
to Fdi/2. Since χα always extends the quadratic character on F
×
±α corresponding by local field theory
to Fα/F±α, this shows that χα(σdiE ) = −1.
In summary, the contribution of the roots from Case 2 to rp(σdiE ) is simply −1 if di is even and 1 if di is
odd, which we can write uniformly as (−1)di−1.
Finally, putting together the computations from the two cases (cf. (5.5.11)) we find that
πi(rp(σdiE )) = (−1)di−1
(di,dj)
∏
r−s=1
∏
i≠j
⎛⎜⎝(−1)
[di,dj]−1
⎛⎜⎝
δ
qr−1
i − δ
qs−1
j
q[di,dj]
⎞⎟⎠(arg ∑x∈k(
x
q
)χ(x)2)
−[di,dj]⎞⎟⎠
which we can simplify slightly to
πi(rp(σdiE )) = (−1)di−1 (arg∑
x∈k
(x
q
)χ(x)2)
−di(n−di)
∏
i≠j
(−1)didj−(di,dj) (di,dj)∏
t=1
⎛⎜⎝
δi − δ
q
t−1
j
q[di,dj]
⎞⎟⎠ (5.5.13)
5.6. Assembly of Langlands parameters. In this section we collect the raw material from the computa-
tions to describe the Langlands parameter attached to ρλ,ψ. In principle this should allow us to describe the
L-packets as well. Roughly speaking, what we would like is to view all the ingredients - the toral invariant,
the L-embedding, and the character ψ that was used to construct the epipelagic representation - inside
a common group, in fact the group C∨λ which is Pontrjagin dual to Cλ, and to cut out the L-packets as
conditions on their position within C∨λ .
First let’s recall the broad picture. An irreducible epipelagic representation is attached to a stable func-
tional λ and a character ψ of Cλ ∶=∏i µ2. Under the local Langlands correspondence, we attach to (λ,ψ) a
character of S, hence a Langlands parameter ϕχ∶WF → LS. The parameter is determined on wild inertia by
(5.4.2). Note that the expression in (5.4.2) only depends on the stable orbit of λ, and not on ψ.
The character of S has the form χ = χλ ⋅ψ ⋅ ǫλ, where ǫλ and ψ factor through S/S1/2 ≅ Cλ. Thus
ϕχ = ϕχλϕψϕǫλ .
Lemma 5.11. The group is C∨λ is isomorphic to the subgroup of tamely ramified classes in H
1(WF , Ŝ).
Proof. This follows from class field theory for Ŝ, and was already proved in the beginning of the discussion
of §5.5.3. 
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Using the lemma and the embedding
H1(WF , Ŝ) =⊕
i
H1(WFi , Û1(Ei/Fi))↪⊕
i
H1(WEi ,C×)
we can view characters on S/S1/2, inflated characters of S, as cohomology classes in ⊕iH1(WEi ,C×).
Moreover, the condition of triviality on S1/2 forces its image cohomology class to be unramified. Indeed, a
character of S/S1/2 is a character of ∏iU1(Ei/Fi) that vanishes on elements which are 1 mod ̟E in each
component, hence pull back to unramified characters of E×i via the map E
×
i
x↦xx−1
ÐÐÐÐ→ U1(Ei/Fi).
Similarly, the L-embedding was determined by a tamely ramified class in H1(WF , Ŝ), under which group
the admissible splittings w ↦ rλ(w) formed a torsor, and this tamely ramified class again restricts to an
unramified class in ⊕iH1(WEi ,C×). The Langlands parameter attached to ρλ,ψ is then explicitly given by
WF → LÛn
w ↦ ϕψ(w)ϕǫλ(w)rλ(w)n(ωλ(w)) ×w.
We want to know when ρλ,ψ and ρλ′,ψ′ have the same Langlands parameter. Although local Langlands
parameters are considered modulo conjugacy, by demanding that wild inertial map in a fixed way into a fixed
maximal torus T̂ ⊂ Ĝ, with image having centralizer T̂ by definition 4.1, we have rigidified the parameters
up to T̂ -conjugacy. Therefore, ρλ,ψ and ρλ′,ψ′ have equivalent Langlands parameters if and only if
ϕψ(w)ϕǫλ(w)rλ(w)n(ωλ(w)) is T̂ -conjugate to ϕψ′(w)ϕλ′(w)rλ′(w)n(ωλ′(w)).
To digest this condition, we will translate all of the data above back to C∨λ . For ǫλ, ψ, ǫ
′
λ, ψ
′, it is obvious
how to view them as characters on Cλ = S/S1/2, i.e. as elements of C∨λ , and we denote their images by[ǫλ], [ψ] etc. to contrast with their appearance above as elements of ⊕iH1(WEi ,C×).
We can view the difference between two admissible embeddings, given by w ↦ rλ(w)rλ′(w)−1, as defining
a tamely ramified cohomology class [rλ − rλ′] ∈ ⊕iH1(WF , Ŝi), which by Lemma 5.11 can be identified
with an element of C∨λ . (What is being used here is that for stably conjugate λ, the associated tamely
ramified tori are abstractly isomorphic, i.e. we have a canonical isomorphism X∗(Si) ≅ X∗(S′) as Galois
modules, since these are determined by the partition d1 + . . . + dm = n.) The T̂ -conjugacy changes the
cocycle w ↦ rλ(w)n(ωλ(w)) × w by a coboundary. Thus, the T̂ -conjugation ambiguity is entirely encoded
by [rλ − rλ′] ∈ C∨λ . This discussion proves:
Lemma 5.12. The representations ρλ,ψ and ρλ′,ψ′ have the same Langlands parameter if and only if
[ǫλ] − [ǫλ′] + [rλ − rλ′] = [ψ′] − [ψ] ∈ C∨λ . (5.6.1)
We now substitute the expressions for the toral invariant and admissible embedding that we have com-
puted. By Corollary 5.6, we have
[ǫλ − ǫλ′](ci) = ( ηi
qdi
)n / ( η′i
qdi
)
n
. (5.6.2)
Note that this is trivial if n is even, and is ( ηi
qdi
) / ( η′i
qdi
) if n is odd.
We view [rλ − rλ′] as a character on C∨λ , by sending ci (5.3.4) to the ratio of the expressions (5.5.13) for
the two admissible embeddings:
[rλ − rλ′](ci) =∏
i≠j
(di,dj)
∏
t=1
⎛⎜⎝
δi − δ
qt−1
j
q[di,dj]
⎞⎟⎠/
⎛
⎝
δ′i − (δ′j)qt−1
q[di,dj]
⎞
⎠ . (5.6.3)
Plugging these equations into (5.6.1), we obtain something which is “concrete” enough but quite a mess,
since both [ǫλ] and [rλ] were described by extremely complicated formulas. We next proceed, in §5.7, to
give a somewhat cleaner characterization by relating [ǫλ] + [rλ] to the position of the orbit of λ within its
stable orbit.
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5.7. Parametrization of orbits and L-packets. As discussed in §3.1, the action of Gx on Vx is SOn(k)
acting on Sym2(Std). The stable orbit of λ ∈ Vx is defined to be the intersection of Vx(k) with the orbit of λ
under SOn(k) in Vx⊗k. Since Dλ ∶=∏iReski/k µ2 is the stabilizer of λ, the k-rational orbits of λ within the
stable orbit are a torsor for ker(H1(k,Dλ)→H1(k,SOn)), which is all of kerH1(k,Dλ) by Lang’s theorem.
We will explain a way to choose a basepoint for this torsor, which comes from a “Kostant-Weierstrass
section”. Using this, we can identify the position of the rational orbit of λ in its stable orbit with an element
of H1(k,Dλ). There is a perfect pairing
∏
i
Reski/k µ2 ×∏
i
Reski/k µ2 → µ2
inducing (by Tate duality for finite fields)
H1(k,∏
i
Reski/k µ2) ≅H0(k,∏
i
Reski/k µ2)∨ ≅ C∨λ .
Thus, the choice of a basepoint allows us to parametrize the rational orbit of λ within its stable orbit by an
element of C∨λ .
Clearly, a basepoint for each stable orbit can be described by giving a section of
Vx//SOn → Vx.
According to [RLYG12] Theorem 28 such a section always exists for the representations under consideration,
since they arise from the Vinberg-Levy theory of graded Lie algebras by [RY14] Theorem 4.11. We will
pick a particular such section, and call it a Kostant-Weierstrass section.2 Consider the algebraic group GLn
over k, and suppose we have an involution of GLn with fixed subgroup On. This induces a decomposition
gln = on ⊕ gl(1) where gl(1) is the space of self-adjoint matrices. (In our case, gl(1) ≅ Vx. The notation
here follows that of the Vinberg-Levy theory in [RY14].) The quotient gl(1)//SOn is regular, and in fact is
the affine space parametrizing characteristic polynomials. In this case we can write down an explicit section
gl(1)//SOn → gl(1), in the form of a subspace c ⊂ gl(1) which projects isomorphically down to gl(1)//SOn:
c ∶=
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
⎛⎜⎜⎜⎜⎜⎝
a1 . . . an−2 an−1 an
1 an−1
1 an−2
⋱ ⋮
1 a1
⎞⎟⎟⎟⎟⎟⎠
⎫⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎭
(5.7.1)
Here all the inner entries are 0, to make the construction work well in all characteristics > 2.
Proposition 5.13. Consider an n-dimensional quadratic space V over k of characteristic > 2, with the
bilinear form ⟨(x1, . . . , xn), (y1, . . . , yn)⟩ = x1yn + x2yn−1 + . . . + xny1.
Let λ be a self-adjoint operator on V , with characteristic polynomial p(T ). Suppose p(T ) =∏i pi(T ) with pi
irreducible, and let ki = k[T ]/pi(T ). We may write ⟨x, y⟩ =∑Trki/k(ηixy), for some ηi ∈ ki. Let δi be a root
of pi(T ). Then the function
ci ↦ (−1)di−1 ((−1)⌊di/2⌋
q
)( ηi
qdi
)∏
j≠i
(di,dj)
∏
t=1
⎛⎜⎝
δi − δ
qt−1
j
q[di,dj]
⎞⎟⎠ (5.7.2)
viewed as an element of C∨λ is exactly the position of λ relative to the Konstant section (5.7.1).
Proof. By picking a vector v ∈ V which is cyclic, i.e. such that {T iv} spans V , we may identify V ≅ k[x]/p(x).
Then any element of V can be represented (uniquely) by a polynomial
v(x) = vn−1xn−1 + . . . + v0.
1Paul Levy has informed us that in our setting the main idea for the existence of a section is already contained in early work
of Kostant and Rallis [KR71], and that the relevant case of [RLYG12] Theorem 28 is really due to Panyushev. We thank Paul
heartily for teaching us the finer points of the history of these ideas
2In [RLYG12] any such section is simply called a Kostant section, but this may cause confusion with the special sections
with this name in classical invariant theory.
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By Lemma A.4, the pairing ⟨⋅, ⋅⟩ on V can be written as
⟨u, v⟩ = ωn−1(αuv)
for a unique α ∈ k[x]/p(x), where ωn−1(u) is the coefficient of xn−1 in the unique expression for u as a
polynomial of degree at most n − 1.
Let hi(x) = p(x)/pi(x). The decomposition V ≅ ⊕Vi can be realized with Vi = {v(x)∶v ≤ di − 1} via the
map Vi → V given by v(x) ↦ v(x)hi(x). The restriction ⟨⋅, ⋅⟩∣Vi is then given by
⟨u, v⟩Vi = ⟨uhi, vhi⟩ = ωn−1(αuvh2i ).
We aim to rewrite this in terms of the pairing of Lemma A.4 for Vi ≅ k[x]/pi(x). If αuvhi is the representative
for αuvhi of deg ≤ di − 1 under the “reduction mod pi” map k[x]/p(x) → k[x]/pi(x), then (since hi is monic
of degree n − di) we have
ωn−1(αuvh2i ) = ωdi−1(αuvhi).
By Lemma A.4 if Di denotes the discriminant of ⟨⋅, ⋅⟩∣Vi then we have (Diq ) = ( (−1)⌊di/2⌋q )(αhiqdi ). Combining
this with Lemma A.2, we then have
(−1)di−1 ( ηi
qdi
) = (Di
q
) = ((−1)⌊di/2⌋
q
)(αhi
qdi
) . (5.7.3)
We will use this equation to re-express the right hand side expression above with the right hand side of
(5.7.2). By Lemma A.1 and the identity ∏
(di,dj)
t=1 Nmk[di,dj ]/kdi
(δi − δqt−1j ) =∏djt=1(δi − δqt−1j ), we have
(di,dj)
∏
t=1
⎛⎜⎝
δi − δ
qt−1
j
q[di,dj]
⎞⎟⎠ =
(di,dj)
∏
t=1
⎛⎜⎝
Nmk[di,dj ]/kdi
(δi − δqt−1j )
qdi
⎞⎟⎠ =
dj
∏
t=1
⎛⎜⎝
δi − δ
qt−1
j
qdi
⎞⎟⎠ (5.7.4)
On the other hand, from the definition of hi we compute directly that
(αhi
qdi
) = ( α
qdi
)∏
j≠i
(pj(δi)
qdi
) = ( α
qdi
)∏
j≠i
dj
∏
t=1
⎛⎜⎝
δi − δ
q
t−1
j
qdi
⎞⎟⎠ . (5.7.5)
Substituting (5.7.3), (5.7.4), and (5.7.5) into the right hand side of (5.7.2), it simplifies to ci ↦ ( αqdi ). We
want to show that this cocycle represents the cohomology class measuring the relative position of λ with
respect to the Kostant section. For this it suffices to show that each member of the Konstant section has
α = 1. To prove this, let λ be a member of the Kostant section, written in terms of a basis e1, . . . , en as
λ =
⎛⎜⎜⎜⎜⎜⎝
a1 . . . an−2 an−1 an
1 an−1
1 an−2
⋱ ⋮
1 a1
⎞⎟⎟⎟⎟⎟⎠
.
Then it is easy to check that e1 is a cyclic vector for λ acting on V , so that we have an identification
V ≅ k[x]/p(x) via xi = λie1. We easily compute that xi = ei + (lower index terms), so that
⟨1, xi⟩ = δi,n−1.
By definition, α is such that ⟨1, xi⟩ = ωn−1(αxi),
so that ωn−1(αxi) = δi,n−1. This identities are satisfied by α = 1, so by non-degeneracy α = 1 is the unique
solution. 
Let λKW be the Kostant-Weierstrass section of λ corresponding to (5.7.1). As explained at the beginning
of this subsection, we may view [λ − λKW] ∈ C∨λ . For another λ′ in the stable orbit of λ, we have [λ − λ′] =[λ − λKW] − [λ′ − λKW] ∈ C∨λ .
We now restrict our attention to n odd. Combining Proposition 5.13 with (5.6.2) and (5.6.3), we see that
in the notation of (5.6.1) we have
[ǫλ − ǫλ′] + [rλ − rλ′] = [λ − λ′] ∈ C∨λ .
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(We have used here that the extra signs (−1)di−1 (( (−1)⌊di/2⌋
q
)) from Proposition 5.13 cancel out when taking
the ratio of the cocycles corresponding to two stably conjugate functionals.) Feeding this into (5.6.1), we
conclude:
Theorem 5.14. Consider Un with n odd. The epipelagic representation ρλ,ψ and ρλ′,ψ′ lie in the same
L-packet if and only if [λ − λ′] = [ψ′] − [ψ] ∈ C∨λ .
For special unitary epipelagic representations, the epipelagic representations coming from the point x are
just restrictions from Un, according to Lemma 3.12. Let us point out how the discussion changes for SUn.
● The centralizer Cλ ∩ SUn is cut out in Cλ by the equation det = 1. Therefore it is a subgroup of
index 2 unless all di are even (which of course cannot happen if ∑di = n is odd), and in the latter
case it is all of Cλ.
● The representations ρλ,ψ and ρλ′,ψ′ of Un collapse if and only if λ is rationally conjugate to λ′, and
ψ∣Cλ∩SUn = ψ′∣Cλ∩SUn (by Lemma 3.6).
● The Langlands parameter for ρλ,ψ ∣SUn is then just the quotient of the Langlands parameter for ρλ,ψ
by the center of LUn. This exactly collapses two Langlands parameters which differ by the diagonal
matrix diag(−1, . . . ,−1).
Let z ∈ C∨λ be the character defined by z(ci) = −1 for all i, which corresponds to the aforementioned diagonal
matrix.
Corollary 5.15. Consider SUn with n odd. The epipelagic representation ρλ,ψ ∣SUn and ρλ,ψ ∣SUn lie in the
same L-packet if and only if
[λ − λ′] = ([ψ′] − [ψ]) ∈ (Cλ ∩ SUn)∨ or [λ − λ′] = z + ([ψ′] − [ψ]) ∈ (Cλ ∩ SUn)∨.
Appendix A. Some results on discriminants
Here we collect some facts about the Legendre symbols of discriminants over finite fields. These results
may be “well known” (Lemma A.2 especially), but we did not find a reference, and have opted to provide
the proofs ourselves.
We recall the setup. Let k be a finite field of size q and kd its unique extension of degree d for each d ≥ 1.
If (V, ⟨, ⟩) is a quadratic space over k, we define its discriminant relative to a k-basis {v1, . . . , vn} of V to be
det (⟨vi, vj⟩). Choosing a different basis changes the discriminant by a square in k. Therefore, if we denote
by ( ⋅
q
) the Legendre symbol on k, then (disc(V,⟨,⟩)
q
) is well-defined (i.e. independent of a choice of basis).
Now consider kd as an k-vector space. Any non-degenerate symmetric bilinear form on kd for which
multiplication by λ ∈ kd is self-adjoint can be realized as
⟨x, y⟩α = Trkd/k(αxy) for some α ∈ k×
by the non-degeneracy of the trace pairing.
Lemma A.1. We have (Nmkd/k(α)
q
) = ( α
qd
) for α ∈ kd. In particular, for α ∈ k we have (αdq ) = ( αqd ).
Proof. The norm map is a surjective group homomorphism, and clearly preserves the property of being a
square. Since there are as many squares as non-squares in each of k× and k×d , it must be the case that
non-squares in k×d are mapped by Nmkd/k to non-squares in k
×. 
Lemma A.2. Let Dα be the discriminant of (kd, ⟨, ⟩α). Then we have
(Dα
q
) = (−1)d−1 ⋅ ( α
qd
) .
Proof. We start by showing how the formula for Dα for general α follows from that of D1. Notice that on
the right hand side of the formula we aim to prove, the only dependence on α is on the third factor, which
is clearly 1 when α = 1. Suppose then that we proved that
(D1
q
) = (−1)d−1. (A.0.1)
To prove the formula for Dα, it then suffices to show that (Dαq ) = (D1q ) ⋅ ( αqd ).
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Fix a primitive element x for kd ⊃ k, and consider the basis {xi}di=1. We want to show that
⎛
⎝
det (Trkd/k(αxixj))
q
⎞
⎠ =
⎛
⎝
det (Trkd/k(xixj))
q
⎞
⎠ ⋅ (
α
qd
) .
Notice that
Tr(αxixj) = d∑
k=1
(αxixj)qk = d∑
k=1
(αxi)qk ⋅ (xj)qk
so in terms of the two d× d matrices (Aα)i,k = αqk(xi)qk and Bk,j = (xj)qk we have Tr(αxixj) = (Aα ⋅B)i,j .
In particular, det (Tr(αxixj)) = det(Aα) ⋅ detB.
Now, factoring out αq
k
from the kth column of Aα makes it clear that
det(Aα) = d∏
k=1
αq
k
⋅ det(A1) = Nmkd/k(α) ⋅ det(A1).
In particular, det (Tr(xixj)) = det(A1) ⋅ detB, so by Lemma A.1 the difference between (Dαq ) and (D1q ) is
Nmkd/k(α) = ( αqd ), as desired.
It remain to prove (A.0.1). Choosing the basis {xi} as before, saw that
det (Trkd/k(vivj)) = det(Aik)det(Bkj) = (det(Aij))2
where Aik = (xi)qk = xiqk = (xqk)i, and det(Bij) = det(Aik) because B is simply the transpose of A. Using
that (Aik) is a Vandermonde matrix in the variables {xq, . . . , xqd}, we find that
det (Trkd/k(vivj)) = ⎛⎝ ∏1≤i<j≤d (x
q
j
− xq
i)⎞⎠
2
.
We need to understand when this quantity is a square in Fq. It is obviously a square in Fqd , so it is a
square in Fq if and only if ∏1≤i<j≤d (xqj − xqi) is already in Fq. This is the case if and only if it is fixed by
Frobq. Applying Frobq permutes the factors, but with d− 1 sign changes coming from the terms indexed by(i, j = d), hence changes the product by the sign (−1)d−1, which is exactly what we wanted to find. 
Let us extract a non-obvious consequence of this result.
Corollary A.3. Let B∶kd → k be a symmetric bilinear pairing for which multiplication by λ ∈ kd is self-
adjoint. Then Bα(x, y) ∶= B(αx, y) is another pairing with the same property, and
(Bα
q
) = (B
q
)(α
q
) .
Proof. We have B(x, y) = Trkd/k(βxy) for some β, and then the result follows from Lemma A.2. 
We next study the discriminant of a pairing with a different form. Fix a primitive element x ∈ kd so that
kd ≅ k[x]/p(x). Then every element a ∈ kd admits a unique representation
a =
d−1
∑
i=0
aix
i, ai ∈ k.
We define the k-linear functional ω ∶ kd Ð→ k by ω(a) = ad−1. We set
(a, b)α = ω(αab) ∀α ∈ k∗d .
For every α, this is a symmetric bilinear pairing kd × kd → k for which multiplication by any λ ∈ kd is
self-adjoint.
Lemma A.4. Every symmetric bilinear pairing kd × kd → k for which multiplication by any λ ∈ kd is
self-adjoint agrees with (⋅, ⋅)α for some α. Moreover, let D′α be the discriminant of (⋅, ⋅)α. Then
(D′α
q
) = ((−1)⌊d/2⌋
q
)( α
qd
) .
26 TONY FENG, NICCOLO RONCHETTI, CHENG-CHIANG TSAI
Proof. The first statement follows from the non-degeneracy of the form (⋅, ⋅)1 and counting. Thanks to
Corollary A.3, it suffices to prove the second claim for α = 1. Taking as basis {xi}d−1i=0 , we need to compute
det ((xi, xj)1)i,j=0...d−1 = det (ω(xi+j))i=0,...,d−1, which we will do by hand.
In particular, we notice that the first row of the corresponding matrix A1, where i = 0, has the only
nonzero element in the last column since ω(x0xj) ≠ 0 ⇐⇒ j = d − 1, in which case ω(xd−1) = 1.
We can consider the Laplace expansion along the first row then. In the second row (i = 1) we have that
ω(x1xj) ≠ 0 ⇐⇒ j = d − 2, d − 1. Since we do not care about the last column, the only contribution to our
determinant when we consider the Laplace expansion along the second row is that of ω(x1xd−2) = 1.
Continuing in this way, we obtain that
detA = (−1)d+1 ⋅ (−1)d−1+1 ⋅ . . . ⋅ (−1)1+1 = d∏
i=1
(−1)i+1 = (−1)∑d−1j=0 j = (−1) d(d−1)2 .
Now a case-by-case verification shows that for each possible residue class of d mod 4, we have that (−1) d(d−1)2 =
(−1)⌊d2 ⌋ as desired.

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