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Abstract The objective of this study is to evaluate conditional moment closure (CMC)
approaches to model chemical reaction rates in compositionally stratified, autoigniting
mixtures, in thermochemical conditions relevant to stratified charge compression ignition
(SCCI) engines. First-order closure, second-order closure and double conditioning are eval-
uated and contrasted as options in comparison to a series of direct numerical simulations
(DNSs). The two-dimensional (2D) DNS cases simulate ignitions in SCCI-like thermo-
chemical conditions with compositionally stratified n-heptane/air mixtures in a constant
volume. The cases feature two different levels of stratification with three mean temperatures
in the negative-temperature coefficient (NTC) regime of ignition delay times. The first-order
closure approach for reaction rates is first assessed using hybrid DNS-CMC a posteriori
tests when implemented in an open source computational fluid dynamics (CFD) package
known as OpenFOAM. The hybrid DNS-CMC a posteriori tests are not a full CMC but a
DNS-CMC hybrid in that they compute the scalar and velocity fields at the DNS resolution,
thus isolating the first-order reaction rate closure model as the main source of modelling
error (as opposed to turbulence model, scalar probability density function model, and
scalar dissipation rate model). The hybrid DNS-CMC a posteriori test reveals an excellent
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agreement between the model and DNS for the cases with low levels of stratification,
whereas deviations from the DNS are observed in cases which exhibit high level of strat-
ifications. The a priori analysis reveals that the reason for disagreement is failure of the
first-order closure hypothesis in the model due to the high level of conditional fluctuations.
Second-order and double conditioning approaches are then evaluated in a priori tests to
determine the most promising path forwards in addressing higher levels of stratification.
The a priori tests use the DNS data to compute the model terms, thus directly evaluating the
model assumptions. It is shown that in the cases with a high level of stratification, even the
second-order estimation of the reaction rate source term cannot provide a reasonably accu-
rate closure. Double conditioning using mixture-fraction and sensible enthalpy, however,
provides an accurate first-order closure to the reaction rate source term.
Keywords CMC · OpenFOAM · HCCI · SCCI · DNS · Composition stratification
1 Introduction
Modern internal combustion (IC) engines need to meet increasingly stringent regulations
on globally significant pollutants like CO2 and urban pollutants such as soot, NOx , partic-
ulate matter, unburned hydrocarbons, and CO. In response to these issues, low temperature
combustion (LTC) engines are emerging as an alternative to traditional spark-ignited (SI)
and diesel engines. Homogeneous charge compression ignition (HCCI) is a subclass of LTC
engines which may reduce both urban and global emissions. An HCCI engine operates
using a lean premixed fuel/air charge at an elevated compression ratio (CR) compared to SI
engines. Due to the highly diluted nature of mixture, combustion takes place at a lower tem-
perature compared with a conventional diesel engine, resulting in low emissions of NOx and
soot. Thanks to its higher CR, lack of throttling losses, and low combustion temperature,
HCCI engines are also more efficient than conventional SI engines [1–3].
Despite their advantages over SI and diesel engines, commercialisation of HCCI com-
bustion has so far been impeded by some technical challenges, with two of them being more
pressing: (1) lack of ignition timing control over wide engine speed-load ranges; and (2)
excessive pressure rise rate (PRR) at high load conditions. The first challenge is due to the
fact that combustion in an HCCI engine is mostly driven by chemical kinetics, and is there-
fore controlled by the chemical properties of fuel as well as the temperature and pressure
history of the fuel-air mixture. This makes it difficult to exercise direct control over com-
bustion timing in HCCI engines compared with SI and diesel engines. The second challenge
is attributed to the homogeneous state of fuel/air mixture prior to autoignition, which results
in nearly simultaneous ignition of the charge and very high heat release rate (HRR) at high
load conditions. This translates into high PRR which ultimately could damage the engine
when combined with undesired ignition timing [1–4].
Stratification may address the PRR issues where inhomogeneities in the mixture temper-
ature or composition, or both, are used to create a sequential combustion that spreads the
heat release over a longer autoignition event. While thermal stratification of the charge may
effectively control ignition timing and spread out the HRR leading to a smooth combustion
process, in practice, exploiting thermal stratification for HRR control can be challenging
[1, 5, 6]. As an alternative, fuel stratification has been used, leading to concepts known by
several names, but here referred to as stratified charge compression ignition (SCCI) combus-
tion. This technique provides a better control over ignition timing compared with thermal
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stratification. One way to achieve stratification in fuel/air composition is to employ a two-
stage injection strategy [2, 4, 7]. In the first stage a lean homogeneous background charge
is prepared, usually using port fuel injection (PFI) or very early direction injection (DI).
In the second stage, the remaining fuel (up to 60 percent of the total fuel volume [4]) is
provided by one or more direct injection(s) during the late compression stroke and/or near
TDC in the early expansion stroke. The level of stratification can be increased by retarding
the injection and/or by increasing the portion of DI fuel. Due to its potential to solve problems
with ignition timing and high PRR, SCCI combustion is still an active research area [1–19].
To provide a physical insight into the ignition behaviour under HCCI and SCCI combus-
tion, direct numerical simulation (DNS) has been used, e.g. [20–36]. Most of these works,
however, study thermal stratification of HCCI combustion, e.g. [20–27, 36], and it is only
in recent years that a few studies attend to fuel stratification [28–35]. In the DNS works,
instead of solving governing equations for a realistically sized engine, an affordable com-
putational domain, usually in two dimensions, is generally initialised such that the integral
time scales in this domain approximately match those of the TDC conditions in a real
HCCI/SCCI engine. Periodic boundary conditions are employed to simulate the constant
volume autoignition in the bulk of the TDC in a real engine. DNS studies of fuel stratifica-
tion involve various fuels such as hydrogen [28], n-heptane [29–31], dimethyl-ether (DME)
[32, 33, 35], and biodiesel [34]. One common finding in most of these DNS works is iden-
tification of two dominant modes of combustion: deflagration and spontaneous ignition.
The deflagration mode prevails when the role of molecular transport (conduction and dif-
fusion) becomes significant compared to the chemical reaction; whereas the spontaneous
mode corresponds to simultaneous ignition events that are only coupled through pressure
with negligible molecular transport. The DNS data demonstrated that, on the one hand, the
deflagration mode was predominant when the stratification levels are high in which the
HRR is spread out. On the other hand, the spontaneous ignition prevails in cases with a low
level of stratification which featured a high HRR, e.g. [29, 30]. Although DNS provides
detailed understanding of autoignition under HCCI/SCCI conditions, it can not be used for
design purposes of realistic engine sizes due to its prohibitive computational costs. There-
fore, a number of combustion models have been developed that are computationally more
affordable.
The multi-zone model is a common approach toward modelling combustion under HCCI
conditions, e.g. [37]. In this approach some homogeneous reactors (called zones) are consid-
ered to represent the in-cylinder conditions. These zones are only coupled through pressure
and the mixing between them is not included. Therefore, the model is only valid in the spon-
taneous ignition mode, and a poor performance is reported when the level of stratifications
increases and the role of mixing becomes significant [38].
HCCI combustion has also been modelled using flamelet-based approaches. Pitsch and
co-workers [39] developed an enthalpy-based transient flamelet model and validated their
model against DNS data for thermally stratified HCCI. Later on, the same group extended
the model to include compositional stratification as well [38], and validated their results
against 2D DNS of SCCI-like conditions where fuel stratification and temperature stratifi-
cation were uncorrelated. Recently, Im and co-workers [40] have coupled a spray-flamelet
model with a computational fluid dynamics (CFD) code to study the injection timing under
SCCI conditions in 2D. The spray-flamelet model makes use of the mixture-fraction as the
conditioning variable. When compared with available experimental data the results from the
flamelet model is superior to those of multi-zone for higher levels of stratification, which is
attributed to the ability of flamelet approach to capture the small scale transport processes.
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More expensive models such as the probability density function (PDF) approach have
also been used for modelling HCCI combustion [41, 42]. This method involves solution of
the PDF transport equation in the composition or velocity-composition space using Eulerian
fields or Lagrangian particles. Zhang et al. [41] implemented the PDF model in a 3D CFD
code to study the turbulence/chemistry interaction (TCI) in an HCCI engine. Although their
practice was general (due to the spatial terms in the PDF equations) and could highlight the
effect of TCI by comparing the results of the PDF solver with the finite-volume solver, the
computational cost for detailed chemistry and complicated 3D geometries would be very
high. Bisetti et al. [42] considered a homogeneous transported PDF (ignoring the spatial
terms) to simulate HCCI combustion and compared their results against DNS. Their results
showed a good agreement with temporal trace of HRR and moments of temperature and
hydroxyl radical mass fraction.
As an alternative to the PDF method, a much more computationally affordable yet math-
ematically rigorous technique, referred to as the conditional moment closure (CMC), is also
a candidate. The CMC model was originally developed for non-premixed combustion by
Klimenko [43] and Bilger [44]. In this method a set of transport equations for the con-
ditional moments of the species mass fractions are solved [45]. In the past 10 years, the
CMC approach has been successfully utilised to model various non-premixed flames, for
instance bluff body flames [46–49], jet flames [50–59], hood fires [60, 61], and has also
been extended to premixed flames [62–68]. CMC fundamentally works by conditioning
the state composition vector on a variable or variables upon which it principally depends,
which allows the impact of state-vector fluctuations to be significantly reduced in the clo-
sure of reaction rates. For sufficiently small conditional fluctuations, experience has shown
that first-order CMC, where the conditional mean reaction rate is evaluated directly as a
function of the conditional mean thermochemical state vector, is sufficient [46–48, 50–56,
60–76]. For higher levels of fluctuations, either second-order CMC, e.g. [49, 57–59, 77], or
double conditioning, e.g. [78, 79], have been proposed.
Most relevant to the present work are CMC studies involving autoignition. In the last
decade a significant body of work has appeared applying CMC to diesel-engine relevant
problems, which progressed from studies of spray autoignition [69–71], to application in
real engines [72–75], and has also demonstrated successful predictions of soot formation
[70, 76]. Also there are some fundamental studies of non-premixed diesel-like autoigni-
tion using DNS with simplified [80–82] or detailed chemistry [83]. However, although it
also involves fuel stratification, SCCI combustion is unlike diesel engine combustion in
that there is not expected to be a mixing-controlled burn but rather the combustion occurs
principally in a premixed mode.
There have been very few works devoted to CMC for essentially premixed autoignitions,
such as are expected in SCCI. In ignition-driven problems, conditioning on a variable that
maps well to ignition delay is desirable. Following this strategy, in recent previous works
performed by our group [67, 68], a CMC model was developed to model thermally strati-
fied mixtures under HCCI conditions using total enthalpy as a conditioning variable. It was
shown that for low levels of stratification the model had an excellent performance. As the
level of stratification increased the performance deteriorated. It was also shown the pres-
ence of large conditional fluctuations as a result of the predominant deflagration combustion
mode was the reason for the weak performance of the CMC model at the highly stratified
conditions. A detailed analysis of the second moment equations revealed that the under-
lying reason for generation of the conditional fluctuations is strong correlation between
dissipation rate fluctuations and conditional mass fraction fluctuations.
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The present paper differs from our previous studies [67, 68] in that we now consider
CMCmodelling of cases featuring compositional stratification. Compositional stratification
is an essential feature of SCCI, given that it is this stratification that is intentionally used
to introduce a range of mixtures, which ignite at different times and thus reduce the PRR
and/or provide ignition-timing control. However, to the best of our knowledge, no DNS
studies of CMC for compositionally stratified ignitions relevant to HCCI/SCCI combustion
yet exist [80–83].
As earlier mentioned, in our previous modelling of thermally stratified ignition [67, 68],
we argued that total enthalpy was a good choice for the conditioning variable because it
mapped well to ignition delay and thus the state vector of different mixtures. However, in
the present model, while composition stratification naturally results in a connected thermal
stratification, due to the heat of evaporation of the fuel and due to differing tempera-
ture rise via compression of different mixtures, mixture-fraction is the natural choice of a
conditioning variable.
With the above context, the first objective of this article is to evaluate the first-order CMC
approach to model reaction rates in compositionally stratified autoignitions relevant to SCCI
conditions. This will be achieved first by hybrid DNS-CMC a posteriori comparisons1 to
a series of two-dimensional (2D) DNS cases modelling constant volume, compositionally
stratified autoignitions of n-heptane. The DNS cases are set up in an attempt to mimic engine
SCCI conditions in terms of the temperature, pressure, mean equivalence ratio, turbulence
timescale, and stratification levels. The two-dimensional assumption implies that the DNS
cases are not completely representative of the in-cylinder processes in an engine, but 3D
simulations in the considered conditions were not feasible. Therefore, similar to several
other works considering HCCI/SCCI-relevant conditions, we adopt the two-dimensional
assumption in the DNS [20–34]. Another limitation of the present study is the lack of
considering large-scale flow geometry effects, such as any residual large-scale statistically
inhomogeneous structure left over from fuel injection, swirl, tumble, and squish flows, and
the influence of walls. Since these effects occur on scales corresponding to the large-scale
geometry, they are beyond possible consideration with DNS at the present time, due to the
significant separation between such large scales and the small dissipative ones. Still, it is
the authors’ opinion that fundamentally oriented DNS studies, such as the present one, can
provide useful input to an overall model development and validation approach, which must
ultimately end with testing and use in an engine.
The a posteriori modelling is based on a fully coupled hybrid DNS-CMC solver, in
which the conditional statistics are spatially zero-dimensional (like the DNS). To isolate
only the issues around the conditioning closure of reaction rates, following previous work
in the group on thermally stratified ignitions [67, 68], the CFD side of the model is deliber-
ately run at the DNS resolution, which obviates the need for scalar dissipation rate (SDR),
PDF models and turbulence models, thus removing issues in these sub-models as a pos-
sible source of modelling error. It is fully noted and acknowledged that the present work
1For clarity the hybrid DNS-CMC a posteriori and a priori concepts are defined here:
– a posteriori: is referred to when the CFD-CMC model is integrated in time according to the model
equations starting from the DNS initial condition. The results are then compared to DNS data.
– a priori: is referred to when the DNS data are post-processed on their own without actually running the
CMC model.
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does not consider a complete CMC model, which would require in addition to the reac-
tion model we test, models for the above-mentioned quantities. Similar to the situation for
thermally stratified ignition [67, 68], we will demonstrate in this article that the first-order
closure of reaction rates performs well for low stratification levels, but that higher levels of
stratification eventually cause an increase of conditional fluctuations and thus a breakdown
of the first-order closure assumption. In this context, two approaches to solve this problem,
namely second-order CMC and double conditioning, are then investigated and compared a
priori to provide guidance for future CMC development at higher stratification levels.
The paper is organised as follows. Section 2 presents the numerical methodologies for
the CMC solver, and introduces the DNS and their parameters. Section 3 presents results
focussing first on the hybrid DNS-CMC a posteriori predictions with the first-order model,
and second on a priori analysis of the DNS to determine promising directions for future
development. The paper concludes in Section 4.
2 Numerical methodology
In this section, the first-order CMC model equation is formally presented. Then the DNS
solver utilised to generate the data for a priori analyses is introduced. The section is closed
with the details of the test cases and initial conditions.
2.1 Conditional moment closure (CMC)
The spatially zero-dimensional CMC approach is developed for a statistically homogeneous
system, i.e. one in which the statistics of the scalars involved have no spatial dependence.
Put another way, the statistical ensemble considered is the whole domain of the DNS; in an
engine application it would be the whole internal region of the cylinder. Local fluctuations
can still occur but the assumption is under 0D-CMC that these can be collapsed completely
by variations of the conditioning variable. The transport equation for the mass fraction of
a given species under the assumption of unity Lewis number can be written as ρDY/Dt −
∇ · (ρDth∇Y ) = ω˙, where ρ is density, t is time, D/Dt is the material derivative, Dth is
the thermal diffusivity, and ω˙ is the reaction rate source term. Furthermore, the transport




− ∇ · (ρDth∇Z) = 0. (1)
The conditional mean of a scalar, φ is denoted here as 〈φ|η〉 = φη where η is the sam-
ple variable of Z space. The conditional Favre mean of φ is defined as 〈ρφ|η〉/ρη = φ˜η.
Accordingly the scalar φ may be decomposed into a conditional Favre mean and a condi-
tional fluctuation component, viz. φ = φ˜η + φ′′. To facilitate the computation, since in the
present study the boundary conditions of mixture-fraction are not zero and one and also
change with time, a normalised mixture-fraction is adopted
Znorm(x, t) = Z(x, t) − Zmin(t)
Zmax(t) − Zmin(t) , (2)
where Zmin and Zmax are only a function of time. Their difference is denoted here as
(t) ≡ Zmax(t) − Zmin(t), (3)
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If ξ represents the sample variable in Znorm space, using the decomposition method, the
normalised form of the spatially zero-dimensional CMC equation with unity Lewis number

























Note that normalisation is not necessary to our approach; it is simply a matter of convenience
in avoiding to apply a boundary condition on a time-varying location in mixture-fraction
space and to reduce the computational cost so that only the mixture-fraction ranges that
actually exist are gridded at any one time. In a practical implementation, a non-normalised
version would probably be preferred, to avoid the need for models for Zmin and Zmax. In
Eq. 4 the terms involving Y ′′, where Y ′′ = Y − Y˜ξ is the Favre conditional fluctuation, are
neglected following the primary closure hypothesis [45]. Also N ≡ Dth (∇Z)2 is defined
as scalar dissipation rate and N˜ξ is its conditional Favre mean with respect to the normalised
mixture-fraction. The convective term (in mixture-fraction space) on the right hand side of
Eq. 4 does not normally appear in the conventional formulations of the CMC equation based
on the mixture-fraction; this is due to conditioning on Znorm rather than Z.
It is important to note here a consequence of the choice of the Reynolds-averaged,
spatially zero-dimensional framework adopted. The averaging operation when applied to
the DNS removes all spatial structure of statistics. If, however, an LES framework were
adopted, and a filter size smaller than the DNS domain were used, the filtered statistics
would retain a spatial dependence and a CMC spatial mesh to deal with the correspond-
ing transport of conditional moments would be required. This would be likely to improve
results, with greater improvement expected for smaller LES filter sizes; however the
computational cost would be orders of magnitude more than the methodology proposed
here.
2.2 Hybrid DNS-CMC in OpenFOAM framework (OF-CMC model)
OpenFOAM is an open source CFD package written in C++ language. It offers transient
implicit compressible solvers within framework of the PISO algorithm for pressure-
momentum coupling [84, 85]. It reads in the mesh in structured or unstructured format and
discretises governing transport equations using finite volume approach [86]. OpenFOAM
uses Open-MPI libraries as its parallelisation infrastructure. The CMC model in Eq. 4 is
implemented into OpenFOAM. The implementation is referred to as OF-CMC here, for
brevity.
In the present model, OF-CMC solves the transport equations for momentum, total
enthalpy (chemical + sensible), and the mixture-fraction at DNS grid resolution. As dis-
cussed earlier, this fine CFD grid resolution is deliberately employed in order to focus
exclusively on the modelling issues surrounding the conditioning closure. This means in
the present work turbulence is not modelled and only molecular diffusion is considered (no
turbulent diffusion modelling). As a result, some additional submodels that would normally
be required are not needed. For instance if the DNS resolution is not chosen, a model is
needed for N˜ξ to solve Eq. 4, or as another example the PDF of mixture-fraction needs
to be modelled. The choice of DNS grid resolution minimises the adverse effects that the
aforementioned sub-models may have on the results of the combustion model.
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In Fig. 1, a flowchart of the implementation is illustrated. After all flow variables are
solved in the CFD solver, including the mixture-fraction in Eq. 1, Y˜ξ for each species is
updated in the CMC solver using Eq. 4. In Equation 4, the scalar dissipation rate is condi-
tionally averaged over the considered statistical ensemble, i.e. the entire domain at one time
instant. This is consistent with the mixture-fraction PDF defined over the same ensemble.
The same applies to all other conditional average quantities needed in the CMC side (Fig. 1).
Then using ψ = δ(Z(x, t) − ξ), the fine-grained PDF, Y of that species on the CFD grid is
interpolated depending on the local value of Z, viz.
Y (x, t) = δ(Z(x, t) − ξ)Y˜ξ (6)
Use of the Dirac delta-PDF is justifiable as a deliberate feature of our hybrid DNS-CMC
model because, as noted above, we deliberately resolve the conditioning variable enough
so that we do not need a model for the PDF, in order to focus on other parts of the closure
assumptions.2 This completes one time-step iteration of OF-CMC.3 The computation is
parallelised, both in the CFD domain and in the CMC solver. A two-step operator splitting
technique is utilised for efficient solution of Eq. 4 in the CMC solver:
1. In the first step, the reaction rate term is integrated in parallel. For this purpose the
conditional bins are uniformly distributed among available processors. Upon comple-
tion, the solution is synced among all the processors. Depending on the case a speed-up
factor of 20-30 was gained. OpenFOAM’s native ODE-solver known as SIBS (semi-
implicit Burlish-Stoer) is used to integrate the reaction rates. Since SIBS is an implicit
solver, it requires provision of Jacobians. The Jacobians are numerically evaluated by a
perturbation method using a first-order accurate forward difference formula. Also SIBS
requires a derivatives routine where it evaluates the reaction rates. The conditional reac-
tion rate, ¯˙ωξ , is evaluated using a first-order closure hypothesis, i.e. ¯˙ωξ  ω˙(Y˜ξ , T˜ξ , p¯).
The chemical mechanism used in this study was available as a Fortran subroutine which
was compiled and linked with OpenFOAM.
2. In the second step the non-stiff terms, as shown in Fig. 1, are integrated in serial. In this
step all the processors obtain their own solution of the CMC equation. Alternatively,
one core could solve the equation and then the results could be synced with other cores.
The non-stiff terms are integrated implicitly using OpenFOAM’s linear LU solver. The
convective term in Eq. 4 is discretised using first-order upwind scheme. Higher order
schemes such as total variation diminishing (TVD) were also examined which led to
the same results. The diffusion term is discretised using a second-order central differ-
ence approach. A uniform CMC mesh with 200 + 2 bins are used for discretisation.4
Two ghost nodes are employed on each end of the mesh to avoid special treatment of
the boundary nodes. The value of ghost nodes are approximated by a Neumann bound-
ary condition from the adjacent internal nodes which are in turn updated in step 1
2Note that instead of feeding back the mean mass fractions, the density and other required properties such as
the specific heats, viscosity, etc could be determined in the CMC domain and fed back. This would make the
calculation cheaper but as a matter of convenience it is not implemented this way.
3The CMC solver may be invoked before the CFD solver, alternatively. For small enough time steps both
approaches converge to the same solution.
4The number of bins was determined by a series of sensitivity tests not shown here.
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Fig. 1 The OF-CMC algorithm
above [87]. Having fixed the value of the ghost nodes5, the internal nodes are integrated
implicitly to find the solution of the CMC equation for this time-step iteration.
The viscosity is found using Sutherland’s formula. The diffusion coefficient in the total
enthalpy transport equation is found by assuming Pr = 0.705. The same diffusion coeffi-
cient is used for transport of the mixture-fraction to be consistent with Le = 1 assumption
made in derivation of the CMC equation.
2.3 The DNS solver
The DNSs model a series of compositionally stratified ignitions of n-heptane in air. The
intention of the DNSs are to represent, canonically and within computational constraints,
the near top-dead centre (TDC) ignition of a small region within the bulk gas in the cylinder
of an SCCI engine. They are very similar to previously reported DNS in Ref. [29], so only a
5In effect, the ghost nodes hold the value of boundary nodes from reaction step. While in pinciple, the value
of ghost nodes can be transported to the internal nodes via diffusion and convection, in the present cases here
they will not affect the solution in the internal nodes. On the boundary nodes at ξ = 0 and ξ = 1 the value of
N is fixed at zero by definition, therefore, no diffusion will take place from ghost nodes to internal nodes. As
for convection, the v˜ξ in Eq. 5 is an outgoing velocity at both boundaries. At the left boundary, v˜ξ is negative
(an outgoing wave from right to left), because at ξ = 0 the velocity becomes v˜ξ = − (∂Zmin/∂t) / with
∂Zmin/∂t ≥ 0 in the present cases. At the right boundary, v˜ξ is positive (an outgoing wave from left to right),
because at ξ = 1 the velocity becomes v˜ξ = − (∂Zmax/∂t) / with ∂Zmax/∂t ≤ 0 in the present cases.
For evolution of Zmin and Zmax in the present cases, see Fig. 5.
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brief description is given here. The DNSs are two-dimensional and carried out in a constant
volume, achieved via periodic boundary conditions. As in a number of other DNS studies
of ignition [20–34] the two-dimensional assumption was unfortunately necessary due to the
computational expense involved of carrying out DNS in 3D with a 58 species mechanism,
and considering a parametric study was carried out. Two-dimensional turbulence differs
from 3D in that the vortex stretching mechanism is absent, and this should be borne in
mind when interpreting the study. Despite this difference, previous comparisons of 2D and
3D DNS in the related problem of thermally stratified ignition nonetheless revealed only
minor differences in terms of ignition behaviours [36]. Also as already mentioned, our DNS,
like almost all others modelling ignition in engine-relevant thermochemical conditions, do
not consider any large-scale flow geometry features, e.g. such as large-scale stratification
arising from the fuel jet structure, tumble, swirl, etc. This is a necessary limitation at the
present time due to the scale-separation inherent in practical conditions between large-scale
features and the dissipative features that must be resolved in DNS.
The initial conditions for turbulence and mixture-fraction are random fields that are
statistically homogeneous and isotropic having fluctuations generated from a prescribed
spectrum. Local temperatures are specified as a function of mixture-fraction described later.
A plot of initial mixture-fraction and vorticity magnitude in case HS3 (see Table 1) is pro-
vided in Fig. 2. The calculations evolve from their initial conditions with isotropic decaying
turbulence distorting the fields of mixture-fraction, resulting in ignition occurring initially
at isolated kernels, which then grow and merge before finally the last remaining pockets of
reactants are burned.
S3D, an explicit DNS solver developed in Fortran language at the Combustion Research
Facility at Sandia National Laboratories is used [88]. The S3D results are used as a reference
to validate the OF-CMC results. Also, the data are utilised for post-processing purposes to
validate several modelling hypotheses relevant to the study. S3D is a high-order yet low-
dissipation numerical solver. It utilises a Cartesian grid to solve for Navier-Stokes, species
transport and total energy equations. The governing equations are discretised using a central,
8th order finite differencing scheme for spatial derivatives and a 6 stage, 4th order explicit
Runge-Kutta scheme for time integration [89]. The convective term in transport equations
are discretised using the skew-symmetric scheme [90] to reduce aliasing errors. CHEMKIN
software libraries [91] are linked to S3D to evaluate thermo-physical properties and reaction
rates. The same transport model as in OF-CMC is implemented in S3D for the present
study.
Table 1 Parameters of simulated cases
Case
T0 T
′ Z0 Z′ ngrid φ0
(K) (K)
LS1 850 15 0.0195 0.005 640 0.3
LS2 950 15 0.0195 0.005 640 0.3
LS3 1000 15 0.0195 0.005 640 0.3
HS1 850 60 0.0195 0.02 1280 0.3
HS2 950 60 0.0195 0.02 1280 0.3
HS3 1000 60 0.0195 0.02 1280 0.3
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Fig. 2 Initial conditions for case HS3; (a) mixture-fraction; (b) vorticity magnitude expressed in 1/s
2.4 Test cases and initial conditions
Six two-dimensional test cases, with details outlined in Table 1, are simulated using S3D and
OF-CMC. Initial conditions for these cases are taken from Ref. [29]. The only difference
between DNSs here and those used in Ref. [29] is that here Le = 1 in the transport model, to
be consistent with derivation of the CMC equation and the transport model used in the OF-
CMC implementation. The unity Lewis number is adopted in the DNS (as well as the CMC
model) because the intention of the modelling is for practical application at a Reynolds
number that is much higher than achievable with DNS. At high Reynolds number it is well
known that the unity Lewis number formulation provides a more accurate picture of scalar
transport behaviour than detailed models, e.g. [92]. Similar to Ref. [29], a reduced chemical
mechanism for n-heptane/air with 58 species and 387 reactions developed for HCCI-like
conditions is employed [93].
The cases in this study represent the conditions in the bulk gas around top dead
centre away from the walls. Three mean temperatures of 850K, 950K, and 1000K are
chosen to initialise the temperature field. These temperatures correspond to the nega-
tive temperature coefficient (NTC) regime of a homogeneous mixture of n-heptane/air
with a mean fuel-air equivalence ratio of φ = 0.3 and a pressure of p = 40atm [93].
Three cases are set up to have low stratification levels (LS1-3) in composition and tem-
perature, and the other three have high stratification levels (HS1-3). All six cases have
the same initial mean mixture-fraction6, with the mean mixture fraction set at Z0 =
0.0195 corresponding to φ = 0.3. This choice of equivalence ratio is consistent with
lean operating conditions, which is typical of HCCI/SCCI combustion. The low strat-
ification cases have an RMS fluctuation of mixture-fraction that is approximately one
quarter of the mean mixture fraction, while the high stratification cases have fluctua-
tions that are the same order as the mean. These two sets of cases are selected to expose
6As per Ref. [28, 29], if negative mixture-fractions are encountered upon initialisation, they are truncated to
zero. In the HS cases, this operation shifts the mean mixture-fraction from Z0 = 0.0195 to Z0 = 0.0210.
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different regimes of model performance in order to determine limits and increase of
applicability.
All cases are initialised with the temperature specified according to a decreasing function
of mixture fraction, which accounts for both fuel evaporation cooling and lower compres-
sion heating of higher fuel-concentration mixtures as a result of their lower ratio of specific
heats. The function was determined in Ref. [29] by running a multi-zone model of an SCCI
engine from the time of injection up to top dead centre, with an assumed Gaussian distri-
bution of mixture fraction injected as liquid fuel at 300 crank angle degrees (where 360
is top dead centre). The fuel was first evaporated at constant volume and then the mix-
ture was compressed up to TDC according to the slider-crank relationship. Because of the
relatively small range of mixture fractions present here (unlike in a conventional diesel
engine, for instance), the temperature dependence on mixture fraction was found to be
approximately linear in the multi-zone model, so a linear mapping was adopted. It was
also relatively independent of the amount of stratification and mean temperature, with the
slope found to be (T ′/Z′ = 60 K/0.02). This linear mapping is therefore applied to all
cases.
To keep the computational cost low for DNS, considering the size of the chemical mech-
anism, a domain size of 3.2 × 3.2mm2 is chosen. The grid spacing is set at 640 × 640 for
the LS cases and 1280 × 1280 for the HS cases. Periodic boundary conditions are imposed
in all directions. The velocity field is initialised using a two-dimensional Passot-Pouquet
spectrum for the turbulent kinetic energy [94]. The most energetic turbulent length scale,
le, is set to 1mm and the computational domain covers at least 3le. The turbulence time
scale is set to 1ms which corresponds to about 40% of the homogeneous ignition delay time
obtained from the mean temperatures and equivalence ratios present in Table 1. This leads
to 1m/s for the root mean square (RMS) of velocity field. All six cases have the same initial
velocity field. This choice of length and time scales for turbulence initialisation allows a sig-
nificant interaction between chemistry and turbulence, while it is still quite relevant to the
TDC conditions in a realistic SCCI engine. For more information on justification of the ini-
tial conditions for turbulence, chemistry, and temperature with regard to SCCI conditions,
the interested reader is referred to Ref. [29].
3 Results and Discussion
In this section the results are presented and discussed under two main subsections. First,
the results of the hybrid DNS-CMC a posteriori method, which are obtained using the first-
order OF-CMC, are compared against the DNS data. In the second subsection, a priori
analysis of the DNS data is performed to gain insight on the observed behaviour in the
hybrid DNS-CMCa posteriori analysis and to provide directions for improved modelling of
high stratification cases.
3.1 The a posteriori analysis
Here the results obtained from the OF-CMC solver are compared with the DNS data. At
first, the mean heat release rates (HRRs) for all six cases are presented. Then deviations
of the OF-CMC results from DNS are quantified based on the mean HRR. Afterwards, the
same comparison is presented for temperature to reveal the deviations of the model from
DNS. The results are then used to explain the possible reasons for disagreement in some of
the cases considered here.
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Fig. 3 Mean heat release rates as obtained from OF-CMC and DNS
3.1.1 Autoignition using the OF-CMC
To evaluate the performance of the OF-CMC implementation, the HRR is used as a refer-
ence for comparison to the DNS data. Results for all cases (Table 1) are presented in Fig. 3.
In this figure, the HRR from the DNS, 〈ω˙T 〉dns, is compared with the HRR obtained from
the OF-CMC, 〈ω˙T 〉OF−cmc. As may be observed, in the LS cases, the first-order closure
hypothesis works very well. In the HS cases, however, the OF-CMC results deviate from
the DNS. These trends are similar to what has been observed in previous work on thermally
stratified ignitions [67, 68].
To further quantify the deviation of the 〈ω˙T 〉OF−cmc from the 〈ω˙T 〉dns, the combustion
timing and the combustion duration are used. The variable τx% is defined as the time at
which x% of the total heat is released. The ignition timing is quantified by τ10%, while
the main combustion phasing is quantified by τ50%. The combustion duration, τdur, is
defined as the difference between τ90% and τ10%. In Fig. 4, the relative errors7 in per-
centage for τ10%, τ50% and τdur, reflecting the deviations of 〈ω˙T 〉OF−cmc from 〈ω˙T 〉dns, are
illustrated.
Similar to the observation in Fig. 3, it can be seen that the LS cases demonstrate an excel-
lent agreement with DNS both in terms of τig and τdur. The HS cases, however, demonstrate
7For example the relative error in τ10% is found by the difference in τ10% obtained from OF-CMC and DNS
divided by τ10% from DNS. The colours in Fig. 4 distinguish the positive values from negatives.











































Fig. 4 Comparison of OF-CMC results to DNS; percentage of relative error in (a) ignition timing (10 percent
of total heat release); (b) combustion phasing (50 percent of total heat release); (c) combustion duration.
Negative error indicates that τdns < τOF−cmc
higher levels of deviation, in general. The case HS1 has the best agreement among the HS
cases, and the case HS3 exhibits the worst agreement. The disagreement of the case HS3 is
large with 40% of the relative error in τdur.
3.1.2 Conditional temperature
In Fig. 5, the conditional Favre-mean (CFM) temperature is presented as a function of
mixture-fraction and time for the DNS and CMC models. The temperature’s conditional
root mean square (RMS), obtained from DNS, is also presented as third row. The Case LS1
shows the best agreement for the CFM of temperature. This is expected, since the tempera-
ture’s conditional RMS for this case is negligible (see Fig. 5g). This shows that for case LS1,
not only at the initial time are the reactive scalars strictly a function of mixture-fraction,
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Fig. 5 Temperature evolution in mixture-fraction space; top row: conditional Favre mean of temperature
from OF-CMC; middle row: conditional Favre mean of temperature from DNS; bottom row: conditional
Favre fluctuations (rms) of temperature from DNS
but also throughout the combustion duration they remain highly dependent functions of
mixture-fraction.
Case HS1 in Fig. 5.h exhibits a ten-fold higher RMS compared to that in case LS1.
The fluctuations, in the second stage of autoignition, start from the richest mixture-fraction
(point A) and very soon they disappear. For case HS3, however, as can be seen from Fig. 5.i,
the fluctuations starting from point B persist for a long time and over a wider range of
mixture-fractions. In both cases major fluctuations start on the richer side and penetrate into
leaner mixtures at later times. This is because the second stage of heat release in these cases
is initiated by autoignition in the relatively richer regions [29].
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3.1.3 Temperature field and statistics
To further understand the reasons for the discrepancy between the OF-CMC and the DNS,
Figs. 6 and 7 examine the temperature in physical and conditional space for the worst
case for the model, case HS3. Figures 6 and 7 present results for a series of times spaced
by 200 μs, with Fig. 6 covering the initial condition through the first stage ignition, and
Fig. 7 covering the second stage ignition. In each figure, the top row shows, versus mixture-
fraction: the DNS temperatures; the DNS conditional mean temperature, and the OF-CMC
temperature. The middle and lower rows show on a colour scale the temperature in physical
space from the DNS and OF-CMC, respectively. Superimposed is a contour of Z = 0.035,
selected because this is a location where significant conditional fluctuations occur (c.f.
Fig. 5.i).
Considering first Fig. 6, a quite good level of agreement for the conditional means is
observed through the first stage of ignition; however, by 0.6 ms some conditional fluctua-
tions are beginning to appear, as seen in the top row showing the DNS local temperatures.
More significant discrepancies are observed by 0.8ms in Fig. 7. Here the temperatures in
the DNS show a clearly bimodal behaviour in mixture-fraction space (top row), with some
regions having fully ignited while other regions remain at low temperatures. In physical
space this can be observed as well, as shown in the middle and bottom rows. Here, the region
marked A1 in the DNS has fully ignited while the corresponding region A2 in the OF-CMC
Fig. 6 Temperature for case HS3 during first stage of autoignition at times t = [0, 0.2, 0.4, 0.6] ms from
left to right; top row: conditional mean of temperature obtained from OF-CMC is compared to Tη from DNS.
The scatter plots of DNS temperature is shown on the background as reference; middle row: temperature
contours and iso-Z contour lines of Z = 0.035 obtained from DNS; bottom row: the same contours for
OF-CMC results
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Fig. 7 Temperature for case HS3 during second stage of autoignition at times t = [0.8, 1.0, 1.2, 1.4] ms
from left to right; top row: conditional mean of temperature obtained from OF-CMC is compared to Tη
from DNS. The scatter plots of DNS temperature is shown on the background as reference; middle row:
temperature contours and iso-Z contour lines of Z = 0.035 obtained from DNS; bottom row: the same
contours for OF-CMC results
is yet to ignite. At 1.0ms the bimodal nature is even more apparent in the DNS; however
at this time the CMC is advanced compared with the DNS on the relatively richer side, but
lags on the relatively leaner side. At later times, the bimodality reduces in the DNS as a
fully burned state is reached by all mixtures, and the agreement between DNS and CMC
improves.
Previous work [29, 67, 68, 95, 96] has suggested that fluctuations of dissipation rate can
alter local autoignition timing and hence generate conditional fluctuations. This hypothesis
is investigated in Fig. 8 showing a sequence of the DNS temperatures, coloured by dissipa-
tion rate, versus mixture fraction at times from 0.4 to 0.8ms (note the different temperature
scale for 0.8ms). The figure clearly shows that higher dissipation rates correspond to more
advanced reaction progress during this period. Although higher dissipation rate is generally
found to retard ignition in the literature, recent work [96] has shown this is not always the
case, since mixing from early igniting regions (here, on the rich side) can accelerate the
ignition of later igniting regions (here, towards the learner side). The results confirm this
phenomenon in the present conditions, and demonstrate that conditional fluctuations are
generated by fluctuating dissipation rates.
It is important to note that the present results where scalar dissipation rate enhances reac-
tion progress of intermediate mixtures are not contrary to prior literature on nonpremixed
ignitions, where high dissipation rate delays progress of the first igniting kernels [95, 97,
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Fig. 8 Scatter plot of temperature versus mixture-fraction coloured by log10 of SDR for case HS3 in
transition from first to the second stage of autoignition
98]. In most prior nonpremixed ignition studies, the most reactive mixture fraction, i.e. that
with the shortest ignition delay, was found within the domain. In the present study, how-
ever, the most-reactive mixture fraction, if all mixtures were considered, is richer than the
richest mixture within the domain. As a result, in the present cases shown in Figs. 6 and 8,
ignition occurs first at the richest mixture in the domain. Because these richest points are
isolated maxima of mixture fraction, their scalar dissipation always goes to zero. As a result,
there are minimal scalar dissipation fluctuations in these regions and thus no significant
effect of lower dissipation causing retarded ignition. After the kernels are established, how-
ever, higher dissipation rate on average tends to promote mixing into leaner regions, which
accelerates the ignition in those regions, thus leading to the trends observed in Figs. 7 and 8.
In summary for this section, the results show that good performance can be obtained
with the first order CMC for sufficiently low stratification, but at higher stratification the
performance breaks down as a result of dissipation fluctuations generating conditional fluc-
tuations in the composition state vector. The consequences for this physical phenomenon
on the first-order conditioning closure and alternative advanced closures are investigated in
the next section.
3.2 The a priori analysis
To provide insight into the reasons behind the deviations of the first-order OF-CMC from
the DNS, in this section the CMCmodel and the underlying assumptions used in developing
this model are verified using the DNS data. Remedies are then proposed within the a priori
framework for future modelling directions. The structure of this section is as follows. The
first-order closure hypothesis is evaluated using the DNS data. The second-order closure is
investigated afterwards. Finally double conditioning is shown to provide an effective closure
for the present cases.
3.2.1 First-order closure
As discussed in the previous section, the reaction rate term plays a crucial role in the evo-
lution of species. Unlike the PDF-based methods where the reaction rate term appears in a
closed form, in the CMC approach the conditional reaction rate term is in an unclosed form.
The OF-CMC implementation of this equation is based on the first-order closure hypothe-
sis, that is ω˙η = ω˙(φ) where φ = [Tη, Y1,η, Y2,η, · · · , YNs,η, pη]. To assess the hypothesis
for the present cases, the DNS data is used in a priori manner to calculate the reaction
rates using first-order assumption. By utilising the PDF of the mixture-fraction, the mean
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reaction rates are calculated and consequently the volumetric mean of HRR, 〈ω˙T 〉dns,1st, are
obtained. The results for the HS cases are depicted in Fig. 9.
Interestingly, very poor agreement between 〈ω˙T 〉dns,1st and 〈ω˙T 〉dns are observed in Fig. 9.
It should be noted that for case HS3, the first-order assumption, leads to 30 times of over-
prediction in the mean HRR which is an extremely high level of disagreement. Referring
back to the top row of Fig. 7, the reason for this breakdown is quite clear. The DNS shows
a strongly bimodal behaviour where the most likely states on the upper and lower branches
are not close to the conditional mean. Interestingly, the hybrid DNS-CMC a posteriori result
from the OF-CMC is actually a lot better than expected from the a priori analysis; this is
because the hybrid DNS-CMC a posteriori solution evolves along a physically realistic (if
over-constrained) manifold, while the conditional average state does not necessarily lie on
a physically realistic manifold [99], thus resulting in unphysically fast reaction rates.
3.2.2 Second-order closure
In an attempt to find a solution for the problem of closure of reaction rate term, second-order
closure in an a priori manner is examined. A state vector, φ, is defined for the conditional
means of temperature, mass fractions, and pressure as
φ = [Tη, Y1,η, Y2,η, · · · , YNs,η, pη], (7)
where Ns is number of species. Also a state field, φ′′, is defined for corresponding
conditional fluctuations as
φ′′ = [T ′′, Y ′′1 , Y ′′2 , · · · , Y ′′Ns , p′′]. (8)
Taylor series expansion of reaction rate function about φ results in second-order closure of
reaction rate, viz.













〈φ′′i φ′′j φ′′k |η〉
)
. (9)
This second-order approach to estimate the reaction rates is implemented as an a priori
analysis of the DNS. To ensure the implementation accuracy of Eq. 9, the improvements
in reaction rate predictions using the second-order closure with respect to the first-order
Fig. 9 heat release rates for the HS cases with first-order closure for reaction rates
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Fig. 10 Validation of the second-order closure implementation for the LS cases
closure are illustrated in Fig. 10. In this figure, ε represents the absolute error in mean HRR,
and it is defined as
ε1st = |〈ω˙T 〉1st − 〈ω˙T 〉dns|, (10)
and
ε2nd = |〈ω˙T 〉2nd − 〈ω˙T 〉dns|, (11)
where 〈ω˙T 〉2nd is the mean HRR obtained from PDF-weighted integral of the reaction rates
estimated by Eq. 9. From Fig. 10 it is evident that, for all LS cases, ε2nd is overall smaller
than ε1st. Of particular interest is the peaks of HRR which almost coincide with the peaks of
ε1st. At the peak of ε1st, the second-order closure reduces the error by almost a factor of 10
in all three LS cases. The results for the HS cases are presented8 in Fig. 11. By comparing
these results to those of Fig. 9 for the first-order closure, it can be readily realised that
the second-order closure not only does not improve the HRR estimations, but makes the
agreement worse. This suggests that the second-order approach should not be the next step
in the modelling direction for these particular cases.
The reason for failure of the second-order closure may be explained by reference to the
conditional fluctuations demonstrated in scatter plots of Figs. 7 and 8 at t = 0.8 ms. For
simplicity of the discussion, let us assume the reaction rate is only a function of temperature,
i.e. ω˙ = f (T ). The second-order closure is achieved by a Taylor expansion9 around the
conditional mean, for instance Tη  1700 K in Fig. 7. The truncation error in this case,
O
(
〈[T − Tη]3 |η〉
)
, would be small only if T is close enough to Tη. However, Fig. 7 reveals
that most of the statistics at around t = 0.8 ms have a temperature far away from Tη 
1700 K. In other words, the bimodal shape of the PDF, where states are either burning or not
burning, is the reason for breakdown of the second-order closure. It should be noted that at
this instance, the joint PDF of mixture-fraction and temperature (not shown here for brevity)
has null population around Tη  1700 K, because of the bi-modal behaviour of the mixture.
To further explain why this bi-modal behaviour causes a significant breakdown, reference
is made here to the well-known fact that reaction systems in combustion tend to evolve along
8The oscillations in the second-order results arise from statistical noise due to the finite sample. A larger
sample would reduce this noise but it is unlikely to change the key findings.
9If ω˙ is only a function of T , then Eq. 9 is still mathematically valid and the 〈·|〉 operator reduces to a normal
averaging.
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Fig. 11 heat release rates for the HS cases with second-order closure for reaction rates
low-dimensional manifolds, e.g. [99]. The rates of change of composition states along these
manifolds are much lower than the rates of attraction to the manifold. Here, the averaging
operation between (essentially) the two modes of the conditional PDFs, which are on the
slow manifold, creates unphysical states that are very far from the slow manifold. As a
result, very large reaction rates can result, which is what is observed here. This would not be
a problem of course if the manifolds were constrained to flat hyper-planes, but they are not.
From a pure mathematical perspective, higher orders of closure could possibly improve
this poor agreement [100]; however, from modelling point of view, this is not a practical
direction to follow. In the present chemical mechanism, there are 58 species which means
φ vector has 60 components (58 species + temperature + pressure) in each bin. Ignoring
the diagonal elements, the Hessian matrix, ∂2ω˙/∂φi∂φj
∣∣
φ
, currently has almost 1800 non-
repeating elements which computationally are very expensive. Even if the number of species
are to be reduced to a few principal components, the selection should happen from a pool of
almost 1800 covariances, 〈φ′′i φ′′j |η〉. If a third order closure is attempted, this number would
be even much higher, which makes modelling covariances and triple correlations a very
challenging task, if not impossible. It should be noted that the failure here of second-order
closure is believed to be a consequence of the highly bimodal conditional PDFs. In other
circumstances, e.g. when there are significant conditional fluctuations but the conditional
PDF is mono-modal about the conditional mean, higher order closures may prove more
successful.
3.2.3 First-order closure by double conditioning
The second conditioning variable should be chosen as either a direct measure of reaction
progress, such as sensible enthalpy hs [78], or a variable that affects reaction progress, such
as scalar dissipation rate [79]. Here, the former option is investigated.
In Fig. 12 results for the mean HRR using sensible enthalpy as the second conditioning
variable are demonstrated. Figure 12 reveals that double conditioning on mixture-fraction,
Z, and sensible enthalpy, hs , using first-order closure can resolve the issue of reaction rate
closure for all cases. In this figure, 50 bins are used in the mixture-fraction space, similar
to the first and second-order approaches in Figs. 9 and 11. In sensible enthalpy direction,
however, 50 and 5 bins are examined. While 50×50 bin arrangement inZ and hs directions,
respectively, has completely resolved the closure problem, the 50 × 5 bin arrangement is
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Fig. 12 heat release rates with first-order closure for reaction rates doubly conditioned on sensible enthalpy
and mixture-fraction
also producing highly encouraging results10. This is expected, since combustion in the HS
cases is highly bi-modal, where two extremes of hot and cold zones are formed during
autoignition and as long as the two extremes are addressed, first-order closure should work.
4 Concluding Remarks
Spatially zero-dimensional conditional moment closure models for reaction rates were
investigated to address the autoignition in n-heptane/air mixtures with composition stratifi-
cations under SCCI-like conditions. First-order closure, second-order closure, and double
conditioning were contrasted as modelling options. A series of two-dimensional DNS were
performed to generate the data necessary for a priori and hybrid DNS-CMC a posteriori
analysis of the models. Two levels of stratifications with three different mean tempera-
tures within the NTC regime of n-heptane were investigated. The first-order CMC model
was implemented in OpenFOAM and its performance was assessed by hybrid DNS-
CMC a posteriori comparison to the DNS data. To avoid any uncertainties associated with
modelling the scalar dissipation rate, and to focus exclusively on the conditional moment
closure assumptions, the CFD solution used the same grid resolution as DNS. Subsequently,
the performance of first-order closure, second-order closure and double conditioning was
compared using a priori tests. The following concluding remarks may be made.
– Excellent agreement between the first-order OF-CMC and DNS is observed for the low
stratification cases. In the high stratification cases, while a strong disagreement between
exact reaction rates from DNS and those obtained using the first-order closure in an a
priori study is observed, the hybrid DNS-CMC a posteriori OF-CMC predictions of
reaction rates are not as bad. The relatively poorer performance in the a priori test is
attributed to unphysical combinations of the state vector, which deviate significantly
from physically occurring states that have a bimodal behaviour in conditional space.
– While second-order closure can improve reaction rate estimations for the LS cases,
it can not offer improvement in the HS cases. This is attributed to high levels of
conditional fluctuations with respect to mixture-fraction in the HS cases.
10In practice 5 bins are not enough and more is needed to capture the diffusive transport in the progress
variable space which has to be accurately modelled.
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– Double conditioning with mixture-fraction and sensible enthalpy, however, provides
a good first-order closure to the reaction rates. The analysis therefore suggests that
double conditioning is a promising possibility for modelling SCCI combustion in the
framework of CMC. However, the extra terms appearing in the doubly-CMC equation
such as the dissipation rate of sensible enthalpy and cross-scalar dissipation term would
need further modelling consideration, if this path is to be pursued [38].
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