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Abstract 
A natural combinatorial generalization of the convex layer problem, termed multilist luyer- 
ing, is introduced. It is observed to be P-complete in the general case. When the number of lists 
or layer size are bounded by s(n), multilist layering is shown to be logspace-hard for the class of 
problems solvable simultaneously in polynomial time and space s(n). On the other hand, 
simultaneous polynomial-time and O@(n) log+space solutions in the above cases are pro- 
vided. Thus a natural, almost complete problem for Steve’s classes SC’, SC’, . . . . is in particular 
obtained. Also, NC algorithms for multilist layering when the number of lists or the layer size is 
bounded by a constant are given. As a result, the first NC solutions (SC solutions, respectively) 
for the convex layer problem where the number of orientations or the layer size are bonded by 
a constant (polylog bounded, respectively) are derived. 
1. Introduction 
The convex layer problem is to partition the input set S of n points in the Euclidean 
plane into the set of convex polygons defined iteratively as follows: compute the 
convex hull of S and remove its vertices from S (Fig. 1). This problem is a natural 
extension of the convex hull problem. Chazelle [2] presented an optimal O(nlogn) 
time sequential algorithm for computing the convex layers. For applications of this 
problem, see [2]. 
The convex hull of the given n points can be computed optimally in parallel in 
O(log n) time using O(n) processors in the EREW PRAM model of computation [9]. 
Several researchers have been interested in the question of whether the convex layer 
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Fig. 1. Convex layers of a point set. 
problem admits an NC algorithm or is P-complete [l, 3,5]. This question has been 
considered as one of the important unresolved problems in parallel computational 
geometry. Also, the question of the space complexity of the layer problem (related by 
the parallel computation thesis [6]) is interesting. 
In this paper we consider a natural combinatorial generalization of the convex layer 
problem which we term multilist layering. It is defined on the input lists II, IZ, . . . , I, 
iteratively (with i = 1 initially) as follows: Pick the first element from each list and assign 
the rank i to each of them. Remove all elements of rank i from all the lists, set i to i + 1 
and if there is a least one nonempty list left, iterate. The multilist layering problem 
(MLLP) is to compute the sets (called layers) of elements of rank i, i = 1,2, . . . 
We show a natural logspace (and thus, also NC) reduction of the convex layer 
problem to MLLP. Unfortunately, the reduction cannot help us in solving the convex 
layer problem as (the decision version of) MLLP turns out to be P-complete. We show 
that MLLP with O(s(n)) lists is logspace-hard for the class of problems solvable 
simultaneously in polynomial time and space s(n), i.e., for the class TS [no(‘), s(n)] (see 
[7]). On the other hand, we provide simultaneous polynomial-time and O(s(n)log n)- 
space solutions to MLLP with O@(n)) lists or with O@(n)) layer size. In this way, 
a natural, almost complete problem for Steve’s classes SC’ = TS[noo’,login], 
i = 1,2, . . . (in honor of Steven Cook [7]) is in particular obtained. 
Further, we prove that the multilist layering problem is solvable in O(log n log log n) 
time using O(nk) processors if the number of lists is bounded by k. We also show that if 
the layer size is bounded by a constant c, MLLP can be solved in logarithmic time 
using O(n’+ 3, p rocessors. In this paper, all parallel algorithms are designed to run on 
the concurrent read exclusive write parallel random access machine (CREW PRAM). 
For details on the PRAM, see [6]. 
As a corollary, the first SC algorithm (NC algorithm, respectively) for the problem 
of computing convex layers with O(log”“’ n) layer size (constantly bounded layer size, 
respectively) is obtained. 
Given a set of c orientations in the plane, a polygon is c-oriented if each of its edges 
has an orientation in this set. The problem is to partition the given set S of n points 
into the set of c-oriented convex polygons defined iteratively as follows. Compute the 
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smallest c-oriented convex polygon (layer) enclosing S and remove the set of 
points S on its perimeter from S. The case when there are exactly two isothetic 
orientations corresponds to that of computing axis-parallel rectangular layers. 
We can also compute the convex layers in SC (NC, respectively) if each convex 
polygon is oriented in c specified directions where c = O(log”“’ n) (c is a constant, 
respectively). 
The rest of the paper is organized as follows. In Section 2 we discuss the multilist 
layering problem and show that the convex layer problem easily reduces to MLLP. In 
Section 3 we discuss the time complexity of MLLP and show that this problem is 
P-complete. In Section 4 we examine the space complexity of MLLP in terms of the 
number of lists and layer size, deriving the hardness results for MLLP with O@(n)) 
lists or O@(n)) layer size. In Section 5, NC algorithms for two constantly bounded 
cases of the multilist layering problem are given. In Section 6 we present SC and NC 
algorithms for, respectively, bounded cases of the convex layer problem by reducing 
them to the corresponding MLLP. 
2. Multilist layering problem 
The MLLP is a problem on he multilist L = {II, 12, .. . , l,}, where each list Ii 
contains one or more integers. Let 1 L 1 = 1 l1 ) + ( I2 I + ... + ll,,l be the total size of the 
multilist L. The rank of an element of L is defined as follows. The first elements on the 
lists 11-1, form the set RI of rank 1 elements. Remove all elements of rank 1 from each 
list in L. Now the first elements on the reduced lists comprise the set R2 of rank 
2 elements. Iteratively, we define the sets Ri of rank i elements, i = 3,4, . . . The MLLP 
is to compute the sets RI, R2, . . . , R,, m < IL 1, which we shall call layers of L. 
Example. Let I1 = {a, b,c,d), I2 = {b,c,d,e}, l3 = {b,c,e} and 1, = {a, b,d}. Then we 
have RI = {a, b}, R2 = {c,d} and R3 = {e]. 
The MLLP with layer size s(n) is to compute the maximal initial sequence RI, . . . , RI 
ofR,,R,,..., R, where each of the layers RI, . . . , R, has no more than s(n) elements. 
The decision version of MLLP is to decide for an element e of L and an integer 
i whether the rank of e is not greater than i. The decision version of MLLP with layer 
size s(n) is to decide for e and i whether the rank I of e is not greater i and each of the 
layers RI, . . . , R, has no more than s(n) elements. 
Note that if an element in the list Ii occurs more than once, then only its jirst 
occurrence in the list will decide its rank. Sofrom now on we assume that each element in 
a list occurs there at most once. 
Now we present a logspace (and thus also NC) reduction of the convex layer 
problem to MLLP. Note that it is enough to solve an analogous decision version of 
the convex layer problem, i.e., for each point to compute the number of the convex 
layer it lies in. This is because, once we know all points in a convex layer, we can 
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compute the order of these points along the boundary of the convex polygon by 
sorting the points with respect o their polar coordinates (e.g., any of these points can 
be chosen as an origin). 
Let us see what a list Ii corresponds to in the convex layer problem. We sweep the 
given set S of n points by a line in O(n’) directions. A direction is determined by the 
perpendicular direction to a line passing through a pair of points. In each direction we 
sweep a line and make a list of the points as they appear on the line. It may happen 
that a few of the points are collinear in some direction. Let us assume that k points are 
collinear in some particular direction. Without loss of generality assume that the 
points are pi+l,pi+z, ... 7 Pi+k. Also assume that pl, pz, . . . , pi are the points which 
appear on this list before pi+ 1. Create the following k lists: 
P19P2, *** ,Pi,Pi+Z, 
Only the first list, the main list, will contain all the points in a total order which 
is an extension of the partial order resulting from the sweep. All occurrences 
of collinear points in a direction will be handled by separate sets of auxiliary 
prefix lists of the main list containing all the points strictly before the respective 
collinearity. 
The set of 0(n2) lists obtained as above forms the multilist L. Let CLi denote the set 
of points on the ith convex layer, i.e., the ith convex polygon. We show that CLi = Ri 
by induction on i. 
Consider the base case, i = 1. Let pipj be a convex hull edge of the point set S. 
Observe that pi (or pj) will be the first element in the list determined by sweeping the 
line in the direction corresponding to the pair of points pi and pi. So, CL1 c RI. 
Sweeping a line in any direction will result in encountering first a point of the convex 
hull of S. This implies that the first element in each list li is a point on the convex hull 
of S. So, RI c CLi. Hence CL1 = RI. 
Assume that CLi = Ri Vi < k. NOW we show that CLk+ 1 = Rk+ 1. Remove all 
points from S which belongs to CLi, where i < k. Similarly, remove all elements from 
each list lj of L which belongs to Rip where i < k. Now it is sufficient to show a l-l 
correspondence between the points on the convex hull of the remaining points of 
S and the first element of each reduced list Ii. The proof is analogous to the base case. 
We conclude the observations in the following theorem. 
Theorem 2.1. The convex layer problem is logspace reducible to the MLLP. 
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Similarly the so-called onion peeling problem considered in [l, 51 can be observed 
to be logspace reducible to MLLP. 
3. Time complexity of MLLP 
We first present a sequential algorithm for MLLP and analyze its complexity. To 
each list li of L, assign a pointer which will traverse the list from left to right during the 
course of the algorithm. At the beginning each pointer points to the first element of its 
list. The set Ri of L contains the elements pointed to by the pointers initially. Assume 
that we have computed the sets RI, R2,. . . , Rj_ 1 and we wish to compute the set Rj. In 
each list Ii perform the following operations. Keep moving the pointer to the element 
on the right until either the end of the list is encountered or an element has been found 
whose rank is greater than j - 1. Now in each list the element pointed to by the 
pointer is an element of Rj. So the time complexity of the above algorithm is of the 
order of the size of the multilist times the time required to find the rank of the next 
element in the list. Since we know that the elements of multilist are integers, we sort 
1 LI elements and store them in the sorted order in an array. During the above 
mentioned procedure for computing R+, we assign the rank of each element found so 
far in this array. So it requires a binary search in this array to find out the rank of any 
element in any list. We summarize the above results in the following remark. 
Remark 1. The MLLP can be solved in O(( LI log I LI) time, where I LI is the size of the 
multilist. Moreover, if the elements in the multilist are bounded by an integer z then 
MLLP can be solved in 0( I LI) time using O(z) space. 
Since the aforementioned onion peeling problem has been shown to be P-complete 
in [l,S], the P-completeness of MLLP easily follows. Here we present a direct, 
independent proof of the P-completeness of MLLP as a preparation to the derivation 
of the hardness results for the SC classes. The latter results are obtained as an easy 
modification of this proof in the next section. 
Theorem 3.1. The decision version of MLLP is logspace-P-complete. 
Proof. Let x be an instance of a problem L that can be solved by a one-tape 
deterministic Turing machine (TM) M in polynomial time t(n). Note that M uses no 
more than t(n) space. Let A be the tape alphabet of M, and let Q be the set of states of M. 
The configuration of M, achieved after its first i steps, can be described with a 
word in (A u A x Q)+, describing the contents of consecutive cells of the tape, and 
marking the cell under the head with the symbol in A x Q, giving its contents and the 
current state of M. We will use a i,j, where a E A u A x Q, i is the time (i E (0,. . . , t(n)}), 
andjisthenumberofthetapecell(jE{l,..., t(n))) as the elements in MLLP. We will 
also use tl,...,t,(,) as dummy elements with layer numbers corresponding to their 
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index. Let the input word x = x1, . . . , x,, let B E A be the blank tape symbol and q. the 
initial state. The initial configuration will be represented by t(n) lists, each with one 
element. 
{(Xi x40)0,1) 
{(x2)0,2L 
{(x”)O,nl, 
{Bo,n+ I>, 
PoA.,~~ 
Also for each step i, each cell j, and for each combination of a, b, c E A u A x Q where at 
most one element is in AxQ, create the list {t~,t2,...,ti,~i-~,j_~,bi_~,j,ci-~,j+~,di,j} 
where d is the description of the cell j uniquely determined by the descriptions a, b, c of 
the cells j - l,j,j + 1, respectively (if j - 1 = 0 or j + 1 > t(n) we use only two cells). 
If the jth cell after step i is described by a E A u A x Q, the corresponding element 
Ui,j will be in layer i + 1, otherwise it will belong to layer i + 2 (since there is a list 
beginning with ti, . . . , ti+ Ir a. .). ,,, When the instance of MLLP is solved, it will be easy 
to see if an accepting state has been reached in time t(n), by looking at the layer 
number of the elements corresponding to the Turing machine configuration in the last 
step. 
It can be easily seen that the above lists can be constructed in logspace. Hence we 
can construct the instance of MLLP in logspace and MLLP is P-complete. 0 
4. Space complexity of restricted MLLP 
In this section we show that MLLP with s(n) lists or layer size s(n) can be computed 
by a TM operating simultaneously in polynomial time and O(s(n) log n) space. Thus 
both these restrictions of MLLP belong to the class TS [no(‘), s(n) log n] (see [7]). In 
fact, we even prove that MLLP with s(n) lists or layer size s(n) is logspace-hard for 
TS[nO(‘), s(n)]. In this way we obtain a natural, almost complete problem for the 
classes of the form TS [n’(i), s(n)], in particular for Steve’s classes SC’, SC’, . . . . Recall 
that SCk = TS[n O(l), logk n] and SC is the union of SC’, SC2, . . . . 
4.1. Number of lists is bounded 
When the number of lists is bounded from above by s(n) we need only O(s(n) log n) 
cells of a working tape of a TM to encode the current pointer configuration. Also, 
given such an encoding, a TM with O(s(n)log n) working tape can test whether a given 
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list element occurs before the pointer on any other input list in total linear time. As the 
total number of tests is O(n) we obtain the following theorem. 
Theorem 4.1. Let s(n) be a positive integer function. MLLP with O(s(n)) lists is in 
TS [n’, s(n) log n]. 
Corollary 4.2. MLLP with O(log’n) lists is in SC’+‘. 
Having in mind the parallel computation thesis [6], it is natural to ask whether 
MLLP with a polylog bounded number of lists is in NC? In the following we show in 
particular that the above question is equivalent to the unresolved SC c NC? ques- 
tion. In fact we obtain a much more general result which exhibits MLLP with s(n) lists 
as a natural logspace-hard problem for TS[n”“‘,s(n)]. To start with we need the 
following technical emma. 
Lemma 4.3. For any language P in TS(nO”‘, s(n)), where s(n) = R(log n), there exist 
integer constants a, b, and a TM Q with a single working tape which recognizes P in 
polynomial time and s(n) working space regularly sweeping the input and with its input 
headfrom left to right and vice uersa and such that Q makes exactly as (n) + b transition 
steps before each move of its input head. 
Proof. Let M be a TM which operates in working space s(n) and polynomial time. 
First, we shall construct a multi working-tape TM M’ which simulates M and 
regularly sweeps the input word moving the input head in each its transition step. 
Then, we shall simulate M’ with a TM Q satisfying the thesis. 
We equip M’ with few additional working tapes of logarithmic size. To simulate 
a single step of M the TM M’ updates the current position of the input head of M in 
binary on an additional working tape. Next, it computes the number of moves of its 
input head necessary to reach the next position of the input head of M. Observe that 
M’ needs logarithmic time for the above operations. Simultaneously its head on the 
input tape continues its regular sweep of the input tape. Using another additional 
working tape as an unary counter M’ updates the number of remaining moves of its 
input head after every O(log n) of its own moves in this way leaving enough time for 
the updates. When the input head M’ is within logarithmic distance from the new 
position of the input head of M the TM M uses a unary logarithmic counter so as not 
to overlook the position sought. 
Q firstly computes s(n) and marks two cells on its working tape at distance s(n) 
apart. Next, it simulates the working tapes of M’ on its single working tape in 
a standard way by assigning to each working tape of M’ one or two tracks (e.g., see 
[8]). Now it remains to note that each transition step of M’ can be simulated, e.g., in 
four sweeps of the single working tape of Q. 0 
Theorem 4.4. Let s(n) be a function such that s(n) = R(logn) and it is computable in 
logarithmic space. MLLP with s(n) lists is logspace-hard for TS[n’(‘), s(n)]. 
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Proof. Let x be the input to a TM M operating in working space s(n) and polynomial 
time t(n). We may assume without loss of generality that M sweeps the input tape as 
described in Lemma 4.3. We shall modify the construction of the instance of MLLP 
for x and M from the proof of the P-completeness of MLLP. First of all we restrict the 
description of the current configuration to the s(n) bounded working space. The 
position of the input head of M after i transition steps can be easily determined from 
the time index i in logarithmic space by Lemma 4.3 (it is simply 
(i/(as(n) + b + l))mod n + 1 or n + 1 - (i/(as(n) + b + l))mod n + 1 depending on 
whether L (i@(n) + b + l))/(n + 1) J is respectively even or odd). Therefore the 
range of the second index j for the list elements in the constructed instance of MLLP 
can be decreased to (1,2, . . . , s(n)}. To decrease the number of necessary lists we use 
only the lists for the initial working tape configuration, one list with the dummy 
elements {tl,t2, . . . , ttc,,,} and two lists for every combination of a, b, c E A u A x Q 
withjE{1,2,..., s(n)}. The t(n) lists 
It19 t2 > . . ..t.(,),ut~“,-l,j-~,b,~,,-1,j,Ct(n)-l,j+1,dt~~,,j} 
are replaced by the two following lists: 
{tl,rz,ar,j-r,b ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
with the first taking care of the odd steps and the second taking care of the even steps. 
The dummy elements between the transitions make sure that the latter do not affect 
the layer numbers within the lists. The layer number Of di,j will be i + 1 or i + 2 and it 
will have no effect on the layer number of ti + 2 which will remain i + 2 SO di + 2.j will get 
the correct layer number. As there is one list containing only dummy elements (this list 
can actually be avoided), s(n) lists with the initial working tape configuration and 
O(s(n)) list pairs for the transitions, the total number of lists is O(s(n)). It remains to 
note that the O(s(n)) lists can be easily constructed in logarithmic space. 0 
Corollary 4.5. MLLP with O(logkn) lists is logspuce hard for SCk and belongs to 
SC?+ 1. 
4.2. Layer size is bounded 
When the layer size is bounded from above by s(n) we need only O(s(n)log n) cells of 
a working tape of a TM to encode the current layer Ri. Given such an encoding, a TM 
with O(s(n) log n) working space can find the current position of the pointer on a given 
input list in time O(s(n)n). To find the next position of the pointer it can test the 
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consecutive elements of the list following the pointer for occurrences before the 
current pointers on the other lists. Each such test takes time O(s(n)nk) where k is the 
number of lists. The next position of the pointer on the list gives us an element of the 
next layer Ri+l corresponding to the list. By repeating the operation of pointer 
moving for the remaining lists the whole R i+ 1 can be produced. The total number of 
the tests during the whole computation is bounded by the total length of lists, i.e., O(n). 
Since k = O(n), we obtain the following theorem. 
Theorem 4.6. Let s(n) be a positive integer function. MLLP with layer size s(n) is in 
TS[s(n)n’, s(n)log n]. 
Corollary 4.7. MLLP with layer size O(logkn) is in SCk+‘. 
Since MLLP with at most s(n) lists is a special case of MLLP with layer size s(n), by 
Theorem 4.4 we obtain the following hardness result for the former. 
Corollary 4.8. Let s(n) be a function satisfying s(n) = R(logn) and computable in 
logarithmic space. MLLP with layer size s(n) is logspace-hard for TS[n”“,s(n)]. 
Corollary 4.9. MLLP with layer size O(logk n) is logspace-hard for SCk and belongs to 
SCk+‘. 
5. NC algorithms for special cases of MLLP 
In Section 3 we have shown that MLLP is P-complete. In this section we present 
parallel algorithms for two special cases of MLLP. We will see an application of these 
special cases in the next section. In the first case the problem is to solve MLLP for 
a constant number of lists. In the other case the number of elements in each set Ri is 
bounded by a constant. 
5.1. Number of lists is constant 
We are given a constant number of lists, say k, where the number of elements in each 
list is at most n. Our objective is to compute the layers Ri, where 1 6 i G n. Before we 
present the parallel algorithm we describe a preprocessing step which is required in 
the algorithm. For each element z in the multilist L, we compute the position of the 
occurrence of z in each list and store it in an array of size k. The ith location in the 
array corresponding to z is its position in the ith list Ii. This can be achieved by sorting 
all elements of L and it requires O(logn) time using O(n) processors. 
Let us have a closer look at the sequential algorithm described in Section 3 for 
solving MLLP on the k lists. Assume that we have computed sets RI, Rz, . . . , Rj- Ir 
and we wish to compute Rj. We have k pointers, one for each list, which will traverse 
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the list from left to right. Currently the pointers are pointing at the element in its list 
which belongs to Rj_ 1. In the next step each pointer moves to the right in order to 
locate an element which has not appeared in any of the sets computed so far. At the 
end of this step each pointer points to an element of Rj. So the sequential algorithm 
computes the next pointer configuration from the present configuration. The algorithm 
starts with the first pointer configuration which is the first element in each list. 
The sequential algorithm can be easily parallelized. Notice that there are only O(nk) 
possible pointer configurations. For each pointer configuration we can compute the 
next configuration in O(logn) time using O(n) processors as follows. Let x(i) be the 
pointer position in the list li for the given configuration, where 1 < i < k. The pointer 
position in Ii for the next configuration can be computed by first finding out all 
elements after x(i) in Ii which have appeared between the first and the x(Jth element in 
any of the lists lj where j # i. Once we know all such elements after x(i) in li, the 
element with the least index among the remaining ones is the desired element. Using 
the preprocessing information we can compute the required element in O(log n) time. 
Now we know how to compute the next pointer configuration from the given one. So 
the remaining task is to compute the pointer configurations corresponding to the sets 
Ri. By performing parallel list ranking we can trace the pointer configurations tarting 
from the first one. 
Now we analyze the complexity of the above naive parallel algorithm. For each 
configuration the next configuration can be computed in O(logn) time using O(n) 
processors. Since there are in all O(nk) configurations, this step requires O(log n) time 
using O(nk+ ‘) p rocessors. Parallel list ranking on the list of size O(nk) can be done in 
O(log n) time using O(nk) processors [63. Hence the overall complexity of the parallel 
algorithm for computing sets Ri is O(logn) time using O(nk+‘) processors on the 
CREW PRAM. We summarize the results in the following theorem. 
Theorem 5.1. l%e MLLP for k lists, each of size at most n, can be solved in O(log n) time 
using O(nk+‘) processors on the CREW PRAM. 
In the above algorithm we require O(n) processors for each pointer configuration to 
compute its next configuration. In place of carrying out the computation for all 
configurations simultaneously we can carry out the computation in steps, thereby 
using the same set of processors which have been used in the earlier steps. In the ith 
step, where 1 < i < log log n, the next pointer configuration for configurations con- 
stituting every n (1-2-i)th element of each list is computed. Now we show that we 
require only O(nk) processors in each step. In the first step we compute the next 
configuration for only 0(nk/2) configurations. So we can assign O(n) processors to each 
configuration. In the second step our objective is to compute the next pointer configura- 
tion for configurations constituting every n lj4th element of each list. So in all we have to 
compute the next configurations for O(n’3/4’k) configurations. Partition the problem in 
the second step into O(n ck- l)iz) subproblems of equal size, using the following lemma, 
and compute the number of processors required to solve one such problem. 
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Lemma 5.1. Let X and Y be two configurations. Let x(i) (or y(i)) denote the position of 
the pointer in Ii for X (respectively, Y), where 1 < i < k. Let x’(i) (or y’(i)) denote the 
position of the pointer in Ii for the next configuration of X (respectively, Y). For all i, if 
x(i) < y(i) then x’(i) < y’(i). 
Partition lists lZ, 13, . . . , lk into blocks of size &. The first list in the subproblem is 
the list 1,. The ith list in the subproblem is a & size block from Ii. It is easy to see that 
we have only n(k-l)iz subproblems of equal size. Consider one such subproblem. So 
there are n elements in the first list bI = II and only & elements in each of the lists 
(blocks) b2, bJ, . . . , bk. Let bi,j denote the jth element of bi. Consider the following 
fi pairs of configurations. Pi = {(bl,iJTi+l,b~.~, . . ..h.~). (b,,(i+l)Jii,bz,Jii,...,bk,,)>, 
where 0 < i < & - 1. Note that in the first step we have computed the next 
configuration for each of the configurations in Pi. We define the range ri for Pi as the 
difference between the pointer positions in the list bI of the next configurations of the 
configurations in Pi. Observe that cg, ri = O(n). 
We have to compute the number of processors required to compute the next 
configuration for the configurations constituting every n114th element from each of the 
list in the subproblem. For each Pi we have nkL4 such configurations. For each 
configuration in Pi assign O(ri) processors in order to compute its next configuration. 
We have &Pi’s, each Pi has n k/4 desired configurations, and for each configuration in 
Pi we require O(rJ processors. Since we have only n”- ‘)I2 instances of the subprob- 
lem, the total number of processors required in the second step is bounded 
by 0th (1/2)+(3/4)k) < O#). I-I ence the complexity of the second step follows. The 
analysis of the remaining steps can be performed similarly and hence the following 
theorem. 
Theorem 5.2. The MLLP for k lists, each of size at most n, can be solved in 
O(log n log log n) time using O(nk) processors on the CREW PRAM. 
5.2. Layer size is bounded by a constant 
Assume that the number of lists is k, and that each element is from the set (1, . . . , m}. 
Further, assume that it is known that the number of elements in each rank is bounded 
by a constant c. In this section we present an NC algorithm for computing the 
layers Ri. 
We use parallel list ranking on the limited number of pointer configurations which 
arises in this case. Since each IRil is bounded by c, only O(m’) combinations are 
possible for each rank. Given one such combination of elements, the corresponding 
pointer configuration in the multilist can be computed as follows. The pointer in each 
list should point to the leftmost element among the elements in the list which belong 
to the combination. Assign one processor to each element in each of the lists. The 
leftmost element which belongs to the combination can be found in O(log m) time by 
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parallel list ranking. In fact we can avoid repeating here parallel list ranking for 
different combinations by applying it in a preprocessing stage to rank the list 
elements. Then the leftmost element can even be found in a constant ime. If a list does 
not contain any of the elements, place the pointer at the end of the list. Hence given 
a combination, the corresponding configuration in the multilist can be computed in 
O(1) time using O(mk) processors. 
For each of the pointer configurations computed above, find the next configuration 
as follows. Use an array of length m and mark the ith location in the array if i appears 
before the pointer in any of the lists. This can be done in O(logk) time using O(mk) 
processors. The O(logk) factor is because in our model of computation we do not 
allow a common write. Then find the first unmarked element after the pointer in each 
list. This requires O(logm) time using O(A) processors. These unmarked elements 
correspond to the next pointer configuration. Hence we require O(m’+‘k) processors 
to compute the next configuration for all possible configurations. Note that if the next 
configuration of a configuration X has more than c elements, then the next configura- 
tion of X is assigned the empty configuration. 
We can find the configurations corresponding to the sets Ri by tracing the config- 
urations starting from the first one. This can be achieved by performing parallel list 
ranking on the list of size O(mc) and it requires O(log m) time using O(mc) processors. 
The above observations can be summarized in the following theorem. 
Theorem 5.3. The MLLP with layer size c can be solved in O(log k + log m) time with 
O(m’+ l k) processors on the CREW PRAM, where k is the number of lists and each 
element of the list is from the set { 1,. . . , m}. 
6. Applications of MLLP 
In this section we present SC and NC algorithms for special cases of the convex 
layer problem. 
6.1. c-oriented layers 
In this section, we present an SC algorithm (NC algorithm, respectively) for 
computing c-oriented layers by reducing it to an equivalent MLLP where the number 
of lists is polylogarithmic (a constant, respectively). In order to perform the reduction 
we preprocess the input points by enumerating them. Since we are interested in 
computing c-oriented layers, we need to do a line sweep of the given point set in only 
2c directions in order to obtain the equivalent MLLP. Note that for each of the 
c-orientations we need to do a line sweep of S in exactly two opposite directions. It can 
be seen that collinearity will not increase the complexity since the actual number of 
possible pointer configurations will not increase. The computation of the next config- 
uration in the cases where a pointer points to a collinear point can easily be done 
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without adding the prefix lists discussed earlier. By Corollary 4.2 we obtain the 
following result. 
Theorem 6.1. For c = logk n, the problem of computing c-oriented layers of an n point 
set is in SCk+‘. 
Analogously, using Theorem 5.2 we obtain the following result. 
Theorem 6.2. For a constant c, the c-oriented layers of an n point set in the plane 
can be computed in O(log nlog logn) time using O(nzc) processors on the CREW 
PRAM. 
6.2. Convex layer problem when each layer has a bounded number of points 
In this section we present an SC algorithm (NC algorithm, respectively) for 
computing convex layers where each layer has a polylog number (constant number, 
respectively) of points by reducing it to an equivalent MLLP with polylog (constant, 
respectively) layer size. 
Sweep the given point set S of n elements in O(n’) directions and obtain the lists as 
in Section 2. This can be done by a TM in logspace or by a CREW PRAM in O(log n) 
time using a linear number of processors. Now we use Corollary 4.7 with s(n) = logk n 
(as in c-oriented layers, collinear points will not add complexity) to obtain the 
following theorem. 
Theorem 6.3. The convex layer problem where each layer has O(logk n) points is in 
SCk+ l. 
Analogously using Theorem 5.3, where k = 0(n2), m = n and c is the maximum 
constant layer size, we obtain the following theorem. 
Theorem 6.4. The convex layer problem where each layer has no more than c points can 
be solved in O(logn) time using O(nc+3) processors on the CREW PRAM. 
7. Final remarks 
The hardness results obtained suggest hat a combinatorial approach to the convex 
layer problem is not sufficient to derive NC algorithms for the geometric problem 
except for restricted cases. 
Is it possible to overcome the logarithmic gap in space bounds between our 
hardness results for MLLP with O(s(n)) lists or O(s(n)) layer size and our solutions to 
these problems? 
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