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Abstract — Power quality has become a great concern to all 
electricity consumers. Poor power quality can cause equipment 
failure, data and economical losses. An automated monitoring 
system is needed to ensure signal quality, reduce diagnostic time 
and rectify failures. This paper presents the analysis of power 
quality signals using frequency domain smooth-windowed 
Wigner-Ville distribution (FDSWWVD). The power quality 
signals focused are swell, sag, interruption, harmonic, 
interharmonic and transient based on IEEE Std. 1159-2009. The 
TFD represents signal jointly in time-frequency representation 
(TFR) with good frequency and time resolution. Thus, it is very 
appropriate to analyze the signals that consist of multi-frequency 
components and magnitude variations. However, there is no 
fixed kernel of the TFD can be used to remove cross-terms for all 
types of signals. A set of performance measures is defined and 
used to compare the TFRs to identify and verify the TFD that 
operated at optimal kernel parameters. The result shows that 
FDSWWVD offers good performance of TFR and appropriate 
for power quality analysis. 
I. INTRODUCTION 
Power quality has become a great concern to all electricity 
consumers. Sensitive equipment and non-linear loads are now 
more common place in both industrial sectors and domestic 
environment [1]. Low power quality signals can cause many 
serious problems to the equipment such as short lifetime, 
malfunctions, instabilities and interruption. Thus, there is a 
need for heightened awareness of power quality among 
electricity users. Specifically, industries which are requiring 
ultra-high availability of service and precision manufacturing 
systems are very sensitive to power quality problems [2]. The 
utilities or other electric power providers have to ensure a high 
quality of their service to remain competitive and to retain the 
customers. 
The power quality term was earliest mentioned in a study 
published in 1968 [3] and many techniques were presented by 
various researchers for power quality signals analysis [4]. The 
most widely used is Fourier analysis but it does not suitable 
for non-stationary signals [5]. This is due to the technique 
provides information only about the existence of a certain 
frequency component but does not give information about 
component appearance time. To solve the problem, short-time 
Fourier transform (STFT) [6] from linear time-frequency 
distribution (TFD) was introduced. This technique provides 
temporal and spectral information of a signal by representing 
it jointly in time-frequency representation (TFR). However, 
STFT still has limitation of a fixed window width. The trade-
off between the frequency resolution and time resolution 
should be determined to observe a particular characteristic of 
the signals. 
As an alternative to resolve the fixed resolution problem of 
STFT, wavelet transform (WT) which is another linear TFD 
was proposed [7]. WT offers high time resolution for high 
frequency component and high frequency resolution for low 
frequency component [8]. Thus, the technique is suitable to 
detect the duration of high frequency signal such as transient. 
However, for low frequency signals, typically sag, swell and 
interruption, it does not produce reliable results [9]. In 
addition, WT also exhibits some disadvantages such as its 
computation burden, sensitivity to noise level and the 
dependency of its accuracy on the chosen basis wavelet [10] 
[11].  
Bilinear TFD is known as better distribution than linear 
TFD because it provides good resolution in both time and 
frequency domain [12]. However, it suffers from the presence 
of cross-terms that can result in misinterpretation of the true 
signal characteristics. Besides, there is no fixed kernel that can 
be used to remove the cross-terms for all types of signals [13]. 
Thus, the optimal kernel parameter of the signal needs to be 
identified for implementing the TFD. 
Wigner-Ville distribution (WVD) has received 
considerable attention in recent years as analysis tool for non-
stationary or time-varying signals [14] because of its good 
temporal resolution, excellent performance in the presence of 
noise, better concentration and less phase dependence than 
spectral frequency. The adoption of a separable kernel 
function defines smooth-windowed Wigner-Ville distribution 
(SWWVD). This technique has the advantage of reducing the 
effects of the interferences or cross-terms and at the same time, 
having a high time-frequency resolution [15]. One of the 
major drawbacks of the technique is the presence of the 
interference terms in the TFR. The interference can be 
2011 IEEE International Conference on Signal and Image Processing Applications (ICSIPA2011)
978-1-4577-0242-6/11/$26.00 ©2011 IEEE 28
reduced by using larger windows for time smoothing but it 
also causes reduction in the time resolution. The 
implementation of SWWVD in frequency domain may 
overcome the SWWVD limitations and reduce computation 
time.    
This paper presents the implementation of bilinear TFD 
which is frequency domain smooth-windowed Wigner-Ville 
distribution (FDSWWVD) for power quality signals analysis. 
This TFD consists of a separable kernel which its parameters 
are estimated from the Doppler-frequency signal 
characteristics. From the appropriate choice of the kernel 
parameters, the auto-terms are preserved and the cross-terms 
are removed. A set of performance measures is defined based 
on the main-lobe width (MLW), peak-to-side lobe ratio 
(PSLR), signal-to-cross-terms ratio (SCR) and absolute 
percentage error (APE) to quantify the accuracy of the 
resulting TFR. 
II. SIGNAL MODEL 
This paper divides the power quality signals into three 
classes: voltage variation for swell, sag and interruption signal, 
waveform distortion for harmonic and interharmonic, and 
transient signal.  The signal models are formed as a complex 
exponential signal based on IEEE Std. 1159-2009 and can be 
defined as 
∑
=
−
−Π=
3
1
1
2 )()( 1
k
kkk
tfj
vv ttAetx
π               (1) 
tfjtfj
wd Aeetx 10
22)( ππ +=                      (2) 
)(               
)()(
12
)(2)/()(25.1
3
1
1
2
12121
1
tteAe
ttetx
ttfjtttt
k
kk
tfj
trans
−Π+
−Π=
−−−−
=
−∑
π
π
   (3) 
⎩⎨
⎧ −≤≤
=Π −
elsewhere         0
0for            1
)( 1kkk
ttt
t                 (4) 
 
where k is the signal component sequence, Ak is the signal 
component amplitude, f1 and f2 are signal frequency, t is the 
time and Π(t) is a box function of the signal. In this analysis, 
the parameters are set similar to [14] for comparison purpose. 
 
III.   FREQUENCY DOMAIN SMOOTH-WINDOWED WIGNER-
VILLE DISTRIBUTIONS 
Smooth-windowed Wigner-Ville distribution (SWWVD) 
has a separable kernel [15] where it can reduce the effects of 
the interferences or cross-terms and at the same time, having a 
high time-frequency resolution. The TFD can be expressed as 
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where H(t) is the time smooth (TS) function, w(τ) is the lag 
window function and kx(υ,f) is the bilinear product of the 
signal of interest, x(t). In this paper, Hamming window is used 
as the lag window while raised-cosine pulse as the TS 
function [16]. They are, respectively, defined as  
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The bilinear product can be represented in frequency 
domain [17] and the corresponding definition is  
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If m and n are defined as 
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then using the Jacobian yields  
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With these substitutions, equation (8) can be factored into 
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Noting that the kx(υ,f) has similar form to Kx(t,τ) in the 
Doppler-frequency domain. By using the properties of the 
Fourier transform for convolution and product between two 
signals, the SWWVD in equation (5) can be defined in 
frequency domain as 
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where W(f) is the lag window in frequency domain, h(υ) is the 
TS function in Doppler domain and the asterisk with f denotes 
the frequency-convolution of the signals.  
The W(f) and the TS function are Fourier transform of 
equation (6) and (7), respectively, and can be defined as 
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IV.   KERNEL ANALYSIS IN DOPPLER-FREQUENCY 
REPRESENTATION 
The bilinear product of a signal in Doppler-frequency 
representation is divided into two components which are auto-
terms and cross-terms. It can be defined as 
 
),(),(),( ,, fkfkfk crossxautoxx υυυ +=                (15) 
 
The auto-terms are normally located at frequency axis (υ = 
0) while the cross-terms can be anywhere. Thus, TS function 
is used to remove the cross-terms which are located away 
from the frequency axis and lag window is for the cross-terms 
that have lag-frequency component. 
A. Bilinear Product of Voltage Variation Signal 
In frequency domain analysis, the signal in equation (1) is 
transformed to frequency domain by using Fourier transform 
and its frequency domain representation is defined as 
  
))((sinc               
))((sinc)(               
))((sinc)()(
30
)(
33
20
)(
232
10
)(
121
30
20
10
tffetA
tffetAA
tffetAAfX
tffj
tffj
tffj
vv
−+
−−+
−−=
−−
−−
−−
π
π
π
π
π
π
    
(16) 
 
Since auto-terms are the bilinear product of the same 
signal components while cross-terms are the bilinear product 
of the different signal components, they can be defined, 
respectively, as  
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Based on equation (17) and (18), the auto-terms have no 
lag-frequency component while the cross-terms have lag-
frequency component at f = f0. Both terms are centred at f = f0 
and υ = 0 as shown in Fig. 1. 
 
 
 
 
 
 
 
 
Fig. 1: Bilinear product of the voltage variation in Doppler-frequency 
representation 
 
By using the convolution properties [18], the convolution 
between the lag window and cross-terms can be defined as  
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 To demonstrate the application of the lag window in 
removing the cross-terms, the Eigen functions property of 
complex exponential [19] is utilised. Consider the cross-terms 
as the input, the corresponding output with the lag window 
can be defined as 
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From the equations above, lag window parameter, Tg, 
should be set less than or equal to the smallest value between 
(t2 - t1)/2, (t3 - t1)/2 and (t3 - t2)/2 to remove the cross terms. In 
this analysis, since (t2 - t1)/2 is the smallest value, Tg is set as 
 
2/)( 12 ttTg −≤
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However, similar to the analysis in time domain [20], lag 
window should cover at least one cycle of fundamental signal 
such that Tg ≥ 1/2f0.  
B. Bilinear Product of Waveform Distortion Signal 
Waveform distortion signal in equation (2) consists of two 
frequency components and its frequency domain 
representation is expressed as 
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The auto-terms and cross-terms of the signal can be 
defined, respectively, as  
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The equations above indicates that there are two auto-
terms which are located at the frequency axis and centred at f 
= f0 and f1, respectively, as shown in Fig. 2.  Besides that, two 
cross-terms are located away from the frequency axis which 
are at f = (f1 + f0)/2, υ = (f1 – f0) and f = (f1 + f0)/2, υ = - (f1 – f0) 
and have no frequency component. 
 
 
 
 
 
 
 
 
Fig. 2: Bilinear product of the waveform distortion signal in frequency-
Doppler representation 
 
In Doppler-frequency representation, the TS function 
behaves like a window similar to lag window in time-lag 
domain. This is due to it can remove the cross-terms which are 
located away from the frequency and preserves the auto-terms 
at the origin of the Doppler axis. Since the cross-terms are 
located at |υ| = (f1 – f0), the Doppler cut-off frequency of the 
TS function should be set such that υc ≤ | f1 – f0|. It can be 
achieved by setting the TS function parameter as 
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The lag window is also applied to this signal to set the 
desirable lag-frequency resolution, Δf, of the TFR [20]. Thus, 
Tg should be set greater than or equal to 1/2Δf to set the lag 
frequency resolution such that Δf ≤ f1/2 to differentiate 
harmonic and interharmonic frequency components.  
 
C.  Bilinear Product of Transient Signal Transient signal as in equation (3) can defined in 
frequency domain as 
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This signal has two signal components which are at f = f1T 
while another signal component has frequency component at f 
= f0. Its auto-terms and cross-terms can be, respectively, 
defined as
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In equation (32), three auto-terms are located at the 
frequency axis. An auto-term is centered at f = f0 while the 
other two cross-terms are, respectively, at f = f1T as shown in 
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Fig. 3. There are six cross-terms where two cross-terms are 
located at f = (f1T + f0)/2, υ = (f1T – f0), two cross-terms are at f 
= (f1T + f0)/2, υ = - (f1T – f0) and another are at f = f1T, υ = 0 as 
expressed in equation (33). Thus, four cross-terms are located 
away from the frequency axis while two cross-terms share the 
same location with the auto-terms at the frequency axis and at 
f = f1T. 
 
 
 
 
 
 
 
 
Fig. 3: Bilinear product of the transient signal in Doppler- frequency 
representation 
 
The four cross-terms are located away from the frequency 
axis which is at υ = | f1T – f0|. Thus, the TS function is 
implemented similar to the waveform distortion signal to 
remove the cross-terms. To simply the calculation, since f1T ≈ 
f1, the Doppler cut-off frequency is set at υc ≤ | f1 – f0| by 
setting Tsm such that 
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For the cross-terms that are located at the frequency axis, 
lag window is employed since the cross-terms have lag-
frequency component. This application is similar to the 
voltage variation signal and same observation can be made. 
Based on the Eigen function properties, the output for 
convolution between lag window and these cross-terms can be 
defined as  
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In order to remove the cross-terms, w(τ) which is at |τ|= (t2 
- t1)/2 should be set at zero. Thus, the lag window parameter is 
set such that Tg ≤ (t2 - t1)/2. However, an appropriate setting 
for Tg and Tsm should be chosen in order to remove the cross-
terms, preserve the auto-terms, set desirable frequency 
resolution as well as reduce computation complexity and 
memory size of the TFR. 
 
 
 
 
 
 
V.   RESULT  
 Transient signal in time domain, frequency domain and its 
TFR are shown in Fig. 4. Fig. 4(a) presents the magnitude of 
the signal increases at 100 ms and its duration is 15 ms. For 
Fig. 4(b), the signal spectrum shows two frequency 
components which are at 50 and 1000 Hz while the others are 
zeros. Its TFR as shown in Fig. 4(c) demonstrates that 
transient occurs at 1000 Hz between 100 and 116 ms. This 
example shows that the two frequency components need to be 
considered for calculating FDSWWVD. As a result, it reduces 
the computation complexity. 
 
 
(a) 
 
 
 (b) 
 
 
(c) 
Fig. 4: a) Interruption signal in time domain and b) frequency domain and c) 
its TFR 
 
The performance of FDSWWVD with various kernel 
parameters is also verified in terms of MLW, PSLR, SCR and 
APE for power quality signals as discussed in [20]. By using 
similar parameters as in [14], the performance of SWWVD 
and FDSWWVD is compared as presented in Table 1.  
It can be seen that, for every signal, FDSWWVD gives 
small different results compared to SWWVD. This is due to 
small sample value of the signal in frequency domain are not 
considered to reduce computation complexity for calculating 
FDSWWVD and the same time also offers good TFR. Thus, 
the FDSWWVD is suitable to be implemented to power 
quality signals detections and classification purpose.    
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TABLE I  
PERFORMANCE COMPARISON BETWEEN SWWVD AND FDSWWVD AT THE 
OPTIMAL KERNEL 
Signal Performance  Measures SWWVD FDSWWVD 
V
ol
ta
ge
 V
ar
ia
tio
n 
Si
gn
al
 Swell 
MLW (Hz) 
PSLR (dB) 
SCR (dB) 
APE (%) 
25 
614.815 
15.6408 
0.20833 
25 
256.39 
16.572 
0.2083 
Sag 
MLW (Hz) 
PSLR (dB) 
SCR (dB) 
APE (%) 
25 
614.815 
17.7996 
0.625 
25 
129.3 
18.610 
0.4166 
Interruption 
MLW (Hz) 
PSLR (dB) 
SCR (dB) 
APE (%) 
25 
614.815 
55.4463 
0.625 
25 
87.358 
14.100 
4.375 
Kernel 
parameters 
Tg(ms) 
Tsm(ms) 
10 
0 
10 
0 
W
av
ef
or
m
 D
is
to
rti
on
 S
ig
na
l 
Harmonic 
MLW (Hz) 
PSLR (dB) 
SCR (dB) 
APE (%) 
6.25 
664.295 
41.7393 
0.125 
12.5 
48.456 
12.278 
0.0700 
Kernel 
parameters 
Tg(ms) 
Tsm(ms) 
20 
7.5 
20 
7.5 
Interharmonic 
MLW (Hz) 
PSLR (dB) 
SCR (dB) 
APE (%) 
6.25 
655.776 
42.256 
0.125 
12.5 
47.315 
12.267 
0.3454 
Kernel 
parameters 
Tg(ms) 
Tsm(ms) 
20 
6.67 
20 
6.67 
Tr
an
sie
nt
 
Si
gn
al
 Transient 
MLW (Hz) 
PSLR (dB) 
SCR (dB) 
APE (%) 
25 
86.1447 
14.1705 
1.66667 
25 
93.2472 
15.582 
0.555556 
Kernel 
parameters 
Tg(ms) 
Tsm(ms) 
10 
1.578 
10 
1.578 
 
VI. CONCLUSION 
FDSWWVD presents power quality signals in time-
frequency representation with good time and frequency 
resolution. However, each type of the signals requires 
different kernel parameters of the TFD to obtain the optimal 
TFR. Thus, a set of performance measures which are MLW, 
APE, SCR and PSLR is used to identify and verify the optimal 
kernel. The results show that FDSWWVD offers good 
performance of the TFR and give the optimal kernel similar to 
SWWVD. In addition, the TFD is implemented in Doppler-
frequency domain that reduces computation complexity 
compared to SWWVD which is performed in time-lag 
representation. 
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