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ANALYTIC RELATIONS ON A DYNAMICAL ORBIT
THOMAS SCANLON
Abstract. Let (K, |·|) be a complete discretely valued field and f : B1(K, 1) →
B(K, 1) a nonconstant analytic map from the unit back to itself. We assume
that 0 is an attracting fixed point of f . Let a ∈ K with limn→∞ fn(a) = 0
and consider the orbit Of (a) := {f
n(a) : n ∈ N}. We show that if 0 is a super-
attracting fixed point, then every irreducible analytic subvariety of Bn(K, 1)
meeting Of (a)
n in an analytically Zariski dense set is defined by equations of
the form xi = b and xj = fℓ(xk). When 0 is an attracting, non-superattracting
point, we show that all analytic relations come from algebraic tori.
1. Introduction
In this paper, we study a local analytic version of the so-called dynamical
Mordell-Lang problem (see, for instance, [4] or [6] in which the conjecture is explic-
itly raised). Here, one considers an algebraic variety X defined over some field K,
a regular self-map f : X → X , and a point a ∈ X(K) and then studies possible
algebraic relations on the forward orbit of a under f , Of (a) := {f
n(a) : n ∈ N}.
That is, one seeks to describe the intersections Y (K) ∩ Of (a)
m where Y ⊆ Xm is
an algebraic subvariety of some Cartesian power of X . In the classical situation, X
is itself a semi-abelian variety and f is an endomorphism of X . The forward orbit
Of (a) is then a subset of the subgroup generated by a and it is known that the
only irreducible algebraic varieties which can meet a finitely generated subgroup of
a semi-abelian variety in a Zariski dense set are themselves translates of sub-semi-
abelian varieties. For the more general dynamical Mordell-Lang problem, one asks
merely that the irreducible algebraic varieties meeting Of (a)
m in a Zariski dense
set simply be f -periodic. We believe that this conclusion begs the question as to
the form of the f -periodic varieties and in this paper we take the further step of
explicitly describing these exceptional varieties.
While the dynamical Mordell-Lang problem concerns algebraic varieties, the ap-
proaches to its solution to date are based on local arguments in which the algebraic
dynamical system is regarded as a p-analytic dynamical system. Here we drop the
hypothesis that the analytic dynamical system considered comes from a rational
function. Specifically, after a change of variables, we consider convergent analytic
functions f(x) =
∑∞
n=1 bix
i over some complete DVR and then study the possible
analytic relations on the forward orbits Of (a) where a is close enough to zero. In
the case that 0 is an attracting, but not super-attracting point (by which we mean
that 0 < |b1| < 1), then all such analytic relations come from suitably deformed
algebraic tori. When 0 is a super-attracting point (b1 = 0), then the analytic
relations are all defined by equations of the form f(xi) = xj and f
k(a) = xℓ.
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The key to our proof is a transformation of analytic relations on Of (a)
n into
linear relations on certain subsets of the value group. We then use a theorem of van
den Dries and Gu¨naydın [3] to give a refined description of the solutions to these
equations.
When the analytic dynamical system comes from a rational function f , then
our results fully describe the possible algebraic relations on the dynamical orbit
Of (a) when lim f
n(a) is a superattracting fixed point (relative to some valuation).
In case, lim fn(a) is merely an attracting fixed point, then our results limit the
possible algebraic relations, but in general, one would need to decide which of the
deformed tori are algebraic and we do not address that question here.
2. Generalities on analytic dynamics
In this section we set out our notation and conventions about rigid analytic
dynamics and prove some basic reductions.
Throughout this paper we work over a complete discretely valued field (K, | · |).
On occasion, we wish to write the valuation additively as v : K → Z ∪ {∞} and
to relax the hypothesis that the valuation on K be discrete. For each real number
r and natural number n we write Bn(K, r) for the closed polydisc {(x1, . . . , xn) ∈
Kn : |xi| ≤ r for i ≤ n}. Note in particular that B1(K, 1) is the valuation ring.
While one often writes the valuation ring as OK , when thinking of B1(K, 1) as a
ring, we shall write R so as to avoid confusion with the notation for dynamical
orbits.
We recall some of the basic results on rigid analysis over K. The reader may
wish to consult [2] for details, though we follow a different notation and most of
what we do would make sense for other formalisms, such as those of Berkovich [1]
or Huber [5].
For each natural number n, the Tate algebra K〈x1, . . . , xn〉 consists of those
formal power series over K in the variables x1, . . . , xn convergent on Bn(K, 1).
That is,
K〈x1, . . . , xn〉 := {
∑
fIx
I ∈ K[[x1, . . . , xn]] :
∑
|fI | <∞}
Of course, in our ultrametric setting,
∑
|fI | <∞ if and only on lim|I|→∞ |fI | = 0.
Here, we have employed a multi-index notation which will appear later. For I =
(i1, . . . , in) ∈
nN and an n-tuple (x1, . . . , xn), we write xI for
∏n
j=1 x
ij
j .
One might also consider the Tate algebra over restricted rings of coefficients.
We shall have occasion to look at R〈x1, . . . xn〉 = K〈x1, . . . , xn〉 ∩ R[[x1, . . . , xn]].
It is a basic result of Tate that R〈x1, . . . , xn〉 is Noetherian. Indeed, without the
hypothesis that the valuation is discrete, it is still the case that K〈x1, . . . , xn〉 is
Noetherian. There is only one point in our arguments where the hypothesis that R
is a DVR is used, but it appears to be essential.
In general, one can make sense of dynamical systems in any category and with
respect to any semigroup, but we shall restrict attention to analytic dynamical
systems with respect to N, or with respect to Nn but derived from one on N. For
us, a dynamical system is given by a self-map f : X → X whereX is a rigid analytic
space and f is analytic. The dynamics are understood through the iteration of f .
That is, we have an induced map N × X → X given by (m,x) 7→ fm(x). A
morphism of dynamical systems h : (X, f) → (Y, g) is given by an analytic map
h : X → Y for which the following diagram commutes.
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X
f
−−−−→ X
h
y
yh
Y
g
−−−−→ Y
For a point x ∈ X we define the forward orbit of x under f to be
Of (x) := {f
n(x) : n ∈ N}
Here, what is meant by “point” depends on the specific choice of our definition of
analytic space. In most of what we are doing, X will be the unit ball of K and one
may think of x as an element of the maximal ideal of R.
Note that if h : (X, f)→ (Y, g) is a morphism of dynamical systems, x ∈ X , and
y = h(x), then h maps Of (x) onto Og(y).
If x ∈ X is a fixed point of f : X → X , then dfx : TxX → TxX is another
dynamical system. We say that x is an attracting fixed point if every eigenvalue of
dfx has absolute value less than 1. We say that x is a superattracting fixed point
if dfx = 0. Of course, one should really further refine these notions in terms of the
rank of dfx, but as we shall focus on the one dimensional case, such a distinction is
irrelevant.
Suppose for the moment that f : X → X is an analytic dynamical system,
a ∈ X , and a = limn→∞ f
n(a) exists. In particular, a is a fixed point of f . Possibly
at the cost of replacing a by fN (a) for some N ≫ 0 and performing a change of
variables, we may represent this situation in terms of a analytic dynamical system
on a polydisc for which a corresponds to the origin. In the one dimensional situation,
we can further simplify the presentation.
Lemma 2.1. Let f : X → X be an analytic self-map. We assume that dimX =
1, a ∈ X, and a = limn→∞ f
n(a) is a smooth point. Then there is an open
subspace U ⊆ X with a ∈ U , an analytic map g : B1(K, 1) → B1(K, 1), and an
analytic isomorphism h : U → B1(K, 1) such that f(U) ⊆ U and h : (U, f ↾ U) →
(B1(K, 1), g) is a map of dynamical systems. Moreover, fN(a) ∈ U for N ≫ 0.
Proof. As a is a smooth point, we can find a neighborhood V of a isomorphic to
B1(K, 1) via a map taking a to 0. As a is a limit of an f -orbit, it must be an f -fixed
point which is not repelling. In particular, possibly at the cost of restricting V to a
smaller coordinate neighborhood U , f maps U back to itself. Let h : U → B1(K, 1)
express U as a coordinate neighborhood with h(a) = 0. Set g := h−1 ◦ f ◦ h. 
By Lemma 2.1 we may restrict attention to analytic dynamical systems on the
unit disc. Such dynamical systems may be taken to have a very simple form.
Our result on a canonical form for dynamical systems on B1(K, 1) with 0 as an
attracting fixed point is needed only in the non-superattracting case, but we include
a statement in the superattracting case to complete the picture.
Lemma 2.2. Suppose that f : B1(K, 1)→ B1(K, 1) is an analytic dynamical system
on the unit disc and that f(0) = 0, and λ := f ′(0) has 0 < |λ| < 1. That is,
0 is a non-superattracting, attracting fixed point. Then there is a positive real
number ǫ ≤ 1 and an analytic isomorphism h : B1(K, ǫ) → B1(K, ǫ) for which
f(B1(K, ǫ)) ⊆ B1(K, ǫ) and h : (B1(K, ǫ), f ↾ B1(K, ǫ))→ (B1(K, ǫ), x 7→ λx) is an
isomorphism of dynamical systems.
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Proof. Write f(x) =
∑∞
i=1 fix
i where f1 = λ. Since f(B1(K, 1)) ⊆ B1(K, 1) we
have 1 ≥ ||f ||1 =: sup{|f(x)| : x ∈ B1(K, 1)} = ||f ||Gauß =: sup{|fi| : i ∈ N}. Thus,
our hypothesis that f maps the unit ball back to itself implies f ∈ R〈x〉. This
implies that for any positive ǫ < 1 and x ∈ B1(K, ǫ) we have |f(x)| = |
∑
fix
i| ≤
sup{|fix
i| : i ∈ Z+} ≤ sup{|fi|ǫi : i ∈ Z+} ≤ ǫ. Hence, f restricts to a self-map of
B1(K, ǫ).
We look now for the required h. Write h(x) =
∑∞
j=1 hjx
j . We will take h1 = 1.
If h is going to work for us, then we need h(f(x)) = λh(x). Let us compute h◦f(x).
h ◦ f(x) =
∞∑
j=1
hj(
∞∑
i=1
fix
i)j
=
∞∑
j=1
∑
I∈jZ+
hj(
j∏
ℓ=1
fIℓ)x
P
Iℓ
=
∞∑
N=1
(
∑
I ∈ <ωZ+∑
ℓ Iℓ = N
h|I|
∏
fIℓ)x
N
Comparing the coefficients of xN , we see that we wish to have
λhN =
∑
I ∈ <ωZ+∑
ℓ Iℓ = N
h|I|
∏
fIℓ
= hNλ
N +
∑
I ∈ <ωZ+∑
ℓ Iℓ = N
|I| < N
h|I|
∏
fIℓ
Thus, we may recursively solve for hN as
hN :=
1
λ− λN
∑
I ∈ <ωZ+∑
ℓ Iℓ = N
|I| < N
h|I|
∏
fIℓ
As |λ| < 1 and we have |fi| ≤ 1 for all i and f1 = λ, we see that |hN | ≤
|λ|1−N . Thus, if we take ǫ = |λ|, then h is convergent on B1(K, ǫ) and defines an
isomorphism between (B1(K, ǫ), f) and (B1(K, ǫ), x 7→ λx). 
As we noted above, a similar canonical form exists in the superattracting case,
but we do not need this result for the sequel and it only holds in the case that K
has characteristic zero.
Proposition 2.3. Suppose that K has characteristic zero. Suppose that f : B1(K, 1)→
B1(K, 1) is a nonconstant analytic self-map with f(0) = f ′(0) = 0. That is, 0 is a
superattracting fixed point for f . Then there are λ ∈ B1(K, 1), M ≥ 2, ǫ > 0, and
an isomorphism of dynamical systems h : (B1(K, ǫ), f)→ (B1(K, ǫ), x 7→ λxM ).
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Proof. Let M be minimal with f (M)(0) 6= 0. Write f(x) =
∑∞
i=M fix
i and set
λ := fM =
f(M)(0)
M ! . As in Lemma 2.2, we see that |fi| ≤ 1 for all i ∈ N. Moreover, if
we write h(x) =
∑∞
j=1 hjx
j taking h1 = 1 and attempt to solve h◦f(x) = λ(h(x))
M ,
then expression for h ◦ f(x) computed in the course of the proof of Lemma 2.2 is
still valid. This time, since M > 1, we need to expand the righthand side of the
equation.
λ(h(x))M = λ(
∞∑
j=1
hjx
j)M
= λ
∞∑
j1=1
· · ·
∞∑
jM=1
M∏
ℓ=1
hjℓx
P
jℓ
=
∞∑
N=M
(
∑
J ∈ Z+
M
∑
Jℓ = N
λ
M∏
ℓ=1
hJℓ)x
N
Equating the coefficients of xN , we must solve
∑
I ∈ <ωZ+∑
ℓ Iℓ = N
h|I|
∏
fIℓ =
∑
J ∈ Z+
M
∑
Jℓ = N
λ
M∏
ℓ=1
hJℓ
In this case, the largest index for h appearing in the equations occurs on the
righthand side with λMhN−(M−1). (Recall that h1 = 1). Thus, we may formally
solve for h by taking
hn :=
1
Mλ
[(
∑
I ∈ <ωZ+∑
ℓ Iℓ = n+ (M − 1)
h|I|
∏
fIℓ)−(
∑
J ∈ {1, . . . , n− 1}
M
∑
Jℓ = n+ (M − 1)
λ
M∏
ℓ=1
hJℓ)]
If we take ǫ := |Mλ|, then h defines an analytic automorphism of B1(K, ǫ). 
3. Special analytic varieties
In this section we study the special analytic varieties. That is, we look at those
analytic varieties which must contain dense sets of points from dynamical orbits.
These analytic varieties come in two forms: those coming from graphs of iterates
of the dynamical system itself and those coming from pullbacks of algebraic tori.
When considering nonsuperattracting dynamics, the special analytic varieties of
the first kind are instances of special varieties of the second kind.
Throughout this section, we work over the complete valued field (K, | · |) with
corresponding additive valuation v and f : B1(K, 1) → B1(K, 1) is a nonconstant
analytic self-map of the unit disc for which 0 is an attracting fixed point. Write
f(x) =
∑∞
i=M fix
i where λ = fM 6= 0. We fix some a ∈ K with |a| < |λ|.
Before we introduce our special varieties, we compute the valuations of the ele-
ments of Of (a).
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Lemma 3.1. If M = 1, then for each natural number n we have v(fn(a)) =
v(a) + nv(λ). If M ≥ 2, then for each natural number n we have v(fn(a)) =
Mnv(a) + M
n−1
M−1 v(λ) = M
n[v(a) + v(λ)
M−1 ] +
v(λ)
1−M .
Proof. Note that we have a background hypothesis that f maps the unit disc back
to itself. Hence, |fi| ≤ 1 for all i. It follows from the ultrametric inequality, that if
|b| < |λ|, then |f(b)| = |λbM |.
In each of the cases, the initial instance of n = 0 is trivial to verify. Moreover, by
induction in each case we have |fn(a)| < λ. For the inductive step, in the nonsuper-
attracting case we have by induction v(fn+1(a)) = v(f(fn(a))) = v(λfn(a)) =
v(λ) + v(fn(a)) = v(λ) + v(a) +nv(λ) = v(a)+ (n+1)v(λ). In the superattracting
case, we have v(fn+1(a)) = v(f(fn(a))) = v(λ(fn(a))M ) = v(λ) +Mv(fn(a)) =
v(λ) +M(Mnv(a) + M
n−1
M−1 v(λ)) =M
n+1v(a) + M
n+1−1
M−1 v(λ). 
With Lemma 3.1 in place, we may introduce our first class of special varieties.
Definition 3.2. Let n ∈ Z+ and let D ⊆ K〈x1, . . . , xn〉 be an ideal generated
by a set of the form {xi − f
mi(a) : i ∈ I} ∪ {xj − f
ℓ(j,k)(xk) : (j, k) ∈ J} where
I ⊆ {1, . . . , n}, J ⊆ {1, . . . , n}2, and each mi and ℓ(j,k) is a natural numbers. We
write XD = V (D) for the analytic variety defined by D and say that XD is an
iterational special variety.
It helps to choose canonical defining equations for iterational special varieties.
Of course, it is possible that the above equations are inconsistent. In this case, 1
generates D. Otherwise, given an iterational variety X , let I ′ := {i ∈ {1, . . . , n} :
xi = f
m(a) holds on X for some m ∈ N}. For each i ∈ M , let mi ∈ N be the
unique such m. Note that since |fm(a)| < |f ℓ(a)| for m > ℓ by Lemma 3.1, there
can be only one such m if X 6= ∅. Let J ′ be the set of pairs (j, k) for which
xj = f
ℓ(xk) holds on X for some ℓ. As before, for each such pair there is a unique
ℓ(j,k) for which this is true. By this uniqueness, these equations must include the
defining equations for X .
Proposition 3.3. Let X be a nonempty iterational special variety. Let I ′, {mi :
i ∈ I ′}, J ′, and {ℓ(j,k) : (j, k) ∈ J
′} be the data computed above for X. Then X
is irreducible and X(K) ∩ Of (a)
n = {(f t1(a), . . . , f tn(a)) : ti = mi for i ∈ I
′, tk =
tj + ℓ(j,k) for (j, k) ∈ J
′} is analytically Zariski dense in X.
Proof. Let G := {k ∈ {1, . . . , n} : k /∈ I ′ and (∄j)(j, k) ∈ J ′}. It should be clear
that the coordinate ring of X is K〈{xk : k ∈ G}〉 so that in particular, G is
irreducible being isomorphic to the polydisc B|G|(K, 1).
The calculation of X ∩ Of (a)
n is clear. 
Remark 3.4. It bears noting, that by Lemma 3.1, the map Nn → Of (a)n given by
(t1, . . . , tn) 7→ (f
t1(a), . . . , f tn(a)) is a bijection. Thus, X ∩ Of (a)
n corresponds to
a translate of a diagonal submonoid of Nn, that is a submonoid defined by equalities
of the form ti = 0 and tj = tk.
The other class of special varieties we shall encounter also correspond to trans-
lates of submonoids of Nn but in this case every submonoid of the form G ∩ Nn
where G is a subgroup of Zn may appear.
Definition 3.5. We assume now thatM = 1. Let h : (B1(K, |λ|), f)→ (B1(K, |λ|), x 7→
λx) be the analytic isomorphism of Lemma 2.1. We say that an analytic variety
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X ⊆ Bn(K, |λ|) is a deformed torus if there is a connected algebraic group T ≤ Gm
n
K
and a point ξ ∈ Oλx(h(a))
n for which h(X) = ξT ∩Bn(K, |λ|) where we have writ-
ten “h” for the induced map on Bn(K, |λ|) and GmK for the multiplicative group
scheme over K.
Remark 3.6. The notion of a deformed torus depends on the choice of the analytic
automorphism h and the reader should be aware that when we speak of an analytic
variety being a deformed torus, we have in mind a fixed choice of h.
As algebraic tori are defined by character equations, deformed tori also have
simple canonical defining equations in terms of pullbacks of character equations.
Proposition 3.7. Suppose that X is a deformed torus. Let ξ = h((f t1(a)), . . . , f tn(a))
and T ≤ GmK be an algebraic torus witnessing that X is a deformed torus via
X = h−1(ξT ∩ Bn(K, |λ|)). Let A ∈ Mm×n(Z) be a matrix for which T is de-
fined by
∏n
i=1 x
Aj,i
i = 1 (j ≤ m). Then X ∩ Of (a)
n = {(f s1(a), . . . , f sn(a)) :∑n
i=1 Aj,i(sj − tj) = 0 for j ≤ m} and is analytically Zariski dense in X.
Proof. In the case that we are already dealing with f(x) = λx so that h is the
identity function and X = ξT , then the result is clear. In general, as h is an
isomorphism of dynamical systems, h induces a bijection between X ∩Of (a)
n and
ξT ∩ Oλx(h(a))
n respecting the action of Nn. 
We are now in a position to state our main theorem, though its proof will require
a few more lemmata.
Theorem 3.8. IfM = 1, then an irreducible analytic variety X ⊆ Bn(K, |λ|) meets
Of (a)
n in an analytically Zariski dense set if and only if X is a deformed torus. If
M ≥ 2, then an irreducible analytic variety meets Of (a)
n in an analytically Zariski
dense set if and only if it is iterational.
With Propositions 3.3 and 3.7 we have already noted that the right-to-left im-
plications hold. Thus, it remains for us to prove the left-to-right implications.
Let us start with the easiest of the three remaining lemmata.
Lemma 3.9. In Theorem 3.8, it suffices to assume that there is some positive
ǫ ≤ |λ| with X ∩ Bn(K, ǫ) ∩ Of (a)n Zariski dense in X.
Proof. We work by induction with the case of n = 0 being trivial. Let X be an
irreducible variety containing a dense set of points from Of (a)
n. Let ǫ ≤ |λ| be a
positive number. As limm→∞ f
m(a) = 0, there is a positive integer N such that
fm(a) ∈ B1(K, ǫ) for m > N . Thus, X ∩ Of (a)n = (X ∩ Bn(K, |ǫ|) ∩ Of (a)n) ∪⋃n
j=1
⋃N
i=0[X ∩ π
−1
j {f
i(a)}] ∩ Of (a)
n where πj is the projection onto the j
th co-
ordinate. As X is irreducible, if X ∩ Bn(K, ǫ) ∩ Of (a)n is not Zariski dense in X ,
then X must be equal to one of X ∩ π−1j (f
i(a)). The coordinate projection onto
the complementary coordinates defines an isomorphism between X and an analytic
subvariety of Bn−1(K, |λ|) and takes Of (a)n to Of (a)n−1. Hence, by induction, X
already has the requisite form. 
The next lemma is the only place in our argument where the hypothesis that K
is discretely valued is used.
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Lemma 3.10. Let n ∈ Z+ be a positive integer and G =
∑
I gIx
I ∈ R〈x1, . . . , xn〉
a convergent power series in n variables over R. There is a finite set F of multi-
indices such that for any b ∈ Bn(K, 1) for some I ∈ F and for all J ∈ Nn we have
|gIb
I | ≥ |gJb
J |.
Proof. We work by induction on n with the case of n = 0 being trivial. In the case
of n + 1, write G =
∑∞
i=0 gi(x1, . . . , xn)x
i
n+1. By Noetherianity of R〈x1, . . . , xn〉,
the ideal ({gi : i ∈ N}) is generated by {gi : i ≤ N} for some natural number
N . Let F0, . . . ,FN be the finite sets of multi-indices given by induction for gi with
i ≤ N . Let F := {Ii : I ∈ Fi, i ≤ N}. Let us check that this choice of F works. Let
b = (b1, . . . , bn+1) ∈ Bn+1(K, 1). Let J ∈ Nn+1 and write J = J ′j where J ′ ∈ Nn
and j ∈ N. We may express gj as an R〈x1, . . . , xn〉-linear combination of g0, . . . , gN .
The monomial gJx
J is the product of a monomial in gj with x
j
n+1. Hence, from the
expression of gj we recover an expression gJx
J =
∑N
i=0 higJiix
Jii for appropriate
choices of multi-indices Ji and hi ∈ R〈x1, . . . , xn〉. By the ultrametric inequality
and the fact that that |hi(b1, . . . , bn)| ≤ 1, we have |gJb
J | ≤ |gJiib
Jii| for some
i ≤ N . By the definitions of Fi and F , we find some I
′ ∈ Fi (and hence I = I
′i ∈ F)
such that |gJb
J | ≤ |gJiib
Jii| ≤ |gI′ib
I′i| = |gIb
I |. 
In the nonsuperattracting case, we know enough already to finish the proof.
For the superattracting case we need the Mann property isolated in [3].
Lemma 3.11. Let Γ ≤ C× be a finitely generated subgroup of the multiplicative
group of the complex numbers. If L(x) =
∑n
i=1 cixi ∈ C[x1, . . . , xn] is a nonzero
linear polynomial and c ∈ C is any complex number, then the set {(γ1, . . . , γn) ∈
Γn : L(γ1, . . . , γn) = c} is a finite union of sets defined by equations of the form
xi = γ and xj = δxk for γ and δ in Γ.
Proof. We work by induction on n with n = 0 being trivial. The main theorem
of [3] asserts that Γ has the Mann property: there only finitely many nondegenerate
solutions to the above equation where by degenerate we mean that
∑
i∈I cixi = 0
for some I ( {1, . . . , n}.
Note that the Mann property implies immediate that for a homogeneous equa-
tion, that is, when c = 0, that the solutions in Γn are either degenerate or fall into
one of finitely many sets of the form {(δ · γ1, . . . , δγn) : δ ∈ Γ}. This last set is
defined by the equations xj = γjγ
−1
1 x1 (1 < j ≤ n).
In the following equation, for I ⊆ {1, . . . , n} we write I ′ := {1, . . . , n}r I for the
complement of I in {1, . . . , n}.
We have
{(γ1, . . . , γn) ∈ Γ
n : L(γ1, . . . , γn) = c} = finite set of nondegenerate solutions ∪⋃
I({1,...,n}
{(γ1, . . . , γn) ∈ Γ
n :
∑
i∈I
ciγi = 0
and
∑
i∈I′
ciγi = c}
By induction, each of the sets {(γj)j∈I ∈ Γ
I :
∑
j∈I cjγj = 0} and {(γj)j∈I′ ∈
ΓI
′
:
∑
j∈I cjγj = c} have the desired form, and, therefore, so does there product.

ANALYTIC RELATIONS ON A DYNAMICAL ORBIT 9
Proof of Theorem 3.8: We work by induction on n where the case of n = 0
is trivial. Suppose now that X ⊆ Bn+1(K, |λ|) is an irreducible analytic variety
containing a Zariski dense set of points from Of (a)
n+1. Unless X = Bn+1(K, |λ|),
which is already a deformed torus, we can find a nontrivial G ∈ R〈x1, . . . , xn+1〉
vanishing on X . Write G =
∑
gIx
I and let F be the finite set of multi-indices given
by Lemma 3.10. It follows from the ultrametric inequality that if b ∈ Bn+1(K, 1)
and G(b) = 0, then there is some pair I 6= J ∈ F with |gIb
I | = |gJb
J | 6= 0. Written
additively, taking b = (f t1(a), . . . , f tn+1(a)), using Lemma 3.1 we would have in
the non-superattracting case
(1)
n+1∑
i=1
v(λ)(Ii − Ji)ti = v(gJ)− v(gI) + (|J | − |I|)v(a)
and in the superattracting case we have
(2)
n+1∑
i=1
(Ii − Ji)M
ti [v(a) +
v(λ)
M − 1
] = v(gJ )− v(gI) + (|J | − |I|)
v(λ)
1 −M
In caseM = 1 and presuming that there are any points from Of (a)
n+1 satisfying
the equation G(b) = 0 and having corresponding valuations satisfying Equation 1,
there is a deformed torus [or really, a finite union of such as we have insisted that
deformed tori be irreducible and in Equation 1 there might be a common divisor
of {Ii − Ji : i ≤ n + 1}] Y such that Y ∩ Of (a)
n+1 consists exactly of the points
(f t1(a), . . . , f tn+1(a)) for the solutions (t1, . . . , tn+1) ∈ Nn+1 to Equation 1.
In case M > 1, then by Lemma 3.11 applied to Γ = MZ, the set of (n + 1)-
tuples of natural numbers satisfying Equation 2 is a finite union of sets defined by
equations of the form ti = A or tj = tk + B for natural numbers A and B. By
Lemma 3.3, such a set exactly corresponds to Of (a)
n+1 ∩ Y for some iterational
variety Y .
In either case, intersecting with X and using the fact that X is irreducible, we
may assume that X ⊆ Y for some such irreducible deformed torus or iterational
variety (depending on whether M = 1 or M > 1). By induction, we may assume
that X projects onto a Zariski dense subset of Bn(K, |λ|) for each co-ordinate
projection. Since Y admits a finite projection, it follows that X = Y . 
Remark 3.12. The methods employed here give useful information in the case that
f : X → X is an analytic self-map where X has higher dimension greater and one
considers dynamical orbits near an attracting fixed point, but the results are less
definitive. Unlike the case considered in this paper where dimX = 1, it need not be
the case that every relation allowed by the equations on the valuations is actually
realized by an analytic variety. We shall return to these issues in a sequel.
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