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Introduction

1
Using an impressive array of inequality, mobility and polarisation measures, recent studies indicate a clear change in the trends of income distributions in developed economies. For the last five decades, wages and earnings grew rapidly in the 1950s and 1960s and inequality was reduced slightly.
Beginning in the 1970s, inequality rose rapidly whereas wages grew at a slow pace. Since wages and earnings constitute the lion's share of personal income for the vast majority of the population, these changes in labour market conditions were quickly reflected in changes in personal and family income distributions. There is substantial diversity in the behaviour of income inequality across developed countries. A "stylised fact" for the US economy seems to emerge, suggesting a period of fast economic growth and decreasing inequality in the 1960s and 1970s, but slow growth in income and enlarging income inequality in the 1980s and 1990s. 2 This paper builds on the original work of Bianchi (1997) , Jones (1997) and Quah (1996a Quah ( , 1996b Quah ( , 1997 . They used nonparametric methods to test the hypotheses of growth convergence and formation of convergence clubs, examining changes in the global, external shape of the cross-country income distribution and in intradistributional interaction patterns. Their major finding was the emergence of "twin peaks" (or bimodality) in the world income distribution, implying divergence and polarisation. 3 Using a regression tree clustering algorithm, Durlauf and Johnson (1995) run crosssection regressions that were allowed to adapt to subsamples. They were able to uncover "local basins of attraction" and identify countries which share a common model. This result was interpreted as the existence of multiple steady states or regimes in cross-country growth behaviour. 4 Most previous studies of income distributions focussed on a number of summary statistics which, at best, only partially capture the characteristics of the probability distribution of income. Some authors tried to fit a parametric model to the data, only to find their models overwhelmingly rejected by data. In this paper, we take a nonparametric approach to examine the historical evolution of the shape and intradistributional dynamics of the US personal income distribution. In this framework, "income distribution" is perceived as the physical distribution of income across the population as well as the probability distribution of income.
We make use of adaptive kernel density estimates and propose an adaptive mode testing procedure for the empirical measurement of the entire income distribution. It is well-known that for kernel density estimates, the choice of the bandwidth h determines the amount of smoothing. When applied to long-tailed distributions, conventional fixed-bandwidth kernel method suffers from the drawback that h is constant across the entire sample. In our adaptive version, we compute a local bandwidth parameter γ ni , which allows us to adapt the smoothing parameter to the local density of the data. Adaptive kernel density estimation makes it possible to purge spurious noises in the tails while preserving important characteristics in the central part of distribution.
Based on adaptive density estimates, we propose an adaptive version of Silverman's (1981) bootstrap test for multimodality. Compared with other mode testing procedures, the Silverman test is less conservative and easy to implement. However, conventional fixed-bandwidth versions of the bootstrap test focus on one single bandwidth h that is constant over the whole density range. In particular, when h is small, there is a tendency for spurious modes to appear in the tails of the estimates. On the other hand, if one increases h to eliminate these modes, over-smoothing becomes inevitable and true modes in the main part of distribution may be sacrificed. Our adaptive bootstrap multimodality test is based on an overall smoothing parameter h, while the local bandwidth parameter γ ni adopts the density estimates to local details of data. Adaptive bandwidth tests are more accurate.
Mode testing is useful for assessing the degree of population heterogeneity, which enables us to uncover distinct income distribution dynamics for different population subgroups. Important hypotheses such as "income equalisation and convergence", polarisation, poverty traps and "vanishing middle class" can be examined visually by scrutinising changes in income density estimates over time. Our comparative statics approach focusses on the evolution of the shape of kernel density estimates over time, and it can be easily extended to study the world income distribution, and in fact any other size distribution.
From our work, some clear empirical regularities emerge. Over the last four decades, multimodality has been a predominant feature of the US income distribution. Both the number and location of modes change over time, revealing important distributional dynamics and strong population heterogeneity. Over the 1960s, 1970s and 1980s, we observe a general trend of diminishing low-end spike to the benefit of the middle class, suggesting that the hypotheses of poverty trap and polarisation cannot be validated. However, the trend was reversed in the 1990s, the low-end spike re-emerged and a large amount of population mass moved from the middle and upper-middle relative income ranges to the lower-middle range. The observed low-quality convergence might not be desirable, with the middle class potentially disappearing into the lower range.
In order to examine the apparent heterogeneity in the income distribution dynamics of population subgroups with distinct characteristics, we further decompose the sample by age, education, gender and race and carry out the adaptive kernel estimation and mode testing procedures for each subgroup.
Interestingly, all subgroups exhibit multiple modes and follow distinct distributional patterns. This extra layer of distributional complexity presents a challenge to theorists and empirical researchers alike.
In Section II, we provide a detailed account of our methodology. Section III describes our income data and the data transformation process. The empirical results are reported in Section IV, and Section V concludes and discusses possible extensions.
Methodology
Empirical measurement of income distribution
Measures of income inequality can be largely classified into two categories: fractile methods which are based either on the fraction of income belonging to a particular fractile or population range or on the fraction of population pertaining to a certain income class; and scalar inequality indicators which summarise information in a single statistic. Summary inequality measures could provide, at best, only incomplete and sometimes misleading information on the shape and dynamics of income distribution.
To better understand income distributions in the whole income range, parametric models are often fitted to income data. Unfortunately, estimation methods and test statistics are quite sensitive to outliers and arbitrary truncation. McDonald and Ransom (1979) compared the goodness-of-fit for the lognormal, gamma, beta and Singh-Maddala functions using different estimation techniques, namely, least squares, method of scoring and minimum chi-square. Their results suggested that estimates of population characteristics (eg, mean income, Gini coefficient) depend on both the functional specification and the adopted method of estimation. McDonald and Mantrala (1995) showed that different forms of data sets and alternative estimation techniques are responsible for apparently contradictory results and inconsistency of the empirical findings.
More importantly, almost all specifications possess a unimodal density function, ignoring the possibility that the income distributions may exhibit multimodality and may be better modelled as a mixture of two or more component densities. Indeed this may be the reason behind the observation that most parametric specifications usually fit well for only part of the income distribution but not the full range. There are neither intrinsic reasons nor sound theoretical justifications for choosing any particular functional form. Even when a model is claimed to provide an excellent fit to data, it may not be straightforward to find reasonable economic interpretations for the estimated parameters.
Like the parametric approach, nonparametric density estimation techniques allow us to provide full information on the entire income distribution. The nonparametric approach has the advantage of letting the data speak for itself, freeing us from the arbitrariness of parametric specifications. Minimal assumptions are imposed on the data, namely that the income density exists and satisfies some smoothness properties. Instead of taking a stand on unimodality from the start, the nonparametric approach enables us to explicitly test for the number of modes present in the underlying income distribution. Multimodality, if confirmed, points to population heterogeneity, implying the existence of population groups that follow distinct distributional dynamics over time and are sorted into different steady states. By conditioning on certain population characteristics (age, education, gender and race), we may explain the apparent population heterogeneity and sorting.
The nonparametric approach avoids many theoretical difficulties and empirical fragility encountered in traditional measures of income distribution. We directly estimate the empirical frequency distribution from data and address the problem of population heterogeneity by testing the number of component densities using an adaptive version of Silverman's (1981 Silverman's ( , 1983 ) multimodality test. Estimates of density and number of modes are provided for different age, gender, racial and educational groups, factors potentially underlying observed income heterogeneity.
Adaptive kernel density estimation
The original fixed-bandwidth kernel density estimator was introduced by Rosenblatt (1956) and Parzen (1962) . It is flexible and robust. 5 In the spirit of "letting the data speak for itself", minimal assumptions are imposed upon the data and the underlying true density function. Compared to other nonparametric techniques, such as the nearest neighbour, variable bandwidth, orthogonal series and penalised likelihood methods, kernel estimators enjoy good theoretical properties which are well understood. Under mild regularity conditions, kernel density estimates are asymptotically unbiased, consistent and asymptotically normal, although they converge at a slower than root-n rate. 6 Fixed-bandwidth kernel density estimates were obtained by Bianchi (1997) , Jones (1997) and Quah (1996a Quah ( , 1997 to analyse world income distribution and growth dynamics. Analysis based on kernel density estimation is rare in the vast literature of personal or household income distribution dynamics. Champernowne (1974) intended to estimate "a large number of empirical frequency distributions of income as the basis of this study", but the lack of appropriate statistical apparatus and computational power forced him to adopt the less ambitious parametric approach, "using families of theoretical frequency distributions to represent the empirical distributions. Hildenbrand and Hildenbrand (1986) used maximum penalised likelihood method to obtain a nonparametric density estimate for UK income data. However, they took it as an intermediate estimate for the estimation of mean income effect.
Our use of adaptive kernel estimation and mode testing as a way to study distributional heterogeneity is novel. We adopt the adaptive kernel method for two reasons. First, ordinary kernel estimates with fixed bandwidth are known to be locally insensitive to data details. Empirical income distributions typically have long and thick tails. Income data are relatively sparse in the upper range and may be top-coded and aggregated in order to enhance confidentiality. Secondly, for mode testing, relative sparseness of data in the tails and profusion of data in the centre makes it easy for spurious modes to pop up in the tails well before true modes in the centre are detected. A local adaptive smoothing procedure is necessary, with the smoothing parameter allowed to vary with local data density. 7 Local smoothing not only provides an improved estimate of the underlying probability density, particularly when the tail structure is complicated, but it also reduces the risk of obtaining spurious modes with a multimodality test.
Suppose at each period t, we have a set of univariate observations Y 1 , . . . , Y n , the adaptive kernel density estimate can be computed in the following two-step procedure, adapted from Breiman et al (1977) . 5 By robustness we mean the insensitivity of a density estimate to the removal or replacement of a small number of data points.
1. Obtain a pilot kernel estimatef (y) of the income density f (y) in such a way thatf (Y i ) > 0,
where the initial bandwidth h 0 is chosen by minimising the approximate mean integrated square error (MISE) 8 , with reference to the normal distribution with mean zero and variance equal to the sample varianceσ 2 . Specifically, set h 0 = 0.9An −1/5 , where A = min{σ 2 ,R/1.34} is an adaptive estimate of spread andR is the empirical interquartile range of the underlying normal distribution.
The kernel K(·) is any symmetric function satisfying standard regularity conditions. We use the Gaussian kernel at all stages of estimation and testing, 9
The kernel function is itself a legitimate density function. Our density estimate inherits all smoothness (continuity and differentiability) properties of the standard normal density.
2. Compute the adaptive kernel estimatef (y) as follows:
where h i = hγ ni . h is the overall bandwidth or smoothing parameter and γ ni is the local bandwidth parameter defined by
Heref is the geometric mean of the pilot estimatesf (Y i ) at all data points, ie,
and α is a sensitivity parameter satisfying 0 ≤ α ≤ 1. In the fixed bandwidth case, α = 0.
Abramson (1982) argues that setting α to 1/2 leads to bias reduction compared to the fixedwidth kernel estimate.
For kernel density estimates, the choice of bandwidth h determines the amount of smoothing. When applied to long-tailed distributions, the fixed bandwidth method suffers from the drawback that h is constant across the entire sample. If h is too small, there is a tendency for spurious noise to appear in the tails of the estimates. On the other hand, if one increases h to eliminate the noise, oversmoothing is often inevitable and essential detail in the main part of distribution will be sacrificed.
In the variable bandwidth case, the local bandwidth parameter γ ni allows us to adapt the smoothing parameter to the local density of the data, relative to its geometric mean and properly rescaled.
Adaptive kernel density estimation therefore makes it possible for us to purge spurious noise in the tails while preserving important characteristics in the fat part of the distribution. Bandwidth tests based on the adaptive method are more accurate.
Population heterogeneity and adaptive mode testing
Broadly speaking, there are two basic approaches to testing for homogeneity of a population. The first approach is embedded in finite mixture modelling, which has a long tradition in the statistics literature. It approximates the sampling distribution by a parametric mixture of unimodal distributions and then evaluates the goodness of fit. A finite mixture model for the income data can be written as:
where In some cases, it is possible to specify functional forms for the component densities. It is known that the log-normal distribution fits well the lower part, while the gamma distribution fits well the middle part and the Pareto distribution fits well the upper part of income distributions. One can fit a finite mixture of these three distributions to income data. We do not adopt the parametric approach, because we have little or no a priori information about the functional forms assumed by each component density f i : on the one hand, economic theory provides little guidance about the specific composition of income distribution; on the other hand, inference for parametric models depends, to a large extent, on the validity of the assumed functional forms. In our case, the appropriate value for the fundamental parameter m must be estimated first, so one needs to detect and assess the presence of mixtures in the first place.
The nonparametric approach includes distribution-free methods of bump-hunting and mode testing. The most striking feature of a mixture density is often the presence of multiple bumps and modes, which can be assured if the component densities in a population are unimodal and are wellseparated. 10 Heuristically, a mode in a density f is a local maximum, and a bump with no flat part is the portion of the density f lying between two points of inflection a and b, such that f is concave in the interval [a, b] but not outside (see Figure 1) . A density f is multimodal if it has more than one mode. Multimodality or the existence of multiple bumps is indicative of the existence of distinct 10 We say two modes are well-separated if the distance in the means of the corresponding component distributions is large relative to their variances. Take the example of a mixture of two normal components φ1 and φ2, the first component being distributed as N (µ 1 , σ 2 ) and the second as N (µ 2 , σ 2 ). If the mixing weights are equal, the mixture of φ1 and φ2 will not be bimodal if |µ1 − µ2| < 2σ. In general, a mixture of distinct distributions does not necessarily give rise to the same number of modes as the number of mixture components. Furthermore, the location of modes in a mixture may not correspond to that of the component densities. The original fixed-bandwidth Silverman test can be sensitive to spurious noise in the tails, as it inherits the difficulty of fixed-bandwidth kernel methods in obtaining fine distributional details in the centre before spurious modes appear in the tails. Without properly controlling the sensitivity to local data density, multimodality tests error-prone. In our adaptive version, the bandwidth h i has two components, an overall bandwidth h, which controls the overall amount of data smoothing in the density estimate, and a local bandwidth factor γ ni which varies according to the local data density.
It is known that fixed-bandwidth kernel methods tend to produce spurious modes in the tails while masking essential details in the central part of size distributions. The single fixed critical bandwidth required to eliminate the spurious modes are determined more by tail behaviour than by the presence of true modes in the centre. Moreover, identification of a mode in any particular region of a density depends on the distance from the nearest mode, which compels us to use an adaptive kernel. In the adaptive version, we base our multimodality test on the overall bandwidth h, and use the local bandwidth factor γ ni to prevent spurious modes from popping up too easily due to the possibly complicated tail structure.
Define the number of modes of density f as:
For m = 1, . . . , M , we test the null hypothesis that the underlying density f has m modes (H 0 :
, against the alternative that f has more than m modes (H 1 : M (f ) > m). In our adaptive version, the statistic we use is M (f h ), wheref is the kernel density estimate and h is the overall bandwidth.
The bootstrap multimodality test is based on the notions of critical smoothing and critical bandwidth.
Define the m-th critical bandwidthĥ m,crit by:
where, for any density estimatef h ,ĥ m,crit is the smallest overall bandwidth such thatf h has at most m modes. Consequently,fĥ from the empirical distributionF n , each of size n;
by computing
where e i is an
in equation (9) ensures that the variance of the bootstrap samples X b i is the same as the sample varianceσ 2 of the original data; 
12 A shoulder point y can be defined by f (y) = 0, f (y) = 0, f (y) = 0. 
Heterogeneous Income Distribution Dynamics
Based on income inequality measures obtained from data, regressions are often run from these measures on potential explanatory variables such as growth rates, trade and openness, human capital, savings and socio-political factors. However, such regressions contain as much information as the conditional average of a distribution allows them to carry. Given that these variables are interdependent and homogeneous, OLS regressions are as problematic and uninformative as are summary statistics.
As an alternative to regression analysis, and to give a clear picture of the distinct income distribution dynamics present in different population subgroups, we directly condition our kernel income density estimates on both endogenous (education) and exogenous (age, gender and race) population characteristics, and examine possible changes in the shape of income distributions of population subgroups using adaptive density estimation and mode testing. Conditioning on such population characteristics provides a detailed analysis of distributional heterogeneity. As a potential drawback, income data are classified and grouped into small intervals, either because the questions allow the surveyed to classify income into different ranges, or because the surveyed rounds income into convenient integer numbers. 14 Rounding by the surveyed is apparent in the data: in histograms drawn using the raw data, large and distinctive spikes appear around almost all values which are multiples of 100 or 1000 US dollars. We deal with this problem by uniformly "redistributing" these possibly rounded values into a reasonably small neighbourhood of each centre of mass, which much alleviates the severity of the problem. The CPS sample sizes are quite large and the grids quite refined, which makes it possible to obtain an accurate estimate of the underlying true density without resorting to bounding or interpolation methods.
We focus on the total personal income for individuals aged between 25 and 54. This range includes the prime age for employment, at which both employment and the income level are becoming more stable. We use total personal income, because it not only reflects an individual's earning capacity but also measures his potential overall welfare. For the vast majority of the population, personal income is the main, if not the only source of current spending and living. It is sometimes argued that studies on mobility should be based on wages and earnings, and analyses of income inequality should be based on household or family data, since both the size and composition of a household or family may have a large impact on their members' general welfare. The emphasis of our paper on both the individual earning capacity and potential welfare makes the total personal income a more pertinent choice.
Data transformation
Let y it denote the income level of individual i in a particular year t and let n t be the total number of usable observations for that year. We normalise the data dividing them by the maximum income of each year: Normalisation by maximum also facilitates temporal comparisons of income distributions. It is wellknown that steadily increasing income levels along with an ever-expanding income range make such comparisons difficult. 15 To avoid the possibility that movements of a small number of high-income individuals influence the shape of overall distribution, 16 we trim out the top 1% of each year's sample data, even though the the CPS data are already top-coded. 17 The likelihood of distortion in the relative income distributions caused by high-end mobility is thus reduced.
Other forms of transformation are possible. It is common to take logarithms of the raw data, which effectively "trims" outliers and cuts short the long tails present in data. Sen (1973) stressed the advantage of taking logarithms to "stagger" income levels and eliminate the arbitrariness of units of measurement. Bianchi (1997) pointed out that log transformation may remove skewness and outliers present in the original data, therefore alter some of the data's fundamental properties. Logged data 15 Normalisation by median or maximum may give rise to different shape dynamics of income distributions, since the distance between data points may vary over time according to different normalisation methods. The length of relative income ranges obtained through a division by median or mean changes over time, while transformation by maximum guarantees a fixed range of [0, 1]. If density estimates based on median-transformed data are scaled and centred to [0, 1], density estimates will have the same shape as those obtained from maximum-transformed data. 16 For details, see Appendix C. 17 The observed maximum income levels for the 1962, 1972, 1982, 1992 often closely approximate a normal distribution, even though the original data may be nowhere close to a normal representation. Indeed, logarithmic transformation is often applied in such a way that the transformed data better conform to the assumption of normality. In our work, we are interested in the whole range of income distribution. The tail properties of the income data matter, and logarithmic transformation penalises the high-income range and throws away valuable information contained in the upper tail. 18 
Main results
We first apply the adaptive kernel density estimation and adaptive bootstrap multimodality test for the CPS personal income data for 1962, 1972, 1982, 1992 In Figures 5-9 we present histograms for the original CPS income data, in current US dollars, and the transformed data. 19 For both raw and normalised data, negative values and those in the top 1% range are trimmed out. 20 For all five years under analysis, we observe, in the original data, large spikes around zero-income level and at the hundreds and thousands. This may be due to reporting errors as the surveyed often find it convenient, for various reasons, to report rounded values. We uniformly "redistribute" these values in small bands around the rounding values and then proceed with the above-mentioned transformation. Apparently, the transformation seems to preserve the fine details of the original data well while it greatly reduces the problem of false spikes that may contaminate our kernel density estimates.
While the spikes at rounding values are large in the original data and much smaller in the transformed data in 1962 and 1972, the problem seems to become less serious in 1992 and 2000. This may be attributed to a gradual improvement in the quality of CPS surveyed data. The broad similarity between the original and transformed data can also be seen in Tukey's boxplots, as shown in Figure 10 .
The boxes have lines at the lower quartile, median and upper quartile values. Dashed lines extend from each end of the box to the most extreme data value within 1.5 times the inter-quartile range, beyond which lie outliers (indicated by "+"). Focussing attention on transformed data, boxplots show 18 The fact that logarithmic transformation penalises the high-income range and highlights differences in the lowerincome levels underlies findings that lognormal distributions fit the lower part of income density well but not the upper part.
that the CPS income data are very much skewed towards the lower end of the (relative) income range.
As the boxes first increase and then decrease in length, individuals became more dispersed in the 1960s and 1970s, but more condensed in the 1980s and 1990s. Moreover, the median relative income rose steadily over the 1960s and 1970s, became stagnated in the 1980s, then dropped dramatically over the 1990s. We observe a great number of outliers in the upper range but essentially no outliers in the lower range (by construction) throughout all years under study.
As a result of our bootstrap 21 tests for the number of modes, we observe that for almost all years, for the surveyed as a whole and across various groupings (in terms of age, education, gender and race), the null of unimodality has been frequently rejected at the 1% significance level. Bimodality and trimodality are the rule, with four as the maximum number of modes that we could accept with our tests. In Table 1 , we list the critical bandwidths for the overall income distribution, computed as a function of the numbers of modes, increasing from 1 to 6. The corresponding p-values are included in parentheses. Clearly, critical bandwidth is a monotonically decreasing function of the number of modes (see also Figure 11 ). For the group as a whole, the US income distribution has been bimodal throughout the period, except for 1972, when it became briefly trimodal. The "stylised fact" of unimodal income distributions so often implicitly assumed in the literature has been strongly rejected by our mode testing evidence. The multimodality test results for population subgroups are reported in a similar fashion in Table 2 .
Initial pilot and final critically smoothed kernel density estimates as described in Section 2.3 are plotted in Figures 12 and 13 . Our initial density estimates (estimated using a Gaussian kernel and an "optimal" bandwidth, selected with reference to normal distributions and an adaptive estimate of spread) do a reasonable job in describing the general shape of the US income distributions for the last four decades. But compared to the final income densities estimated using adaptive local bandwidths and critical smoothing, initial pilot estimates are much more wiggled in the long tails and are also distorting in the centre. For instance, the estimated lower modal spike for the 1972 income distribution has much less mass than that indicted by the critical adaptive estimate. More importantly, many small and possibly inconsequential modes that appear in the long tails are smoothed out in the adaptive estimates, while important features in central parts remain in place.
Changes in the shape of the US income distribution over the entire range is better illustrated in threedimensional diagrams ( Figure 13 For some population subgroups, we first use importance sampling to obtain smaller data samples, with sample sizes varying between 2,000 and 6,000, as inputs for bootstrap modality tests. In these cases, the number of bootstrap replications varies between 300 and 500. For the selected years, the analysis is carried out for the population as a whole and the 10 population subgroups, resulting in a total of 55 programs.
to come at the expense of the middle and upper-middle classes. A large density mass originally located in the range [0.25, 0.6] has moved downwards to the [0.04, 0.25] range, and the trend of diminishing spike in the very low end of income range has also been reversed. Of course, in terms of absolute income, the whole US income distribution has shifted upwards over the years, but in terms of relative income, improvement in the 1960s, 1970s and 1980s was brought to a stop and the quality of the US income distribution deteriorated quickly in the 1990s. 22 Although the number of modes has been maintained roughly constant at two, the shape dynamics of the US income distribution provide information over the entire range that may not be available otherwise.
To examine the income distribution dynamics for population subgroups differentiated by important characteristics such as age, education, gender and race, we collect adaptive kernel density estimates for all our population subgroups in both two and three-dimensional plots (Figures 14-17) . The estimates are presented after we run the Silverman test for each subsample and select the corresponding critical number of modes. Two important observations immediately stand out: first, almost all subsample density estimates are multimodal during the sample periods under study (refer to Table 2) ; almost all population subgroups have their own distinct distributional dynamics over the last four decades.
As we observe in Figures 14 and 15 Given that the maximum income for the African-American population is rather low compared to that of the Caucasian population, and that a sizeable portion of its converging population mass moved from the upper income range to the low central part, the quality of convergence does not seem to be laudable. On the contrary, the Caucasian population is much larger in absolute size and dominates the overall US income distributional dynamics. As a matter of fact, the distributional pattern of the Caucasian population over the sample period is quite similar to that of the US population as a whole.
Income distributions of population subgroups differentiated by age all have general shapes and trends that closely mimic those of the overall US income distribution. Again bimodality and trimodality are the rule, with the large spike in the very low end of income range gradually thinning out and its mass moving to the middle-income range. The big shake-up again came in the 1990s, with much of the mass in the middle or upper-middle ranges reallocated to the lower-middle range. This type of income convergence may not be desirable.
Decomposition of the overall U.S. income distribution by levels of education also reveal complex and distinct distributional dynamics. Although the group with only elementary education has numbers of modes that vary between two to four, while the secondary group has bimodal income distributions throughout the whole period, the general shape dynamics are quite similar for these two subgroups.
The spikes at the low end of income range became gradually sharper and thinner, with the mass in low and high ranges shifting towards the central part of income distribution. The group of people with college or higher educational background has a distinct pattern, with more accentuated movements in density masses. The general shape was clearly bimodal, but the deep dip at 0.08 became shallower and the low-end spike diminished gradually over the years. Sizeable density masses moved out from low to the middle and upper income ranges in the 1960s, 1970s and 1980s, fattening the tails. The dramatic reversal occurred in the 1990s, with a large, thick spike emerging around the value 0.135.
Again there was convergence but unfortunately it occurred because of the downward movement of a large population mass.
Summing up, these results confirm our conjecture that both the overall and the disaggregated income distributions in the US have been multimodal over the last four decades. While some subgroups have income dynamics similar to those of the entire population, most groups have their own distinct distributional patterns and shape changes. The presence of multiple modes implies that strong population heterogeneity and complex distributional dynamics are essential features of the US personal income data that cannot be ignored by economists. We are able to identify distinct distributional characteristics for various mutually exclusive socioeconomic groups. Population subgroups with distinct income dynamics interact to create complex and evolving overall distributional dynamics. Socioeconomic factors and institutional details matter for income distribution dynamics.
Conclusion
In this paper, we propose to nonparametrically estimate the US income distribution over a span of four decades by an adaptive kernel density estimation method. We propose an adaptive version of Silverman's (1981 Silverman's ( , 1983 ) bootstrap test to examine the number of modes in income distributions.
Changes in the shape of the income distribution over the entire income range provide rich information and shed light on issues of income inequality, poverty traps and convergence. Multimodality implies strong population heterogeneity and distinct ongoing distributional dynamics across population subgroups with distinct characteristics. To further investigate the depth of multimodality existing in data, we decompose the survey population into age, gender, racial and educational subgroups and apply the same nonparametric analysis. Almost all population subgroups exhibit multimodality during the sample period, and they follow distinct distributional patterns, revealing complex income distribution dynamics. The abrupt trend reversal in the 1990s is noticeable in income distributions of all population subgroups, albeit to different degrees of severity.
Evidence of multimodality suggests that previous studies analyzing income data within the framework of unimodal parametric distributions are not an accurate description of reality. Instead, a nonparametric approach or parametric modelling with multimodal finite mixtures may be more fruitful. Moreover, theoretical models should be capable of explaining and generating multimodal income distributions. The adaptive method employed in this paper can be easily extended to a wide range of topics that involve estimation and testing of size distributions of interesting economic variables, such as industrial firms, farms, consumption expenditure, commodity prices, stock prices, dividends, wages and earnings. The family of fractile measures include income shares for different quintiles, deciles or percentiles of the population, ratios such as P 90/P 10, the income share of the richest 10% of population divided by the income share of the poorest 10%, and log ratios thereby derived, eg, log(P 90/P 10).
These measures are easy to calculate and provide useful information about the changes at relevant "focal points" of income distributions. However, they are also very crude in that they only provide a segmented snapshot of the shape of income distributions, ignoring distributional dynamics within and beyond each fractile. Fractile methods give an incomplete picture of the income distributions and may be grossly misleading. 23 The second family of inequality measures are designed to characterise income distributions and compress information on income inequality into one single statistic, facilitating the comparison and ranking of different income distributions. 24 Simple statistics like mean, median, variance, skewness and kurtosis only reveal partial information about the income distribution. More sophisticated measures are often based on the Lorenz criterion. But once two Lorenz curves derived from different data cross one or more times, the associated measures are deemed non-comparable. 25 Different measures based on the same set of income data may disagree. In these cases unambiguous inequality judgement is not possible. One remedy often used in empirical studies is to compute a large number of scalar inequality measures in such a way that a conclusion is drawn while most statistics concur (see, for example, Biewen (2000) ). This is certainly a problematic way to overcome potential inconsistencies between conventional inequality measures.
The summary nature of these measures alludes to the important fact that they ignore much of the information in the shape of the entire range of income distribution and obscure key facts of intradistributional dynamics (persistence, churning and crisscrossing). Density estimation, either parametric or nonparametric, remedy the shortcomings of conventional inequality measures by providing more complete information not available otherwise. In fact, as described in Cowell (2000) , many inequality measures can be expressed as functionals of the income density, which can be consistently estimated by kernel methods.
A.2 Parametric estimation of income distributions
Numerous attempts have been made to provide a precise mathematical description for the size distribution of income. Using Dagum's classification, these attempts can be grouped into three broad categories: 1) functional forms proposed to describe an income distribution that has been generated by a stochastic process, as in Champernowne (1953) and Fisk (1961) ; 2) functional forms obtained by adopting a pragmatic approach, ie, solely by their ability to provide a good fit to empirical data, as in McDonald (1984); 3) specification of a differential equation to capture the characteristics of regularity and permanence observed in an empirical distribution of income, as in Singh and Maddala (1976) . In most cases, a good fit to the data is the primary objective, with sound economic interpretations and computational simplicity a bonus.
Many parametric specifications have been experimented. These include, among others, the Pareto, lognormal, exponential and Weibull distributions, the beta distribution of Thurow (1970) , the gamma density of Salem and Mount (1974) , the Singh-Maddala (1976) distribution based on the hazard rate, the generalised beta (GB) distributions of McDonald (1984) , the generalised gamma distribution (GG) of Estaben (1986) based on an "income share elasticity" approach. Majumder and Chakravarty (1990) provided a four-parameter model of personal income distribution based on the same approach.
Broadly speaking, the Pareto distribution gives excellent fit to the upper part of income distribution but fails elsewhere, while the lognormal fits well the lower part but badly in the upper tail. The gamma distribution fits well the middle part, but seems to be inferior to the Singh-Maddala distribution, which some authors claim to deliver an overall good fit for the full range of income distribution. Good and Gaskins (1980) proposed an iterative surgery or repeated smoothing procedure for their maximum "penalised" likelihood (MPL) estimatesf 1 . The significance of any bump is assessed by a Bayesian interpretation of the MPL method. More precisely, a new smoothed density estimatef 2 is obtained by removing the particular bump under question (see Figure 2) . Then, the difference between the penalised log likelihoods,f 1 andf 2 , ie, The dip and excess mass approaches to mode testing were introduced by Hartigan and Hartigan (1985) and Müller and Sawitzki (1991) , respectively. For the one-dimensional case, the dip test and excess mass test are equivalent. For Y 1 , . . . , Y n , a random sample from the distribution function F , the empirical distribution function F n is defined as:
B Some classical multimodality tests
where 1 {·} is the indicator function. The dip statistic DIP can then be defined as the maximum difference, over all sample points, between the empirical distribution function F n and the unimodal distribution that minimises this maximum difference:
where U 1 is the class of all distribution functions with unimodal densities and Y is the support of y (see Figure 3) . The null hypothesis of unimodality can be rejected against the alternative of m modes when DIP is too large. Hartigan (1985) 
where λ is a positive constant, {C j } m j=1 are pairwise disjoint connected sets of the form C ⊂ {y ∈ Y : f (y) ≥ λ}, F n (C) is the empirical measure of C, and C is the length of C (see Figure 4) . Both the dip and excess difference test statistics are closely related to the Kolmogorov-Smirnov (KS) statistic, often used as a measure of goodness of fit: Recently, Cheng and Hall (1998) exploit the fact that the limiting distributions of the excess difference statistic under the null depends on unknowns only through a constant and suggest a way to calibrate the dip and excess mass tests that may substantially improve their level accuracy and power. To overcome conservatism inherent in these tests, Cheng and Hall (1999) propose the use of a boundary null hypothesis of one mode and one shoulder and calibrating the bandwidth, dip and excess mass tests by resampling from a "template" density with exactly one mode and one shoulder. The mode-andshoulder test, when properly calibrated, has asymptotically correct level. Hartigan (2000) generalises the dip test to handle the possibility of many modes. His test statistic is based on a "shoulder interval", a maximal interval of constant density that is neither a mode nor an antimode, in a best fitting m-modal uniform mixture. The test is calibrated by reference to an appropriate null distribution.
Despite these exciting new developments in the theory of mode testing, we use the bandwidth test of Silverman (1981) in our analysis, for its appealing and well-understood theoretical properties and interesting practical implications. Furthermore, our version of the test is a natural extension of the adaptive kernel estimation of income density.
C Simulations on data transformation
Steadily increasing income levels expands the income range over time, and normalisation by maximum may not distinguish the following two cases. Suppose that in the normalised data, we observe a shift of large probability mass from [0.30, 0.55] to [0. 15, 0.25] . One may conclude that the welfare of a sizeable portion of the population has deteriorated in relative terms. One possibility is that the middle-class has lost ground in absolute terms. But it may also occur that a very small number of high-income earners, of approximately zero probability mass, are earning much more. These few individuals would greatly expand the absolute income range, without much change in the rest of income distribution.
We run simulations to examine how sensitive our normalisation is to these two competing cases under bimodal and trimodal densities, where the data are generated by a mixture of two normal densities located in the low and middle ranges, and a uniform density of little mass located at the high end of the income range: Normalising the data, we apply the adaptive kernel estimation technique and the adaptive Silverman test. We find that data originated from two different scenarios but normalised by maximum typically lead to the same picture, normalisation by maximum cannot distinguish these two cases. However, other forms of normalisation, including divisions by sum, mean, median and range, cannot distinguish the two scenarios. 
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