We derive a general result about commuting actions on certain objects in braided rigid monoidal categories. This enables us to define an action of the Brauer algebra on the tensor space Pk which commutes with the action of the orthosymplectic Lie superalgebra spo( V) and the orthosymplectic Lie color algebra ~ipo (V,b). We use the Brauer algebra action to compute maximal vectors in VBk and to decompose V @' into a direct sum of submodules T". We compute the characters of the modules T", give a combinatorial description of these characters in terms of tableaux, and model the decomposition of V @k into the submodules Ti with a Robinson-Schensted-Knuth-type insertion scheme. @ 1998 Elsevier Science B.V. All rights reserved.
Introduction

Summury of results
In this paper we show that there are orthosymplectic Lie superalgebra and orthosymplectic Lie color algebra analogues of the results developed by Berele and Regev [61 and Sergeev [45] for general linear Lie superalgebras. Our work corresponds in the superalgebra and color algebra setting to what Brauer did in [9] by extending to orthogonal and symplectic groups Schur's classical results for general linear groups.
In his thesis [42] and a subsequent paper [43] Schur proved that the action of the symmetric group Sk on tensor space V C@ by place permutations determines the centralizer of the action of the general linear group GL(V) on VNk. This result, often called Schur-Weyl duality, relates in a very fundamental way the representation theory and combinatorics of the groups Sk and GL( V). The orthogonal group O(V) also acts on VBk, and Brauer [9] constructed an algebra, now referred to as the Brauer algebra, which commutes with the O(V)-action on tensor space. When V is even-dimensional, the symplectic group Sp( V) also has an action on V@', and its centralizer can be described using the Brauer algebra.
Berele and Regev [6] and Sergeev [45] have shown that the action of the symmetric group Sk on VBk by "graded" p lace permutations determines the centralizer of the general linear Lie superalgebra when V is Zz-graded, and they have exploited this action to study certain modules for the superalgebra and their characters. Fischman and Montgomery [ 131 have generalized the work of [6] and [45] to cotriangular Hopf algebras which arise from enveloping algebras of general linear Lie color algebras.
Our intent is to establish an orthosymplectic version of this theory. In particular, we (i) show there is a Brauer algebra action on VBk which commutes with the orthosymplectic Lie color algebra spo( V, fl), (the orthosymplectic Lie superalgebra spo( V)-action is just a special case);
(ii) use the Brauer algebra to construct a family of maximal vectors for epo( V, /I) in the tensor space (Theorem 3.9); (iii) obtain from the Brauer algebra action a direct sum decomposition of Vmk into spo( V, fi)-submodules T" naturally indexed by partitions 1; (iv) use the character theory of the Brauer algebra to compute the characters of the spo( V, B)-modules T" and to give a combinatorial description of these characters in terms of tableaux; (v) develop an insertion scheme for the tableaux which models the decomposition of the tensor space into the modules T".
Remarks on the results in this paper
(a) To our knowledge, orthosymplectic Lie color algebras were first introduced in [3] , which discusses the Brauer algebra action, but does not prove that this action commutes with spo( V, /?). The notion of an orthosymplectic Lie color algebra allows us to give a uniform proof that the Brauer algebra action on tensor space commutes with the action of the orthogonal group (Lie algebra), the symplectic group (Lie algebra), the orthosymplectic Lie superalgebra as well as more general group graded orthosymplectic algebras. As we discuss in Section 1, orthosymplectic Lie color algebras have a natural root space decomposition and a triangular decomposition which are exactly analogous to the Lie superalgebra case. The derivation of the maximal vectors which we give in Section 3 extends the work in [4] where maximal vectors are computed for the classical case of the orthogonal and symplectic Lie algebras.
(b) The action of the Brauer algebra arises naturally from the structure of the category of finite-dimensional modules for Lie color algebras. As we show in Section 2, braided monoidal categories provide a convenient framework for developing the results on commuting actions. Our arguments in Section 2 will apply to give a centralizing action of an algebra (in general it may be not be a Brauer algebra) on tensor space for any kind of "Lie-like" algebra or quantum group for which the category of finite dimensional modules has a braided monoidal structure and a special isomorphism between V and V*. Thus, for example, one can modify our Section 2 with very minor changes to obtain an action of the Birman-Wenz-Murakami algebra centralizing the appropriate quantum analogue of spo( V,/?). The idea is essentially the same as that used by Reshetikhin-Turaev [39] , in particular, see for example [lo, Theorem 5.3.81 . It shares similarities with the methods that Fischman and Montgomery [13] apply to get their symmetric group action, except that we have chosen to work with the structure on the category of modules rather than with the Hopf algebra structure as they do.
(c) Berele and Regev [6] give a very interesting combinatorial description of the characters of the gI(m/n)-modules which appear in the tensor space Vmk (V = 6 CD 6, dim 6 = m, and dim fi = n) by describing them as hybrid Schur functions involving tableaux which have a column-strict part and a row-strict part. In a similar fashion we give a combinatorial description of the character of the module T' as a hybrid symplectic-ordinary Schur function given by tableaux which have a symplectic part and a row-strict part. The symplectic part is a symplectic tableau of the kind introduced by King (see, for example, [23] ) to index basis elements for irreducible representations of symplectic groups.
(d) The modules T' are the same as the ones considered by Bars and Balantekin in [ 1, 21. They give Jacobi-Trudi-type character formulas, but they do not derive the tableaux description that we give here. Bars and Balentekin seem to indicate that the modules T" are irreducible, but this is not clear to us, either from their work or from ours. In fact, King in personal communication has told us that he has found explicit examples of Ti which are not irreducible.
(e) There has been other work, notably [ll, 12, 27, 281, which describes how to index representations of the Lie superalgebra epo( V) by partitions, but none of these papers has given an interpretation for their characters in terms of tableaux. The main ingredient in developing the tableaux description is the identity in Theorem 4.24(h). A very similar version of this identity (Theorem 4.24(i)) appears in [ll] . This identity could be used in combination with the work of Sundaram [47] to give another combinatorial interpretation for these characters. See [22] for a survey of the use of tableaux in the study of representations of Lie superalgebras. (f) There is an extensive literature of papers by Bernstein and Leites [7, 29, 301, Kac [18, 191, Penkov and Serganova [3437, 44] , Kac and Wakimoto [20] , and others which studies representations of Lie superalgebras using Lie theoretic and geometric methods. These approaches also yield character formulas, the most general of which is the Weyl-Kac character formula. We have not made any effort to ~derstand our character formulas in this other setting, although the formulas must be equal in many cases, Even for the superalgebra gI(pn/n), the connection between the results of [6] and [45] , the Sergeev-Pragacz character formula, and the Weyl-Kac character formula needs to be better understood. King and others have done some work in this direction (see [ZZ] [6, 13, 451 one can get away with proving only half of the duality and using the semisimplicity of the group algebra of the symmetric group C& to obtain the other half for free. This is not possible in the o~hosympie~tic Brauer algebra case since the Brauer algebra is not necessarily semisimple.
(ii) The usual trick for proving that the general linear Lie algebra gl( V) generates the full centralizer of the symmetric group action uses the idempotent C,Esk 0 (which corresponds to the trivial Sk-character) to construct a projection map onto the gl(V)-invariants. Unfortunately, this is not available in the Brauer algebra case since the Brauer algebra does not have a one-dimensional module which affords invariants. (iii) We have succeeded in establishing various parts of both halves of the duality in our orthosymplectic-Brauer algebra setting but have chosen not to include these results in this paper. Optimally what one would like is a proof of the duality which handles all the cases simultaneously rather than arguing separately for the orthogonal group, then the symplectic group, then the orthosymplectic Lie superalgebras, then the quantum orthogonal group, etc.
(1) The relationship between the centralizer approach to the representation theory of Lie superalgebras and the approach using Kac modules and ~ical-at~i~al weights needs to be better understood. To our knowledge this is only partially done even for the gI(m/n) case [ 15-171, and it is not known how to verify directly that the WcylKac character formula for typical representations and the Pragacz-Sergeev character formula for gl(~/~)-i~educible modules in tensor space are equal. Here we have not made any attempt to relate our results to the Weyl-Kac formula, although this should be done sometime in the future.
(2) In dete~i~ing the characters of the modules T", we have shown that they are equal to polynomials SC&~,X~~, . . . ,x,,x;', yl, y;', -. . , ys, y;', 1) which appear as the coefficients of the Schur functions s,(zr, . . , ,z~+~) in the identity
x,,x,',y,,y,"..., J&y,', l)S,'(zlr...>zr+s).
(0.1)
There are two classical identities of Littlewood [31] and Weyl [49] for the characters sp/( of the symplectic group Sp(2r) and the characters SC+ of the orthogonal groups SO(2s + 1):
I<i<j<s j=l j=l r=l = c so,~(y,,y,',..., ys, y,', 1)S&l,. . .A>>
where p' is the conjugate of the partition p. When the orthogonal portion is zero, i.e. s = 0 and the variable 1 is not present, identity (0.1) gives the classical result in (0.2), and when the symplectic part is zero, i.e. r=O, identity (0.1) reduces to (0.3).
Is there a combinatorial interpretation for the functions scP which expresses scP as a hybrid object built from symplectic and orthogonal characters? Our combinatorial description of scP is as a mixed symplectic-general linear character rather than as a hybrid symplectic-orthogonal character. (3) Find a general Schur-Weyl duality result, see remark (g) above.
1. Lie color algebras and epo( V, j?)
Lie color algebras
Let K denote a field of characteristic zero (this assumption could be relaxed, but for convenience we stay in characteristic 0). Let G be a finite abelian group with identity 1~. A symmetric bicharacter on G is a map fl : G x G -+ K* into the multiplicative group of the field such that , which implies the map a H P(a,a) E {kl} is a homomorphism. It follows that the multiplication in g = gCo) $ gt,) is Zzgraded, but still g may not be a Lie superalgebra.
The category of jnite-dimensional modules for a Lie color algebra
Let g be a Lie color algebra. A g-module is G-graded vector space V = eaEG V, with a g-action g @ V + V, x @ v H xv such that (1) if xEg, and VE 6, then xvE I&,,
for all x E g,, y E gb and all v E V. A g-module morphism from a g-module A4 to a g-module N is a h--linear map C$ : A4 + N such that (1) &M,) C N, for all a E G, and
for all x E g and all m EM. If M and N are g-modules, then the tensor product A4 @N is a g-module with
(1) G-grading given by (M @ N)C = eabYc M, @Nb, and (2) g-action defined by
for all x E ga, m E Mb, and n E N. If f : M + U and g : N + V are g-module morphisms, then
is a g-module morphism. In a similar fashion to Remark 1.1 we define &9= @ V, and vi,= e3
The form (,) when restricted to l$) is skew-symmetric and to J$i) is symmetric. In this way V is a &-graded vector space with a supersymmetric form. Necessarily dim 50) is even, and so throughout this paper we shall fix dim&f=m=2r and dimQt)=n=2s or 2.s+ 1. We assume that the form ( , ) (or the field K) is such that there exist homogeneous bases (3.8) and B=Boii&, of I$), y*), and V, respectively, such that (u,w) = (u*,w*) = 0 and (u, w*) = -p(w*, u)(w*, u) = a,,, for all v,wE{t*,t;! ,..., tr,u*,u2 ,..., uS,(uS+*)}. It is to be understood that u,+* occurs only when n = 2s+ 1 and in that case us*,, = u,+*. We extend the definition of * so that along with the elements h, in (1.10) form a homogeneous basis of g = spo( V, j3). The elements in ( 1.11) are in the root spaces 9"' -Ew, ggcJ +w, and g&r+&,, respectively. Thus, dim(g")=l for all EEA.
As a shorthand set ai = q and 6, = E,,, for 1 5 i 5 r and 1 5 j 5 s. Then the roots for 5p0( V, p) have the following expressions in terms of the sj's and Sj's:
(ii) When y1= 2s,
Al={f(~i*dj)Il <i<r, 1 <j<~}, which are exactly the same as the corresponding sets of even and odd roots for the simple Lie superalgebra 5po( V) which appears in the classical Lie superalgebra theory; see [19] . (1.13)
The subalgebra g+ in (1.13) is generated by the root vectors xi, 1 < i < Y + s.
The Brauer algebra action on tensor space
The unfolding map
A 2k-one-factor is a graph with one row of 2k vertices and k edges such that each vertex is incident to precisely one edge. We draw one-factors so that the edges travel above the row of vertices and denote the set of 2k-one-factors by cr2k. We assume that the vertices are numbered 1 to 2k from left to right and often represent a one-factor f E &k as a sequence of pairs f = ((81, rl), (i!,, rz), . . . , (tk, rk)), where ti, yi E { 1,. . . ,2k} give the left vertex and right vertex respectively of each edge.
As an example, the sequence of pairs (( 1,4)(2,7)(3,5) (6,8)) represents the g-one- This unfolding map is a combinatorial realization of the isomorphism End,( V*k) -+ (V@2k)a; see Remark 2.13 below.
The Brauer algebra
Let tc be a field of characteristic 0 and assume q E xc. The product of two k-diagrams 
By convention Be(q) = B1 (q) = K. The following theorem is "oft-quoted" (see for example [33] ), but we are not aware of a proof in the literature. In the interests of space we shall continue the tradition and not include a proof here either. 
Some facts about braided rigid monoidal categories
Let +Z be a rc-linear braided rigid monoidal category whose identity object we denote by 1. The defining property of 1 is that there are natural isomorphisms V @ 1 Z V"
1 @ V for all V E V. For simplicity, we assume that 9? is strict. Although everything we do in this section works in complete generality for any K-linear braided rigid monoidal category that is strict, the reader who prefers not to work with general categorical language can just note that for the category of finite dimensional modules for a Lie color algebra g, we have the following: (2.3) Let V be an object in W. The space of invariants in V is the K-vector space defined by
(2.4) Every object V E V has a dual, i.e. there is an object V* in '8 and morphisms pr,: l--tV@V* and evv:V*@V-+l.
The dual of V is unique up to isomorphism. 
satisfy the properties
The bruid group action on VBk
The relations in (2.9) imply that the Rj's afford a representation of the braid group on VBk (see, for example, [lo, Section 15.2A]). Note that since iv," is an isomorphism
The only reason that we are adjusting by a negative sign is so that the di will be the images of the Brauer algebra generators in the map Y which will be discussed in Theorem 2.16.
If z is a permutation in the symmetric group define where 7~ = si, s,* . . . Sip is a reduced expression of rc (a reduced expression for x is a product of simple reflections Si = (i, i + 1) with p as small as possible). Since the relations in (2.9) hold, the map k, E Homq( V @k VBk) is independent of the choice , of reduced expression (see, for example, [8, Proposition 5, Ch. IV, Section 1, no. 51).
If f E C2k is a 2k-one-factor, say f = ((~1,q)(&r2).
(tk,rk)) with er <& < . . <tk, 
The commuting action of the Brauer algebra on the spo( V, p)-module V@'
Let G be a finite abelian group, /I a symmetric bicharacter on G, V a G-graded vector space with a nondegenerate /?-skew-symmetric bilinear form ( , ) and g = spo( V, p).
There is a g-module isomorphism
In this special case, we will compute the map Y from (2.12) explicitly.
Let B={vl,..., UN} be a homogeneous basis of V, i.e. for each 1 < i 5 N, Vi E V,, is the matrix of the form ( , ) with respect to the basis B. Sometimes we will write to the first edge, and t5 is a vertex adjacent to the second edge in the crossing. Of the four vertices adjacent to the two edges that cross, /i and 82 should be chosen to be the last two vertices (in order) when counting off the vertices in a counterclockwise fashion beginning from the bottom left comer of the diagram.
The weight of the labeled k-diagram, which we denote da,b, is the product of the weights over all the edges and crossings. For example, the weight of the following
is the product (-1)5F We have adopted an abbreviated notation in displaying the weights of the edges so as not to clutter the picture.
Theorem 2.16. Let G be a finite group and let 1) be a symmetric bicharacter on G. Assume V is a G-graded vector space with a P-skew-symmetric bilinear form (,).
Let g = spo( V, 8) be the orthosymplectic Lie color algebra.
(a) 
Proof. (a) In this setting the map pTk is given by which can be seen by induction using (2.5). One computes yd from the definition in (2.12). The following sequence gives a representative pictorial example, but the general case is done in exactly the same fashion. For brevity in the pictures we reduce the notation even fmther and write i3 for vi3 and i3 for the dual vector vh. If 111 8 . @ok is a simple tensor in VBk with vi E B for each i, then its weight is just the sum of the weights of its factors.
Maximal vectors in tensor space
In this section we construct maximal vectors of V@'k using the elements si,e; coming from the Brauer algebra. The maximal vectors in V@' are often a help in locating its irreducible summands. We begin with a few combinatorial preliminaries.
I. Youny symmetrizers, contractions, and ~jpo( V, /3)-submodules of VBk
Suppose i. is a partition of k. A standard tableau T of shape 2 is obtained by filling in the frame of ;I with the elements of X = { 1,. , k} so that the entries increase across the rows from left to right and down the columns. Let P'F(X) denote the set of all standard tableaux as A ranges over all the partitions of k. We associate two subgroups in the symmetric group Sk to each standard tableau T E YY(X). The first is the row group Rr consisting of all permutations in Sk which permute only the elements of X within each row of T, while the second is the column group CT of T or group of permutations moving only the elements of X in each column. Then the element (3.2) has the property that there is some h(i) E Z + that only depends on the underlying frame of T such that s$ = h(i)sr (see [49, Ch. 4 
, Section 21). If yr = (l/h(i))ST,
then y+ = yr so that yr is idempotent. We refer to yr as the symmetrizer determined by T.
For each T E YcF(X)
the space CskyT is a minimal left ideal of the group algebra of shapes (4,2) and (3,l) = (2,1,1)', respectively.
We have seen in Section 2 that the Brauer algebra Bk(n -m) acts on Vgk, and its action commutes with that of epo( V, j3) since it acts by epo( V, /I)-module morphisms. In particular, the diagrams d having all vertical edges form a subalgebra of Bk(n -m) isomorphic to the group algebra of Sk, and the resulting action of @Sk on Vgk is by graded place permutations. We let c~,~ denote the transformation on V@' determined by the diagram in Bk(n -m) with a horizontal edge connecting the pth and qth nodes on both the top and bottom, and with every other top node connected to the one directly below it. Thus, cp++i corresponds to the element ep in Section 2.
We refer to the transformation c~,~ as a contraction mapping. Clearly, c~,~ =c4,*, and we may suppose in working with contraction mappings that p c q. If 
b) Let VBk be the subspace of all vectors in Vmk which are annihilated by ccl1 contractions c~,~. Then Vak is an spo(V,p)-submodule and an Sk-submodule of V@'. (c) Let Pkc P,q be the subspace of all vectors in VBkc,,, which are annihilated by all contractions c,,r with s,tE(pUq)C=X-(puq). Then PkcE,! is an spo(V,fl)-submodule (isomorphic to V@(kT2j),Pj = IpI = 1qT) 2. h w zc is invariant under the action of the symmetric group SQ~~)".
is u mximnl vector of weight il" = A2i:+,& where wFP 4 (_'_ is the simple tensor obtuined~from w'T,p 4 by replacing the factors _'.. us with U-F.
Proof, Let w = w~E,q, First we observe that %)eElt is annihilated by all contractions having both subscripts in (p u q)c because (c. o') = 0 whenever U, D' E (tr,. . . , &,uI,. . . , u,, {r~~+l)}. Thus, WC~,~ E J~@'"c!?~ and ~=~~'~~,~,vT E J'@c~,~~T. We also observe that the weight of 8 is ihe same as the weight of w, which -is i., since the weights of v and t'* sum to zero, Now w~gn(~~~~ = IV for $I E RT and 7 G CT if and only if $ E RTI1) and ;! E RTI:,. That assertion follows from the fact that fi(tt, tj) = 1 for ail r; and p(ui, ui) = -1 for ail r~, and from the symmetric property of the bicharacter. Therefore, when 8 is expressed as a linear combination of the basis tensors, the coefficient of w in 6, equals h(i)--'IRT,t~I 3 1RT(2)/. Thus, 0 # 0. To prove that fI is a maximal vector, it suffices to show that it is annihilated by each of root vectors xj in (1.12). Since the image of a contraction is a trivial snof V, fi)-module, the sum of the terms with Xj acting on a pair of contracted slots is zero. Thus, xj annihiIates wcEY4 or produces a sum of tensors which are obtained by applying .Yj to a noncontra~ted factor, Each of those tensors has one factor in (p U q)" whose subscript has been lowered by one or a factor ut which has been changed to r,. For such tensors, each of them denoted by 21, we argue that t:yT = 0, First consider the case that t; has been changed to 4-1 for I 5 i 5 r or that UI has been changed to tr. Suppose li/ E RT. Then there exists (n b) E CT which permutes two factors of II$ which are the same tj such that u$(uh)= -u$ (see (2.17)). Then Thus, we have C7ECr ~~~(~~(~~)~ = 0 for each $ f fir and oj?T = 0.
NOW consider the case that Ui has been changed to ~(-1. Then there exists (QB) E RI permuting two factors of u which are the same ui such that u{ab)= I> (see (2.17)). As where the sum is taken over all the tableaux T E X9'Fr,s((p Uq)c) of some given shape A=(%,,..., &, 0,. . .), which is an (r,s)-hook shape partition. We suppose that $1) = (1.1 , . . . , lb,) and JJ2) = (&+I,. . ,A,)' = (A:+,, . . , A~,,) are the partitions determined by lb, and let t, = /(n(l)) and e2 = G(3L (2) commutes with the action of ei,p E Bk(n -m); however, the module T" may be (0). 
Proposition 4.2. rf In -ml > k, then the following hold: (a) The g-module T"' is well-defined (up to g-module isomorphism it does not depend on the choice of P and Q).
Characters of the Brauer algebra
If dl is an ml-diagram and d2 is an rnz-diagram, then dl @ d2 is the (ml + mz)- 
Symmetric ,functions and u combinatorial description of char(T")
We adopt the notation for partitions and symmetric functions found in [32] . Let us begin by recalling a few definitions.
Suppose Y = {yi,. . . , yq} is a set of commuting variables ordered by yr < y2 < .'. <yq, and assume 1" and n are partitions such that p C 1. A column-strict tableau of shape A/p is a filling of the boxes in the Ferrers diagram of i/_u with y,'s such that the y, 's are weakly increasing (left to right) across the rows and are strictly increasing down the columns. Associated to a column-strict tableau T of shape n/p is the monomial yT, which is the product over all boxes of j-/p of the elements _vj in the boxes. where the sum is over all partitions I3 with even length rows (all parts even). By using the above identities one can easily prove the following. 12) and (4.14) , respectively.
Proof. By using (4.12) (4.14), and (4.9) to expand, we get and by comparing coefficients of the Schur functions on each side, we get identity (1) the Zb's are weakly increasing (left to right) along rows and strictly increasing down columns, (2) the elements zI, and z': never appear in a row with number greater than i. Associated to a symplectic tableau T of shape i. is the product zT of all the elements zb in the boxes of i. The symplectic Schur function is defined by (4.21) where the sum is over all symplectic tableaux T of shape i,.
Assume q = Card(Y) is sufficiently large, i.e. q >> P-, and define functions sci(Za) by the identity When i, is a partition such that d(3,) < 7, then sc;.(Za) = spi(Za) and these polynomials are the characters of the symplectic group Sp(2r) and its Lie algebra sp(2r). The combinatorics of these functions is discussed in [46] . rI i (4.23) When Card(Bi) is odd and i is a partition such that t(A) 5 s, then the polynomials sbj,(Zi) describe the characters of the orthogonal group SO(2s + 1) and its Lie algebra 542s + 1). In this special case these functions have a combinatorial description similar to that of the symplectic Schur functions (see, for example, [47] Proof. Let us begin by proving (a) w(b), which follows from the calculation,
Next we prove (c) using (a):
by (4.9),
The proof of (d) using (b) is virtually the same using (4.11) and (4.16). To show (f) implies (g), add columns j -2, j -4, j -6,. . . to column j for each j.
That is, add column 1 to column 3, add column 2 to column 4, add columns 1 and 3 to column 5, add columns 2 and 4 to column 6 and so on. The result follows immediately.
To derive ( Suppose m = 2r and n are fixed. An spo(m, n)-tableau T qf shape A (or simply an spa-tableau for short) is a filling of the boxes in the Ferrers diagram of J. with entries from B such that (apo.1) the subtableau S of T obtained by taking all the boxes with entries from Be is a column-strict tableau of partition shape (its entries are weakly increasing from left to right across each row and are strictly increasing from top to bottom down each column), and the entries in row i are 2 t/ for each row in s; (spo.2) the skew tableau T/S is row-strict (its entries are strictly increasing from left to right across each row and are weakly increasing from top to bosom down each column). In an epo(m,n)-tableau the entries in row i for i 2 r + I necessarily belong to BE, and since the skew tableau T/S is row-strict, the underlying partition must be an (I; n)-hook shape partition. Proof. Suppose T is an ~~o~rn,n)-tableau, and let f denote the subtableau of T containing the entries tr , t* i ,. . . , t,., t,*. Necessarily the number of rows in S is < Y. When . , ik) of length k and shape 1..
Example. Let
We shall prove in Theorem 5.5 that there is a bijection between %$ and yk. Accomplishing this requires introducing a few more definitions.
Punctured tableaux and the maps jeu and injeu
A punctured tableau is a tableau with exactly one empty box. A punctured spotableau is a punctured tableau obtained from an opo-tableau by removing the entry from exactly one box. If a partition i, contains a box at position (i, j), and there is no box at locations (i, j + 1) and (i + 1 ,j) in i,, then (i, j) is said to be a corner of i.. When a punctured tableau has its empty box at a comer, we may identify the punctured tableau with the tableau obtained by removing the empty box.
In Lemma 5.2 below we shall define operations se and nw on the set of punctured spo-tableaux, but first we make the following definitions.
(i) 9% is the set of punctured spo-tableaux whose empty box occurs at a comer.
(ii) ,I?@ is the set of punctured spo-tableaux whose empty box is in the first column, and either the empty box is in the first row or the tableau obtained by switching the empty box with its neighbor to the north (the one immediately above it) is not a punctured spo-tableau. The tableau nw(T) is either n(T) or w(T), whichever happens to be an spa-tableau.
To prove (iii) suppose that T @SF and se(T) = s(T). By (ii) nw(s( T)) is either n(s(T)) or w(s(T)) depending on which is an epo-tableau, and clearly n(s(T)) = T is an spo-tableau. Thus, nw(se( T)) = n(s( T)) = T in this case. Similarly, if se(T) = e(T), then nw(s(T))= w(e(T))= T. For T @NW, using (i) we see that se(nw(T)) = T.
Finally, we note that when the empty box of T has only one of its neighbors to the east or south, arguments similar to ones above can be used to show that se(T) is obtained by switching the empty box with the available neighbor. Also, when the empty box of T has just one of its northern or western neighbors nw(T) is obtained by switching the empty box with the available neighbor. In these cases, (iii) holds similarly. 0
Let 98 and A'%'" be the sets of punctured spo-tableaux described just before If we take the rightmost tableau in this sequence as the initial tableau and perform nw successively, then the sequence moving from right to left corresponds to applying injeu.
Insertion of a letter into an spa-tableau
Let T be an spo-tableau, and assume a E B. We define an algorithm consisting of a sequence of steps which inserts a into T to yield a tableau (a ---f T). Proof. It is clear that anok E .yk for each w E 'Y&i. To show that epo, is a bijection, it is enough to find its inverse, and for that it suffices to find the inverse of the step (w/ --t T'-') = T'. Let A'-' and 1%' be the underlying partitions of T'-' and T', respectively. We present an algorithm to produce w/ from Ar-',,?' and T'.
(1) (Initial step) If 2.' is obtained from 3,'-' by adding a box, and if the entry in the corresponding box of T' is a, then delete the adjoined box from T' and apply (2) below beginning with b=a.
If 3,/ is obtained from ,I-' by removing a box, then consider the punctured epo-tableau in 98 obtained by adding an empty box to T' in the corresponding corner. Apply injeu to obtain a punctured spa-tableau in NW. The empty box is now in position (i,l) for some i. Fill the empty box with an ti, and then change the last tj in row i to an t,?. Apply (2) below beginning with b = t; regarded as displaced from position (j, 1). 
T3=
To recover w from (T, A) we apply spa-deletion: 
