The growth of computing power combined with advances in modeling methods can yield high-fidelity simulations establishing numerical simulation as a key tool for discovery in the atmospheric sciences. A fine-scale large-eddy simulation (LES) utilizing 1.25 m grid resolution and 5.12 × 5.12 km 2 horizontal domain is used to investigate the turbulence and liquid water structure in a stratocumulus cloud. The simulations capture the observed cloud morphology, including elongated regions of low liquid water path, cloud holes, and pockets of clear air within the cloud. The cloud can be partitioned into two broad layers with respect to the maximum mean liquid. The lower layer resembles convective turbulent structure with classical inertial range scaling of the velocity and scalar energy spectra. The top and shallower layer is directly influenced by the cloud top radiative cooling and the entrainment process. Near the cloud top, the liquid water spectra become shallower and transition to a k −1 power law for scales smaller than about 1 km.
Introduction
Stratocumulus clouds (Sc) cover about one-quarter of the Earth's surface and have a large impact on the Earth's radiative balance because they strongly reflect incoming solar radiation but they have a small effect on outgoing longwave radiation, e.g., [1] [2] [3] [4] . In spite of the seeming simplicity of a "lumpy" low-cloud deck, it is challenging to quantify the properties of the cloud-topped atmospheric boundary layer given the large-scale meteorological conditions. A delicate balance of processes leads to difficulties in the formulation of accurate parameterizations for weather and climate models, e.g., [5] [6] [7] .
Our understanding of the cloud-scale macrophysical and microphysical processes in stratocumulus topped boundary layers primarily derives from several observational campaigns, e.g., [8] [9] [10] [11] . Because of the multiscale multiphysics character of the flow, the modeling and simulation of stratocumulus has been challenging, e.g., [12, 13] . However, the growth of computing power combined with advances in modeling methods is yielding high-fidelity simulations establishing numerical simulation as a key tool for discovery in the atmospheric sciences.
The immense range of scales encountered in atmospheric boundary layer flows (approximately 1 mm to several km) make simulation of all scales prohibitive in the foreseeable future, thus a significant subrange of the flow must be modeled by a suitable parameterization or turbulence closure. Large-eddy simulation is the most prominent high-resolution modeling methodology that explicitly resolves the dynamically important flow scales and models the smaller, more "generic" in nature, scales, e.g., [14, 15] .
Initially, LES closures were simple [16] and three-dimensional simulations very coarse [17] . However, the theoretical framework of the method improved [18] [19] [20] [21] and efforts to better understand the performance of LES in atmospheric flows followed [22, 23] . The premise and predictive power of the methodology relies on the reduction of the flow organization and structure at small scales.
For instance, the resolved-scale dynamics capture the complex cloud shapes whereas the turbulence model represents the effects of stratified turbulence in a small volume (1 3 -50 3 m 3 ) of the atmosphere.
Accordingly, the goal of the present paper is twofold: demonstrate the potential of the LES methodology as an essential tool for discovery in atmospheric science and, using one of largest LES performed to date, study the small-scale structure of a stratocumulus cloud. The very high resolution simulation (grid spacing is ∆x = 1.25 m) enables a fine-scale exploration of the spatial structure of the cloud morphology. The principal aspect of the present study is the study of the characteristics of the cloud liquid variability.
The case of a nocturnal stratocumulus corresponding to the first research flight (RF01) of the second Dynamics and Chemistry of Marine Stratocumulus (DYCOMS-II) field study [9] is simulated. The physical processes in the simulation include, in addition to turbulent transport in a stratified flow, vapor-liquid phase changes and longwave radiative transfer. The LES is validated using the DYCOMS-II RF01 in-situ observations [9, 13] .
Large-Eddy Simulation

Governing Equations
The LES model of [15] is used to simulate the nocturnal stratocumulus case of [13] . The Favre-filtered (density-weighted) anelastic approximation of the Navier-Stokes equations [24] is numerically integrated on an f -plane ({zonal, meridional, vertical} = {x 1 , x 2 , x 3 } = {x, y, z}). The filtered variables, are defined asφ ≡ ρφ/ρ, where ρ is the density and the overbar denotes a spatially filtered variable. The conservation equations for mass, momentum, liquid water potential temperature, and total water, neglecting resolved-scale viscous terms, are, respectively,
The thermodynamic variables are decomposed into a constant potential temperature basic state, denoted by subscript 0, and a dynamic component. Accordingly, θ 0 = 289 K is the constant basic-state potential temperature and ρ 0 (z) is the density. The Cartesian components of the velocity vector and geostrophic wind, are u i and u g = (7, −5.5) m s −1 , respectively, and f = [0, 0, f 3 ] is the Coriolis parameter, where the latitude is 31.5 • N. Buoyancy is proportional to deviations of the virtual potential temperature, θ v , from its instantaneous horizontal average, θ v . The subgrid-scale (SGS) terms τ ij and σ j are estimated using the buoyancy adjusted stretched-vortex SGS model [14] .
The thermodynamic pressure, p, in each grid cell is computed from the sum of the basic state Exner function, π 0 (z), plus a contribution due to the deviation of the horizontal mean from the basic state, π 1 (t, z), and the dynamic part, π 2 (t, x, y, z), which enforces the anelastic constraint (1),
The effect of the large-scale environment is included in the equations for θ l and q t through the subsidence terms, where D = 3.75 × 10 −6 s −1 is the uniform large-scale horizontal divergence.
The liquid water potential temperature equation includes radiative heating and cooling through the net radiative flux, F rad , divergence. The radiative flux is parameterized as in [13] ,
where
r l is the liquid water mixing ratio, and z i (t, The amount of cloud water, r l , in each grid cell is estimated using an "all or nothing" saturation scheme, i.e., no partially saturated air in each grid cell. The thermodynamic state at the grid-cell center is used to classify each grid cell as saturated or clear and determine the corresponding thermodynamic coefficients for all variables, including those residing at the cell's vertices. All water condensate is suspended, thus no drizzle/precipitation is allowed.
Boundary and Initial Conditions
The equations of motion are numerically integrated in a doubly periodic domain in the horizontal directions. The surface fluxes are dynamically computed in each grid cell using the Monin-Obukhov similarity theory (MOST) with Charnock's roughness length parameterization [25] . A sea surface temperate SST = 292.5 K is used [13] , which results in similar mean sensible and latent heat fluxes, 15 W m −2 and 115 W m −2 , respectively, as in [13] . A Rayleigh damping layer is applied above 1.2 km, to limit gravity wave reflection.
The wind fields are initialized with the geostrophic wind, and θ l and q t with a mixed layer-sharp inversion-free troposphere structure:
where z i = 840 m is the initial boundary layer depth. Zero-mean random fluctuations are added to θ l and q t at the lowermost 200 m to help quickly establish multiscale random convection after initialization.
Numerical Discretization
The governing Equations (1)- (4) are discretized on an Arakawa C (staggered) grid [26] [27] [28] . The fully conservative four-order advection scheme of [29] is used for momentum advection, the Quadratic Upstream Interpolation for Convective Kinematics (QUICK) [30] is used for θ l and q t advection. QUICK does not enforce monotonicity (positive definiteness) of the advected scalar fields but it is less dissipative than monotone schemes, e.g., [31] . Second-order centered differences are used to approximate the spatial derivatives of the subgrid scale model terms. The semi-discrete system of equations is advanced in time using the third-order Runge-Kutta of [32] . Time integration is performed using a variable time step chosen such that the Courant-Friedrichs-Lewy (CFL) number is 1.2, resulting in a time step interval ∆t ≈ 0.18 s.
The grid is uniform and isotropic, i.e., ∆x = ∆y = ∆z, and the grid spacing is ∆x = 1.25 m, with 4096 × 4096 × 1200 grid cells (about 20 billion total) in the horizontal and vertical directions, and 5.12 × 5.12 × 1.5 km domain. The simulation is one of the largest LES performed to date. The present simulation is a higher resolution complement to the series of lower resolution runs ∆x = 10, 5, 2.5 m in [15] . Because the simulation is computationally challenging, it was ran only up to t = 2 h, instead of the typical t = 4 h. Comparisons of flow statistics between t = 2 and 4 h using data from the run with ∆x = 2.5 h show only small differences and no effects of the initial flow transient at t = 2 h.
The LES implementation is parallelized using a distributed memory paradigm with Message Passing Interface (MPI). The computational domain is partitioned using a two-dimensional decomposition in the horizontal directions, a typical choice for atmospheric models because several processes are performed column-wise, e.g., radiation in the present case. Thus, any such operation can be entirely computed using local data.
The simulation was carried out on the Pleiades computer at the NASA Advanced Supercomputing (NAS) Division at Ames Research Center using 256 Ivy Bridge nodes with 20 CPU-cores per node. Because at this (relatively small) number of nodes the simulation is memory limited, only 16 MPI ranks were launched per node, essentially utilizing only 16 of the 20 available CPU-cores, resulting in a total of 4096 MPI ranks. This configuration results in a wall-clock time of about 76 s per time step. 42,000 time steps were carried out to simulate the atmospheric boundary layer for 2 h of physical time. Even though the simulation is computationally expensive, modern computing platforms and programming methods result in relatively uncomplicated execution of the LES implementation. The greatest challenge is the analysis of the results because of the large data volume and the relatively slow read speed of the stored data.
Results
Boundary Layer Profiles and Validation
All flow statistics are computed from a single time instance of the simulation at t = 2 h. Mean profiles are horizontal averages at each model level. The estimates of the turbulent fluxes are composed of the resolved and SGS part, i.e., at model level k,
where i and j are the horizontal grid cell indexes and N 1 , N 2 the corresponding number of grid points. The SGS terms of the w triple correlation cannot be readily evaluated, thus only the resolved-scale part is used and the estimate is denoted by www . Figure 1 shows boundary layer profiles and compares the LES results with the observations [13] . Momentum and the conserved variables, q t and θ l , are well mixed in the boundary layer. The buoyancy flux implies a coupled convection structure in the boundary layer since it attains a positive minimum value at cloud base [2] . Turbulent kinetic energy (TKE) and its components attain their highest values near the cloud top because of the buoyancy forcing of radiative cooling.
The LES results agree with observations and are grid converged with respect to a courser run at ∆x = 2.5 m [15] . The largest difference with the coarser simulation is in the amount of cloud liquid with the present ∆x = 1.25 m run having about 10% more liquid water path (LWP).
Most LES of DYCOMS-II RF01, even if they accurately capture the amount of cloud liquid [33, 34] , under-predict ww . Presently r l , ww , and www agree with observations. The ww values are somewhat higher than the observations near the cloud top, but this is likely because the comparison is carried out at t = 2 h rather than t = 4 h. Based on the trend of a coarser run with ∆x = 2.5 m [15] , ww somewhat decreases with time and the agreement improves for t > 2 h. Similar to other LES results [13, 33] , www is positive below the inversion, whereas observations do not include positive values in the same region. The vertical velocity triple correlation can be related to the relative strength between updrafts and downdrafts. Kopec et al. [35] compare the sign of mean and median of www and conclude that strong but narrow updrafts are present in the cloud. The profiles of updraft and downdraft area fractions and the decomposition of covariances for the present case are discussed in [36] .
Cloud Structure
Previous studies of small-scale (1-100 m) cloud liquid variability relied on in situ airborne measurements [37] [38] [39] [40] [41] [42] [43] or radar observations [44] . The observational data sets are either one dimensional (along flight paths) or two dimensional (z-t pairs in radar observations), thus the horizontal fine-scale variability of the cloud is not readily apparent. Figure 2 shows the rich multiscale structure of LWP in the LES. The characteristic "lumpy" structure of the cloud is interlaced with elongated regions of very low LWP.
In the LES a "cloudy," i.e., saturated, grid cell is defined as any cell with r l > 0.01 g kg −1 , and a cloudy column as any column with at least one cloudy grid cell. Figure 2 shows that cloud cover fraction is nearly 100% with the darker contours corresponding to negligible LWP. High values of LWP correspond to the locations of updrafts that replenish the cloud water, as shown in the total water visualizations of [45] . The LWP contours in Figure 2 are consistent with observations, which also show a highly variable liquid water content (LWC) [40, 41, 43] suggesting a complex flow where both saturated and clear air regions can be encountered in the cloud layer. Direct numerical simulations (DNS) of stratocumulus cloud tops, e.g., Figure 3 of [46] , also show clear air descending into the cloud. Presently, the goal is to exploit the availability of the three-dimensional flow field in the LES to complement the results of past observation-based investigations. The underlying problem of the spatial variability of the cloud liquid is challenging and connected to the geometry of the turbulent motions and the dynamics of the vapor-liquid system. Accordingly, several terms are used to describe these features, such as cloud holes, turbules, and wisps, see [40] and references therein.
A few simple metrics are presently used to describe the geometry of the cloud. Results are presented with respect to the mean cloud depth d c , which is defined as the depth of the mean r l > 0 profile, and the height of the maximum cloud liquid z ref . Depth statistics are normalized with respect to d c and heights with respect to z ref . The inversion height z i is defined as the height where the mean q t = 5 g kg −1 , which is about the mean of the mixed layer and free troposphere values. Table 1 summarizes the reference parameters and their values. Two local column-wise cloud morphology metrics are defined. The total cloud depth,
where z b is the height of the lowermost cloudy grid cell and z c the height of the uppermost cloudy grid cell, if saturated grid cells are present in the column, otherwise d t = 0. Within the vertical length d t not all grid cells are necessarily cloudy. Thus, the total cloud void depth is defined as
the cumulative height of the non saturated internal to cloud grid cells, where 1 z is the indicator function. The present definition of d v differs from the typical definition of cloud holes, e.g., Figure 2 of [40] , because saturated air must be present at the top and bottom of the cloud void. In contrast, cloud holes are not necessarily enclosed within saturated air. The present definition is more representative of turbulent overturning events which can result in engulfment of clear air in the cloud, e.g., [47] . Moreover, d v is the total depth of one or more vertically overlapping regions. Figure 3a , the cloud fraction is nearly 100% with only a few locations where cloud holes reach the entire depth of the layer. Because d v is sensitive to overturning motions and engulfment of dry air into the cloud, it is expected to be an indicator of the structure of the entrainment events [48] . The highest values of d v are found around the cloud blobs suggesting that dry air can penetrate deep into the cloud, similar to DNS results [46] . In many instances the total clear air column height within the cloud d c is about a third of the mean cloud d c = 300 m depth.
Whereas Figures 2 and 3 explore the spatial structure of the cloud, Figures 4-6 show the statistical distribution counterparts. Figure 4 shows the probability density function (PDF) of LWP, i.e., the normalized histogram. Figure 5 shows the PDF of the cloud base and cloud top heights with respect to the reference height z ref and Figure 6 the PDF of the normalized total cloud void depth. Because most columns have low d c values, the PDF of d c is plotted in logarithmic scale.
The LWP PDF has negative skewness and similar shape to the reference case of [35] . The cloud base height PDF is much broader than the cloud top height PDF because moist updrafts tend to lower cloud base whereas dry downdrafts increase the cloud base height. The z b PDF is nearly symmetric similar to the z b PDF constructed from observations in [49] . The cloud top height z c PDF is asymmetric with a longer tail extending to lower z. Essentially, the entire z c PDF is confined to z > z ref implying that the horizontal mean of r l increases below the inversion because of fluctuations of the cloud top. Interestingly, the z c PDF suggests that the large vertical length scales are present in the cloud-top motions. Accordingly, inviscid (large-scale) flow dynamics may primarily control stratocumulus entrainment, which in turn raises interesting questions regarding the extrapolation of DNS-derived scalings to cloud-scale entrainment rates, e.g., [50] .
The d v PDF (Figure 6 ) exhibits nearly exp[−c d c ] scaling, where c is a constant, for a wide range of d c . Because, only one condition is presently explored and given the variations in the LWP PDF in the numerical experiments of [35] , it cannot be concluded that the observed PDF is characteristic of a broader range of stratocumulus. 
Joint Probability Density Functions
The joint probability density functions (JPD) of the two conserved thermodynamic variables and θ v , i.e., the buoyancy variable, versus vertical velocity are used to gain a fuller picture of the flow. Moreover, probability density functions are often used in modeling, e.g., [36, [51] [52] [53] [54] [55] . [36] using data from all grid cells at the corresponding model level. Because most of the covariance is contributed by the "tails" of the JPD, in Figures 7-9 the contours are plotted in logarithmic scale, i.e., the contours correspond to log( f φw + 1), where f φw is the JPD. 
Spectra
Turbulence spectra in stratocumulus clouds are discussed in the observation-based studies of [11, [37] [38] [39] 47, 49] and in the LES of [12, 47, 56, 57] . Spectra derived from previous LES do not show any well defined power law scaling, likely because of the coarse resolution and the narrow range of scales. Spectra from observations are often of liquid water fluctuations typically measured with respect to time. Spectra computed from observations exhibit k −5/3 scaling or a smaller in absolute value exponent depending on the scale, where k is a one-dimensional wavenumber [38, 39, 49] . There is no established theoretical prediction for the spectral scaling because the flow is stratified, the conserved scalars (presently, θ l and q t ) are active scalars with strong contributions to buoyancy, whereas liquid water can be created or depleted (condensation/evaporation) with regions of no liquid (e.g., cloud voids).
Radial spectra of u, w, θ l , q t and r l are computed from the LES by taking the two-dimensional Fourier transform, e.g.,û(k x , k y , z) for u(x, y, z), and then averaging across radial wavenumber k r = (k 2 x + k 2 y ) 1/2 "shells" to form E φφ (k r , z). The x-axis in Figures 10-12 is converted to length scale to help the interpretation and comparison to previous studies [38, 39] . Figure 10 shows the spectra of u, w, θ l and q t and Figure 11 the spectra of r l . The spectra are partitioned into two groups based on height with respect to z ref . In Figure 10 , the spectra at half boundary layer height z − z ref = −423 m are also plotted for reference. The spectra of u, w, θ l and q t for z < z ref are similar to the corresponding spectrum below cloud base and velocity and q t spectra show a well defined inertial range. The exponent is −5/3 for the velocity components, similar to the Physics of Stratocumulus Top (POST) observations [11] , and somewhat smaller in absolute value for q t . The constant exponent scaling extends to about 2.5 decades of scales. Temperature spectra of the POST observations show the opposite trend with higher in absolute value exponent values than 5/3 when spectral energy is plotted in the frequency domain [58] . All spectra decrease quickly at small scales because of the implicit filtering property of the finite difference schemes, e.g., [59] . E θθ exhibits a constant exponent scaling below cloud base, however, as z increases the spectra develop curvature in the log-log coordinates of Figure 10 . For the spectra of u, w, θ l and q t constant-exponent scaling is not observed for z ≥ z ref , likely because of the entrainment of non-turbulent free-tropospheric air. Liquid water spectra at all heights show nearly constant-exponent scaling. The exponent is −1 near the cloud top and increases in absolute value as z decreases approaching −5/3 near cloud base. Observations show k −5/3 scaling at scales larger than a few meters and a transition to a shallower spectrum at smaller scales [38] . Within the relatively narrow range of scales captured by the present LES, such a scale break in the liquid water spectra is not observed. Interestingly, E ll at the cloud top exhibits ∼k −5/3 , however as can be inferred from the z c PDF (Figure 5 ), large cloud-free areas are expected, thus the exponent is likely not because of the presence of classical fully developed turbulence.
The anisotropy of the flow with respect to length scale is quantified using the velocity-anisotropy parameter E ww /(E uu + E vv + E ww ) − 1/3, e.g., [60] , which is similar to the parameter used in [57] . The velocity-anisotropy parameter is shown in Figure 12 at the same heights as the spectra in Figure 10 with parameter values near zero corresponding to an isotropic flow. At heights less than z − z re f = 15 m the anisotropy parameter is largely independent of height with motions being approximately isotropic for length scales less than 100 m. Overall, the present results are consistent with the analysis of the DYCOMS II RF01 observations and previous simulations [57] . The present results suggest that the flow is more isotropic at l < 100 m compared to [57] .
Conclusions
The structure of turbulence and liquid water in a stratocumulus cloud is explored using a fine-scale large-eddy simulation (LES) utilizing 1.25 m grid resolution and 5.12 × 5.12 km 2 horizontal domain. The simulation corresponds to the case of a nocturnal stratocumulus cloud observed during the first research flight of the DYCOMS-II field campaign [13] . The LES agrees with the observations including the variance and triple correlation of the vertical velocity, which are challenging to predict.
The simulations capture the observed cloud morphology, including elongated regions of low liquid water path (LWP), cloud holes, and pockets of clear air within the cloud. Comparisons between the spatial structure of LWP, cloud thickness, and total cloud void depth show regions of low cloud liquid and presence of clear (not saturated) air within the cloud at the boundaries of the cellular-like cloud "blobs."
The cloud can be partitioned into two broad layers with respect to the height of maximum mean liquid. The lower layer resembles convective turbulent structure with approximately joint Gaussian probability density distributions of vertical velocity versus thermodynamic variables, classical inertial range scaling of the velocity spectra, and similar velocity anisotropy with respect to length scale. The top and shallower layer is directly influenced by the cloud top radiative cooling and the entrainment process. Near the cloud top the liquid water spectra become shallower and transition to a k −1 power law for scales smaller than about 1 km.
Overall, the LES captures fine details of the cloud structure across three decades of spatial scales demonstrating the key role of modeling and simulation in the atmospheric sciences. An important advantage of the simulations is the control of the meteorological conditions, which is difficult to achieve in observations as the actual atmosphere is often variable. However, the specification of the large-scale environment implies a degree of idealization in the typical LES setup, e.g., periodic boundary conditions in the horizontal directions, which can challenge the comparison between model and reality. The present model setup neglects any microphysical processes, such as drizzle, that can be important in some stratocumulus cloud regimes, e.g., [61] . Future simulations will include more physical processes further increasing the realism and value of modeling.
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