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STATE CONVERTIBILITY IN THE VON NEUMANN
ALGEBRA FRAMEWORK
JASON CRANN, DAVID W. KRIBS, RUPERT H. LEVENE,
AND IVAN G. TODOROV
Abstract. We establish a generalisation of the fundamental state con-
vertibility theorem in quantum information to the context of bipartite
quantum systems modelled by commuting semi-finite von Neumann al-
gebras. Namely, we establish a generalisation to this setting of Nielsen’s
theorem on the convertibility of quantum states under local operations
and classical communication (LOCC) schemes. Along the way, we intro-
duce an appropriate generalisation of LOCC operations and connect the
resulting notion of approximate convertibility to the theory of singular
numbers and majorisation in von Neumann algebras. As an application
of our result in the setting of II1-factors, we show that the entropy of
the singular value distribution relative to the unique tracial state is an
entanglement monotone in the sense of Vidal, thus yielding a new way
to quantify entanglement in that context. Building on previous work
in the infinite-dimensional setting, we show that trace vectors play the
role of maximally entangled states for general II1-factors. Examples are
drawn from infinite spin chains, quasi-free representations of the CAR,
and discretised versions of the CCR.
1. Introduction
Quantum entanglement is a central notion in quantum information the-
ory and a key resource in the applications that are driving efforts to develop
quantum technologies. While there is a growing depth of understanding of
the concept and its many potential uses, the theory of quantum entangle-
ment remains an active, challenging, and fundamental area of investigation
in quantum information theory with, of particular note here, relatively lit-
tle progress having been made in the general infinite-dimensional and von
Neumann algebra settings.
The mathematical theory that provides the foundation for these efforts
rests in many ways on an understanding of how entanglement between quan-
tum states can be transformed through various tasks and processes. A very
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natural and central question is to ask whether a given state, entangled be-
tween multiple parties, can be transformed by certain restricted classes of
quantum operations to other types of entangled states, with restrictions de-
termined by theoretical or physical limitations. This is a basic question that
is relevant, for instance, in the development of any quantum communication
scheme, realisations of quantum algorithms, physical implementations of
quantum networks, etc.
As the simplest starting point in this subject, consider the scenario in
which two parties A and B each have the ability to implement all local
quantum operations, described mathematically by completely positive and
trace-preserving maps on the algebras of bounded linear operators on their
respective system Hilbert spaces HA, HB, but such that the parties are
limited in that they can only communicate with each other using classical
communication. An initial core problem then is to start with an entangled
state ψ ∈ HA ⊗ HB shared by the parties, and to determine what are the
possible entangled states that ψ can be converted to through local operations
and classical communication (LOCC) between them.
This question has a neat matrix theoretic solution in the finite-dimensional
case, known as Nielsen’s Theorem [37]. For every pure state ψ ∈ HA ⊗HB,
let ρψ = trB(ψψ
∗) be the (in general, mixed) state on HA found by applying
the partial trace map over HB to the projection ψψ
∗ with range the one-
dimensional space of scalar multiples of ψ. The eigenvalues of ρψ (including
multiplicities) form a probability distribution and can be arranged in non-
increasing order, thus giving rise to a real vector λψ. Nielsen’s Theorem
states that ψ can be converted into another state ϕ by LOCC between A
and B if and only if λψ is majorised by λϕ, that is, all partial sums of values
from λψ (respecting the non-increasing indexing) are bounded above by the
corresponding partial sums of values from λϕ. Recall that ρψ is a pure (rank
one) state if and only if ψ is separable. Obviously if we start with a separable
state ψ, then we can only transform it to another separable state via LOCC,
and this case is easily captured by the theorem with λψ = (1, 0, . . . , 0). On
the other hand, given any separable state ϕ, any arbitrary state ψ can be
transformed to it via LOCC, in particular by making use of local depolar-
ising maps on the individual systems. The power of Nielsen’s theorem lies
in the fact that it gives a matrix and spectral theoretic description of which
entangled states are attainable through LOCC when we start with a given
entangled state. The theorem has far-reaching implications and applications
throughout finite-dimensional quantum information theory; indeed, it is one
of the most important and widely used results in the entire field.
While the primary focus of research in quantum information has been
on challenges and applications in the finite-dimensional and qubit setting
for more than two decades now, ultimately general quantum mechanics is
an infinite-dimensional theory that is rooted in the theory of von Neumann
algebras [50]. Thus, one can reasonably expect that continued long-term
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progress in quantum information theory and its connections within theoret-
ical physics will depend at least partly on the successful extension of central
results in the field to the infinite-dimensional and general von Neumann al-
gebra settings, with new peculiarities and connections uncovered along the
way. This is clearly a desirable goal, and there has been a recent reemer-
gence of activity in this direction, including quantum error correction and
privacy (e.g. [5, 10]), entropy theory (e.g. [6, 25, 26, 35, 36]), Bell inequal-
ities (e.g. [28]), the Connes embedding conjecture (e.g. [22, 44, 16]), and
entanglement in quantum field theory (e.g. [27] and the references therein).
In this paper, we make new progress in this direction, establishing, as
our main result, a generalisation of Nielsen’s Theorem to the context of
von Neumann algebras, and more specifically for bipartite quantum systems
modelled by commuting semi-finite von Neumann algebras, say A and B
[21, 45, 46]. We note that the case where A and B are separably acting
factors of type I was considered in [39]. While some parts of the theory
extend in a somewhat straightforward way, there are, as one would expect,
significant technical challenges to overcome, well beyond the generalisation
provided in [39]. En route, we introduce an appropriate generalisation of
LOCC operations [9] to our context. The setting for our version of Nielson’s
Theorem is provided by the theory of singular numbers [17] and majorisation
[23, 24] in von Neumann algebras. We build our analysis on key aspects of
operator algebra theory, such as the standard form of a von Neumann alge-
bra, the theory of completely bounded maps, the Haagerup tensor product,
and dilation theory [17, 46, 7, 20, 21, 23, 32].
We include a number of examples and applications of our results. In par-
ticular, we show that the entropy of the singular value distribution relative
to the unique tracial state of a type II1-factor is an entanglement monotone
in the sense of Vidal [49, 38], thus yielding a new way to quantify entangle-
ment in that context. Building on previous work in the infinite-dimensional
setting, we also show that trace vectors play the role of maximally entangled
states for general II1-factors. Examples are drawn from quantum measure-
ment theory [50], infinite spin chains [29, 30], quasi-free representations of
the CAR [2, 13, 14], and discretised versions of the CCR [1, 5, 18].
This paper is organised as follows. The next section includes requisite pre-
liminaries, focussed mainly on von Neumann algebra theory. In Section 3,
we introduce the general notion of LOCC maps and derive some basic prop-
erties. In Section 4, we investigate approximate convertibility of states by
LOCC maps, showing that we can restrict attention to one-way convertibil-
ity. This is used in Section 5 to establish our main result on state convertibil-
ity and majorisation; this section also includes several supporting technical
results. Section 6 includes the aforementioned applications and examples.
Other illustrative examples are presented throughout the paper. We finish
with a brief outlook discussion on our results and the subject.
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2. Preliminaries
Let A be a von Neumann algebra. We denote by A∗ its predual; thus, the
elements of A∗ are normal (that is, weak* continuous) linear functionals on
A. If B is another von Neumann algebra with A ⊆ B, a map Φ : B → B is
called an A-bimodule map if Φ(axb) = aΦ(x)b, for all a, b ∈ A and all x ∈ B.
We denote by CPσA(B) the cone of all normal completely positiveA-bimodule
maps on B. We let UCPσA(B) stand for the convex subset of all unital maps
in CPσA(B). We set CPσ(B) = CPσCI(B) and UCPσ(B) = UCPσCI(B). We
call the elements of UCPσ(B) quantum channels on B. We refer the reader to
[40] for basics of the theory of completely positive and completely bounded
maps and some standard notation.
We denote by S(A) the convex set of all normal states of A, and by
Sext(A) the set of all pure normal states of A. If ω ∈ A∗ and a ∈ M, define
aω, ωa ∈ A∗ by (aω)(x) = ω(xa) and (ωa)(x) = ω(ax). We sometimes use
the duality pairing notation 〈x, ω〉 := ω(x) with angled brackets (in contrast,
we use rounded parentheses for inner products in Hilbert spaces); in this
notation, the bimodule action just described may be written as 〈x, aωb〉 =
〈bxa, ω〉, a, b ∈ A.
As usual, we let B(H) be the C∗-algebra of all bounded operators on a
Hilbert space H, and set Mn = B(Cn), the algebra of n × n matrices with
complex entries. We assume throughout this paper that all Hilbert spaces
under consideration are separable, sometimes mentioning this explicitly for
emphasis. For an element a ∈ B(H), we write Ad(a) for the map given
by Ad(a)(x) = axa∗, where a∗ denotes the adjoint of a; clearly, Ad(a) ∈
CPσ(B(H)). If ϕ,ψ ∈ H, we let ϕψ∗ be the rank one operator on H given
by (ϕψ∗)(ξ) = (ξ, ψ)ϕ (note that our inner products are linear in the first
argument). Let T (H) be the space of all trace class operators in B(H) and
tr : T (H) → C be the trace. We have a canonical identification T (H) ≡
B(H)∗, given by letting 〈T, S〉 = tr(TS), T ∈ B(H), S ∈ T (H). We denote
by H1 the set of unit vectors in a Hilbert space H. If ϕ ∈ H, we write
ωϕ ∈ B(H)∗ for the (positive, normal) functional given by ωϕ(x) = (xϕ,ϕ).
Throughout the paper, we will let A ⊆ B(H) be a von Neumann algebra,
for some (separable) Hilbert space H, with unit 1, projection lattice P(A)
and positive cone A+. We will mainly be interested in the case when A is
semi-finite, equipped with a normal semi-finite faithful trace τ . Let A˜ be
the *-algebra of all τ -measurable operators [17], that is, the set of all densely
defined closed operators T : D(T ) → H, (where D(T ) ⊆ H is the domain
of T ), affiliated with A, with the property that for every ε > 0 there exists
a projection e ∈ A such that τ(1− e) ≤ ε and eH ⊆ D(T ). For p ≥ 1, let
Ap = {a ∈ A : τ(|a|p) <∞},
and let Lp(A, τ) be the completion ofAp with respect to the norm ‖·‖p, given
by ‖a‖p = τ(|a|p)1/p, a ∈ Ap. Set L∞(A, τ) = A. We will extensively use
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the fact that the elements of the space Lp(A, τ) can be canonically identified
with operators in A˜ (see [17]).
Note that L2(A, τ) is a Hilbert space, which is separable since A is sepa-
rably acting, with inner product given by
(a, b) = τ(b∗a), a, b ∈ A2.
In fact, L2(A, τ) is the Hilbert space arising from the GNS construction
applied to τ . The associated (normal, faithful) *-representation piτ : A →
B(H) is given by
piτ (a)b = ab, b ∈ A2, a ∈ A.
We will suppress the use of the notation piτ ; in this way, we will consider A
as a von Neumann subalgebra of B(L2(A, τ)). We then have that A is in its
standard form [21]; we also say that A is standardly represented on L2(A, τ).
Working in this standard representation, let A′ be the commutant of A, and
let J : L2(A, τ) → L2(A, τ) be the associated conjugate linear isometry
with the property that A′ = JAJ . Note that J is the (unique) extension
of the adjoint map a 7→ a∗ on A2, and for ψ ∈ L2(A, τ), we have that
ψ∗ = Jψ, where the left hand side in the latter identity is the adjoint of the
linear operator ψ (by which we mean the element of A˜ canonically identified
with ψ). For ξ, η ∈ L2(A, τ), we have
(1) (Jξ, Jη) = (ξ∗, η∗) = τ(ηξ∗) = τ(ξ∗η) = (η, ξ).
The map pi′τ : A → B(L2(A, τ)), given by
pi′τ (a)b = ba, b ∈ A2, a ∈ A,
is a faithful anti-*-homomorphism, satisfying pi′τ (a) = Ja∗J , a ∈ A (see [45,
Theorem V.2.22]). Let R : A′ → A be the anti-*-isomorphism given by
R(a′) = Ja′∗J, a′ ∈ A′.
We note that L1(A, τ) can be identified in a canonical way with the pre-
dual of A. In fact, if ω ∈ A∗ then there exists a unique ρω ∈ L1(A, τ) such
that
ω(a) = τ(ρωa), a ∈ A.
Here, and in the sequel, we use the fact that L1(A, τ) is an A-bimodule,
that is, given ρ ∈ L1(A, τ) and a, b ∈ A, we have that aρb is a well-defined
τ -measurable operator and belongs to L1(A, τ). Note that if ω ∈ A+∗ , then
ρω is a positive (in general unbounded) operator, which we call the density
operator of ω.
If x ∈ A˜ and t > 0, the t-th singular value µt(x) of x is defined by letting
µt(x) = µt(x;A, τ) = inf{‖xp‖ : p ∈ P(A), τ(1− p) ≤ t}.
The singular value function of x, namely µ(x) : (0,∞)→ (0,∞), t 7→ µt(x),
is decreasing and continuous from the right [17, Lemma 2.5]. If x, y ∈ A˜+,
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we say that x is majorised by y if∫ s
0
µt(x) dt ≤
∫ s
0
µt(y) dt, 0 < s ≤ ∞;
we write x ≺ y to designate the fact that x is majorised by y and τ(x) = τ(y).
We refer to [23] for extensive details on majorisation of elements of A˜+ and
to [17] for background on the theory of singular values.
Let τ ′ : A′ → C be the functional given by τ ′(a′) = τ(R(a′)), a′ ∈ A′.
Then τ ′ is a normal faithful semi-finite trace on A′. Since A′ ⊆ B(L2(A, τ)),
the elements of L1(A′, τ ′) can be identified with linear densely defined oper-
ators on L2(A, τ). Given a normal functional ω′ on A′, there exists, by
the preceding discussion, a (unique) element ρ′ω′ ∈ L1(A′, τ ′) such that
ω′(b) = τ ′(ρ′ω′b), b ∈ A′. The constructions described above can be per-
formed relative to the pair (A′, τ ′); in particular, one may define the cor-
responding singular values µ′t(x′) := µt(x′;A′, τ ′) associated with any τ ′-
measurable operator x′, relative to (A′, τ ′).
We finish this section with two important examples of the previous no-
tions.
Example 2.1. A = L∞(X,m), for a σ-finite measure space (X,m). In this
case, τ is integration by the measure m and, for any p ≥ 1, Lp(A, τ) =
Lp(X,m). In particular, the standard representation is given by the point-
wise action of L∞(X,m) on L2(X,m). For a non-negative element f ∈
L1(X,m), its singular value function µt(f) satisfies
µt(f) = inf
{
s ≥ 0 | m({x ∈ X | f(x) > s}) ≤ t} ;
in other words, t 7→ µt(f) is the non-increasing rearrangement of f .
Example 2.2. A = B(H) for a Hilbert space H. Here, the (essentially
unique) normal semi-finite faithful trace τ is the canonical trace tr. In
this case, for p ≥ 1, the space Lp(A, τ) coincides with the Schatten p-
class Sp(H). In particular, the standard representation of B(H) is given
by the left multiplication action on the Hilbert–Schmidt operators S2(H).
Equivalently, fixing a unitary equivalence S2(H) ∼= H ⊗H (where H is the
conjugate Hilbert space of H), the standard representation is the canonical
action of B(H)⊗1H on H⊗H. Given a positive element ρ ∈ T (H) = S1(H),
its singular value function µt(ρ) satisfies
µt(ρ) =
∞∑
n=1
λnχ[n−1,n)(t),
where λn is the n
th largest eigenvalue of ρ (including multiplicity).
3. Local Operations and Classical Communication
In this section, we introduce the class of maps that realise local operations
and classical communication (LOCC) in our general setting and establish
some of their properties needed in the sequel. The origins of our approach lie
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within the development of algebraic quantum field theory where the frame-
work is typically encoded in two commuting *-subalgebras of a larger C∗-
algebra. In this paper, a bipartite quantum system is given by a Hilbert
space H, together with a von Neumann algebra A ⊆ B(H), and its com-
mutant B := A′. In the language of [30, §4], this forms a simple, bipartite
system satisfying Haag duality.
The standard intuition comes from viewing A and B as the observable
algebras of parties Alice and Bob, respectively, which have joint access to
a quantum system modelled on the Hilbert space H. For example, when
H = HA ⊗HB for Hilbert spaces HA and HB, then A = B(HA)⊗ 1HB and
B = 1HA ⊗ B(HB) define the canonical bipartite system structure in the
tensor product framework.
We now examine a suitable generalisation of local operations and classical
communication (LOCC) in this general bipartite setting, inspired by the
approach in [9] and related to, but slightly different from, the proposed
notion in [48, §5].
Definition 3.1. Let A ⊆ B(H) be a von Neumann algebra on a Hilbert
space H, and let B = A′.
(i) A one-way right local map relative to A is a normal completely positive
map Θ : B(H)→ B(H) of the form Θ = Φ◦Ψ, where Φ ∈ UCPσA(B(H))
and Ψ ∈ CPσB(B(H)). Similarly, a one-way left local map relative to
A is a normal completely positive map Θ : B(H)→ B(H) of the form
Θ = Φ ◦Ψ, where Φ ∈ CPσA(B(H)) and Ψ ∈ UCPσB(B(H)).
(ii) An instrument is a collection I = (Θk)k∈N of normal completely posi-
tive maps on B(H) such that, for every x ∈ B(H), the series∑∞k=1Θk(x)
converges in the weak* topology to a limit, say ΘI(x), and the map
x→ ΘI(x) is a normal unital completely positive map. In this case, we
sometimes write
∑∞
k=1Θk to denote the map ΘI . We will identify two
instruments if they differ only by a bijective relabelling of the index
set.
(iii) A one-way right instrument relative to A is an instrument I = (Θk)k∈N,
where each of the maps Θk is a one-way right local map relative toA. A
one-way right LOCC map relative to A is a normal completely positive
map Θ : B(H) → B(H) of the form Θ = ΘI , where I is a one-way
right instrument relative to A.
Similarly, a one-way left instrument relative to A is an instrument
I = (Θk)k∈N, where each of the maps Θk is a one-way left local map
relative to A, and a one-way left LOCC map relative to A is a normal
completely positive map Θ : B(H)→ B(H) of the form Θ = ΘI , where
I is a one-way left instrument relative to A.
(iv) An instrument (Γj)j∈N is a coarse-graining of an instrument (Θk)k∈N
if there is a partition N =
⋃
j∈N Sj so that Γj =
∑
k∈Sj Θk for j ∈ N,
where each series converges point-weak*.
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(v) An instrument I is called one-way local relative to A if I is either a
one-way right instrument relative to A or a one-way left instrument
relative to A. We say that an instrument J is linked to an instrument
I = (Θk)k∈N if there exist one-way instruments (Θki)i∈N, k ∈ N, such
that J is a coarse-graining of the instrument (Θk ◦Θki)i,k∈N.
(vi) A map Θ ∈ UCPσ(B(H)) is an LOCC map relative to A if there exists
a sequence (I0, . . . ,In) of instruments such that I0 is a one-way local
instrument relative to A, Il+1 is linked to Il, l = 0, . . . , n − 1, and
Θ = ΘIn .
We denote by LOCC(A) the set of all LOCC maps relative to A. We also
write LOCCr(A) and LOCCl(A) for the subsets of LOCC(A) consisting of
the one-way right and left LOCC maps relative to A, respectively. Thus,
any Θ in LOCCr(A) is given by a point weak-* convergent series
(2) Θ =
∑
k∈N
Φk ◦Ψk
where Φk ∈ UCPσA(B(H)) and Ψk ∈ CPσB(B(H)).
Example 3.2. Let H be a Hilbert space, A ⊆ B(H) be a von Neumann
algebra, and {ak | k ∈ N} ⊆ A be a countably infinite measurement system,
that is, a sequence in A for which ∑∞k=1 a∗kak = 1 in the weak* topology.
For each k ∈ N, let Ψk = Ad(a∗k) on B(H) and let Φk ∈ UCPσA(B(H)) be a
channel. Then the series Θ =
∑∞
k=1Φk ◦Ψk defines a one-way right LOCC
map relative to A. Indeed,
N∑
k=1
Φk ◦Ψk(1) =
N∑
k=1
Ψk ◦ Φk(1) =
N∑
k=1
a∗kak →N→∞ 1
in the weak* topology. If x ∈ B(H)+ then x ≤ ‖x‖1 and hence the partial
sums
∑N
k=1Φk◦Ψk(x) are dominated by ‖x‖1. Since they form an increasing
sequence, the series
∑∞
k=1Φk ◦ Ψk(x) converges in the weak* topology. If
x ∈ B(H) is arbitrary then, using polarisation, we can write x =∑4l=1 λlxl,
where xl ∈ B(H)+ and λl ∈ C, l = 1, 2, 3, 4. It follows that the partial sums
N∑
k=1
Φk ◦Ψk(x) =
N∑
k=1
4∑
l=1
λlΦk ◦Ψk(xl) =
4∑
l=1
N∑
k=1
λlΦk ◦Ψk(xl)
form a weak* convergent sequence.
The predual Θ∗ : T (H)→ T (H) of the map Θ is given by
Θ∗(ρ) =
∞∑
k=1
(Φk)∗(akρa∗k), ρ ∈ T (H),
so one can think of Θ∗ as a protocol where Alice makes a measurement
corresponding to the system {ak | k ∈ N}, sends the result k to Bob, who
then applies (Φk)∗. Below we show that any one-way right LOCC map
relative to A is of this form, similar to the finite-dimensional setting.
STATE CONVERTIBILITY IN THE VON NEUMANN ALGEBRA FRAMEWORK 9
The use of measurements with countably many outcomes is natural in an
infinite-dimensional context. Indeed, even the measurement of an observable
modelled by a (possibly unbounded) self-adjoint operator with continuous
spectrum can, within an arbitrarily small amount of error, be modelled by
an observable with countably many disjoint outcomes [50, §III.3].
Remark 3.3. Let Θ ∈ LOCCr(A) and let Φk, Ψk be as in (2). Then
Φk(a) = aΦk(1) = a, a ∈ A, k ∈ N, and, in the weak* topology we have
(3) 1 = Θ(1) =
∞∑
k=1
Ψk ◦ Φk(1) =
∞∑
k=1
Ψk(1).
It follows that, for every positive element x ∈ B(H), the partial sums∑m
i=1Ψk(x) are norm bounded; since they form an increasing sequence,
they converge in the weak* topology. Using polarisation, we conclude, as
in Example 3.2, that the sequence (
∑m
i=1Ψk(x))m∈N converges in the weak*
topology for every x ∈ B(H).
The locality of an LOCC operation is reflected through the bimodule
structure of its implementing maps. For example, if Θ is a map of the form
in (2), then Alice’s local operations are modelled by the maps Ψk, and Bob’s
local operations by the channels Φk. Since the Φk are A-bimodule maps,
they do not affect any of Alice’s observables and, as shown below, they admit
Kraus decompositions with operators belonging to Bob’s observable algebra
B. A similar intuition is applied for Alice’s local operations Ψk. In the case
where HA and HB are finite dimensional Hilbert spaces, H = HA ⊗ HB,
A = B(HA) ⊗ 1 and B = 1 ⊗ B(HB), Definition 3.1 reduces to the usual
notions as described, for example, in [9].
A notion of LOCC operation for general bipartite systems was proposed
by Verch–Werner in [48, §5]. There, a bipartite system is modelled by com-
muting unital C∗-subalgebras A and B of an ambient unital C∗-algebra C.
In this setting, they defined a one-way right LOCC map between bipartite
systems (A1,B1, C1) and (A2,B2, C2), where Ai and Bi are commuting C*-
subalgebras of Ci, i = 1, 2, by a UCP map Θ : C1 → C2, for which there
exist finitely many completely positive maps Ψk : A1 → A2 and UCP maps
Φk : B1 → B2 satisfying
(4) Θ(ab) =
∑
k
Ψk(a)Φk(b), a ∈ A1, b ∈ B1.
In the special case when C1 = C2 = B(H), A1 = A2 =: A is a von Neumann
algebra, and B1 = B2 = A′, our definition of a one-way right LOCC map
relative to A satisfies this condition, albeit, allowing a countable summation
over a “classical” index k. This follows from the fact that any normal com-
pletely positive A′-bimodule map on B(H) admits a Kraus decomposition
with operators from A (see e.g. [7, 20]), and similarly for B.
If, in addition, one assumes that A and B are injective factors, then by
[8, Theorem 4.2], any completely positive map Ψ : A → A admits a net
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of completely positive elementary operators Ψi : A → A (i.e., operators
admitting finitely many Kraus operators from A) satisfying ‖Ψi‖cb ≤ ‖Ψ‖cb
and Ψi → Ψ in the point weak* topology of CB(A). The maps Ψi admit
canonical extensions to maps in CPσA′(B(H)) (through their finite Kraus
decompositions), so that we may approximate the (potentially non-normal)
completely positive maps Ψk occurring in (4) by normal maps satisfying
our bimodule requirements. Similar considerations hold for the maps Φk.
Hence, in the case of injective factors, one may view the proposed definition
of Verch–Werner as a “limit case” of ours. Note that by [8, Remark 4.3],
when A is an injective factor of type II or III, it is not true that every normal
completely positive map Ψ : A → A extends to a normal completely positive
map Ψ˜ ∈ CPσA′(B(H)).
Proposition 3.4. Let A ⊆ B(H) be a von Neumann algebra on a separable
Hilbert space H.
(i) The class LOCCr(A) of one-way right LOCC maps is closed under
finite compositions.
(ii) The maps Ψk in (2) can be taken of the form Ψk = Ad(a
∗
k), for some
ak ∈ A, k ∈ N, with
∑∞
k=1 a
∗
kak = 1 in the weak* topology.
(iii) The maps Φk in (2) can be taken of the form Φk =
∑∞
i=1Ad(c
∗
ki),
a point weak*-convergent series, for some cki ∈ A′, k, i ∈ N, with∑∞
i=1 c
∗
kicki = 1 in the weak* topology for every k ∈ N.
Proof. Let, as before, B = A′. We first claim that if Φ ∈ CPσA(B(H)) and
Ψ ∈ CPσB(B(H)), then
(5) Φ ◦Ψ = Ψ ◦ Φ.
Indeed, since H is separable, by [20] (see also [7]), there exists a bounded
column operator (ai)i∈N with entries A, such that
Ψ(x) =
∞∑
i=1
a∗ixai, x ∈ B(H),
where the series converges in the weak* topology. For every x ∈ B(H) we
now have
Φ ◦Ψ(x) = Φ
( ∞∑
i=1
a∗i xai
)
=
∞∑
i=1
Φ(a∗ixai) =
∞∑
i=1
a∗iΦ(x)ai = Ψ ◦Φ(x),
showing (5).
Let Θ ∈ LOCCr(A), with corresponding maps Φk ∈ UCPσA(B(H)) and
Ψk ∈ CPσB(B(H)) for k ∈ N, as in (2). Write
Ψk(x) =
∞∑
i=1
a∗kixaki, x ∈ B(H),
for some bounded column operator (aki)i∈N with entries in A [20]. By (3),
Ψk(1) ≤ 1, and hence the column operator (aki)i∈N is contractive. Thus, aki
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is a contraction for all k, i ∈ N. Set Φki = Φk for all k, i ∈ N and note that,
in the weak* topology, we have
Θ(x) = lim
p→∞ limq→∞
p∑
k=1
q∑
i=1
Φki ◦ Ad(a∗ki)(x), x ∈ B(H).
Let x ∈ B(H)+ and ρ ∈ T (H)+. Then the double limit
(6) lim
p→∞ limq→∞
p∑
k=1
q∑
i=1
〈Φki ◦ Ad(a∗ki)(x), ρ〉
exists. Since the terms of the sequence in (6) are positive, the limit
lim
L→∞
L∑
k,i=1
〈Φki ◦ Ad(a∗ki)(x), ρ〉
exists. Thus, the partial sums
∑L
k,i=1Φki◦Ad(a∗ki)(x) converge in the weak*
topology for every x ∈ B(H)+ and hence, by the polarisation identity, for
every x ∈ B(H). It is now straightforward to see that the limit coincides
with Θ(x). Note, moreover, that identity (3) shows that
∑∞
k,i=1 a
∗
kiaki = 1
in the weak* topology. This establishes (ii). The assertion in (iii) follows by
considering the Kraus decomposition of the maps Φk.
To show (i), assume that Θi ∈ LOCCr(A) and let Φ(i)k , Ψ(i)k , k ∈ N, be
the maps as in (2), associated with Θi, i = 1, 2. By (5), for every x ∈ B(H),
we have that, in the weak* topology,
(Θ1 ◦Θ2)(x) = lim
p→∞ limq→∞
p∑
k=1
q∑
l=1
(
Φ
(1)
k ◦Ψ(1)k ◦ Φ(2)l ◦Ψ(2)l
)
(x)
= lim
p→∞ limq→∞
p∑
k=1
q∑
l=1
(
Φ
(1)
k ◦ Φ(2)l ◦Ψ(1)k ◦Ψ(2)l
)
(x).
Set Φkj = Φ
(1)
k ◦Φ(2)l and Ψkj = Ψ(1)k ◦Ψ(2)l . An argument similar to the one
in the previous paragraph now implies that
(Θ1 ◦Θ2)(x) =
∞∑
k,l=1
(Φkj ◦Ψkj)(x), x ∈ B(H),
in the weak* topology, so Θ1 ◦Θ2 ∈ LOCCr(A). 
Remark 3.5. (i) The expression of one-way right LOCC maps given in
Proposition 3.4 (ii) reflects the notion of fine-graining of LOCC channels
described in [9].
(ii) By symmetry, observations analogous to those above for one-way right
LOCC maps also hold for the one-way left LOCC maps.
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4. State Convertibility via LOCC(A)
Having established an appropriate generalisation of LOCC operations in
the preceding section, we now define the corresponding notions of convert-
ibility.
Definition 4.1. Let A ⊆ B(H) be a von Neumann algebra on a Hilbert
space H, and let ψ,ϕ ∈ H1.
(i) We say that ψ is convertible to ϕ via LOCC(A) if there exists Θ ∈
LOCC(A) such that Θ∗(ωψ) = ωϕ.
(ii) We say that ψ is approximately convertible to ϕ via LOCC(A) if for
every ε > 0 there exists Θ ∈ LOCC(A) such that ‖Θ∗(ωψ)− ωϕ‖ < ε.
We also make analogous definitions with LOCCl(A) and LOCCr(A) in place
of LOCC(A).
The goal of the next few results is to show that approximate convertibility
can be realised by using only one-way LOCC maps (see Corollary 4.10). This
generalises to the commuting operator framework a result of Lo-Popescu [34]
for finite-dimensional bipartite systems. We note that another generalisation
of this theorem was established in [39], which we recover from our results
by taking the special case A = B(H) in its standard representation, for H
a separable Hilbert space. The essential feature of our argument, similar
to the finite-dimensional case, is the symmetry induced from the standard
form of a von Neumann algebra [21], as highlighted in Section 1.
Let H be a Hilbert space, A ⊆ B(H) be a (semi-finite) von Neumann
algebra equipped with a normal semi-finite faithful trace τ , and ψ ∈ H.
To avoid double subscripts, we will write ρψ ∈ L1(A, τ) for the density
operator ρωψ arising from the restriction of the vector state ωψ to A. Recall
that, in the case where H = L2(A, τ) and A is in standard form, we write
ρ′ψ ∈ L1(A′, τ ′) for the density operator affiliated to A′ satisfying(
a′ψ,ψ
)
= ωψ|A′(a′) = τ ′(ρ′ψa′), a′ ∈ A′,
where τ ′ = τ ◦R is the canonical trace on A′. Recall that for t > 0, we write
µ′t(ρ′ψ) = µt(ρ
′
ψ;A′, τ ′) for the t-th singular value of ρ′ψ relative to (A′, τ ′).
Lemma 4.2. Let (A, τ) be a semi-finite von Neumann algebra, represented
in its standard form on L2(A, τ), and let ψ ∈ L2(A, τ). Then
Jρ′ψJ = ρψ∗ and µ
′
t(ρ
′
ψ) = µt(ρψ∗) = µt(ρψ), t > 0.
Proof. First we show that ρψ∗ = Jρ
′
ψJ and µ
′
t(ρ
′
ψ) = µt(ρψ∗). Recall that
ψ∗ = Jψ. For a ∈ A, we therefore have
τ(ρψ∗a) = (aJψ, Jψ) = (Ja
∗Jψ,ψ) = τ ′(ρ′ψJa
∗J)
= τ
(
J(JaJρ′ψ)J
)
= τ(Jρ′ψJa).
Hence,
(7) ρψ∗ = Jρ
′
ψJ.
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Recall that J is isometric, with J2 = 1, and note that R : A′ → A induces
a trace-preserving bijection P(A′)→ P(A), p′ 7→ Jp′J . For t > 0, using (7)
we obtain
µ′t(ρ
′
ψ) = inf{
∥∥ρ′ψp′∥∥ : p′ ∈ P(A′), τ ′(1− p′) ≤ t}
= inf{
∥∥ρ′ψJpJ∥∥ : p ∈ P(A), τ(1− p) ≤ t}
= inf{∥∥Jρ′ψJp∥∥ : p ∈ P(A), τ(1− p) ≤ t}
= inf{‖ρψ∗p‖ : p ∈ P(A), τ(1− p) ≤ t} = µt(ρψ∗).
Now, by [46, Exercises IX.1.2–3], there exists a partial isometry u ∈ A
such that |ψ∗| = ψu∗, and ψ∗ = u∗|ψ∗|. It follows that
ψ∗ = u∗ψu∗ = u∗|ψ∗| = u∗J |ψ∗| = u∗Juψ∗ = u∗JuJψ.
Since u ∈ A, we have ρψ∗ = ρu∗JuJψ = u∗ ·ρJuJψ ·u. By [17, Lemma 2.5 (vi)],
(8) µt(ρψ∗) ≤ ‖u∗‖ ‖u‖µt(ρJuJψ) ≤ µt(ρJuJψ),
for t > 0. But JuJ is a contraction in A′, so ωJuJψ|A ≤ ωψ|A, that is,
ρJuJψ ≤ ρψ. By [17, Lemma 2.5 (iii)], µt(ρJuJψ) ≤ µt(ρψ), t > 0. Thus, by
(8), µt(ρψ∗) ≤ µt(ρψ), for t > 0. By symmetry, we obtain equality. 
Proposition 4.3. Let (A, τ) be a semi-finite factor in its standard form on
L2(A, τ), let B = A′ and let ε > 0. For any (ψ, b) ∈ H × B, there exist
a unitary u ∈ B and partial isometries v,w ∈ A so that ψ = v∗vψ and, if
z = JbJv, then
‖bψ‖ = ‖zψ‖ and ‖bψ − uwzψ‖ < ε.
Moreover, the partial isometry v can be chosen independently of b.
Proof. Let ψ∗ = v|ψ∗| be the polar decomposition of ψ∗ [46, Exercises
IX.1.2–3]; thus, v ∈ A is a partial isometry with ψ = v∗|ψ|, and the projec-
tions v∗v and vv∗ have ranges Bψ and B|ψ|, respectively, so in particular,
ψ = v∗vψ. It follows that
(9) vψ = vv∗|ψ| = |ψ| = J |ψ| = Jvψ.
Note that z ∈ A. We have v∗vbψ = bv∗vψ = bψ, and hence, using (9),
‖bψ‖ = ‖vbψ‖ = ‖bvψ‖ = ‖bJvψ‖ = ‖JbJvψ‖ = ‖zψ‖ ,
as desired.
Note that
(10) τ ′(ρ′) = τ(Jρ′∗J), ρ′ ∈ L1(B, τ ′);
indeed, the formula holds by the definition of τ ′ in the case ρ′ ∈ B, and
the general case follow by approximating ρ′ by a sequence in B in the norm
‖ · ‖1. Let α = zψ and β = bψ. For c ∈ B, by (10), (9) and (1), we have
τ(ραR(c)) = (R(c)zψ, zψ) = (Jc
∗JJbJvψ, JbJvψ) = (Jc∗bvψ, Jbvψ)
= (bvψ, c∗bvψ) = (cv∗vbψ, bψ) = (cβ, β) = τ ′(ρ′βc)
= τ(Jρ′βJR(c)).
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Thus, by Lemma 4.2, ρα = Jρ
′
βJ = ρβ∗ and
µ′t(ρ
′
α) = µt(ρα) = µt(ρβ∗) = µ
′
t(ρ
′
β), t > 0.
Since A is a factor, by [23, Theorem 3.4 (1)] for every ε > 0 there exists a
unitary u ∈ B such that∥∥ρ′β − ρ′uα∥∥1 = ∥∥ρ′β − uρ′αu∗∥∥1 < ε2.
By the continuity of Stinespring’s representation [32, Theorem 1], there exist
a Hilbert space K, a *-homomorphism pi : B → B(K) and vectors ξ, η ∈ K
such that ωβ|B = ωξ ◦ pi and ωuα|B = ωη ◦ pi, and
‖ξ − η‖ ≤ ‖ωβ|B − ωuα|B‖1/2 =
∥∥ρ′β − ρ′uα∥∥1/21 < ε.
By the uniqueness of Stinespring representations, there exist partial isome-
tries w1 : L
2(A, τ) → K and w2 : K → L2(A, τ) such that w1c = pi(c)w1
and w2pi(c) = cw2 for all c ∈ B, w1uα = η and w2ξ = β. Then w := w2w1
is a contraction in A, and
‖bψ − uwzψ‖ = ‖β −wuα‖ = ‖w2ξ − w2η‖ < ε. 
The following estimate is straightforward and we will make use of it mul-
tiple times.
Lemma 4.4. Let ψ ∈ H, ‖ψ‖ ≤ 1, and let v ∈ B(H) be a contraction. If
‖ψ‖ − ‖vψ‖ < ε, then
∥∥(1− v∗v)1/2ψ∥∥ < √2ε.
Proof. The assumption implies∥∥∥(1− v∗v)1/2ψ∥∥∥2 = ((1− v∗v)ψ,ψ) = ‖ψ‖2 − ‖vψ‖2
= (‖ψ‖+ ‖vψ‖)(‖ψ‖ − ‖vψ‖) ≤ 2(‖ψ‖ − ‖vψ‖) < 2ε. 
Lemma 4.5. Let A be a von Neumann algebra equipped with a normal
faithful semi-finite trace τ , and let (ρk)k∈N be an increasing sequence of
hermitian elements of L1(A, τ). If ρk →k→∞ ρ in the weak topology, for
some ρ ∈ L1(A, τ), then ρk →k→∞ ρ in norm.
Proof. We have that ρk ≤ ρ; thus, ρ− ρk ≥ 0 for every k. Thus,
‖ρ− ρk‖ = (ρ− ρk)(1)→k→∞ 0. 
Lemma 4.6. Let H be a Hilbert space and Φ : B(H) → B(H) be positive.
Then for any self-adjoint T ∈ B(H) and any self-adjoint ρ ∈ T (H),
|〈Φ(T ), ρ〉| ≤ ‖T‖ 〈Φ(1), |ρ|〉.
Proof. Let (en)
∞
n=1 be orthonormal eigenvectors of ρ with corresponding
eigenvalues (λn)
∞
n=1 ⊆ R. Since −‖T‖ 1 ≤ T ≤ ‖T‖ 1, by positivity of
ωen ◦Φ we have
−‖T‖ (Φ(1)en, en) ≤ (Φ(T )en, en) ≤ ‖T‖ (Φ(1)en, en),
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so that |(Φ(T )en, en)| ≤ ‖T‖ (Φ(1)en, en) for all n ∈ N. Hence
|〈Φ(T ), ρ〉| =
∣∣∣∣ ∞∑
n=1
λn(Φ(T )en, en)
∣∣∣∣ ≤ ∞∑
n=1
|λn||(Φ(T )en, en)|
≤
∞∑
n=1
|λn| ‖T‖ (Φ(1)en, en) = ‖T‖ 〈Φ(1), |ρ|〉. 
Theorem 4.7. Let (A, τ) be a semi-finite factor in its standard form on
H = L2(A, τ). For any Θ ∈ LOCC(A), ψ ∈ H and ε > 0, there exists
Θε ∈ LOCCr(A) such that ‖Θ∗(ωψ)−Θε∗(ωψ)‖ < ε.
Proof. We may assume that ‖ψ‖ ≤ 1. Any LOCC map Θ ∈ LOCC(A) is
of the form Θ = ΘIn where (I0, . . . ,In) is a sequence of instruments such
that I0 is one-way local relative to A, and Il+1 is linked to Il for each
l = 0, . . . , n − 1. Since the trivial instrument (id, 0, 0, . . . ) is one-way right
local and any one-way left local instrument is linked to it, without loss of
generality, we may suppose that I0 is a one-way right instrument. Writing
In = (Θ(n)k )k, consider the following proposition P (n): for every ε > 0 there
exists an instrument Iε = (Γk)k which is a coarse-graining of some one-way
right instrument relative to A, such that
∞∑
k=1
∥∥∥Θ(n)k∗ (ωψ)− Γk∗(ωψ)∥∥∥ < ε.
If P (n) were true for every n ∈ N then the Theorem follows with Θε = ΘIε .
We therefore proceed by induction on n, starting with the base case n = 1
(as the claim for n = 0 is vacuous).
Let ε > 0 and write I0 = (Θk)k∈N. Each Θk is one-way right local, so
by Proposition 3.4 (ii) we may write Θk =
∑∞
j,l=1Ad(a
∗
kj) ◦ Ad(c∗kl), where
akj ∈ A satisfy
∑∞
k=1
∑∞
j=1 a
∗
kjakj = 1 and ckl ∈ B satisfy
∑∞
l=1 c
∗
klckl = 1
for each k ∈ N. We define ψkj := akjψ ∈ H, for k, j ∈ N.
Since I1 is linked to I0, the instrument I1 is a coarse-graining of an
instrument of the form (Θk ◦Θki)k,i, for a collection of one-way instruments
Jk = (Θki)i indexed by k ∈ N. Write L = {k ∈ N | Jk is one-way left} and
R = {k ∈ N | Jk is one-way right}.
Suppose first that k ∈ L. By Proposition 3.4 (ii) and Remark 3.5 (ii), we
may assume that Θki = Ψ
L
ki ◦ Ad(b∗ki), where ΨLki ∈ UCPσB(B(H)), bki ∈ B
and
∑∞
i=1 b
∗
kibki = 1. Hence, in the point weak*-topology, we have
(11) Θk ◦Θki =
∞∑
j=1
∞∑
l=1
Ad((bkicklakj)
∗) ◦ΨLki.
Since A is a factor, we can apply Proposition 4.3 to the pairs (ψkj, bkickl) ∈
H × B. We obtain unitaries ukijl ∈ B and partial isometries vkj, wkijl ∈ A
so that ψkj = v
∗
kjvkjψkj and zkijl = JbkicklJvkj ∈ A satisfy ‖bkicklψkj‖ =
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‖zkijlψkj‖ and
(12) ‖bkicklψkj − ukijlwkijlzkijlψkj‖ < ε
2i+j+k+l+2
for i, j, k, l ∈ N. Let akijl = wkijlzkijl ∈ A, and observe that
‖zkijlψkj‖ − ‖akijlψkj‖ = ‖bkicklψkj‖ − ‖ukijlwkijlzkijlψkj‖ < ε
2i+j+k+l+2
.
Let a˜kijl := (1−w∗kijlwkijl)zkijl ∈ A. By Lemma 4.4, the preceding inequality
implies
(13) ‖a˜kijlψkj‖ =
∥∥(1− w∗kijlwkijl)zkijlψkj∥∥ <√ ε2i+j+k+l+1 .
Now suppose that k ∈ R. The map ΘJk =
∑∞
i=1Θki is then a one-
way right LOCC map relative to A, with Θki = ΨRki ◦ Φki, where ΨRki ∈
CPσB(B(H)) and Φki ∈ UCPσA(B(H)). Then
(14) Θk ◦Θki =
∞∑
j=1
∞∑
l=1
Ad(a∗kj) ◦ΨRki ◦ (Ad(c∗kl) ◦ Φki)
in the point weak*-topology.
Recall that vkj was defined above for k ∈ L and j ∈ N; we define vkj := 1
for k ∈ R and j ∈ N. Then
A :=
∞∑
k=1
∞∑
j=1
a∗kjv
∗
kjvkjakj ≤
∞∑
k=1
∞∑
j=1
a∗kjakj = 1;
thus, the operator (1 − A)1/2 is a well-defined element of A. Moreover,
since akjψ = ψkj = v
∗
kjvkjψkj = v
∗
kjvkjakjψ for all j, k ∈ N, we have ψ =∑∞
k=1
∑∞
j=1 a
∗
kjakjψ = Aψ, showing that ψ ∈ Ker(1 − A) and thus that
ψ ∈ Ker((1−A)1/2). In particular,
(15)
(
Ad((1−A)1/2)
)
∗
(ωψ) = 0.
Fix a probability distribution (pn) over N with pn > 0 for each n. For
k ∈ L and i, j, l ∈ N, define ΓLkijl ∈ CPσB(B(H)) for i ∈ N by
ΓLkijl =
(
Ad(a∗kj) ◦ (Ad(a∗kijl) + Ad(a˜kijl∗)) + pkpipjplAd((1 −A)1/2)
)
◦ΨLki.
Since
a∗kijlakijl + a˜kijl
∗a˜kijl = z∗kijlzkijl = v
∗
kjJc
∗
klb
∗
kibkicklJvkj
and
∑∞
i=1
∑∞
l=1 c
∗
klb
∗
kibkickl = 1 for every k ∈ L, in the weak* topology we
have∑
k∈L
∞∑
i=1
∞∑
j=1
∞∑
l=1
ΓLkijl(1) =
∑
k∈L
∞∑
i=1
∞∑
j=1
∞∑
l=1
a∗kjz
∗
kijlzkijlakj + pkpipjpl(1−A)
=
∑
k∈L
∞∑
j=1
a∗kjv
∗
kjvkjakj + pkpj(1−A).
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For k ∈ R, define one-way right local maps ΓRki by
ΓRki =
∞∑
j=1
∞∑
l=1
(Ad(a∗kj) ◦ΨRki + pkpipj Ad((1 −A)1/2)) ◦ (Ad(c∗kl) ◦ Φki).
Then ∑
k∈R
∞∑
i=1
ΓRki(1) =
∑
k∈R
∞∑
i=1
∞∑
j=1
a∗kjΨ
R
ki(1)akj + pkpipj(1−A)
=
∑
k∈R
∞∑
j=1
a∗kjakj + pkpj(1−A).
Putting things together, we get∑
k∈L
∞∑
i=1
∞∑
j=1
∞∑
l=1
ΓLkijl(1) +
∑
k∈R
∞∑
i=1
ΓRki(1)
=
∑
k∈L
∞∑
j=1
a∗kjv
∗
kjvkjakj + pkpj(1−A) +
∑
k∈R
∞∑
j=1
a∗kjakj + pkpj(1−A)
=
∞∑
k=1
∞∑
j=1
a∗kjv
∗
kjvkjakj + pkpj(1−A)
= A+ (1−A)
= 1.
It follows that the series∑
k∈L
∞∑
i=1
∞∑
j=1
∞∑
l=1
Ad(u∗kijl) ◦ ΓLkijl(x) +
∑
k∈R
∞∑
i=1
ΓRki(x)
is convergent in the weak* topology for every positive x ∈ B(H). By polar-
isation, it is convergent in the weak* topology for every x ∈ B(H). With
ΓLki :=
∞∑
j=1
∞∑
l=1
Ad(u∗kijl) ◦ ΓLkijl,
and Γki := Γ
L
ki for k ∈ L, i ∈ N, and Γki := ΓRki for k ∈ R, i ∈ N, it follows
that (Γki)k,i is a coarse-graining of a one-way right instrument relative to
A.
By (14) and (15), for k ∈ R we have Θki∗(Θk∗(ωψ)) = Γki∗(ωψ), i ∈ N.
Also, using (11), (12), (13) and (15) with the identity Ad(akj)ωψ = ωψkj
and Lemma 4.5 consecutively, we have∑
k∈L
∞∑
i=1
‖Γki∗(ωψ)−Θki∗(Θk∗(ωψ))‖
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≤
∑
k∈L
∞∑
i,j,l=1
∥∥ΨLki∗ ◦ (Ad(ukijl) ◦ (Ad(akijl) + Ad(a˜kijl))−Ad(bkickl))ωψkj∥∥
≤
∑
k∈L
∞∑
i,j,l=1
∥∥ukijl(akijlωψka∗kijl + a˜kijlωψkj a˜kijl∗)u∗kijl − bkicklωψkjc∗klbki∥∥
≤
∑
k∈L
∞∑
i,j,l=1
∥∥ukijlakijlωψkja∗kijlu∗kijl − bkicklωψkjc∗klbki∥∥+ ∥∥a˜kijlωψkj a˜kijl∗∥∥
≤
∑
k∈L
∞∑
i,j,l=1
‖ukijlakijlψkj − bkicklψkj‖ (‖akijlψkj‖+ ‖bkicklψkj‖) + ‖a˜kijlψkj‖2
≤ 2
∑
k∈L
∞∑
i,j,l=1
ε
2k+i+j+l+1
≤ ε.
Since I1 is a coarse-graining of (Θk ◦ Θki)k,i, applying the same coarse-
graining to (Γki)k,i produces an instrument Iε satisfying P (1).
Now, assuming P (n) is true, let Θ be an LOCC map of the form Θ =
ΘIn+1 where (I0, . . . ,In+1) is a sequence of instruments such that I0 is a
one-way local right instrument relative to A, and Il+1 is linked to Il for
each l = 0, . . . , n. Then In+1 is a coarse-graining of (Θk ◦ Θki)k,i, where
In = (Θk)k and Jk = (Θki)i is a one-way instrument for each k ∈ N. Given
ε > 0, by P (n) there exists a coarse-graining Iε = (Γk)k of some one-way
right instrument such that
∞∑
k=1
‖Θk∗(ωψ)− Γk∗(ωψ)‖ < ε
2
.
We have Γk =
∑
j∈Sk Γ˜j for some one-way right instrument I ′0 = (Γ˜j)j
and some partition (Sk)k of N. Let Θ˜ji = Θki for j ∈ Sk, k ∈ N. Then
(Θ˜ji)i is a one-way instrument for each j ∈ N, and (Γk ◦Θki)k,i is a coarse-
graining of I ′1 = (Γ˜j ◦ Θ˜ji)j,i, and I ′1 is linked to I ′0. Applying P (1) to the
pair (I ′0,I ′1), we obtain an instrument (Γˆji)j,i which is a coarse-graining of
some one-way right instrument, and satisfies
∞∑
j,i=1
∥∥∥Θ˜ji∗(Γ˜j∗(ωψ))− Γˆji∗(ωψ)∥∥∥ < ε
2
.
Setting Γki :=
∑
j∈Sk Γˆji, we obtain an instrument (Γki)k,i which is a coarse-
graining of a one-way right instrument, and satisfies
∞∑
k=1
∞∑
i=1
‖Θki∗(Γk∗(ωψ))− Γki∗(ωψ)‖ ≤
∞∑
k=1
∞∑
i=1
∑
j∈Sk
∥∥∥Θ˜ji∗(Γ˜j∗(ωψ))− Γˆji∗(ωψ)∥∥∥
=
∞∑
i=1
∞∑
j=1
∥∥∥Θ˜ji∗(Γ˜j∗(ωψ))− Γˆji∗(ωψ)∥∥∥ < ε
2
.
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For each k, i ∈ N, Θki∗((Θk∗−Γk∗)(ωψ)) ∈ T (H) is self-adjoint, and attains
its norm on self-adjoint operators in B(H). Hence, there exists Tki ∈ B(H)
with Tki = T
∗
ki and ‖Tki‖ ≤ 1 satisfying
‖Θki∗((Θk∗ − Γk∗)(ωψ))‖ = |〈Θki(Tki), (Θk∗ − Γk∗)(ωψ)〉|.
By Lemma 4.6,
‖Θki∗((Θk∗ − Γk∗)(ωψ))‖ ≤ ‖Tki‖ 〈Θki(1), |(Θk∗ − Γk∗)(ωψ)|〉
≤ 〈Θki(1), |(Θk∗ − Γk∗)(ωψ)|〉.
Hence,
∞∑
k,i=1
‖Θki∗(Θk∗(ωψ))−Θki∗(Γk∗(ωψ))‖ ≤
∞∑
k=1
∞∑
i=1
〈Θki(1), |(Θk∗ − Γk∗)(ωψ)|〉
=
∞∑
k=1
‖Θk∗(ωψ)− Γk∗(ωψ)‖
<
ε
2
.
By the triangle inequality we obtain
∞∑
k=1
∞∑
i=1
‖Θki∗(Θk∗(ωψ))− Γki∗(ωψ)‖ < ε.
Recall that In+1 is a coarse-graining of (Θk◦Θk,i)k,i. Letting Iε be the result
of applying the same coarse-graining to (Γki)k,i, the preceding inequality and
the triangle inequality then show that Iε satisfies P (n+ 1). 
Remark 4.8. The proof of Theorem 4.7 may seem complicated when com-
pared to Lo and Popescu’s intuitive argument for the special case A =
Mn⊗1. This may be explained by our approximate version of convertibility
together with the additional approximation provided by Proposition 4.3, the
latter not being required in the type I case.
Using the representation theory of properly infinite von Neumann alge-
bras, we now remove the standardness assumption in the previous theorem.
Recall that a von Neumann algebra is σ-finite if every set of mutually
orthogonal projections is at most countable, and that every von Neumann
algebra A ⊆ B(H) on a separable Hilbert space H enjoys this property.
Theorem 4.9. Let A ⊆ B(H) be a semi-finite factor on a separable Hilbert
space H. Given Θ ∈ LOCC(A) and ψ ∈ H, for every ε > 0 there exists
Ξ ∈ LOCCr(A) such that
‖Θ∗(ωψ)− Ξ∗(ωψ)‖ < ε.
Proof. Clearly, we may assume that ψ ∈ H1. Let K be a separable infinite-
dimensional Hilbert space and fix a unit vector ξ ∈ K. Consider the factors
A˜ := A⊗B(K)⊗ 1K and B˜ := A˜′ = B⊗ 1K ⊗B(K), acting on H ⊗K ⊗K,
and equip A˜ with the trace τ˜ = τ ⊗ tr ⊗ tr. Letting L∞(A˜) ⊆ B(L2(A˜))
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denote the standard representation of A˜, one sees that both B˜ = A˜′ and
L∞(A˜)′ ∼= L∞(A˜) are σ-finite and properly infinite factors. Hence, by [45,
Proposition V.3.1], the representations (A˜,H ⊗K ⊗K) and (A˜, L2(A˜)) are
unitarily equivalent, implemented by the unitary operator U : H⊗K⊗K →
L2(A˜), say.
Clearly, Ad(U)◦(Θ⊗idB(K⊗K))◦Ad(U∗) ∈ LOCC(L∞(A˜)). Since L∞(A˜)
is a factor, by Theorem 4.7, for every ε > 0 there exists a one-way right
LOCC map Ξ˜ : B(L2(A˜))→ B(L2(A˜)) relative to L∞(A˜) such that∥∥∥(Ad(U) ◦ (Θ⊗ idB(K⊗K)) ◦ Ad(U∗))∗(ωU(ψ⊗ξ⊗ξ))− Ξ˜∗(ωU(ψ⊗ξ⊗ξ))∥∥∥ < ε.
Then Ad(U∗) ◦ Ξ˜ ◦ Ad(U) : B(H ⊗K ⊗K)→ B(H ⊗K ⊗K) is a one-way
right LOCC map relative to A˜ satisfying∥∥∥(Θ⊗ idB(K⊗K))∗(ωψ⊗ξ⊗ξ)− (Ad(U∗) ◦ Ξ˜ ◦Ad(U))∗(ωψ⊗ξ⊗ξ)∥∥∥ < ε.
Let Ψ˜k ∈ CPσB˜(B(H ⊗ K ⊗ K)) and Φ˜k ∈ UCP
σ
A˜(B(H ⊗ K ⊗ K)) satisfy
Ad(U∗) ◦ Ξ˜ ◦ Ad(U) = ∑∞k=1 Φ˜k ◦ Ψ˜k, and let E : B(H ⊗K ⊗K) → B(H)
denote the normal unital completely positive map given by E(X) = (id⊗ωξ⊗
ωξ)(X). Define Ψk ∈ CPσB(B(H)) and Φk ∈ UCPσA(B(H)) by
Ψk = E ◦ Ψ˜k|B(H)⊗1K⊗1K ◦ ι and Φk = E ◦ Φ˜k|B(H)⊗1K⊗1K ◦ ι,
where ι : B(H)→ B(H)⊗1K ⊗1K is the embedding ι(T ) = T ⊗1⊗1. Then
Ξ :=
∑∞
k=1Φk ◦ Ψk is a one-way right LOCC map on B(H) relative to A.
Moreover, letting σr,s, for r, s ∈ {2, 3, 4, 5} be the flip between terms r and
s acting on the tensor product H ⊗K ⊗K ⊗K ⊗K, for every T ∈ B(H),
we have
〈T,Ξ∗(ωψ)〉
=
∞∑
k=1
〈
E(Φ˜k(T ⊗ 1⊗ 1)) ⊗ 1⊗ 1, (Ψ˜k)∗(ωψ ⊗ ωξ ⊗ ωξ)
〉
=
∞∑
k=1
〈
Φ˜k(T ⊗ 1⊗ 1)⊗ 1⊗ 1, (E∗ ⊗ id⊗ id)((Ψ˜k)∗(ωψ ⊗ ωξ ⊗ ωξ))
〉
=
∞∑
k=1
〈
Φ˜k(T ⊗ 1⊗ 1)⊗ 1⊗ 1, σ24σ35((Ψ˜k)∗(ωψ ⊗ ωξ ⊗ ωξ)⊗ ωξ ⊗ ωξ)
〉
=
∞∑
k=1
〈
Φ˜k(T ⊗ 1⊗ 1)⊗ 1⊗ 1, σ35((Ψ˜k)∗(ωψ ⊗ ωξ ⊗ ωξ)⊗ ωξ ⊗ ωξ)
〉
=
∞∑
k=1
〈
Φ˜k(T ⊗ 1⊗ 1)⊗ 1⊗ 1, (Ψ˜k)∗(ωψ ⊗ ωξ ⊗ ωξ)⊗ ωξ ⊗ ωξ
〉
=
〈
T ⊗ 1⊗ 1⊗ 1⊗ 1, (Ad(U∗) ◦ Ξ˜ ◦ Ad(U))∗(ωψ ⊗ ωξ ⊗ ωξ)⊗ ωξ ⊗ ωξ
〉
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=
〈
T ⊗ 1⊗ 1, (Ad(U∗) ◦ Ξ˜ ◦ Ad(U))∗(ωψ ⊗ ωξ ⊗ ωξ)
〉
,
where in the fourth equality we used the fact that Φ˜k(T ⊗ 1 ⊗ 1)⊗ 1⊗ 1 ∈
B(H)⊗1⊗B(K)⊗1⊗1 is symmetric under σ24 and in the fifth equality we
used the fact that (Ψ˜k)∗ acts trivially on the third leg. (These facts follow
from Proposition 3.4, for example.) It follows that
‖Θ∗(ωψ)− Ξ∗(ωψ)‖
≤
∥∥∥(Θ⊗ idB(K⊗K))∗(ωψ⊗ξ⊗ξ)− (Ad(U∗) ◦ Ξ˜ ◦ Ad(U))∗(ωψ⊗ξ⊗ξ)∥∥∥ < ε. 
By left-right symmetry, Theorem 4.9 immediately yields the following
corollary:
Corollary 4.10. Let A ⊆ B(H) be a semi-finite factor on a separable Hilbert
space. For unit vectors ψ,ϕ ∈ H, the following are equivalent:
(i) ψ is approximately convertible to ϕ via LOCC(A);
(ii) ψ is approximately convertible to ϕ via LOCCr(A);
(iii) ψ is approximately convertible to ϕ via LOCCl(A).
5. The Main Theorem
In this section we establish Theorem 5.3, a version of Nielsen’s theorem
for bipartite systems modelled by semi-finite, σ-finite von Neumann algebras
(or by standardly represented von Neumann algebras). The next group of
lemmas will help justify certain technical arguments in its proof.
Lemma 5.1. Let (A, τ) be a semi-finite von Neumann algebra. For any
ρ1, . . . , ρn ∈ A+∗ , there exist M1, . . . ,Mn+1 ∈ A with
∑n+1
i=1 M
∗
iMi = 1 such
that, for ρ =
∑n
i=1 ρi, we have
MiρM
∗
i = ρi, 1 ≤ i ≤ n, and Mn+1ρMn+1 = 0.
Proof. We may assume that A is standardly represented on H = L2(A, τ),
and identify A∗ with L1(A, τ). Let B = A′. Since ρ is a positive element of
L1(A, τ), the (positive, densely defined) operator ξ := ρ1/2 is an element of
H = L2(A, τ). Let p and p′ be the orthogonal projections onto Bξ and Aξ,
respectively, and note that
p ∈ A, p′ ∈ B, Jp′J = p and JpJ = p′
(see [46, Section IX.1]; for the last two equalities, Jξ = ξ∗ = ξ so JpJaξ =
Jp(JaJξ) = J(JaJξ) = aξ, so p′ ≤ JpJ and similarly p ≤ Jp′J .)
For 1 ≤ i ≤ n, we have ρi ≤ ρ, that is, ωρ1/2i ≤ ωξ. By the Radon–
Nikodym theorem (see [31, Proposition 7.3.5] and its proof) there exists
bi ∈ B+ such that
ω
ρ
1/2
i
(a) = (abiξ, ξ) =
(
ab
1/2
i ξ, b
1/2
i ξ
)
= ω
b
1/2
i ξ
(a), a ∈ A.
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By the uniqueness of the GNS representation, there exists a partial isometry
vi ∈ B such that for ci := vib1/2i ∈ B, we have
(16) ciξ = ρ
1/2
i , 1 ≤ i ≤ n.
Consider M1, . . . ,Mn+1 ∈ A, given by
Mi := JciJp, 1 ≤ i ≤ n, Mn+1 := 1− p.
For 1 ≤ i ≤ n, using (16) we have
Miξ = JciJξ = ξc
∗
i = (ciξ)
∗ = (ρ1/2i )
∗ = ρ1/2i ,
so
MiρM
∗
i = (Miξ)(Miξ)
∗ = ρi, 1 ≤ i ≤ n.
Similarly, Mn+1ξ = (1− p)ξ = 0, so Mn+1ρM∗n+1 = 0. For a, b ∈ A, we have
p′aξ = aξ and p′bξ = bξ; hence, for 1 ≤ i ≤ n,
(JM∗iMiJaξ, bξ) = (JpJc
∗
i ciJpJaξ, bξ) =
(
cip
′aξ, cip′bξ
)
= (ciaξ, cibξ) = (aciξ, bciξ) =
(
aρ
1/2
i , bρ
1/2
i
)
= τ(ρ
1/2
i b
∗aρ1/2i ) = τ(b
∗aρi).
Thus, the operator S :=
∑n
i=1M
∗
iMi satisfies (JSJaξ, bξ) = τ(b
∗aρ) =
(aξ, bξ). Hence, p′JSJp′ = p′, so
S = pSp = Jp′JSJp′J = Jp′J = p,
and
n+1∑
i=1
M∗iMi = S +M
∗
n+1Mn+1 = p+ (1− p) = 1. 
The version of the following lemma for the case where ε = 0 is well-known.
We require the following approximate extension.
Lemma 5.2. Let H be a Hilbert space, ϕ ∈ H1 and (ωk)∞k=1 be a sequence
in T (H)+ such that ∑∞k=1 ωk converges weakly to an element in the closed
unit ball of T (H). Set αk = 〈ϕϕ∗, ωk〉, k ∈ N. If ε > 0 and
(17)
∥∥∥∥∥ωϕ −
∞∑
k=1
ωk
∥∥∥∥∥ < ε,
then
∑∞
k=1 ‖ωk − αkωϕ‖ < 2
√
ε+ ε.
Proof. Let tr denote the canonical trace on T (H) and, for simplicity, write
p = ϕϕ∗ and p⊥ = 1− p. Observe that p⊥ωϕp⊥ = 0. Thus, by (17),
∞∑
k=1
∥∥∥p⊥ωkp⊥∥∥∥ = ∞∑
k=1
tr(p⊥ωkp⊥) = tr
(
p⊥
( ∞∑
k=1
ωk
)
p⊥
)
(18)
=
∥∥∥∥∥p⊥
( ∞∑
k=1
ωk
)
p⊥
∥∥∥∥∥ < ε.
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By the Cauchy–Schwarz inequality, for any T ∈ B(H), we have∣∣∣pωkp⊥(T )∣∣∣ = ∣∣∣ωk(p⊥Tp)∣∣∣ ≤ ωk (p⊥TT ∗p⊥)1/2 ωk(p)1/2
≤ ‖T‖
∥∥∥p⊥ωkp⊥∥∥∥1/2 ωk(p)1/2.
Hence,
∥∥pωkp⊥∥∥ ≤ ∥∥p⊥ωkp⊥∥∥1/2 ωk(p)1/2. Applying the Cauchy–Schwarz
inequality once again and using (18), we obtain
∞∑
k=1
∥∥∥pωkp⊥∥∥∥ ≤ ∞∑
k=1
ωk(p)
1/2
∥∥∥p⊥ωkp⊥∥∥∥1/2
≤
( ∞∑
k=1
ωk(p)
)1/2( ∞∑
k=1
∥∥∥p⊥ωkp⊥∥∥∥)1/2 < √ε.
Since
∥∥p⊥ωkp∥∥ = ∥∥(pωkp⊥)∗∥∥ = ∥∥pωkp⊥∥∥, we have ∑∞k=1 ∥∥p⊥ωkp∥∥ < √ε.
Decomposing ωk = pωkp + pωkp
⊥ + p⊥ωkp + p⊥ωkp⊥, and noting pωkp =
ωk(p)ωϕ = αkωϕ, we see that
∞∑
k=1
‖ωk − αkωϕ‖ ≤
∞∑
k=1
( ∥∥∥pωkp⊥∥∥∥+ ∥∥∥p⊥ωkp∥∥∥+ ∥∥∥p⊥ωkp⊥∥∥∥) < 2√ε+ ε.
We are now in a position to prove the main result of the paper. It provides
a version of Nielsen’s theorem for bipartite systems without any explicit
(spatial) tensor product structure.
Theorem 5.3. Let A ⊆ B(H) be a semi-finite factor on a separable Hilbert
space H. For unit vectors ψ,ϕ ∈ H, the following are equivalent:
(i) ψ is approximately convertible to ϕ via LOCC(A);
(ii) ρψ ≺ ρϕ.
Proof. (i) ⇒ (ii) Let ε > 0 and δ > 0 be such that 2(δ + √δ) < 12ε. By
Corollary 4.10, there exists a one-way right LOCC map Θ relative to A such
that
(19) ‖ωϕ −Θ∗(ωψ)‖ < δ.
By Proposition 3.4 (ii), we may write
Θ(x) =
∞∑
k=1
Φk(a
∗
kxak), x ∈ B(H),
for some Φk ∈ UCPσA(B(H)) and ak ∈ A, k ∈ N, with
(20)
∞∑
k=1
a∗kak = 1,
where the series converge in the weak* topology. Let
ωk = Φk∗(akωψa∗k) = akΦk∗(ωψ)a
∗
k ∈ T (H)+;
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then the series
∑∞
k=1 ωk is weakly convergent to Θ∗(ωψ). Let us write αk :=
〈ϕϕ∗, ωk〉, k ∈ N. Since 〈ϕϕ∗, ωϕ〉 = 1, the bound (19) implies
(21)
∞∑
k=1
αk = 〈ϕϕ∗,Θ∗(ωψ)〉 ∈ (1− δ, 1].
By Lemma 5.2,
∑∞
k=1 ‖ωk − αkωϕ‖ < 2
√
δ + δ. Taking restrictions to A,
and using the fact that Φk|A coincides with the identity map, we obtain
(22)
∞∑
k=1
‖akρψa∗k − αkρϕ‖1 < 2
√
δ + δ.
For each a ∈ A, by (20) we have
l∑
k=1
〈
a, ρ
1/2
ψ a
∗
kakρ
1/2
ψ
〉
=
l∑
k=1
τ(aρ
1/2
ψ a
∗
kakρ
1/2
ψ ) =
l∑
k=1
τ(a∗kakρ
1/2
ψ aρ
1/2
ψ )
=
l∑
k=1
〈
a∗kak, ρ
1/2
ψ aρ
1/2
ψ
〉
→l→∞
〈
1, ρ
1/2
ψ aρ
1/2
ψ
〉
= 〈a, ρψ〉.
Hence, the series
∑∞
k=1 ρ
1/2
ψ a
∗
kakρ
1/2
ψ converges weakly to ρψ. By Lemma 4.5,
the convergence is in norm. Choose L ∈ N so that
(23)
∥∥∥∥∥ρψ −
L∑
k=1
ρ
1/2
ψ a
∗
kakρ
1/2
ψ
∥∥∥∥∥
1
< 12ε.
By the right polar decomposition, there exists a partial isometry vk ∈ A
such that akρ
1/2
ψ = (akρψa
∗
k)
1/2v∗k, k ∈ N. Writing α0 = 1 −
∑∞
k=1 αk, we
have by (21) that α0 < δ. Setting v0 = 1 and using (22) and (23), we see
that ∥∥∥∥∥ρψ −
L∑
k=0
αkvkρϕv
∗
k
∥∥∥∥∥
1
< δ +
∥∥∥∥∥
L∑
k=1
ρ
1/2
ψ a
∗
kakρ
1/2
ψ − αkvkρϕv∗k
∥∥∥∥∥
1
+ 12ε
= δ +
∥∥∥∥∥
L∑
k=1
vk(akρψa
∗
k − αkρϕ)v∗k
∥∥∥∥∥
1
+ 12ε
≤ δ +
L∑
k=1
‖akρψa∗k − αkρϕ‖1 + 12ε
< 2(δ +
√
δ) + 12ε < ε.
Since ε > 0 was arbitrary, it follows from [23, Theorem 2.5 (3)] that ρψ ≺ ρϕ.
(ii)⇒ (i) Suppose ρψ ≺ ρϕ, and fix ε > 0. Pick δ > 0 such that 4
√
δ < ε.
Since A is a factor, by [23, Theorem 2.5], there exist a family (ui)ni=1 of
unitary operators in A and a probability distribution (pi)ni=1, such that, if
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ρ˜ψ =
∑n
i=1 piuiρϕu
∗
i , then ‖ρψ − ρ˜ψ‖1 < δ. Set m = n+ 1. By Lemma 5.1,
there exist M1, . . . ,Mm ∈ A with
∑m
i=1M
∗
iMi = 1, such that
(24) Miρ˜ψM
∗
i = piρϕ for 1 ≤ i ≤ n, and Mmρ˜ψM∗m = 0.
Let e1, . . . , em be the standard basis of C
m, and consider the UCP maps
Ψ,Φ : B(H ⊗ Cm)→ B(H) given by
Ψ(T ) =
m∑
i=1
M∗i (id⊗ωei)(T )Mi and Φ(T ) =
n∑
i=1
pi(id⊗ωei)(T )
for T ∈ B(H ⊗ Cm). We have that
(25) Ψ∗(ρ) =
m∑
i=1
MiρM
∗
i ⊗ eie∗i and Φ∗(ρ) =
n∑
i=1
piρ⊗ eie∗i ,
for ρ ∈ T (H). Letting V,W : H → H ⊗ Cm ⊗ Cm be the isometries given
by
V η =
m∑
i=1
Miη ⊗ ei ⊗ ei and Wη =
n∑
i=1
√
piη ⊗ ei ⊗ ei, η ∈ H,
we have Stinespring representations
(26) Ψ(T ) = V ∗(T ⊗ 1)V and Φ(T ) =W ∗(T ⊗ 1)W, T ∈ B(H ⊗Cm).
Consider the states νψ, νϕ : A⊗Mm → C given by
νψ = ωψ ◦Ψ|A⊗Mm and νϕ = ωϕ ◦Φ|A⊗Mm .
By (25) and (24), we have
‖νψ − νϕ‖cb = ‖νψ − νϕ‖
= ‖(Ψ|A⊗Mm)∗(ρψ)− (Φ|A⊗Mm)∗(ρϕ)‖
=
∥∥∥∥∥
m∑
i=1
MiρψM
∗
i ⊗ eie∗i −Miρ˜ψM∗i ⊗ eie∗i
∥∥∥∥∥
= ‖(Ψ|A⊗Mm)∗(ρψ − ρ˜ψ)‖ < δ.
Let θ : A ⊗ Mm → B(H ⊗ Cm ⊗ Cm) be the ∗-homomorphism given by
θ(X) = X⊗1, X ∈ A⊗Mm. By (26), the maps νψ and νϕ have Stinespring
representations
νψ = ωV ψ ◦ θ and νϕ = ωWϕ ◦ θ.
By the continuity of the Stinespring representation [32, Theorem 1] there
exist a Hilbert space K, a ∗-homomorphism pi : A ⊗ Mm → B(K), and
vectors η1, η2 ∈ K yielding Stinespring representations
νψ = ωη1 ◦ pi and νϕ = ωη2 ◦ pi
with
(27) ‖η1 − η2‖ <
√
δ.
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By the uniqueness of Stinespring representations, there exist partial isome-
tries U1 : H ⊗ Cm ⊗ Cm → K and U2 : K → H ⊗ Cm ⊗ Cm satisfying
U1V ψ = η1, U2η2 =Wϕ,
U1(X ⊗ 1) = pi(X)U1 and U2pi(X) = (X ⊗ 1)U2, X ∈ A⊗Mm.
Let B = A′. The preceding relations imply that the contraction U := U2U1
satisfies
U ∈ (A⊗Mm ⊗ 1)′ = A′ ⊗ 1⊗Mm = B ⊗ 1⊗Mm;
moreover, by (27),
(28) ‖UV ψ −Wϕ‖ <
√
δ.
Since U ∈ B⊗1⊗Mm, we have U =
∑m
k,l=1 bkl⊗1⊗eke∗l for some bkl ∈ B. Set
bi = bii, 1 ≤ i ≤ m. Then bi is a contraction in B. Let Φi ∈ UCPσA(B(H))
be the channel given by
Φi(x) = b
∗
ixbi + (1− b∗i bi)1/2x(1− b∗i bi)1/2, x ∈ B(H),
and define Θ ∈ LOCC(A) by
Θ(x) =
m∑
i=1
Φi(M
∗
i xMi), x ∈ B(H).
We claim that ‖Θ∗(ωψ)− ωϕ‖ < ε, which will complete the proof. To see
this, let P : Cm ⊗ Cm → Cm ⊗ Cm denote the orthogonal projection onto
span{ei ⊗ ei | 1 ≤ i ≤ m}, and consider the contraction
U˜ = (1⊗ P )U ∈ B(H ⊗ Cm ⊗Cm).
A calculation shows that
(29) U˜V ψ =
m∑
i=1
biMiψ ⊗ ei ⊗ ei.
Since Wϕ lies in the range of 1⊗ P , the bound (28) implies
(30)
∥∥∥U˜V ψ −Wϕ∥∥∥ = ‖(1⊗ P ) (UV ψ −Wϕ)‖ < √δ,
and so ∥∥∥ωU˜V ψ − ωWϕ∥∥∥ ≤ 2∥∥∥U˜V ψ −Wϕ∥∥∥ < 2√δ.(31)
Observe that for x ∈ B(H), equation (29) yields〈
x,
(
m∑
i=1
ωbiMiψ
)
− ωϕ
〉
=
〈
x⊗ 1⊗ 1, ωU˜V ψ − ωWϕ
〉
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so, in particular, using (31), we have∥∥∥∥∥
m∑
i=1
biMiωψM
∗
i b
∗
i − ωϕ
∥∥∥∥∥ =
∥∥∥∥∥
(
m∑
i=1
ωbiMiψ
)
− ωϕ
∥∥∥∥∥(32)
≤
∥∥∥ωU˜V ψ − ωWϕ∥∥∥ < 2√δ.
Since V and W are isometries, we have ‖V ψ‖ = 1 = ‖Wϕ‖. Using (30),
we thus have
‖V ψ‖ − ‖U˜V ψ‖ = ‖Wϕ‖ − ‖U˜V ψ‖ <
√
δ.
By Lemma 4.4,
m∑
i=1
∥∥∥(1− b∗i bi)1/2Miψ∥∥∥2 = m∑
i=1
‖Miψ‖2 − ‖biMiψ‖2 = ‖V ψ‖2 − ‖U˜V ψ‖2
=
∥∥∥(1− U˜∗U˜)1/2V ψ∥∥∥2 < 2√δ.
Thus, using (32), we have
‖Θ∗(ωψ)− ωϕ‖
=
∥∥∥∥∥
m∑
i=1
biMiωψM
∗
i b
∗
i + (1− b∗i bi)1/2MiωψM∗i (1− b∗i bi)1/2 − ωϕ
∥∥∥∥∥
≤
∥∥∥∥∥
m∑
i=1
biMiωψM
∗
i b
∗
i − ωϕ
∥∥∥∥∥+
m∑
i=1
∥∥∥(1− b∗i bi)1/2MiωψM∗i (1− b∗i bi)1/2∥∥∥
< 2
√
δ +
m∑
i=1
∥∥∥(1− b∗i bi)1/2Miψ∥∥∥2 < 4√δ < ε. 
Remark 5.4. The question of convertibility for purely infinite factors be-
comes trivial. For instance, if A is a factor of type III1 with separable
predual then, by [46, Theorem XII.5.12], for all normal states ω1, ω2 on A,
we have
inf{‖u∗ω1u− ω2‖ | u ∈ U(A)} = 0.
Hence, given states ψ,ϕ in the representation space H of A, for every
ε > 0 there exists a unitary u ∈ A such that ‖u∗ωψ|Au− ωϕ|A‖ < ε.
Appealing to continuity and uniqueness of Stinespring representations (as
in Proposition 4.3) one can build a channel Θ ∈ LOCC(A) for which
‖Θ∗(ωψ)− ωϕ‖ < 2
√
ε.
Hence, ψ is approximately convertible to ϕ via LOCC(A) and vice-versa.
Remark 5.5. It is natural to ask if the statement of Theorem 5.3 holds in
the case of general semi-finite von Neumann algebras. Such an extension
would require a treatment of integral decompositions of normal completely
positive maps, and is left for a further study. Here we only include an
illustration involving a typical non-factor case. Let D be a maximal abelian
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selfadjoint algebra with separable predual, acting on a Hilbert space H. We
may assume, without loss of generality, that (X,µ) is a probability measure
space such that H = L2(X,µ) and D = {Ma : a ∈ L∞(X,µ)}, where, for
a ∈ L∞(X,µ), we have let Ma ∈ B(H) be the operator of multiplication
by a. We equip D with the trace τ given by τ(Ma) =
∫
X a dµ. Note that,
since D = D′, we have LOCCr(D) = LOCCl(D) = LOCC(D), and these
sets consist of all unital positive Schur multipliers relative to (X,µ), that is,
the maps Φ : B(H)→ B(H) of the form
(33) Φ(T ) =
∞∑
i=1
M∗aiTMai , T ∈ B(H),
where ai ∈ L∞(X,µ), i ∈ N and
∞∑
i=1
|ai(s)|2 = 1 for almost all s ∈ X.
Let ψ,ϕ ∈ H. We claim that the following are equivalent:
(i) there exists Φ ∈ LOCC(D) such that Φ∗(ωψ) = ωϕ;
(ii) ψ is approximately convertible to ϕ via LOCC(D);
(iii) |ψ| = |ϕ| almost everywhere.
Indeed, the implication (i)⇒(ii) is trivial. Assuming (ii), fix ε > 0 and
let Φ ∈ LOCC(D) be such that ‖ωϕ − ωψ ◦ Φ‖ < ε. Writing Φ in the form
(33), we have
sup
‖c‖∞≤1
∣∣∣∣∫
X
c(|ϕ|2 − |ψ|2) dµ
∣∣∣∣ = sup‖c‖∞≤1
∣∣∣∣∣
∫
X
c(|ϕ|2 −
( ∞∑
i=1
|ai|2
)
|ψ|2) dµ
∣∣∣∣∣
= sup
‖c‖∞≤1
|ωϕ(Mc)− ωψ(Φ(Mc))|
≤ ‖ωϕ − ωψ ◦Φ‖ < ε.
Thus, ‖|ϕ|2 − |ψ|2‖1 < ε. Hence |ϕ|2 = |ψ|2 in L1(X,µ), and (iii) follows.
Finally, assuming (iii), let θ : X → C be a unimodular function such that
ϕ = θψ, and let Φ : B(H) → B(H) be the map given by Φ(T ) = M∗θ TMθ.
Then Φ ∈ LOCC(D) and Φ∗(ωψ) = ωϕ.
6. Trace Vectors and Entanglement in II1-factors
This section is dedicated to some examples and applications of our con-
vertibility result from Section 5. In its first part, we consider a generalisation
of maximally entangled vectors to the commuting von Neumann algebra set-
ting, while in its second part we show that entropy of states, relative to the
trace, is an entanglement monotone in the sense of [49].
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6.1. Trace vectors.
Definition 6.1. Let A ⊆ B(H) be a finite factor on a Hilbert space. A
unit vector ψ ∈ H is said to be a trace vector for A if ωψ|A = τ , the unique
(normal) tracial state on A.
Remark 6.2. Since ωψ|A(a) = τ(ρψa) for a ∈ A, we see that ψ is a trace
vector if and only if ρψ = 1A.
It follows from Nielsen’s theorem [37] that the maximally entangled state
ψ = 1√
n
∑n
i=1 en⊗en ∈ Cn⊗Cn is LOCC-convertible (that is, convertible via
LOCC(Mn⊗1)) to any other state ϕ ∈ Cn⊗Cn. Notice that ωψ|Mn⊗1 = 1n tr,
the normalised trace on Mn. Hence, ψ is a trace vector for Mn ⊗ 1n ⊆
B(Cn ⊗Cn). The next proposition shows that trace vectors play the role of
maximally entangled states relative to II1-factors, and provides additional
evidence for viewing maximal entanglement through the lens of tracial states
[29, §V.A].
Proposition 6.3. Let A ⊆ B(H) be a II1-factor on a separable Hilbert
space H. If ψ ∈ H is a trace vector for A, then ψ is approximately con-
vertible to ϕ via LOCC(A) for any ϕ ∈ H1. Conversely, if there exists a
trace vector ψ0 ∈ H for A, and ψ ∈ H1 is approximately convertible to any
ϕ ∈ H1 via LOCC(A), then ψ is a trace vector for A.
Proof. Suppose that ψ is a trace vector for A. By Remark 6.2, ρψ = 1A.
The map on A, given by a 7→ τ(a)1A, is doubly stochastic (i.e., it is positive,
normal, unital and trace-preserving) and its extension to L1(A, τ) maps ρϕ
to 1A = ρψ, since τ(ρϕ) = ωϕ(1A) = (ϕ,ϕ) = 1. It follows from [23,
Theorem 4.5] that ρψ ≺ ρϕ, hence, ψ is approximately convertible to ϕ via
LOCC(A) by Theorem 5.3.
For the converse statement, suppose ψ0 ∈ H1 is a trace vector for A, and
that ψ ∈ H1 is approximately convertible to every ϕ ∈ H1 via LOCC(A).
Then ψ is approximately convertible to ψ0 and vice-versa. By Theorem 5.3
and Remark 6.2, ρψ ≺ 1A and 1A ≺ ρψ, that is, ρψ and 1A are spectrally
equivalent in the sense of [23, §3]. By [23, Theorem 3.4 (2)], for every ε > 0,
there exists a unitary u ∈ A such that
‖ρψ − 1A‖1 = ‖ρψ − u · ρψ0 · u∗‖1 < ε.
Since ε > 0 was arbitrary we have ρψ = 1A; by Remark 6.2, ψ is a trace
vector for A. 
Amongst II1-factors, the hyperfinite (i.e., approximately finite dimen-
sional) II1-factor is best suited for applications in mathematical physics.
In that context, it typically appears through an infinite tensor product con-
struction, an algebra of canonical commutation/anti-commutation relations,
or an irrational rotation algebra. We now present examples of maximally
entangled states relative to the hyperfinite II1-factor in each of the three
aforementioned manifestations.
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Example 6.4. This example is based on [30, §4.2]. Consider an infinite spin
chain consisting of infinitely many qubits arranged on a one-dimensional
lattice, say Z. The underlying C∗-algebra of the system is given by the
infinite tensor product A =
⊗
Z
M2, that is, the inductive limit of the system
AF =
⊗
n∈F M2, with canonical inclusion maps, where F ranges through
the finite subsets of Z. For n ∈ Z, let ψn be the maximally entangled
state on A{−n,n+1}. Then ω =
⊗
n∈Z ψnψ
∗
n defines a state on A. Let A =
piω(A(−∞,0))′′ ⊆ B(Hω) be the von Neumann algebra generated by the left
half-chain in the cyclic GNS-representation (Hω, piω, ψω) of ω. Then B :=
A′ = piω(A[0,∞))′′ is the von Neumann algebra generated by the right half-
chain. Both A and B are II1-factors, and by construction it follows that
ψω is a trace vector for A. Thus, by Proposition 6.3, ψω is approximately
convertible to any state ϕ ∈ Hω via LOCC(A). Naturally, one may view ψω
as a state representing infinitely many pairs of entangled qubits.
Example 6.5. Let K be a real Hilbert space and H = K⊕ iK its complex-
ification. Let Fa(H) denote the anti-symmetric Fock space over H, given
by
Fa(H) =
⊕
n≥0
∧nH,
where ∧nH is the anti-symmetric subspace of Hn := ⊗nk=1H for n ≥ 1
and ∧0 := C. For ψ ∈ H, let a(ψ)∗ and a(ψ) denote the Fock creation
and annihilation operators, namely the bounded [12] linear maps Fa(H)→
Fa(H) given by
a(ψ)∗ϕ =
√
n+ 1Pn+1a (ψ ⊗ ϕ), a(ψ)ϕ =
√
nPna (ψ
∗ ⊗ id)ϕ,
where n ≥ 1, ϕ ∈ ∧nH and Pna : Hn → ∧nH is the canonical projection.
Let S ∈ B(Fa(H)) denote the parity operator defined by S =
⊕
n≥0(−1)⊗n.
Letting B(ψ) := a(ψ)∗ + a(ψ) represent the corresponding (self-adjoint)
Fermionic field operators, it follows that A := {B(ψ) | ψ ∈ K}′′ is a
II1-factor associated to a real-wave representation of the canonical anti-
commutation relations [13, §13] whose commutant satisfies B := A′ =
{SB(iψ) | ψ ∈ K}′′.
It is known that the vacuum vector Ω = (1, 0, 0, . . .) ∈ Fa(H) is a quasi-
free trace vector for A, with
(34) (B(ψ)B(ϕ)Ω,Ω) = (ψ,ϕ), ψ, ϕ ∈ K.
More generally, given an anti-symmetric tensor c ∈ H∧H (seen as a Hilbert-
Schmidt operator from H to H), the Fermionic Gaussian vector associated
with c is given by
Ωc = det(1 + c
∗c)−
1
4 e−
1
2
a∗(c)Ω,
where det(·) is the Fredholm determinant and a∗(c) is the two particle cre-
ation operator defined by
a∗(c)ψ =
√
(n+ 2)(n + 1)Pn+2a (c⊗ ψ), ψ ∈ ∧nH, n ≥ 1.
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Such vectors occur in the Hartree–Fock–Bogoliubov method for approximat-
ing Fermionic systems (see e.g. [14, §4]), which is related to the Bardeen–
Cooper–Schrieffer theory of superconductivity [2]. For every c there exists
an orthogonal transformation Oc on K, and a unitary Uc on Fa(H) satis-
fying Ωc = U
∗
cΩ and UcB(ψ)U
∗
c = B(Ocψ), ψ ∈ K [13]. Thus, ωΩc |A =
ωΩ ◦ Ad(Uc), and it follows from (34) that Ωc is also a trace vector for A.
Thus, by Proposition 6.3, any of the Fermionic Gaussian vectors Ωc may
be converted into any Fock state ϕ ∈ Fa(H) by means of local operations
and classical communication relative to the real-wave representation A of
the CAR. In particular, the vectors Ωc display properties of maximal en-
tanglement relative to A and its commutant.
We present one more instance of Proposition 6.3, based on the example
from [5, §7], which in turn was partly motivated by [18]. This example is
a particular realization of the irrational rotation algebra and is related to
discretised CCR relations, whose relevance to numerical analysis of quantum
systems was advocated by Arveson [1].
Example 6.6. Suppose Alice and Bob have access to a quantum system
represented by the Hilbert space L2(R). Let q and p denote the self-adjoint
operators corresponding to position and momentum:
qψ(x) = xψ(x), pψ(x) = i
d
dx
ψ(x),
where ψ belongs to a common dense domain for q and p. Suppose that Alice
can measure periodic functions of position and momentum, with periods
tq and tp, respectively. Such functions are given (respectively) by integer
powers of the unitary operators
U := eiωqq and V := eiωpp,
where, following [5], we let ωq :=
2pi
tq
and ωp :=
2pi
tp
. The operators U and V
satisfy
UV = e2piiθV U,
where θ :=
ωqωp
2pi . In what follows, we assume that ωqωp > 4pi and that θ is
irrational.
The algebra describing Alice’s measurement statistics is the von Neumann
subalgebra A of B(L2(R)) generated by U and V , and is known to be a type
II1-factor. The C
∗-algebra generated by U and V is known as the irrational
rotation algebra corresponding to θ. The von Neumann algebra describing
Bob’s measurement statistics, B = A′, is generated by
U ′ := ei
ωq
θ
q, and V ′ := ei
ωp
θ
p,
and is also a type II1-factor.
Let ψ = 1√
2tq
χ[−tq,tq] ∈ L2(R). If x ∈ [−tq, tq] and m ∈ Z then, since
ωp >
4pi
ωq
= 2tq, it follows that x + mωp ∈ [−tq, tq] if and only if m = 0.
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Hence, for all n,m ∈ Z we have
(UnV mψ,ψ) =
1
2tq
∫
R
e
in 2pi
tq
x
χ[−tq,tq ](x+mωp)χ[−tq,tq ](x) dx
= δm,0
1
2tq
∫ tq
−tq
e
in 2pi
tq
x
dx
= δm,0δn,01.
By [11, Corollary VI.1.2], ωψ|A is the unique normal tracial state τ on A.
By Proposition 6.3, we have that ψ is approximately convertible to any unit
vector ϕ ∈ L2(R) via LOCC(A).
One can think of ψ as representing the state of a particle whose position is
uniformly distributed over the interval [−tq, tq]. This uniformity is playing
the role of maximal entanglement relative to the bipartitite system (A,B).
6.2. Entanglement monotones. The practical importance of quantifying
the degree of entanglement present in a given state cannot be overestimated.
In the standard finite-dimensional tensor product framework, this quantifi-
cation is studied through notions of entanglement measures. Since entan-
glement at its very core is a form of non-local quantum correlation, any rea-
sonable entanglement measure ought to be monotonic with respect to local
operations and classical communication. The term entanglement monotone
has since emerged for such a measure, and it was argued by Vidal [49] that
monotonicity under LOCC is the only natural requirement for measures of
entanglement. As an application of our main result, we show that the en-
tropy of the singular value distribution satisfies this requirement for pure
states relative to II1-factors, thus yielding an entanglement monotone.
Let A be a II1-factor with unique tracial state τ . Given a normal state
ρ ∈ S(A), we define the entropy of ρ relative to τ by
Hτ (ρ) := H(µ(ρ)) = −
∫ 1
0
µt(ρ) log(µt(ρ)) dt.
By splitting the entropy function η(x) = −x log(x) into χ[0,1]η + χ(1,∞)η,
and applying [17, Remark 3.3] to the non-negative Borel functions χ[0,1]η
and −χ(1,∞)η, it follows that
Hτ (ρ) = τ(η(ρ)) = −τ(ρ log(ρ)) = −S(ρ, τ),
whenever |Hτ (ρ)| <∞, where S(·, ·) is the relative entropy between normal
states of A (see e.g. [38, §5]). As such, we see that Hτ (ρ) ≤ 0 and Hτ (ρ) = 0
if and only if ρ = τ . In particular, ifA ⊆ B(H) and ψ ∈ H1, thenHτ (ρψ) = 0
if and only if ψ is a trace vector for A.
Proposition 6.7. Let A ⊆ B(H) be a II1-factor with tracial state τ . The
function
Hτ : S(A) ∋ ρ 7→ Hτ (ρ) ∈ [−∞, 0]
is non-increasing under approximate convertibility by LOCC(A), when re-
stricted to states of the form ρψ, ψ ∈ H1.
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Proof. First note that for any state ρ ∈ S(A),
Hτ (ρ) = −S(ρ, τ) = −S(µ(ρ), χ[0,1]),
where S(µ(ρ), χ[0,1]) is the relative entropy of the density µ(ρ) : t 7→ µt(ρ)
on [0, 1] with respect to the uniform distribution. Given ψ,ϕ ∈ H1, if ψ is
approximately convertible to ϕ via LOCC(A) then by Theorem 5.3 we have
ρψ ≺ ρϕ, meaning that µt(ρψ) ≺ µt(ρϕ) as probability densities on [0, 1]. By
[47, Theorem 10], it follows that
S(µt(ρψ), χ[0,1]) ≤ S(µt(ρϕ), χ[0,1]).
Hence, Hτ (ρψ) ≥ Hτ (ρϕ). 
Remark 6.8. In the proof of Proposition 6.7 we could instead appeal to
[23, Theorem 4.7 (1)] for the connection between majorisation and dou-
ble stochasticity together with monotonicity of the relative entropy [38,
Theorem 5.3].
Recall that any density matrix ρ ∈Mn satisfies
S(ρ) = −S(ρ, τ) + log(n),
where S(·) is the von Neumann entropy and τ = 1n tr is the maximally
mixed state (the log(n) factor would disappear if we used the unnormalised
trace tr). It is known that the restriction of any entanglement monotone
to pure states ψ ∈ Cn ⊗ Cn is a concave function of the reduced den-
sity ρψ = (id⊗ tr)(|ψ〉〈ψ|) [49, Theorem 3]. The entanglement monotone
−S(ρψ, τ) is equivalent (up to the translational factor log(n)) to the com-
mon choice of S(ρψ), and is the finite-dimensional analogue of our proposed
monotone above. Note that −S(ρψ, τ) ∈ [− log(n), 0], with the largest value
of 0 occurring for maximally entangled ψ, and the lowest value of − log(n)
occurring for separable ψ.
7. Outlook
Several natural lines of investigation arise from this work. First, we in-
tend to study the generalisation of our main result to the non-factor setting
in connection with [24], as mentioned at the end of Section 5. This could
be useful for the study of entanglement in hybrid systems [33, 15, 3, 4].
Second, a rectangular version of our main theorem, describing convertibility
between states ψ ∈ H and ϕ ∈ K, with respect to distinct bipartite systems
(A1,B1) in B(H) and (A2,B2) in B(K), would be desirable. Among other
things, this could have applications to the structure of quantum correlation
matrices and values of certain non-local games [41]. We also plan to explore
notions of distillability/dilution of entanglement for general bipartite sys-
tems in connection with this and previous work [48, 30]. In that direction it
would be interesting to explore uniqueness of entanglement monotones in the
asymptotic regime for pure states, analogous to the finite-dimensional set-
ting [42]. Finally, we observe that while many of the von Neumann algebras
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of interest in algebraic quantum field theory are of type III [19], and hence
not semi-finite, it is conceivable that semi-finite von Neumann algebras may
be relevant in the discretisation of space-time via tensor networks—a cur-
rent area of research—analogous to those arising from discretisations of the
canonical commutation relations [43].
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