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Abstract
Fisher information measures a disorder system, which is specified by a corresponding probability,
the likelihood. In this article, we provide a bridge to connect classical and quantum mechanics by
using Fisher information. Following the principle of minimum Fisher information, we can derive
the time-dependent Schro¨dinger equation step by step.
1
I. INTRODUCTION
There are some approaches to derive Schro¨dinger equation from the Fisher information.
The time-independent Schro¨dinger equation was derived by Frieden and Soffer, who used the
principle of minimum Fisher information (MFI) to obtain the equation1,2. Later, Reginatto
published the many-particle time-dependent Schro¨dinger equation using the principle of
minimum Fisher information3. His work was based on two assumptions: 1. Probability
distribution that describes the positions of particles should satisfy the principle of minimum
Fisher information. 2. The set of particle trajectories forms a coherent system, such that
one can associate a wave front with the motion of the particles. He also referred to Fisher
information as the average value of the quantum potential, which was originally proposed
by Bohm4.
The first assumption is central to our discussion. The second assumption is the pilot
wave theory, presented by de Broglie. Reginatto used the ansa¨tz for the wave function
ψ = ρ1/2 exp(iS/~), ρ = |ψ|2 , (1)
to derive the time-dependent Schro¨dinger equation, where S is the action. Although Regi-
natto gives a good way to obtain the time-dependent Schro¨dinger equation, but it seems like
jump into conclusion. Therefore we would like to propose a way to derive the time-dependent
Schro¨dinger equation step by step.
In this article, we derive the time-dependent Schro¨dinger equation by the following steps.
First, we discuss probability distributions for physical systems. Second, we seek the rela-
tionship between Fisher information and momentum, and explain how to derive the time-
independent Schro¨dinger equation by MFI based on the method of Frieden and Soffer. Third,
we are trying to derive the ansa¨tz, Eq.(1), which is taken for granted in quantum mechanics,
from our postulation that the expectation value of kinetic energy in quantum mechanics is
equal to that in classical mechanics. Last, we derive the time-dependent Schro¨dinger equa-
tion from the Hamilton-Jacobi equation. In this article, we also derive the Klein-Gordon
equation in relativistic quantum mechanics.
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II. PROBABILITY DISTRIBUTIONS FOR PHYSICAL SYSTEMS
In this section, we are going to discuss the relation between Fisher information and statis-
tical distance and also the relation between Fisher information and the quantum potential.
Fisher information is proposed by Fisher5 is a way to estimate hidden parameters in a
set of random variables. Since we want to retrieve information of certain parameters ξi in a
statistical set for random variables or added noise xi. A measurement yi of the parameters
have the relation with ξi and xi write
yi = ξi + xi.
Accordingly, we assume the likelihood ρ(yi|ξi) will have the relation that
ρ(yi|ξi) = ρ(yi − ξi) = ρ(xi),
which can be considered that yi is measurements of the positions of a particle, and ξi is the
actual positions of the particle. Therefore, the Fisher information matrix is defined by6
Ikl =
∫
dµ(yi) ρ(yi|ξi)∂ ln ρ(yi|ξi)
∂ξk
∂ ln ρ(yi|ξi)
∂ξl
=
∫
dµ(xi)
1
ρ(xi)
∂ρ(xi)
∂xk
∂ρ(xi)
∂xl
.
Let ρ(xi) = Ψ
2(xi), where Ψ is real. Then the Fisher information matrix can be rewritten
as
Ikl = 4
∫
dµ(xi)
∂Ψ(xi)
∂xk
∂Ψ(xi)
∂xl
,
which is symmetric, Ikl = Ilk.
For the statistical distance, we consider two points ρ(1), ρ(2) in probability space, and
define the statistical distance as the maximum number of distinguishable points in n trails.
The definition of distinguishable is
|ρ1 − ρ2| ≥ σ1 + σ2, (2)
and the statistical distance can be represented as7
dsPD = d(ρ
(1), ρ(2))
= lim
n→∞
1√
n
× [maximumnumber of mutually distinguishable (in n trails)
intermediate probabilities].
3
Furthermore, we have the relation between Fisher information matrix and statistical dis-
tance, which is8
ds2PD ≡
∑
j
dρ2j
ρj
= 4
∑
j
dΨ2j =
∑
j
Ijjdξ
2
j ,
where I is the Fisher information matrix.
Hence, the Fisher information matrix can be generalized to Fisher information metric,
which is a Riemannian metric on a smooth manifold.9,10
∫
dµ(yi) ρ(yi|ξi)
(
1
ρ(yi|ξi)
∂ρ(yi|ξi)
∂ξµ
)(
1
ρ(yi|ξi)
∂ρ(yi|ξi)
∂ξν
)
= gµν . (3)
Due to the Fisher information metric determines the maximum number of distinguishable
probabilities. So we postulate that to extreme the Fisher information can give the probability
distributions in a physical system.
We now discuss the quantum potential proposed by Bohm in 1952. He substituted Eq. (1)
into the time-dependent Schro¨dinger equation, i~∂ψ/∂t = −(~2/2m)∇2ψ + V (x)ψ and
obtained the equations
∂ρ
∂t
+∇ ·
(
ρ
∇S
m
)
= 0, (4)
∂S
∂t
+
(∇S)2
2m
+ V (x)− ~
2
4m
[∇2ρ
ρ
− 1
2
(∇ρ)2
ρ2
]
= 0. (5)
In classical mechanics, ~v = ∇S/2m is the velocity and m is the mass of particle. Eq. (4)
is the continuity equation. For ~ → 0, Eq. (5) gives the Hamilton-Jacobi equation. Bohm
interpreted Q = − ~2
4m
[
∇2ρ
ρ
− 1
2
(∇ρ)2
ρ2
]
, which depends on probability distribution, as the
quantum potential acting on particles. The probability distributions assign the particles
to their positions. There are two elements inferring the particles: the potential field V (x)
and the quantum potential, which depends on probability distribution, and is an ontological
element. For the potential V (x), it gives a macroscopic phenomenon of a group of particles.
In contradiction, the quantum potential Q describes the microscopic behavior of particles.
There is a connection3 between Fisher information and the expectation value of quantum
potential Q:
∫
X
d3xdt ρQ = −~
2
8
3∑
i,k=1
γik
∫
X
d3xdt ρ
(
2
ρ
∂2ρ
∂xi∂xk
− 1
ρ2
∂ρ
∂xi
∂ρ
∂xk
)
= −~
2
8
3∑
i,k=1
γik
∫
X
d3xdt
1
ρ
∂ρ
∂xi
∂ρ
∂xk
,
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where γik = diag(1/m, 1/m, 1/m)11.
According to the relation for Fisher information, statistical distance and quantum poten-
tial, we can postulate that there exist intrinsic probability distributions for physical systems,
which are constrained by Fisher information.
III. THE DIMENSION OF FISHER INFORMATION
We want to obtain the intrinsic probability distributions for physical systems by using
the method of minimum Fisher information (MFI) from the ontological character of Fisher
information. From Eq. (3), we discuss a one-dimensional case and write12
∫
dx ρ(x)
(
1
ρ(x)
∂ρ(x)
∂x
)2
−
∫
dx κ ρ(x) = min., (6)
where κ is a multiplier.
First, we consider the wave-particle duality, which was proposed by de Broglie in 192413.
We have the relation between momentum and wavelength
λ = h/p, (7)
where λ is the wavelength, p is the momentum, and h Planck’s constant. Eq. (7) is equivalent
to
p = ~k, (8)
where ~ = h/2π and k = 2π/λ is the wavevector or wavenumber. In quantum mechanics, we
let the classical variables be Hermitian operators (e.g. x→ Xˆ, p→ Pˆ ), which act on a state.
We represent a state by a vector in Hilbert space, leading to a linear differential equation.
In another words, it is an eigen equation. In order to satisfy the de Broglie relation Eq. (8),
we let the momentum as an operator acting on a plane wave, ψ(x, t) = A exp[i(kx − ωt)],
where A is the wave amplitude and ω the angular frequency. When the momentum operator
acts on the plane wave, we expect that the eigenvalue should satisfy the de Broglie relation
Eq.(8). Then the momentum operator in the y representation is
Pˆ = −i~ ∂
∂x
. (9)
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The expectation value 〈Pˆ 2〉 is given by
〈Pˆ 2〉 =
∫ +∞
−∞
dx〈ψ|Pˆ |x〉〈x|Pˆ |ψ〉 (10)
=
∫ +∞
−∞
dx
∣∣∣〈x|Pˆ |ψ〉
∣∣∣2 , (11)
where |ψ〉 represents the intrinsic state of the system. Without making any measurement,
the state carries random, messy information. After measurement, we get ρ(x, t) ≡ |ψ(x, t)|2,
which is the likelihood according to Fisher information measurement12.
Writing Eq. (11) in terms of ψ(x) and the momentum operator Eq. (9), we have
∫ +∞
−∞
dx
∣∣∣〈x|Pˆ |ψ〉∣∣∣2 =
∫ +∞
−∞
dx
∣∣∣∣−i~ ∂∂xψ(x, t)
∣∣∣∣
2
,
which becomes
〈Pˆ 2〉 =
∫ +∞
−∞
dx ~2
∣∣∣∣∂ψ(x, t)∂x
∣∣∣∣
2
. (12)
Considering the Fisher information, Eq. (??), and replacing ρ(x) by |ψ(x)|2, we get
I = 4
∫ +∞
−∞
dx
∣∣∣∣∂ψ(x, t)∂x
∣∣∣∣
2
. (13)
Comparing Eq. (13) with Eq. (12), we have the result
〈Pˆ 2〉 = ~
2
4
I. (14)
If we divide both sides of Eq. (14) by 2m, where m is the mass of the particle, we obtain a
relation between Fisher information and the expectation value of the kinetic energy
〈K〉 = 〈Pˆ
2〉
2m
=
~
2
8m
I. (15)
Therefore, Eq. (6) becomes
~
2
8m
∫ +∞
−∞
dx
1
ρ(x, t)
[
∂ρ(x, t)
∂x
]2
−
∫ +∞
−∞
dx ρ(x, t)K = min. . (16)
We consider the expectation values to represent the measurements of the intrinsic data of
the whole system. According to the expectation value of kinetic energy under the con-
straint of Fisher information, Eq. (16) represents the optimal probability distribution. In
the variational principle, the Lagrangian is defined by
L =
~
2
8m
1
ρ
∇ρ · ∇ρ− ρK,
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where ∂ρ/∂x is denoted by ∇ρ. Thus, we can replace the kinetic energy in two ways:
1. K = E − V , where E is the total energy of the system and V is the potential. The
Lagrangian is
L =
~
2
8m
1
ρ
∇ρ · ∇ρ− ρ [E − V ], (17)
according this Lagrangian, we can derive the time-independent Schro¨dinger equation.
2. In classical mechanics, the momentum can be defined by p = ∇S, where S is the
action. Since the kinetic energy K is equal to p2/2m, where m is the mass of particle, we
represent the Lagrangian as
L =
~
2
8m
1
ρ
∇ρ · ∇ρ− 1
2m
(∇S)2 ρ. (18)
From Eq. (18), we can find the relation between the probability distribution ρ(q) and the
action S, the ansa¨tz, Eq.(1).
IV. TIME-INDEPENDENT SCHRO¨DINGER EQUATION
We derive the time-independent Schro¨dinger equation from the Lagrangian, Eq. (17).
First, we consider the probability distribution ρ stationary, everywhere real, and single-
valued for certain kinetic energy. Also the probability distributions are differentiable up to
the second order. From the Euler-Lagrange equation, we obtain
(E − V ) + ~
2
8m
1
ρ2
∇ρ · ∇ρ+ ~
2
4m
∇ ·
(
1
ρ
∇ρ
)
= 0. (19)
Although Eq.(19) is non-linear, it is equivalent to a linear equation by a change of variable.
Let ρ(q) = ψ2(q), we have
(E − V ) + ~
2
2m
(
1
ψ
∇ψ
)2
+
~
2
2m
∇ ·
(
1
ψ
∇ψ
)
= 0. (20)
According to the vector identity ∇· (fA) = f(∇·A)+A · (∇f), with f representing 1/ψ(q)
and A representing ∇ψ(q), Eq.(20) becomes
(E − V ) + ~
2
2m
1
ψ
∇2ψ = 0. (21)
Multiplying Eq.(21) by ψ(q) and doing a little algebra, we have the time-independent
Schro¨dinger equation
− ~
2
2m
∇2ψ + V ψ = E ψ. (22)
Therefore, we have derived the time-independent Schro¨dinger equation from a statistical
measure — Fisher information, and our derivation is similar to the way which is proposed
by Frieden and Soffer. We note that a similar derivation according to Brownian motion was
made by Nelson in 196614. He obtained u2/2 + ν∇ · u = (V − E)/m, where u = ν∇ ln ρ
the osmotic velocity and ν = ~/2m the diffusion coefficient. He considered that osmotic
velocity is due to the characters of Brownian particles. Also he considered a stationary
solution, which implies that u is independent of time and the particles do not flow.
V. RELATION BETWEEN PROBABILITY DISTRIBUTION AND ACTION
After deriving the time-independent Schro¨dinger equation, the next step is to derive the
time-dependent Schro¨dinger equation. Before the derivation, we are going to find out the
relation between the probability distribution and the action, in order to obtain the ansa¨tz,
Eq.(1). From the second representation of the kinetic energy, we have the Lagrangian
L =
~
2
8m
1
ρ
∇ρ · ∇ρ− 1
2m
(∇S)2 ρ.
The Euler-Lagrange equation is
(∇S)2 + ~
2
4
1
ρ2
(∇ρ)2 + ~
2
2
1
ρ
∇2ρ = 0.
We substitute ρ by ψ2 and obtain the Euler-Lagrange equation becomes
(∇S)2 = −~
2
ψ
∇2ψ, (23)
or
(ψ∇S)2 = −~2ψ∇2ψ. (24)
Our purpose is to determine the relation between the probability distribution and the action
from the above differential equation. To solve the differential equation, we assume the form
of ψ as
ψ(x) = Bef(x),
where B is determined by an initial condition. Then, we get
∇2ψ = ψ∇2f + ψ(∇f)2.
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Substituting ∇2ψ into Eq.(24), we have
(∇S)2 = −~2 [∇2f + (∇f)2] .
For a trivial solution, let ∇2f = 0, then
(δS)2 = − (~δf)2 ,
or
δS = ±i~δf,
i.e.,
f = ∓iS/~ + constant. (25)
Consequently, we have the relation between the probability distribution and the action
ψ = Be∓iS/~, (26)
where the constant in f , Eq. (25), is absorbed into the initial condition B. For normalization,
we assume B = ψ0 and
∫
dx |ψ0|2 = 1, where ψ0 is the initial or reference wave function. To
determine the sign of the exponent, we consider the least action of a free particle with action
Sc = m(xb − xa)2/2(tb − ta), where a and b are the end points of the motion. Substituting
Sc into Eq. (26), we obtain the plane wave function ψ(x, t) = A exp[i(kx − ωt)]. Then we
can define the sign of the exponent in Eq. (26) as
ψ(x, t) = ψ0e
iS/~, (27)
which can be used as an ansa¨tz for the wave function Eq. (1).
According to Eq. (27), the action is defined as
S = −i~ ln ψ(x, t)
ψ0
. (28)
With this definition, we will derive the time-dependent Schro¨dinger equation by the
Hamilton-Jacobi equation in the next section.
VI. TIME-DEPENDENT SCHRO¨DINGER EQUATION
The Hamilton-Jacobi equation is a first order, non-linear partial differential equation15
H
(
q,
∂S
∂q
)
+
∂S
∂t
= 0. (29)
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The Hamiltonian is defined by
H =
(∇S)2
2m
+ V (x, t),
where V (x, t) is the potential field. Therefore, the Hamilton-Jacobi equation becomes
(∇S)2
2m
+ V (x, t) +
∂S
∂t
= 0.
Replacing (∇S)2 by Eq. (23), substituting S by Eq. (28), and letting ψ0 be a constant, we
obtain
i~
∂
∂t
ψ(x, t) = − ~
2
2m
∂2ψ(x, t)
∂x2
+ V (x, t)ψ(x, t). (30)
Eq. (30) is the well-known time-dependent Schro¨dinger equation, and we have derived it
step by step.
The Hamilton-Jacobi equation, Eq. (29), is based on a purly classical theory, and the
Schro¨dinger equation, Eq. (30), describes the quantum world. We can conclude that the
bridge between them is Fisher information.
VII. KLEIN-GORDON EQUATION
In the previous section, we derived the time-dependent Schro¨dinger equation based on
Eq. (14). In order to show that the hypothesis is satisfied, we will derive the one dimensional
Klein-Gordon equation step by step.
In special relativity, we have the energy-momentum relation for a free particle
E2 = p2c2 +m2c4, (31)
where E is the total energy, p is the momentum, m is the rest mass and c the speed of
light. With the relation, Eq. (15) and the constraint
∫ +∞
−∞
dx ρ(x, t) [E2 −m2c4] = 〈p2c2〉 for
minimum Fisher information, we have
~
2
∫ +∞
−∞
dx
∣∣∣∣∂ψ(x, t)∂x
∣∣∣∣
2
+
∫ +∞
−∞
dx ρ(x, t)
[
E2
c2
−m2c2
]
= min. .
According to Euler-Lagrange equation, we obtain the time-independent equation
− ~2∂
2ψ(x, t)
∂x2
+m2c2ψ(x, t) =
E2
c2
ψ(x, t). (32)
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Then we are going to derive the time-dependent equation according to the Hamilton-Jacobi
equation. The Hamilton-Jacobi equation reads
(∇S)2c2 +m2c4 =
(
∂S
∂t
)2
.
Replacing (∇S)2 by Eq. (23), substituting S by Eq. (28), and letting ψ0 be a constant, we
obtain
1
c2ψ(x, t)
(
∂ψ(x, t)
∂t
)2
− ∂
2ψ(x, t)
∂x2
+
m2c2
~2
ψ(x, t) = 0. (33)
For a free particle, we take ψ(x, t) = A exp i[kx−ωt]. The first term of Eq. (33) is equivalent
to
1
c2
∂2ψ(x, t)
∂t2
.
Eq. (33) can be rewritten as
1
c2
∂2ψ(x, t)
∂t2
− ∂
2ψ(x, t)
∂x2
+
m2c2
~2
ψ(x, t) = 0,
which is the Klein-Gordon equation for a relativistic particle.
VIII. CONCLUSION
In this article, we have postulated that there are intrinsic probability distributions for
physical systems. Bohm suggested that a quantum potential is an influential element
on quantum characteristics. The expectation value of the quantum potential is equal to
−(~2/8m)I. Therefore, we believe that there exist intrinsic probability distributions that
are constrained by Fisher information.
To obtain the intrinsic probability distributions, we use the method of minimum Fisher
information. Accordingly, we have the relation Eq. (16). We considered a test particle with
kinetic energy K and in a potential field V . According to the wave-particle duality, if the
kinetic energy and mass are large, the test particle behaves like a particle influenced by the
potential field. For small mass and kinetic energy, the test particle is influenced not only by
the potential field but also by the quantum potential. Then the particle exhibits wave-like
character induced by the quantum potential.
Also, we have assumed that the expectation value of the square of momentum is the same
in both quantum and classical representations. With this assumption, we found that the
11
ansa¨tz for the wave function is related to the action. We have derived the time-dependent
Schro¨dinger equation by the Hamiltonian-Jacobi equation and the action. We also derived
the Klein-Gordon equation for a relativistic particle.
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