ABSTRACT This paper proposes a novel method to extract a palmprint region of interest (ROI) from whole hand images using straight line clusters. The core idea of our method is that the fingers can be easily detected by straight line clusters due to the distinctive appearance of the fingers. In our method, the original whole hand image is first converted to a binary image. In the binary image, we draw many straight lines according to several predefined rules. For one straight line, if there are eight intersection points between this straight line and the hand region, we can conclude that this line passes through four fingers. In this case, it is easy to know the positions of finger joint areas. Then, key point candidates can be further detected in these finger joint areas. In our method, we draw many straight lines to detect finger joint areas, which may result in detecting several different key point candidates in one finger joint area. Thus, a lot of key point candidates may be obtained in four finger joint areas. We then exploit the k-means clustering algorithm to calculate four cluster centers, which are treated as the final four key points. Furthermore, utilizing the distance information among four key points, we can know the position order of four key points. The final key points can be used to construct a coordinate system. In this new coordinate system, after rotation normalization, the ROI can be extracted from the central region of hand. We also collected a database including 16 000 whole hand images. The experimental results demonstrate that the proposed method can achieve 100% localization and extraction accuracy.
I. INTRODUCTION
With the rapid development of digital society, personal authentication becomes more and more important for many applications. It is well known that biometrics is one of the most effective solutions for personal authentication [1] - [3] . Biometrics is a field of technology that uses automated methods for identifying or verifying a person based on a physiological or behavioral trait, which has shown significant advantages over traditional personal authentication mechanisms, such as keys, passwords, personal identification numbers, and smart cards [1] - [2] . So far, many human traits have been investigated in depth for the purpose of personal authentication including face, iris, fingerprint, voice
The associate editor coordinating the review of this manuscript and approving it for publication was Jiachen Yang. and signature, etc. Face recognition, fingerprint recognition and iris recognition are three successful biometrics technologies, which have been widely used for all kinds of real applications. However, they still have some weak points. Thus, researchers try to investigate other effective biometrics technologies. In recent years, as one of emerging biometrics technologies, palmprint recognition has received much attention [4] - [33] . Some previous researches have shown that, compared with fingerprint or iris-based personal biometrics systems, palmprint-based biometrics system has several special advantages, such as stable line features, less distortion, and easy self-positioning [4] - [8] . And, it can also achieve high-recognition rate with fast processing speed. For the aforementioned reasons, nowadays the research related to palmprint recognition is becoming more and more active.
A typical biometric recognition system has two stages of operation, namely, the enrollment stage and the recognition stage. In the enrollment stage, the biometric system acquires the biometric trait of an individual, extracts a salient feature set from it and stores the extracted feature set in a database (often referred to as a template), along with an identifier associating the feature set with an individual. During the recognition stage, the system once again acquires the biometric trait of an individual, extracts a feature set from it, and compares this feature set against the templates in the database in order to determine a match or to verify a claimed identity. Usually, in the recognition stage, there are the following operation steps: (1) data acquisition, (2) preprocessing including Region of Interest (ROI) extraction and quality estimation [34] - [35] , (3) feature extraction, (4) matching, and (5) fusion. In those image-based biometrics systems, the location and extraction of ROI is one of key steps. For the palmprint recognition, the purpose of ROI extraction is to adjust the hand images for rotation and scale normalization, and then crop the central region from the normalized hand image for the following feature extraction. Obviously, good ROI extraction algorithm is very crucial for palmprint recognition because the quality of ROI extraction has a very big influence on the recognition performance. Therefore, designing an effective ROI extraction algorithm is an important topic in the research of palmprint recognition. [30] . (b) Part hand image captured by (a) [30] . (c) The scanner used to capture hand image [31] , (d) whole hand image captured by captured by (c) [31] .
According to whether the hand touches the capture device or not, the palmprint acquisition modes can be divided into two categories, i.e., contact-based acquisition as shown in Fig. 1 [30] , [31] and contactless-based acquisition as shown in Fig. 2 [32] , [33] . And, according to whether the captured image contains the whole hand or not, the palmprint acquisition modes can be divided into two categories, FIGURE 2. Contactless hand image acquisition. (a) Using a smart phone to capture the whole hand image [32] , (b) whole hand image captured by (a) [32] , (c) the contactless hand image acquisition device designed by the Tongji University [33] , (d) part hand image captured by (c) [33] . FIGURE 3. Four finger joint areas and corresponding key points. (a) Four finger joint areas R 1 , R 2 , R 3 , and R 4 , (b) four corresponding key points P 1 , P 2 , P 3 , and P 4 .
i.e., whole hand-based acquisition as shown in Fig. 1(d) and Fig. 2(b) and part hand-based acquisition as shown in Fig. 1(b) and Fig. 2(d) . So far, the main strategy of most palmprint ROI extraction methods is to extract ROI based on the key points in finger joint areas. As shown in Fig. 3(a) , a hand has four finger joint areas, which are R 1 , R 2 , R 3 , and R 4 . The definitions of four finger joint areas are presented as follows: R 1 , the joint area between thumb and the index finger; R 2 , the joint area between the index finger and the middle finger; R 3 , the joint area between the middle finger and the ring finger; R 4 , the joint area between the ring finger and the little finger. In each finger joint area, there is one key point. As shown in Fig. 3(b) , these four key points are P 1 , P 2 , P 3 , and P 4 . The mainstream methods of palmprint ROI extraction usually use the key points of P 2 and P 4 to construct coordinate system, and then crop the ROI subimage. Tangent based method [30] and the contour profile distance distribution-based method [31] FIGURE 4. The main steps of tangent-based method [30] . (a) Original hand image, (b) binary image, (c) the boundaries of the finger joint areas, (d) compute the tangent of the two gaps and determine two key points, (e) the new coordinate system in hand image, and (f) extracted ROI subimage.
are two main and effective palmprint ROI extraction algorithms, but they still have some limitations. For example, tangent-based method needs to know the approximate positions of R 2 and R 4 in advance [30] . Although the contour profile distance distribution-based method can be used to extract ROI from the whole hand image, it has the follow two drawbacks: (1) in some hand images, the reference point of hand is difficult to be determined; (2) in some hand images with poor image quality, the heavy noise in contour profile often leads to the failure of ROI extraction. In the research of palmprint recognition, capturing whole hand is the trend of development. The main reason is that the whole hand image contains more information of different modalities including palmprint, hand shape and finger knuckle print, which is easy to be used to design a robust multimodal biometrics system. Therefore, to design effective palmprint ROI extraction method from the whole hand image is of significance.
In this paper, we propose a novel method to extract palmprint ROI from the whole hand image. The core idea is using dense straight line clusters to effectively detect finger joint areas. In our method, the original hand image is first converted to a binary image. In binary image, we draw many straight lines according to several predefined rules. For one straight line, if there are 8 or more intersection points between this straight line and hand region, we can conclude that this line passes through four fingers. In this case, it is easy to know the positions of finger joint areas. Then, key point candidates can be further detected in these finger joint areas. In our method, we draw many straight lines to detect finger joint areas, which may result in detecting several different key point candidates in one finger joint area. Thus, a lot of key point candidates may be obtained in four finger joint areas. We then exploit k-means clustering algorithm to calculate four cluster centers, which are treated as the final four key points. Furthermore, utilizing the distance information among four key points, we can know the positions of P 2 and P 4 key points, which can be used to construct coordinate system. Finally, in this new coordinate system, after rotation normalization, the ROI can be extracted from the central region of hand.
The contributions of this paper are as follows:
• We propose a novel method to extract palmprint ROI from the whole hand image. The proposed method first exploits straight line clusters to detect the finger joint areas, then further detect the key points. To the best of our knowledge, it is the first time to use such strategy to extract palmprint ROI. Thus, our method is very novel.
• The proposed method has several special advantages:
(1) Unlike tangent-based method, the proposed method does not need to know approximate positions of finger joint areas in advance. (2) Unlike the contour profile distance distribution-based method, the proposed method does not need to set reference point in advance.
The proposed method does not need to extract the contour of the hand. Thus, it will not be affected by noise in contour. (4) The strategy of using dense straight line clusters can well detect the finger joint areas, which makes the proposed method very robust.
(5) The strategy of using k-means clustering algorithm to determine four key points makes the positions of four key points more stable. (6) The proposed method can judge the image is captured from left or right hand, which is an important information and is very useful for following feature extraction. (7) The proposed method needs few parameters.
II. RELATED WORK
In the field of palmprint recognition research, the tangentbase method and the contour profile distance distributionbased method are two main ROI extraction methods. In this section, we will briefly revisit them and then present our motivation.
A. TANGENT-BASED METHOD
Zhang et al. [30] designed a contact palmprint acquisition device as shown in Fig. 1(a) , and proposed an effective palmprint ROI extraction algorithm. This algorithm first applies a lowpass filter, such as Gaussian smoothing, to the original image (see Fig. 4(a) ). Then, a threshold is used to convert the convolved image to a binary image, as shown in Fig. 4 
(b).
Because the acquisition device uses two pegs to fix the hand, it is easy to know the position of finger joint areas of R 2 and R 4 . The boundaries of R 2 and R 4 can be obtained by a boundary tracking algorithm, as shown in Fig. 4(c) . And then, the tangent of the two gaps of R 2 and R 4 can be computed to determine the key points P 2 and P 4 , as shown in Fig. 4 
(d).
At last, line up P 2 and P 4 to form a new coordinate system (see Fig. 4 (e), and crop the ROI subimage (see Fig. 4 (f)), which is located at a certain area of the hand image. After tangent-based method was proposed, it has become one of the most important methods for palmprint ROI extraction. Recently, Zhang et al. [33] designed a contactless palmprint acquisition device, and they also exploited tangent-based method for contactless palmprint ROI extraction.
B. CONTOUR PROFILE DISTANCE DISTRIBUTION-BASED MEHTOD
The contour profile distance distribution-based method is another important method for palmprint ROI extraction, which is first proposed by Lin et al. [31] . They used a scanner to capture the whole hand image, as shown in Fig. 5(a) . The main steps of this method are as follows. First, a traditional median filter is utilized to reduce the noise of captured image. Next, the binary image is obtained by an adaptive thresholding (see Fig. 5(b) ). Then, the boundaries of whole hand are obtained using a boundary tracking algorithm (see Fig. 5(c) ). In the binary hand image, there is an intersection line between the wrist and the bottom margin of hand. The middle point of the intersection line is treated as the reference point. Calculate the Euclidean distance between the reference point and all pixels of the hand boundary. In this way, the curve of contour profile distance distribution can be obtained (see Fig. 5(d) ). In this curve, there are five local maximums and four local minimums. Obviously, four local minimums correspond to four key points P 1 , P 2 , P 3 , and P 4 . At last, line up P 2 and P 4 to form a new coordinate system (see Fig. 5 (e)), and crop the ROI subimage (see Fig. 5 (f)).
C. OTHER IMPORTANT PALMPRINT ROI EXTRACTION METHODS
Besides the tangent-based method [30] and the contour profile distance distribution-based method [31] , there are several other palmprint ROI extraction methods.
In order to detect the key points from four finger joint areas, Michael et al. [36] proposed a key points detection method similar to the methods of corner detection. In [36] , a binary hand image was first obtained after segmentation and thresholding. Then, a competitive hand valley detection (CHVD) algorithm was proposed to locate the ROI of the palm. In CHVD algorithm, the contour of the hand is obtained by a using a boundary tracking algorithm. In the contour of the hand, a pixel was considered a valley if it has some neighboring points lying in the non-hand region while the majority neighboring points are in the hand region. At the same time, this pixel must satisfy all the four predefined conditions, in this way, it can be qualified as a valley location. After the four valleys were detected, the key points P 2 and P 4 can be determined. Line up P 2 and P 4 to form a new coordinate system, and then crop the ROI subimage.
In those hand images with complex background, it is difficult to exactly segment hand region from complex background, which will lead to a difficulty of high-precision binarization. To solve this problem, Aykut and Ekingci [37] proposed a model-based ROI extraction algorithm. In their algorithm, the segmentation of the hand was realized by a model-based segmentation method named as Active Appearance Model (AAM) method. After palm image has been segmented, a regression-based approach was utilized for the extraction of ROI which utilizes the hand shape model.
Recently, Lin et al. [38] proposed an inscribed circle-based ROI extraction algorithm, in which the ROI region is located and extracted based on the maximum inscribed circle and centroid methods.
D. MOTIVATION OF OUR WORK
Although aforementioned ROI extraction methods have shown their effectiveness, they still have some limitations. For example, inscribed circle-based ROI extraction algorithm has one shortcoming, that is, it sometimes cannot accurately detect the maximum inscribed circle of the palm, which will lead to poor performance of ROI extraction. Model-based method has two weak points: needing training and high computational complexity. CHVD method is sensitive to the variations of hand pose. Tangent-based algorithm need to know the approximate position of position of finger joint areas of R2 and R4 in advance, thus, it is not suitable for extracting palmprint ROI from whole hand image.
The contour profile distance distribution-based method is the most popular ROI extraction method, which can also be used to extract ROI from whole hand image. In the contour profile distance distribution-based method, a reference point should be given in advance to calculate the contour profile distance distribution. However, because different image qualities, sometimes the reference point cannot be correctly determined, and sometimes the contour profile of hand may have many noises, which will lead to the failure of ROI extraction.
In this paper, we propose a novel method to extract palmprint ROI from whole hand image. The motivation of our method is that because the fingers have distinctive appearance, we can detect them first. Then, we can know finger joint areas according to fingers' position. At last, four key points can be detected in four finger joint areas. Here, a problem is that how to detect the fingers. A priori knowledge is that there are several intervals between fingers in the whole hand image. Therefore, we can use straight line clusters to detect fingers. Here, it should be noted that the proposed method can only extract ROI from the whole hand images with clean background.
III. WHOLE HAND IMAGE DATABASE
We have designed a contact palmprint acquisition device as shown in Fig. 6 , which can conveniently capture whole hand image. The captured database is called as Hefei University of Technology (HFUT) hand database. The HFUT database is collected in the condition of natural light and by peg-free capturing manner. And, the database is collected from 800 hands corresponding to 400 individuals. For each hand, the images are captured in two different sessions with an interval of one week, where 10 samples were captured in the first session and the second session, respectively. Therefore, the total number of hand images is 16,000. The size of each image is 1000 × 1000, and the background of images is black. Fig. 7 shows 8 hand images in HFUT database, in which four images in the first row are captured from the right hands, and four images in the second row are captured from the left hands. 
IV. METHODOLOGY A. HAND IMAGE PREPROCESSING
In our method, the first operation is image preprocessing including image segmentation and binarization. To this end, we apply a lowpass filter, Gaussian smoothing, to the original image I to remove noise. Then, the OTSU algorithm is used to convert the convolved image to a binary image. In order to further remove noise, only the largest connected component is preserved in the binary image. In this way, we can obtain the final binary image B.
B. DETECT THE KEY POINTS IN FINGER JOINT AREAS USING STRAIGHT LINE CLUSTERS 1) EQUATION OF STRAIGHT LINES
In the second stage of our method, we will draw straight line clusters according to several predefined rules to detect finger joint areas, and further to detect the key points. In our method, the equation of straight lines is presented by the point-slope form, as follows:
where k m represents different slopes, and (x n , y n ) means different points that the straight lines will pass through. In this paper, the Eq. (1) can describe two kinds of straight lines. The first one is parallel line cluster passing through different points, and the second one is ray cluster passing through one point.
2) DETECT THE KEY POINT CANDIDATES USING VERTICAL LINE CLUSTER
In HFUT hand database, the direction of hand is left toward, thus, vertical lines can be first used to detect the finger joint areas. Here, the equation of vertical lines is presented as follows:
Obviously, the slope of vertical lines is 1. Meanwhile, these vertical lines are parallel lines and pass through different points (x n , y n ).
The predefined rule to draw vertical lines is described as follows:
The predefined rule to draw vertical lines: In the binary image B, we first find the bounding box of hand region. An example is given in Fig. 9(a) , in which the yellow box is the bounding box of hand region. Then, we draw the first vertical line from the starting point. Fig. 9(a) shows the first starting point (x 1 , y 1 ) to draw a vertical line, which is a red point. In our method, the position of the first starting point is in the place of 1/3 to the right of the upper boundary. Next, we continue to draw other vertical lines from right to the left at an interval of 40 pixels until the boundary of bounding box, as shown in Fig. 9(b) .
When each vertical line is drawn, we use Algorithm 1 to detect the key point candidates. First, we draw single straight line L i in binary hand image B, and count the number N of intersection points between L i and the hand region in B as shown in Fig. 10(a) . If there are 8 or more intersection points (N ≥ 8) between straight line and hand region, we can conclude that this line passes through four fingers. In this case, it is easy to know the positions of finger joint area R 2 , and we can first detect the key points candidates in R 2 . To this end, the segment between the second and third intersection points is treated as the left boundary of finger joint area R 2 , as shown in Fig. 10(b) and (c) . Then, we use ''Region Growing'' algorithm to traverse all pixels of the finger joint area R 2 . the rightmost point C R2 Li is recorded as thekey point candidate of R 2 , as shown in Fig. 10 
(d). Add new key point candidate C R2
Li to the queue Q, which contains all key point candidates. In the similar way, we can add new key point candidates in R 3 , R 4 , and R 1 to Q. Figure 11 shows the result of using multiple vertical lines to detect key points.
3) DETECT THE KEY POINT CANDIDADATES USING RAY CLUSTER
Because the directions of hand may have some changes in different images, only using the vertical lines may not well detect the key point candidates in four finger joint areas. Therefore, our method tries to draw more straight line clusters for robust key point candidates detecting. To this end, we draw ray clusters with different directions from different starting points. Here, the function of ray clusters passing through one point (x 0 , y 0 ) with different slopes of k m is presented as follows: In our method, we set six starting points to draw ray clusters. Fig. 12 shows these six starting points, which are red points. Three starting points locate in the top border of the bounding box, and other three starting points locate in the bottom border of the bounding box. The positions of these six starting points are given as follows:
Starting point 1 is the upper left vertex of the bounding box. Starting point 2 is the point locating in 1/4 of the top border in the left.
Starting point 3 is the upper right vertex of the bounding box.
Starting point 4 is the lower left vertex of the bounding box. Starting point 6 is the lower right vertex of the bounding box.
The predefined rules to draw ray clusters from six starting points are presented as follows:
The predefined rule to draw ray clusters from Starting point 1 (see Fig. 12(a) ): We draw these rays from top to bottom. The first ray across starting point 1 is a vertical line. The interval of end point of other rays is 40 pixels. And the position of the end point of the last ray is near to the lower right vertex.
The predefined rule to draw ray clusters from Starting point 2 (see Fig. 12(b) ) : We draw these rays from top to bottom. The first ray across starting point 2 is a vertical line. The interval of end point of other rays is 40 pixels. And the position of the end point of the last ray is near to the lower right vertex.
The predefined rule to draw ray clusters from Starting point 3 (see Fig. 12(c) ) : We draw these rays from top to bottom. The first ray across starting point 3 is a vertical line. The interval of end point of other rays is 40 pixels. And the position of the end point of the last ray is near to the lower right vertex.
The predefined rule to draw ray clusters from Starting point 4 (see Fig. 12(d) ) : We draw these rays from bottom to top. The first ray across starting point 4 is a vertical line. The interval of end point of other rays is 40 pixels. And the VOLUME 7, 2019 The predefined rule to draw ray clusters from Starting point 5 (see Fig. 12(e) ) : We draw these rays from bottom to top. The first ray across starting point 5 is a vertical line. The interval of end point of other rays is 40 pixels. And the position of end point of the last ray is near to the upper right vertex.
The predefined rule to draw ray clusters from Starting point 6 (see Fig. 12(f) ) : We draw these rays from bottom to top. The first ray across starting point 6 is a vertical line. The interval of end point of other rays is 40 pixels. And the position of end point of the last ray is near to the upper left vertex.
In these ray clusters, for each straight line, we can detect key point candidates within four finger joint areas using Algorithm 1. After the detection has been conducted using all straight line clusters, the final queue Q containing all key point candidates can be obtained.
4) USE K-MEANS CLUSTERING ALGORITHM TO DETERMINE THE FINAL FOUR KEY POINTS
In our methods, we use different straight lines to detect key points, which may lead to detect several different key point candidates in one finger joint area. An example is given in Fig. 13, Fig. 13(a) is an image after key points detection. In its finger joint areas as shown in Fig. 13(b) , it can be seen that there are several key point candidates in four finger joint areas. We then exploit k-means clustering algorithm to calculate four clustering centers (see Fig. 13(c) ). In k-means clustering algorithm, we input the queue Q and set the number of clustering centers to 4. The four clustering centers are treated as the final four key points (see Fig. 13(d) ).
C. DETERMINE KEY POINTS OF P 2 AND P 4
In HFUT palmprint database, half of images were captured from right hands as shown in Fig. 14(a) , and the other half of images were captured from left hands as shown in Fig. 14(b) . After detecting four key points in four finger joint areas, it is needed to know which two points are P 2 and P 4 . Thus, we should judge that each hand image is captured from left hand or right hand. Fortunately, the distance relationship among four key points can help to solve this problem. Because key point P 1 is far away other three key points, we can use this priori knowledge to first determine which key points is P 1 . For two key points P i and P j , their corresponding coordinates are (x i ,y i ) and (x j ,y j ), and Euclidean distance d i,j between P i and P j can be calculated using the following equation: Among four key points, for an arbitrary key point, the sum of its distances from other three key points, D i , can be calculated by Eq. (5).
After the values of D i (i = 1, 2, 3, 4) have been calculated, we select the largest value of D i to determine the key point of P 1 using Eq. (6):
Next, according to the distance away fromP 1 , we can determine the key points of P 2 , P 3 , and P 4 in turn.
D. ROTATION NORMALIZATION AND ROI EXTRACTION
In this stage, we line up key points P 2 and P 4 to form a line segment P 2 P 4 . An example is given in Fig. 15(a) , in which the red line segment is P 2 P 4 . Then, we need to calculate the intersection angle θ between P 2 P 4 and the vertical line. Suppose that the spatial coordinates of P 2 and P 4 are (x 2 ,y 2 ) and (x 4 , y 4 ), the intersection angle θ can be calculate by the arctangent function:
In the new coordinate, the midpoint of segment P 2 P 4 is treated as the origin of coordinate O, which is the yellow point in Fig. 15(a) . According to intersection angle θ, we rotate the hand image around Oto make P 2 P 4 become a vertical line. Fig.15(b) is the hand image after rotation. In the rotation normalization image, a square region, whose center locates in the X-axis, is selected as the ROI subimage, as shown in Fig. 15(c) . Fig. 15(d) shows the cropped ROI subimage.
V. EXPERMENTAL RESULUTS
In this section, two methods are used to verify the effectiveness of the proposed method. The first one is manual checking. The second one is ''finding the most dissimilar ROI pairs within one class''.
A. EXPERIMENTAL RESULTS BY MANUAL CHECKING
As the name implies, this method is to verify whether the ROI images are correctly extracted by manual checking. Meanwhile, we also conduct the ROI extraction by the method of contour profile distance distribution for performance comparison. As we know, in the method of contour profile distance distribution, a reference point should be given in advance. Usually, the reference point is the midpoint of wrist's contour. An example is given in Fig. 16 , in which the red point is the reference point. However, because different image qualities, sometimes the contour profile of hand may have many noises as shown in Fig. 16 , which lead to the failure of ROI extraction. In Table 1 , we list the accuracy of ROI extraction in HFUT database. It can be seen that our method achieves the accuracy of 100%, while the accuracy of the algorithm of contour profile distance distribution is 99.325%. In order to further show the effect of the proposed algorithm, Fig. 17 depicts four ROI subimages, which were extracted from four hand image of the first class in HFUT database. These four hand images include: the first and tenth hand images captured in the first session, and the eleventh and twentieth hand images captured in the second session. From  Fig. 17 , it can be seen our method can extract ROI very well. Fig. 18 shows the 8 ROI subimages extracted from 8 hand VOLUME 7, 2019 FIGURE 15. Rotation normalization and ROI extraction. (a) Line up P 2 and P 4 to form a segment P 2 P 4 , (b) rotate the segment P 2 P 4 to make it become a vertical line, (c) a square region is selected as the ROI subimage, and (d) the extracted ROI image. images of Fig. 7 , it can be seen that these ROI subimages can well contain the palmprint region.
B. EXPERIMENTAL RESULTS OF ''FINDING THE MOST DISSIMILAR ROI PAIRS WITHIN ONE CLASS''
To further verify the effectiveness of the proposed algorithm, we exploit the strategy of ''finding the most dissimilar ROI pairs within one class'', that is, we try to find the most dissimilar ROI pairs within one class by the recognition methods, and then to see whether the dissimilarity of this ROI pairs is caused by our ROI extraction method. In this paper, we select the methods of Competitive Code [30] and Robust Line Orientation Code (RLOC) [39] to conduct the recognition task. Meanwhile, Competitive Code and RLOC are two classical recognition methods, and are all coding-based palmprint recognition methods. In Competitive Code, six real parts of 2D ellipsoidal Gabor filters with different directions are used to convolute an image to obtain six Gabor response. Then, the index number of the minimum line response of each pixels is used to construct an orientation representation image. Since there are totally 6 different orientations, each orientation is encoded by 3 bits. At last, the difference between two direction maps is measured by the Hamming distance. In RLOC, the modified finite Radon transform (MFRAT) with six directions is exploited to extract the orientation feature of palmprint. And the orientation map is matched by pixel-to-area comparison. However, in RLOC, if the matching score is close to 0, it means that two palmprint are more dissimilar.
In HFUT database, for each palm, the first image is used for training, and the rest 19 images are used for test. In this paper, both verification and identification experiments are conducted. Here, we firstly introduce some measures, for performance evaluation. For identification, Accurate Recognition Rate (ARR) is exploited to evaluate the identification performance, which is rank 1 identification rate. In verification experiments, the statistical pairs of false rejection rate (FRR) and false acceptance rate (FAR) were adopted to evaluate the performance of our approach. To obtain the statistical pairs of FRR and FAR, each of the test images was matched with all of the training templates. If the test palmprint image and the template are from the same palm, the matching between them is remarked as a genuine matching. Likewise, an impostor matching can also be defined in a similar manner. For verification experiments, equal error rate (EER) is used as performance measure where the FAR and FRR are equal. Figs. 19(a) and (b) show the distributions of the genuine and impostor matching scores obtained from Competitive Code and RLOC. From the definition of FRR, we know that FRR is a statistic of intra-class matching scores. As we have mentioned above, for the method of Competitive Code, if the matching score of a pair of palmprint is close to 1, it means that two palmprint are more dissimilar. In all intra-class matching scores, we find the largest intra-class matching score, which is 0.4367, and we show the corresponding image pairs in Fig. 20(a) . Although the matching score between two ROI images in Fig. 20(a) is highest, two ROI images have been well extracted by our method. That is to say, the dissimilarity of two ROI image is not caused by our ROI extraction method. For the method of RLOC, if the matching score of a pair of palmprint is close to 0, it means that two palmprint are more dissimilar. In all intra-class matching scores, we find the smallest intra-class matching score, which is 0.5107, and we VOLUME 7, 2019 show the corresponding image pairs in Fig. 20(b) . Although the matching score between two ROI images in Fig. 20(b) is lowest, two ROI images have also been well extracted by our method, which shows the robustness of our method.
VI. CONCLUSION
In this paper, we proposed a novel palmprint ROI extraction method, which can extract palmprint ROI from whole hand images using straight line clusters. In our method, in binary hand image, dense straight lines were drawn to first detect the region of fingers. After this detection, it is easy to know the positions of finger joint areas. We then used the ''Region Growing'' algorithm to traverse all pixels in the finger joint areas, and the rightmost points in finger joint areas were recorded as the key point candidates. Next, k-means clustering algorithm was exploited to calculate four cluster centers of all key point candidates, which are treated as the final four key points. Furthermore, utilizing the distance information among four key points, the position of P 2 and P 4 key points were determined, which were used to construct a new coordinate system. Finally, in this new coordinate system, after rotation normalization, the ROI was extracted from the central region of hand. The core idea of our method is totally different with other ROI extraction methods. Thus, our method is very novel. And, the proposed method has several special advantages. For example, it does not need to know approximate positions of finger joint areas in advance; it does not need to set reference point in advance; it does not need to extract the contour of the hand; and it needs few parameters.
Thus, the proposed method has strong applicability. Furthermore, the strategy of using dense straight line clusters to detect can well detect the finger joint areas, which makes the proposed method very robust. And the strategy of using k-means clustering algorithm to determine four key points makes the four key points more stable. In this work, we collected a database including 16000 whole hand images, which is a large hand image database in the field of palmprint recognition. In this database, experimental results demonstrate that the proposed method can achieve 100% localization and extraction accuracy, which verified the effectiveness of the proposed method. The proposed method has several disadvantages: (1) the speed of the proposed method is slow; (2) the proposed method is only suitable for extracting ROI from the whole hand images with clean background, which may be influenced by the image quality; (3) the proposed method cannot extract ROI from hand with arbitrary direction. In the future work, we plan to add an image quality assessment module [40] , and we will further improve the proposed method so that it can extract ROI from hand with arbitrary direction.
