Abstract. This paper extends some of the basic results in the area of Lyapunov
INTRODUCTION
The problem of investigation of time delay systems has been exploited over many years.
Time delay is very often encountered in various technical systems, such as electric, pneumatic and hydraulic networks, chemical processes, long transmission lines, etc.
The existence of a pure time lag, regardless of whether it is present in the control or/and the state, may cause an undesirable system transient response, or even instability. Consequently, the problem of stability analysis for this class of systems has been one of the main interests for many researchers. In general, the introduction of time delay factors makes the analysis much more complicated.
In the existing stability criteria, mainly two ways of approach have been adopted. Namely, one direction is to contrive the stability condition which does not include the information on the delay, and the other is the method which takes it into account. The former case is often called the delay -independent criteria and generally provides simple algebraic conditions. Numerous reports have been published in this matter, with a particular emphasis on the application of Lyapunov's second method or on using the concept of the matrix measure Lee, Diant (1981) , Mori et al. (1981) , Mori (1985) , Hmamed (1986), Lee et al. (1986) , Alastruey, De La Sen (1996) .
The results concerning Lyapunov stability, for non delay time systems, are well documented in a number of known references but are omitted here for the sake of brevity.
Numerous results have been published in the context of finite and practical stability of linear continuous time delay systems, Nenadic et al. (1997) , Debeljkovic et al. (1997a Debeljkovic et al. ( -1997d Debeljkovic et al. ( , 1998a .
The matrix measure approach was for the first time introduced in Debeljkovic et al. (1997b Debeljkovic et al. ( , 1997d , in investigation of Non-Lyapunov stability of this class of systems as well as the approach based on general application of the well known Bellman -Gronwall lemma, Lazarevic et al. (2000) to autonomous systems and to non-autonomous ones in Debeljkovic et al. (2000) .
In this short overview, the results in the area of Lyapunov and Non-Lyapunov stability were only taken into consideration for continuous time delay systems.
Discussing the problem of investigation of linear discrete time delay systems and their Lyapunov stability it should be pointed out that there are not too many results dealing with this problem.
Namely, Koepcke (1965) was the first who paid attention to this class of systems solving a synthesis problem for control of the systems governed by linear differentialdifference equations. It has been shown, in the same paper, that such systems are equivalent to infinite dimensional difference equations whose matrix elements can be calculated readily by recursive formulas. Some results, concerning stability in the sense of Lyapunov, were also derived.
The problem of finding an optimal control in linear discrete systems with time delays in both the state variables and control were studied in Chung (1967, 1969) .
The method of orthogonal projection was used to derive the equations for optimal estimates of the state of a non-stationary linear discrete system with multiple delays in Premier, Vacroux (1969) . A Kalman -type filter with the necessary recursive error and cross error matrix equations was also derived.
The linear -quadratic tracking problem was discussed, for the first time, in Pindyck (1972), for discrete -time systems with the time delay incorporated in inputs.
A more general discussion concerning different aspects of continuous and discrete time delay systems can be found in Janusevski (1978), with particular attention paid to optimal control. Several sufficient conditions for asymptotic stability of linear discrete -delay systems were presented in the paper of Mori et al. (1982) . Since these conditions are independent of delay and since they possess simple forms, they provide useful tools to check system stability at the first stage.
The study of stabilization problem for general decentralized large -scale linear continuous and discrete time delay systems using local feedback controllers were presented by Lee, Radovic (1987) . The local feedback controls were assumed to be memoryless. In that sense, the sufficient stabilization conditions were established.
The problem of delays in interconnections, for the same class of systems, was studied later in Lee, Radovic (1988) .
The paper of Trinh, Aldeen (1995) presents some new sufficient conditions for robust and D-stability of discrete -delay perturbed systems. It has been shown that these results are less conservative than those reported in literature, particularly in Mori et. al (1982) .
Based on derived algebraic inequality, a criterion to guarantee the robust stabilization and state estimation for perturbed discrete-time -delay large scale systems was proposed in Wang, Mau (1995) . That criterion is independent of time delay and does not need the solution of Lyapunov or Riccati equation.
The practical and finite time stability of linear discrete time delay systems was, for the first time, investigated in paper of and .
In this paper the asymptotic stability of a particular class of the discrete time delay system is considered. Several sufficient conditions, in the form of time delayed independent criteria, are obtained.
The first group represents generalization of some previous results of Mori et. al (1992) and Trinith et. al (1995) referring to one delay cases only.
Another group, dealing with suitable decomposition of matrices, represents the main paper's contribution and is, at the same time, less restrictive than others given in recent literature.
NOTATION AND PRELIMINARIES
Let |x| (⋅) be any vector norm (e.g., ⋅ = 1, 2, ∞) and || (⋅) || the matrix norm induced by this vector. Here, we use |x| 2 = (x A linear, autonomous, multivariable discrete time-delay system can be represented by the difference equation:
where: System (1) can be written in another way:
where:
So necessary and sufficient conditions, for the asymptotic stability of (1) are:
Lemma 1. For any Hermite matrix X ∈ n n × ℜ and any complex vector v ∈ n ℜ / {0} it can be written:
therefore, the lower and upper bound of this inequality can be reached if eigenvector v corresponds to eigenvalues λ min (X), or λ max (X), respectively. 
is always in the rectangle in the complex plane whose four vertices are given with:
The matrix function:
represents the longest distance in complex plane between origin and the four points defined by (9).
MAIN RESULTS

Theorem 1.
System (1) is asymptotically stable if:
Proof. The proof is based on contradiction.
Suppose that system to be considered is not stable which is equivalent to:
or:
So if the system is not stable, then:
This is in contradiction, so the system under consideration is stable.
Conclusion 1.
If N = 1, condition (12) is reduced to condition given in Mori (1982).
Theorem 2. System, (1) is asymptotically stable if the following condition is satisfied:
where matrix function d(.) is given with (11).
Proof. Proof is based on contradiction.
Suppose that the system under consideration is not stable, which is equivalent to:
so: 
Based on Lemma 2: 
belongs to M -class of matrices, then system (1) is asymptotically stable. Proof. Characteristic matrix F(z), for system (1), is defined with:
Elements of matrix F(z) fulfill: 
The last expression shows that there exists no root of the characteristic equation of system under consideration lying in right half of complex plane, so this system is asymptotically stable. 
Conclusion 3. From basic condition of
If one defines: 
where matrices H j are defined with:
Suppose that the system to be considered is not stable. Like with the proof of Theorem 2, we have:
It should be noted that every square matrix X can be expressed in the following way:
If matrix X is a real square matrix, then matrixes H and K are symmetric and Hermite matrices and we get:
as well as:
Applying the last inequality to (41), one can get:
which is in contradiction with the condition of Theorem. So if inequality (38) is satisfied, then system under consideration is asymptotically stable.
Condition (39) follows directly from (38), having in mind that matrices H j are symmetric, so it may be written:
Conclusion 5. On the basis of elementary algebra the following conditions are fulfilled:
From Bendixson's inequality,
it follows:
and finally:
So from (49) and (54), it follows:
Conclusion 6. It is not difficult to prove, having in mind (55) that the following expressions are valid:
therefore, the conditions given Theorem 1 and Theorem 2 are more restrictive than those given in Theorem 4. According to the sufficient conditions, given here with (38-39), one can conclude:
• Simple for use since only the matrix norms are used.
• The solutions are less restrictive comparing to those given by conditions (12) and (18), which represent the generalization of conditions proposed by Mori (1982) .
Lemma 4. Trinth et al. (1995).
Let:
then:
G(k) is the pulse -response sequence matrix of G(z) and G(0) = 0.
Lemma 5. Trinth et al. (1995).
For any (n×n) square matrix X, the following statement is true:
(59)
Lemma 6. For any square matrices X ∈ n n × ℜ and Y ∈ n n × ℜ , the following statement is true:
Theorem 5. System (1) is asymptotically stable, independent of delay, if the following conditions are satisfied:
where L is defined as in (58), and G(k) is obtained from:
Proof. Suppose that system (1) is asymptotically stable.
The following conditions are equivalent to the previous one:
, | z | ≥ 1, so the last condition is equivalent to:
Using Lemma 5, one can get:
Based on Lemma 4 and Lemma 6, we have:
If the following inequality is fulfilled:
then inequality (67) is satisfied as well, so the system under consideration is asymptotically stable.
Conclusion 7.
Fundamental matrix of system (1) without delay is:
If A 0 is a discrete stable matrix, 1 ) ( 0 < ρ A , then infinite series:
is convergent, so one can find matrix L by direct computation.
Conclusion 8. Conditions (61) are less restrictive than condition (12).
The reason is in the fact that conditions (61) take into account the matrix time delay structure A j , where as condition (12) takes only the norm of matrices. Example 1. Consider the discrete time delay system:
and γ -is parameter.
Applying all of the Theorems derived, the conditions for the asymptotic stability are shown in the following Table: Theorem 1 • The best result is achieved using Theorem 4 and then using Theorem 5.
• Condition given by Theorem 4 is very simple for numerical computation.
If one adopts γ = 1.2719, then spectral radius of equivalent matrix A eq of system without time delay is ρ(A eq ) = 0.9823.
Since it is less than one, the result from Table guarantees the asymptotic stability of system under consideration.
The upper bound for parameter value γ is 1.3746 and the system is marginally stable, so the presented discussion is logical.
CONCLUSION
In this paper we have presented some new criteria for testing the asymptotic stability of linear discrete time delay systems.
All the conditions are in the form of only sufficient conditions and belong to so-called independent delay criteria.
Discussions of conservatism of results are also attached. All the results derived are supported by suitable examples, showing the advantages of different approaches to the given problem.
