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In this paper we discuss the differentiation of Pfaﬃans which is useful in Pfaﬃan
technique. We apply the Pfaﬃan technique to two integrable systems; the Konopelchenko–
Rogers (KR) equations and the modiﬁed Novikov–Veselov–Nizik (mNVN) equations and
show that these equations in the bilinear form reduce to a Pfaﬃan identity. We also derive
a new Lax pair for the mNVN equations which is gauge equivalent to a pair of operators.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
We study two (2+1)-dimensional integrable nonlinear evolution equations; both have dimensional reductions to known
integrable equations in (1 + 1)-dimensions. If the two spatial variables appear on an equal footing and hence allow such
reductions in either variable one calls the (2 + 1)-dimensional system a strong generalization of the (1 + 1)-dimensional
system. For example, the KdV equation has two generalizations to (2 + 1)-dimensions, namely the KP equation which is a
weak generalization, and the NVN equations which are a strong generalization of the KdV equation. The Konopelchenko–
Rogers (KR) equations are a (2+ 1)-dimensional strong generalization of the (1+ 1)-dimensional sine-Gordon (sG) equation
analogous to the modiﬁed Novikov–Veselov–Nizik (mNVN) equations
4ut = uxxx − uyyy + 3uxvxx − 3uyv yy − u3x + u3y,
vxy = uxuy .
These reduce to the potential mKdV equation
2ut = uxxx + 2u3x
when y → −x. Hence the mNVN equations are a strong generalization of the potential mKdV equation. Both the KR and
mNVN equations have Pfaﬃan solutions.
This paper is organized as follows. In Section 2, we introduce some properties of Pfaﬃans. In Section 3 we recall some
results from [5] and [4]; we apply the gauge transformation to the Lax pair of the KR equations and, after rescaling the
Lax pair, we derive the weak Lax pair for the KR equations. The compatibility of this Lax pair leads to the KR equations.
In Section 4 we carry out the same procedure as for the two-dimensional sine-Gordon equation and obtain a new result
for the mNVN equations. In Section 5 we also show that the KR and mNVN equations in the bilinear form reduce to the
identity of Pfaﬃans.
E-mail address: drmetintr@yahoo.co.uk.0022-247X/$ – see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2009.07.060
M. Ünal / J. Math. Anal. Appl. 362 (2010) 224–230 2252. Properties of Pfaﬃans
Roughly speaking, a Pfaﬃan is the square root of the determinant of a skew-symmetric matrix. Let
A = (aij)
be an n × n skew-symmetric matrix (i.e. aij = −a ji and consequently aii = 0 for i, j = 1,2, . . . ,n). It is known that if n is
odd, then det(A) is zero, but if n is even det(A) is a perfect square of a polynomial in the entries aij , called the Pfaﬃan of A
and denoted by Pf(A). To be precise, for even n
Pf(A) =
∑
σ
(σ )aσ (1),σ (2) · · ·aσ (n−1),σ (n),
where σ runs over the permutations of {1, . . . ,n} such that
σ(1) < σ(2),σ (3) < σ(4), . . . , σ (n − 1) < σ(n),
σ (1) < σ(3) < · · · < σ(n − 1),
and (σ ) (= ±1) is the parity of this permutation.
A classical notation for the Pfaﬃan of A [1] is
Pf(A) = (1,2, . . . ,n),
where (i, j) = aij . One expansion rule for Pfaﬃans is given by
(1,2, . . . ,n) =
n∑
i=2
(−1)i(1, i)(2,3, . . . , iˆ, . . . ,n),
where ˆ indicates that the index underneath should be deleted. For example for n = 4 we can write the Pfaﬃan represen-
tation as
(1,2,3,4) = (1,2)(3,4) − (1,3)(2,4) + (1,4)(2,3).
2.1. Identities of Pfaﬃans
Identities of Pfaﬃans correspond to the Jacobi identity of determinants. The Jacobi identity is given as follows: for an
N × N matrix A, we write Ai,..., jk,...,l for the minor obtained by omitting the ith, . . . , jth rows and the kth, . . . , lth columns, in
this notation the Jacobi identity is
|A|Ai, jk,l =
∣∣∣∣∣
Aik A
j
k
Ail A
j
l
∣∣∣∣∣ .
Let m and n be positive integers. For the even case (even number of ai) we have the following Pfaﬃan identity
(a1,a2, . . . ,a2m,1,2, . . . ,2n)(1,2, . . . ,2n)
=
2m∑
s=2
(−1)s(a1,as,1,2, . . . ,2n)(a2,a3, . . . , aˆs, . . . ,a2m,1,2, . . . ,2n), (1)
and for the odd case (odd number of ai)
(a1,a2, . . . ,a2m−1,1,2, . . . ,2n − 1)(1,2, . . . ,2n)
=
2m−1∑
s=1
(−1)s−1(as,1,2, . . . ,2n − 1)(a1,a2, . . . , aˆs, . . . ,a2m−1,1,2, . . . ,2n), (2)
where ai are just extra indices in the same way that the a,b, cT ,dT are extra columns and rows. (See [2] for the proof of
the identities (1), (2).)
For example from (1) and (2), for m = 2, we have the following Pfaﬃan identities
(a1,a2,a3,a4,1,2, . . . ,2n)(1,2, . . . ,2n) = (a1,a2,1,2, . . . ,2n)(a3,a4,1,2, . . . ,2n)
− (a1,a3,1,2, . . . ,2n)(a2,a4,1,2, . . . ,2n)
+ (a1,a4,1,2, . . . ,2n)(a2,a3,1,2, . . . ,2n)
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(a1,a2,a3,1,2, . . . ,2n − 1)(1,2, . . . ,2n) = (a1,1,2, . . . ,2n − 1)(a2,a3,1,2, . . . ,2n)
− (a2,1,2, . . . ,2n − 1)(a1,a3,1,2, . . . ,2n)
+ (a3,1,2, . . . ,2n − 1)(a1,a2,1,2, . . . ,2n).
2.2. Differentiation of Pfaﬃans
In this section we will show how the derivatives of Pfaﬃans may be represented by the sum of Pfaﬃans. Suppose that
(i, j)x = g(θi) f (θ j) − f (θi)g(θ j),
where f , g are differential operators, then by deﬁning indices f and g such that ( f , i) = f (θi), (g, i) = g(θi) and ( f , g) = 0,
we have
(i, j)x = ( f , g, i, j) =
| ( f , g) ( f , i) ( f , j)
(g, i) (g, j)
(i, j)
∣∣∣∣∣∣=
|0 f (θi) f (θ j)
g(θi) g(θ j)
(i, j)
∣∣∣∣∣∣= g(θi) f (θ j) − f (θi)g(θ j).
In general, it can be shown that [2]
∂
∂x
(1,2, . . . ,2n) = ( f , g,1,2, . . . ,2n).
Higher order derivatives of Pfaﬃans can be calculated in a similar way.
3. The two-dimensional sine-Gordon equation
The system of Konopelchenko and Rogers [3] arises as the compatibility conditions for the triad of operators
L1 = ∂X + S∂Y ,
L2 = ∂t∂Y − V ∂Y − WY ,
L3 = ∂t∂X − V ∂X − WX ,
where ∂z = ∂∂z is a derivative with respect to the indicated variable and
S =
(
cos θ sin θ
sin θ − cos θ
)
,
V = 1
2
(
0 −θt
θt 0
)
,
WY = − 1
2 sin θ
(
φX − cos θφY φ˜Y sin θ
−φY sin θ −(φ˜X + cos θφ˜Y )
)
,
WX = − 1
2 sin θ
(
φY − cos θφX φ˜X sin θ
−φX sin θ −(φ˜Y + cos θφ˜X )
)
, (3)
in which θt = φ + φ˜.
Next we will transform the Lax pair of the 2-dimensional sine-Gordon (sG) equation into a new Lax pair which is gauge
equivalent to a pair of operators. The Lax pair of the 2-dimensional sine-Gordon or Konopelchenko–Rogers (KR) equations is
L := g−1L1g = ∂X − J∂Y + Q ,
M := g−1(L2 − J L3)g = ∂t∂Y + S∂t∂X + 1
2
(θY A + ∂X S A)∂t + 1
2
(θtθY + θYt A + θXt S A) + W˜1 + W˜2,
where g is the gauge and
J =
(−1 0
0 1
)
(4)
is the reﬂection matrix,
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2
(
0 θX + θY
θY − θX 0
)
,
A =
(
0 1
−1 0
)
,
W˜1 = θXt
4cos θ2
(
sin 3θ2 − cos 3θ2
− cos 3θ2 − sin 3θ2
)
,
W˜2 = 1
4
(
(ρX + θYt − ρY ) tan θ2 (ρX − θYt + ρY )
(−ρX + θYt + ρY ) (ρX + θYt + ρY ) tan θ2
)
, (5)
in which ρ = φ − φ˜. The matrix S = Sθ can be written in the following form
Sθ = −Rθ J = − J R−θ ,
where
Rθ =
(
cos θ − sin θ
sin θ cos θ
)
(6)
is the rotation matrix and J is the reﬂection matrix given in (4). The gauge is chosen to be a ‘half-rotation and reﬂection’,
thus g := Sθ/2, for which g2 = I . Next we rotate axes (X, Y ) → (x, y) so that ∂x = ∂X + ∂Y , ∂y = ∂X − ∂Y and in order to
simplify the notation, and free θ for more conventional usage, we rescale θ → 2u and Θ → vt , where
Θx = −ρy + θyt cos θ
2 sin θ
, Θy = ρx − θxt cos θ
2 sin θ
.
In these variables the Lax pair is
L =
(
∂x ux
−uy ∂y
)
, (7)
M =
(
∂y∂t + v yt uy∂t
−ux∂t ∂x∂t + vxt
)
. (8)
Let
Φ =
(
φ1
φ2
)
(9)
be a common solution of LΦ = MΦ = 0 for L and M given by (7) and (8) respectively. If we write LΦ = 0 and MΦ = 0 in
component form we get the linear equations for the KR equations
φ1x + uxφ2 = 0, (10)
φ2y − uyφ1 = 0, (11)
φ1yt + v ytφ1 + uyφ2t = 0, (12)
φ2xt + vxtφ2 − uxφ1t = 0. (13)
After eliminating the operators and using the linear equations (10)–(13) in the commutator for (7) and (8), we get
[L,M] = LM − ML =
( [L,M]1,1 [L,M]1,2
[L,M]2,1 [L,M]2,2
)
,
where
[L,M]1,1 = vxyt − uyuxt − uxuyt,
[L,M]1,2 = −uxv yt − uxyt − uyvxt,
[L,M]2,1 = uyvxt + uxyt + uxv yt,
[L,M]2,2 = vxyt − uxuyt − uyuxt .
Solving these equations for the compatibility condition [L,M] = 0, we get the KR equations
uxyt + uxv yt + uyvxt = 0, (14)
vxy − uxuy = 0. (15)
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It is known that a Lax pair that gives Pfaﬃan solutions of nonlinear equations satisﬁes the following equation [6]
∂X L + L†∂X = 0, (16)
where L is one of the Lax pair and L† is the adjoint of L. As shown below this is satisﬁed by L1 for the KR equations. We
wish to study similar Lax pairs which obey this constraint.
We take the following Lax pair
L˜ = ∂Y + S∂X ,
M˜ = ∂t +
(
E∂2X + ∂2X F + T ∂X + ∂X H + B
)
∂X ,
where S is given in (3) and E , F , T , H , B are arbitrary 2× 2 matrices, which we will ﬁnd out later. The adjoint pair is
L˜† = −∂Y − ∂X ST ,
M˜† = −∂t − ∂X
(
∂2X E
T + F T ∂2X − ∂X T T − HT ∂X + BT
)
.
Next we substitute these into the left-hand side of (16). We get F = ET , H = −T T and B = BT . The compatibility condition
for this Lax pair [L˜, M˜] = 0 gives E = S and T = −T T . Hence we can write the Lax pair (strong) [6] for the mNVN equations
in the following form:
L˜ = ∂Y + S∂X , (17)
M˜ = ∂t +
(
S∂2X + ∂2X S + T ∂X + ∂X T + B
)
∂X , (18)
where S is given in (3), T = wA is a skew-symmetric matrix in which A is given by (5), and B is a symmetric real matrix.
To ﬁnd the entries of the matrices T and B , we make use of the compatibility condition of the Lax pair. Before looking at
this in more detail we determine the properties and the necessary derivatives of the matrices S and A.
In order that the compatibility condition [L˜, M˜] = 0 is satisﬁed, the coeﬃcients of the operators ∂X , ∂2X , ∂3X must vanish.
The coeﬃcient of ∂3X vanishes if
SY − S S X − S X S + ST − T S = S A(θY + 2w) = 0.
Hence w = − 12 θY and T = − 12 θY A. From the coeﬃcient of ∂2X , we get
(2θX X + θY Y )A = SB − BS (19)
and, from the coeﬃcient of ∂X , we get
(θX XY − 2θt)S A − 3θXθXY S + 2BY + 2SB X − 2θX BS A = (θXY Y + 2θX X X )A. (20)
Using (19) and (20), B can be in the following form
B =
(
θX X + 1
2
θY Y
)
S A +
(
ψX + 1
4
θ2X +
1
4
θ2Y
)
S + (θXθY − ψY )I, (21)
where ψ and θ have the following relation
ψX X − ψY Y = 3
4
(
θ2X − θ2Y
)
X . (22)
5. The KR and mNVN equations: The Pfaﬃan technique
In this section we will prove that Pfaﬃans satisfy the KR and mNVN equations.
The bilinear form of KR equations can be written in the following way
u = u0 + i ln(G/F ), v = v0 + ln(GF ), (23)
where G and F are complex conjugates of one another. Introducing this change into (15) we get
v0xy − u0xu0y + (F G)−1
[
DxD y − i(u0xD y + u0yDx)
]
G · F = 0. (24)
We suppose that (u0, v0) is itself a solution of (14), (15) and so from (24) we ﬁnd the bilinear equation[
DxD y − i(u0xD y + u0yDx)
]
G · F = 0. (25)
M. Ünal / J. Math. Anal. Appl. 362 (2010) 224–230 229Now considering (14) in a similar way we get
u0xyt + u0xv0yt + u0y v0xt + (F G)−1
[
i(DxD yDt + v0xt D y + v0yt Dx) + u0xD yDt + u0yDxDt
]
G · F
+ (F G)−2(−iDtG · F )
[
DxD y − i(u0xD y + u0yDx)
]
G · F = 0.
Since we suppose that (u0, v0) satisﬁes (14), and using (25), we get a second bilinear equation[
DxD yDt + v0xt D y + v0yt Dx − i(u0xD yDt + u0yDxDt)
]
G · F = 0. (26)
The pair (25), (26) is the Hirota form of (14), (15). Particularly, if we take u0 = 0, v0xt = λ and v0yt = μ, then the Hirota
form (25), (26) simpliﬁes to become
(DxD yDt + λDy + μDx)G · F = 0,
DxD yG · F = 0.
We introduce Pfaﬃans denoted by (1,2, . . . ,2n) which represent the functions G and F in the following form
G = (1,2, . . . ,2n) (27)
and
F = (1,2, . . . ,2n)∗ (28)
whose elements are given by the skew-product
S[θi, θ j] =
(x,y)∫
(x0,y0)
Wx[θi, θ j]dx− Wy[θi, θ j]dy +
(
θ∗i (θ j)t − (θi)tθ∗j
)
dt, (29)
where ∗ denotes the complex conjugate, for X = x or y or t , WX [a,b] = abX − aXb and
θk = φ1k + iφ2k
in which, for k = 1, . . . ,2n, φ1k and φ2k satisfy Eqs. (10)–(13). The integral in (29) is written so that it is exact, thus
Wxy[θi, θ j] = −Wyx[θi, θ j], Wxt[θi, θ j] =
(
θ∗i (θ j)t − (θi)tθ∗j
)
x,
Wyt[θi, θ j] = −
(
θ∗i (θ j)t − (θi)tθ∗j
)
y .
Therefore, we may ﬁnd the t dependent element in (29) by using these equalities with the linear equations given in
(10)–(13). The (i, j)th element of Pfaﬃans in (27), (28) is (i, j) = S[θi, θ j] and (I i, j) = φij , (I i, I j) = 0. Thus the (i, j)th
element can be written in the following form
(i, j) =
∫ (
Wx
[
φ1i , φ
1
j
]− Wx[φ2i , φ2j ])dx− (Wy[φ1i , φ1j ]− Wy[φ2i , φ2j ])dy + (Wt[φ1i , φ1j ]+ Wt[φ2i , φ2j ])dt
+ i((Wx[φ1i , φ2j ]+ Wx[φ2i , φ1j ])dx− (Wy[φ1i , φ2j ]+ Wy[φ2i , φ1j ])dy + (φ1i φ2j − φ2i φ1j )t dt).
In order to prove Eqs. (14), (15) we exploit the identities of Pfaﬃans which correspond to the Jacobi identity of deter-
minants, and show that the derivatives of the Pfaﬃans are represented by the sum of the Pfaﬃans. From (1) and (2), for
m = 2, we have the following Pfaﬃan identities
(a1,a2,a3,a4,b1,b2, . . . ,b2m)(b1,b2, . . . ,b2m) = (a1,a2,b1,b2, . . . ,b2m)(a3,a4,b1,b2, . . . ,b2m)
− (a1,a3,b1,b2, . . . ,b2m)(a2,a4,b1,b2, . . . ,b2m)
+ (a1,a4,b1,b2, . . . ,b2m)(a2,a3,b1,b2, . . . ,b2m) (30)
and
(a1,a2,a3,b1,b2, . . . ,b2m−1)(b1,b2, . . . ,b2m) = (a1,b1,b2, . . . ,b2m−1)(a2,a3,b1,b2, . . . ,b2m)
− (a2,b1,b2, . . . ,b2m−1)(a1,a3,b1,b2, . . . ,b2m)
+ (a3,b1,b2, . . . ,b2m−1)(a1,a2,b1,b2, . . . ,b2m). (31)
With these properties we can also prove that the KR and mNVN equations reduce to the identity of Pfaﬃans. To write the
derivatives of the Pfaﬃans one can introduce the symbol ∂ jZ such that (∂
j
Z , i) = φ ji Z where Z = x, y, t, xy, xt, yt, xyt , etc., and
(∂ iZ , ∂
j
Z ) = 0. After substituting these results into the left-hand side of (25), which vanishes by virtue of the Pfaﬃan identity
of the form (30). Similarly substituting these derivatives into the left-hand side of (26), vanishes by virtue of two Pfaﬃan
identities of the form (31).
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In this paper, we have elucidated the role of Pfaﬃans in determining new solutions to KR and mNVN equations. We
have presented Pfaﬃan solutions to the bilinear KR and mNVN equations by using the Pfaﬃan technique [2]. In addition,
we have obtained a new Lax pair for the mNVN equations. The Pfaﬃan technique can be applied to various integrable
nonlinear evolution equations.
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