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Capítulo 1
Introducción y antecedentes

1.1. Introducción 3
1.1 Introducción
El análisis estadístico de datos de vida ha experimentado un gran desarrollo 
en los últimos años, constituyendo materia de estudio de multitud de inves­
tigadores de diversas áreas de conocimiento relacionadas con: las ciencias 
de la salud (Gilks et al., 1993; Gómez y Lagakos, 1994; Tsai et al., 1994), 
las ciencias biológicas (Van der Laan et al., 1997; Pradel et al., 1997; Yue 
y Chan, 1997), la ingeniería (Meeker y LuValle, 1995; Lindsey, 1997; Hu 
et al., 1998) y las ciencias económicas y sociales, (Follmann et al., 1990; 
Jaggia y Thosar, 1995; Beenstock, 1996), entre otras.
Las peculiares características de este tipo de datos hacen que su trata­
miento estadístico sea también particular. Es habitual en el análisis de 
datos de vida encontrar que algunos de ellos corresponden a tiempos de 
supervivencia censurados (ver apéndice A), esto es, para estos datos tan 
sólo se conoce que el verdadero tiempo de supervivencia es mayor (o menor, 
según el tipo de censura) que el observado. Ello complica notablemente 
el estudio independientemente del tipo de análisis que se lleve a cabo. Tal 
complicación se acentúa cuando se quiere realizar un análisis bayesiano bajo 
un modelo paramétrico o semiparamétrico.
En este trabajo se propone un modelo semiparamétrico para el análisis 
bayesiano de datos de vida con covariables. La idea principal es modelizar 
los mismos mediante la función de azar (ver apéndice A), considerando ésta 
como la suma de una parte no paramétrica y otra paramétrica. De este 
modo se obtiene una considerable riqueza en la forma funcional del azar 
que permite contemplar un amplio registro de situaciones de superviven­
cia. Además, con el modelo propuesto cabe la incorporación de covariables 
dentro de la parte paramétrica, lo cual suele ser fundamental en el análisis 
de supervivencia. La metodología que aquí se desarrolla para el tratamien-
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to bayesiano de este tipo de datos está basada en las llamadas técnicas de 
Monte Cario en cadenas de Markov (MCMC). De profusa utilización en 
los últimos tiempos, estas técnicas han devenido en imprescindibles para el 
análisis de modelos realmente complejos.
La presente memoria está estructurada en cuatro capítulos y tres apén­
dices. En un primer capítulo introductorio se presentan las soluciones no 
paramétricas al problema de estimación en supervivencia más frecuentes en 
la literatura. Se presenta un modelo Gamma para el análisis bayesiano de 
datos de vida con covariables y se realiza una breve revisión de los métodos 
MCMC utilizados para llevar a cabo los estudios. En el segundo capítulo 
se propone un modelo semiparamétrico para la función de azar, en el que 
ésta es la suma de una componente paramétrica, relativa a una distribución 
conocida, y otra componente no paramétrica o libre de distribución. Se 
demuestran algunas de sus propiedades teóricas más interesantes y se ob­
tienen las distribuciones condicionales completas necesarias paja el estudio, 
mediante técnicas MCMC, de la distribución final y de las distribuciones 
predictivas. En el tercer capítulo se muestra cómo resolver los problemas 
técnicos que pueden aparecer en la implementación de los resultados teóricos 
del capítulo anterior y, utilizando la herramienta informática así desarro­
llada, se analizan varios bancos de datos simulados y reales. En el cuarto 
y último se reflexiona sobre las conclusiones obtenidas y se comentan las 
futuras líneas de investigación a desarrollar como continuación de este tra­
bajo. Por último se recogen tres apéndices: en el apéndice A se dan las 
definiciones más importantes relativas a los datos de vida, así como algunas 
propiedades. En el apéndice B se proporcionan algunas definiciones y resul­
tados1 relativos1 a procesos éstócásticós y cadenasI dé Markov qué Se utiiizán/ 
a lo largo del trabajo. En el apéndice C se detallan los bancos de datos 
reales utilizados en la presente memoria.
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1.2 Soluciones no paramétricas
Una de las primeras soluciones al problema de estimación no paramétrica 
de la función de supervivencia (ver apéndice A) es el llamado estimador 
límite-producto o de Kaplan-Meier (Kaplan y Meier, 1958), debido a los 
autores que primero comentaron sus propiedades.
Basado en la función de supervivencia empírica, tiene una sencilla e 
intuitiva interpretación, si bien las necesidades existentes de incorporar co­
variables o realizar el análisis desde la perspectiva bayesiana, hacen que sus 
limitaciones, en ese sentido, sean grandes.
Incluido habitualmente dentro del capítulo de soluciones no paramétricas 
o semiparamétricas, se encuentra el llamado modelo de azares proporcionales 
de Cox, que es el más utilizado para modelizar datos de vida con covariables.
1.2.1 El modelo de Cox
Cox (1972) propuso un modelo de regresión de azares proporcionales para 
el tratamiento de tiempos de supervivencia con covariables, en el que la 
función de azar de cada individuo es de la forma:
h(t) = h0(t) exp((3x), (1.1)
donde x es el vector de variables explicativas del individuo, /3 es el vector
paramétrico y ho(t) es una función arbitraria llamada función de azar base, 
función de azar para un individuo con x =  0.
En un posterior trabajo, Cox (1975) proporciona estimadores de los
parámetros (3 basándose en una función de verosimilitud parcial, como al-
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ternativa a los estimadores máximo verosímiles obtenidos con anterioridad 
para la verosimilitud marginal.
Este modelo de azares proporcionales de Cox ha sido comúnmente uti­
lizado para el análisis de datos de vida con variables explicativas, debido 
en parte a su sencillez y a que resulta apropiado para muchos estudios de 
supervivencia. Ligeras variaciones del mismo (como utilizar una función po­
sitiva distinta a la exponencial para ligar covariables y parámetros en (1.1)) 
han sido desarrolladas por diferentes autores para potenciar la aplicabilidad 
del modelo. Sin embargo, las soluciones propuestas por Cox (1972, 1975) 
al problema de estimación de los parámetros (3 son también las utilizadas 
por la mayoría de los investigadores (Whitehead, 1980; Quantin et al., 1996; 
Wang et al., 1997).
Es calificado en la literatura como modelo semiparamétrico pues si bien 
no asume niguna distribución para el azar base, sí que modeliza la rela­
ción entre las covariables y la función de azar vía la función exponencial, 
asumiendo proporcionalidad entre las funciones de azar de dos individuos 
cualesquiera. Es precisamente esta circunstancia la que restringe, en cierto 
modo, su utilización.
Existen en la literatura gran cantidad de referencias al modelo de azares 
proporcionales de Cox, sin embargo, tan sólo una pequeña parte de ellas 
afronta el problema de estimación desde una perspectiva bayesiana. Dejan­
do de lado otras razones, resulta evidente que la complejidad inherente al 
tratamiento bayesiano, sobre todo en las evaluaciones de complicadas inte­
grales, motiva a realizar jin, análisi^ cjásjcq dpi prqb^eiqa-i E,n puplquipr pa^o,  ^
los grandes avances tecnológicos en materia de computación y el gran desa­
rrollo alcanzado por los métodos MCMC permite, cuando menos, abordar 
y en muchas ocasiones resolver este tipo de problema.
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El tratamiento bayesiano del modelo de Cox pasa por considerar a los 
parámetros (3, e incluso al azar base ho(t), como cantidades aleatorias. En 
una ligera modificación del modelo, algunos autores consideran también 
aleatoria la función que relaciona las covariables con la función de azar. 
Trabajos como los de Hjort (1990), Dellaportas y Smith (1993), Mallick y 
Gelfand (1994) y Gelfand y Mallick (1995) son excelentes referencias de la 
investigación en este sentido.
1.2.2 Otras soluciones
Numerosas han sido las aportaciones de diversos autores al problema de 
estimación no paramétrica de la función de supervivencia. Sin pretender 
realizar en este apartado una completa revisión de las mismas, sí que se 
comentan las más citadas en la literatura y se revisan más detalladamente 
las soluciones bayesianas semiparamétricas para el análisis de datos de vida 
con covariables.
En los estudios de supervivencia es habitual presentar los modelos me­
diante la función de azar. La intuitiva y sencilla interpretación de dicha 
función es la causa principal de tal proceder (Cox y Oakes, 1984). Casi 
inmediatamente después de la aparición del modelo de Cox, diversos au­
tores desarrollaron métodos alternativos de regresión para la incorporación 
de covariables al análisis de supervivencia. Muchas de estas técnicas están 
basadas en el modelo lineal y sus desarrollos, desde un punto de vista no 
bayesiano, pueden consultarse, por ejemplo, en Miller (1976), Buckley y 
James (1979) y Koul et al. (1981). Miller y Halpern (1982) proporcionan 
una buena revisión de estos métodos y efectúan una comparación entre los 
mismos.
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Debido a su importancia y profusa utilización en diferentes áreas de 
conocimiento, cabe mencionar expresamente el modelo de tiempos de fallo 
acelerados, un caso particular de regresión lineal que modeliza el logarit­
mo de los tiempos de vida, de modo que las covariables tienen un efecto 
multiplicativo en dichos tiempos. Modelización muy utilizada en ingeniería, 
recibe este nombre pues en este área es habitual acelerar el tiempo de fallo 
en ciertos estudios para obtener porcentajes de datos censurados razona­
bles. El análisis de supervivencia en este área de conocimiento recibe el 
nombre de fiabilidad y una excelente referencia como manual de análisis de 
fiabilidad es Barlow y Proschan (1996). Martz y Waller (1982) fueron los 
primeros autores en tratar este tipo de datos bajo un contexto bayesiano.
Su libro permanece como un clásico en la materia.
En los últimos tiempos han merecido especial interés por parte de mu­
chos investigadores los modelos semiparamétricos para el análisis bayesiano 
de datos de vida con covariables. En ellos, suele modelizarse la función de 
azar, o la función de azar acumulado (ver apéndice A), según una parte no 
paramétrica y otra paramétrica. Bajo la perspectiva bayesiana, se asume 
que la parte no paramétrica es la realización de un proceso estocástico y se 
considera una distribución inicial, con posibles hiperparámetros desconoci­
dos, para la parte paramétrica.
El principal atractivo de estos modelos es su notable capacidad de ade­
cuación a complejas situaciones de supervivencia. A continuación, se efec­
túa una breve revisión de los modelos semiparamétricos desarrollados para 
el tratamiento de diversos tipos de datos, desde un punto de vista clásico 
y después ;se comenta la ¡metqdqlogía bayesiana semiparamétrica con mayor/ ¡ 
detalle.
Los ya comentados modelos de regresión de Cox y de regresión lineal
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son los modelos semiparamétricos comúnmente utilizados para la inclusión 
de covariables en el análisis de supervivencia univariante. Ver, por ejemplo, 
Cox y Oakes (1984) para una consulta más detallada de los métodos no 
bayesianos más utilizados en el análisis de este tipo de datos. En el análi­
sis de datos de vida multivariantes, el modelo mayoritariamente utilizado 
es el llamado modelo de fragilidad (Vaupel et al., 1979). En Andersen et 
al. (1993) y en Oakes (1989, 1994) se realizan excelentes revisiones de los 
métodos frecuentistas empleados en el estudio de estos datos, utilizando el 
modelo de fragilidad. Como alternativa, Wei et al. (1989) modelizan el 
azar marginal de cada tiempo de supervivencia mediante el propio modelo 
de Cox. Cuando el segundo suceso que define el tiempo de supervivencia 
puede experimentarse más de una vez, hablamos de datos de vida de suce­
so múltiple. Oakes (1992) proporciona una completa revisión del análisis 
no bayesiano de estos tiempos utilizando modelos de fragilidad. Los datos 
de supervivencia doblemente censurados en un intervalo han adquirido un 
especial protagonismo en los últimos tiempos, paralelo a la evolución de 
los estudios del síndrome de inmunodeficiencia adquirida. Es habitual en 
datos provenientes de esta enfermedad que no se observe el primer suceso 
de definición del tiempo de supervivencia (seropositividad, por ejemplo) y 
sólo se tenga certeza de que ha tenido lugar dentro de un cierto intervalo 
temporal y que ocurra lo mismo para el segundo de los sucesos (desarro­
llo del virus, por ejemplo). Pueden consultarse en De Gruttola y Lagakos 
(1989) y Gómez y Lagakos (1994) algunos modelos no paramétricos para el 
análisis de este tipo de datos. Para su estudio incorporando covariables ver, 
por ejemplo, Kim et al. (1993).
Tal y como se comenta con anterioridad, bajo la perspectiva bayesiana y 
dentro de los modelos semiparamétricos, se ha de especificar un proceso ini­
cial para la parte no paramétrica. Si el tratamiento del problema se realiza 
con covariables, éstas pueden incorporarse dentro de la parte paramétrica.
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A continuación se detallan las modelizaciones bayesianas no paramétricas 
más discutidas en la literatura.
El análisis de supervivencia desde una perspectiva bayesiana también 
data de la década de los setenta. Ferguson (1973) fue pionero en proponer 
soluciones bayesianas al problema de estimación no paramétrica introdu­
ciendo procesos de Dirichlet. Verdaderamente, si la modelización se realiza 
vía la función de azar este tipo de procesos pierden bastante interpretabi- 
lidad. Los trabajos posteriores de Susarla y Van Ryzin (1976) y Ferguson 
y Phadia (1979) son obligadas referencias y suponen notables avances de 
la investigación en este sentido. Asimismo, Kalbfleisch (1978) y Burridge 
(1981) utilizan procesos iniciales Gamma para modelizar la función de azar 
acumulado, mientras que Hjort (1990) utiliza procesos Beta. Berliner y Hill 
(1988) propusieron una distribución predictiva no paramétrica como alter­
nativa al estimador límite-producto de Kaplan y Meier. Chen et al. (1985), 
en uno los primeros trabajos en el cálculo de distribuciones predictivas uti­
lizando covariables, realizaron un análisis bayesiano aplicado al estudio de 
la supervivencia en el cáncer de mama, utlizando una generalización del 
modelo de Berkson y Gage (1952). En el trabajo de Christensen y Johnson 
(1988) se obtienen predictivas para futuros individuos utilizando un proceso 
de Dirichlet inicial en el modelo de tiempos de fallo acelerados. Morales et 
al. (1991) también utilizan un proceso inicial Dirichlet en un modelo de 
azares proporcionales para la estimación no paramétrica de la función de 
supervivencia con datos censurados por la izquierda y por la derecha. Otra 
clase de procesos ampliamente utilizados en la modelización bayesiana no 
paramétrica son los llamados procesos correlados. Introducidos por Leo- 
áai-d (1Ó7&), trhbhjós pofeteriores comoloá dé GatnérníiaiÍL (1991) ylFáhjfmjéii/
(1994) han demostrado su potencial aplicación, sobre todo, en el análisis de 
supervivencia univariante con covariables dependientes del tiempo. Debi­
do a su importancia en el desarrollo del presente trabajo, comentamos con
1.2. Soluciones no paramétricas 11
mayor detalle alguna versión de este modelo.
Consideramos una partición del eje temporal en intervalos Ij =  (aj_1, o,-], 
j  =  1 , . . . ,  <7, de modo que 0 =  a0 < ai < a2 < • • • < a5_i < ag. Dada la 
función de azar escalonada h(t) =  Aj, para t G Ij, el proceso autocorrelado 
de primer orden para oíj =  log Aj es:
OLj-|-i Oíj “H Cj+lj j  !}■•■}$ f)
donde ej ~  N  (ej\Q,o2) , j  =  2 , . . . ,  g, independientes e independientes de 
los a j ;5 previos. Una interesante variación de este modelo consiste en con­
siderar:
Oijjf. 1 =  Oíj +  Sj +  ej
ój -^i áj ej , j  1, . . . ,  q 1,
con ej ~  N  (ej 10, a\) y e' ~  N  (e'j 10, a |)  mutuamente independientes. Al­
gunos autores han propuesto distribuciones paramétricas distintas de la log- 
Normal para Aj (Arjas y Gaisbarra, 1996, utilizan una distribución Gamma 
para Aj dados Ai,. . . ,  Aj_i, de modo que E  (Aj \ A1}. . . ,  Aj_i) =  Aj_i).
Finalmente, las mixturas aleatorias y finitas han sido recientemente uti­
lizadas por diferentes autores como procesos iniciales. Gelfand y Mallick
(1995) utilizan mixturas de densidades Beta y comentan la posible utiliza­
ción de otras. Mukhopadhyay y Sinha (1995) proponen mixturas aleatorias 
de densidades Gamma.
El trabajo de Sinha y Dey (1997) supone una excelente puesta al día de 
la metodología bayesiana semiparamétrica en el análisis de supervivencia. 
Estos autores realizan una completa revisión de los distintos procesos esto- 
cásticos iniciales empleados para la modelización de la parte no paramétrica 
y comentan las soluciones bayesianas más utilizadas para diversos tipos de 
datos de vida.
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Por su analogía con el planteamiento semiparamétrico de la función de 
azar que aquí se ha comentado, cabe citar el reciente trabajo de Kouassi y 
Singh (1997). En él se plantea modelizar la función de azar mediante un 
promedio ponderado de un azar no paramétrico y de un azar paramétri- 
co. Realizan un tratamiento no bayesiano del problema de estimación del 
parámetro de la ponderación y proponen un estimador que converge a sus 
valores extremos (0 o 1) cuando prevalece alguno de los modelos, paramétri­
co o no paramétrico.
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1.3 Modelo Gamma para incorporar covaria­
bles
En cualquier contexto de supervivencia, parece razonable pensar que las 
particulares características de cada individuo influyan en su tiempo de vida 
y que, por lo tanto, sea necesario incorporar covariables al estudio.
La forma habitual de incluir covariables en el análisis de datos de vida 
es utilizando modelos de regresión. Entre ellos, el modelo de regresión de 
Cox es sin duda el más popular, si bien es aplicable sólo en el contexto de 
azares proporcionales.
En este apartado presentamos un modelo jerárquico Gamma para el 
análisis bayesiano de datos de vida con covariables (Bermúdez y Beamonte, 
1995).
1.3.1 M odelo jerárquico Gamma
Este modelo supone una generalización de uno anterior (Beamonte y Ber­
múdez, 1993) para permitir la entrada de covariables en el estudio. De este 
modo, suponemos que el tiempo de vida de cada individuo sigue el siguiente 
modelo jerárquico:
t rsj Ga (11 a, (3)
( a , p y  ~  W2 ((loga ,log /?) '|£x ,tf).
Es decir, cada tiempo sigue una distribución Gamma de parámetros a  y 
i3. Estos parámetros son características propias de cada individuo y están 
relacionados con su vector de covariables, x, a través de un mecanismo
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aleatorio dependiente de ciertos hiperparámetros B  y H. B  es la matriz de 
coeficientes, H  la matriz de precisión de la distribución Normal bivariante 
y ambos son comunes a todos los individuos.
Beamonte y Bermúdez (1995) realizan un análisis bayesiano del modelo 
utilizando una distribución inicial Normal-Wishart para los hiperparámetros 
y el muestreo de Gibbs para la obtención de una muestra de la distribución 
final.
Concretamente, si disponemos de n datos de vida tales que { t \ , . . . , t r} 
son no censurados y {Tr+1, . . .  ,Tn} son progresivamente censurados por la 
derechh (ver apéndice A), entonces el vector paramétrico completo obje­
to del muestreo de Gibbs es el formado por los parámetros del modelo, 
(qíi, Pi , . . . ,  an, pn), los hiperparámetros, B  y H, y los tiempos no observa­
dos, {ír+i , . . . ,  tn}, correspondientes a los datos censurados.
Las distribuciones condicionales completas, necesarias para el muestreo 
de Gibbs, resultan:
• tiempo censurado no observado U, i =  r -1- 1, . . . ,  n.
¡  (ti | Ti, ai, Pi) oc Ga (U \ ai} Pi) si U > T¿, (1.2)
es decir, una distribución Gamma truncada.
• hiperparámetros B y H.
f  (B, H  | X, a u  A , . . . ,  an, pn) oc f (É , tí)'-
• /  (dfi, Pi, . . . ,  an, pn IX, B, H ) , (1.3)
donde X  es la matriz de covariables.
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Utilizando una distribución inicial Normal-Wishart para (B , H), la 
correspondiente final también pertenece a la familia Normal-Wishart 
(consúltese, por ejemplo, Broemeling, 1985, pp. 378-379).
• parámetro a¿, i =  1, . . . ,  n.
f  | th Pi,x.h B,H)<x (log | //,, o[2) , (1.4)
con p[ =  pi +  p (log/?¿ — p2) y — ¿7 > l°s momentos de la distri­
bución Normal condicionada obtenida a partir de la Normal bivariante 
de media fi =  (%) y matriz de precisión H  =  ( ) =  E ”1, donde
E =  ( £ % )  y m  = p w i -
• parámetro pi, i =  1 , . . . ,  n.
f  (Pi\ti,ai,-x.h B ,H ) oc P? exp(-Piti)N  (log ft|/4 ,< ^2) , (1.5)
siendo pf2 = P2 +  P ^  (loga* — pi) y oJ22 = la media y varianza de 
la distribución Normal condicionada correspondiente.
La implementación del algoritmo de Gibbs no resulta demasiado com­
plicada, dado que se obtienen distribuciones analíticas en (1.2) y (1.3) y la 
simulación a partir de (1.4) y (1.5) puede realizarse mediante el método de 
aceptación-rechazo con funciones importantes log t-Student.
La posibilidad de realizar un análisis bayesiano del modelo utilizando 
técnicas MCMC, unido al hecho de que este modelo jerárquico Gamma 
incluya situaciones de supervivencia con azares no proporcionales, resalta 
su aplicabilidad práctica. En contrapartida, la función de azar Gamma es 
siempre monótona, no recogiendo azares con puntos extremos.
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1.3.2 Función de azar Gamma
Definición 1.3.1 La función de densidad Gamma con parámetros o¿ y (3, 
Ga(a,/3), es:
Proposición 1.3.2 La función de azar correspondiente a una distribución 
Ga (a, (3) coincide con la función de azar de una densidad Ga (a, 1) multi­
plicada por (3.
Demostración
Si consideramos la variable T ~  Ga (a, (3) y realizamos un cambio 
de variable T* = (3T, entonces:
f{t\o¿,(3) = Y ^ ta 1 exP(-/ft)> * > °> a >P> 0 .
De la definición anterior se deduce inmediatamente la forma funcional 
del azar Gamma:
Proposición 1.3.1 La función de azar Gamma con parámetros a y (3 es:
, t > 0, a, (3 > 0. (1.6)
ST* (O  =  P(T* > t*) = p ( ( 3 T  > (3t) = p ( T  >t) = ST(t),
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luego:
k r-(f)  = ^ 4 ^  = lh r ( t)  =  I h r  ( j j  ■P
Por lo tanto, el estudio de las propiedades funcionales de h (t | a, f$) po­
demos reducirlo al caso (3 =  1 y considerar la función de t y a:
h(t, a) = * eXíy  t > 0 , a  > 0 ,Jt sQ_1 exp(—s) as
de donde se tiene de forma inmediata la siguiente:
P roposición  1.3.3 h(t, a  =  1) =  1, Vi > 0.
Si a  1, se obtienen los siguientes resultados:
P roposición  1.3.4 Para un a fijo, h(t,a) tiene una asíntota vertical en 
t =  0 si a < 1 y lim^o h(t, a) = 0 si a  > 1 .
Demostración
Resulta inmediata pues:
lim hit, a) t->o v '
ta 1 exp(—t)= lim lim ta—1t—► o Jt°° 3a —1 exp(—s) ds r(a)
oo si a < 1 
0 si a > 1.
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Proposición 1.3.5 Para un a fijo, h(t, a) tiene una asíntota horizontal en 
uno.
Demostración
Integrando por partes, se tiene que:
/ oo roosa exp(—5) ds = ta exp(—t) + a J  sa_1 exp(—s) 
Esto es,
ds.
ah (í,a  + 1) = 1 + j  h (t,a). (1.7)
Por lo tanto, lim^oo h(t, a + 1) = 1 si lim^oo h(t, a) = 1 y de­
mostrando esto último Va < 1, un simple argumento de inducción 
permitirá extrapolar dicha propiedad V a6 l + ,
Supongamos, pues, que a  < 1.
roo roo
/ sQ_1 exp(—s) ds<  ta_1 exp(—3) ds = tQ-1 exp(—t),
J t  J t
luego,
h(t, a) > 1 Vt > 0. ( 1.8)
J  sa 1 exp(—s) ds = j  ta 1 exp |— s + (a — 1) log 
> ta_1 exp | - s  + (a -  1) ^  — l^J ds 
= í“ _1 exp(l — a) exp [—s ( l  + ) ]
ds
= ta 1 exp(l -  a ) 1 , 1-a exp
1 +  t H ^ ) \
-- , , V -g *" l exp(-t), 
1 "t" t
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por lo que,
h(t, a) < 1 + i —2  Vi > 0. (1.9)
De (1.8) y (1.9) obtenemos que lim^oo/i(í, a) =  1. I
Proposición 1.3.6 Considerada h(t,o¿) como función de t, para un a  fijo 
es monótona decreciente si a  <  1 y monótona creciente si a  >  1.
Demostración
Haciendo el cambio de variable u = s/t se tiene que:
/oo tu a~l exp (—tu) du, 
y derivando respecto a t y utilizando (1.7):
^  di* =  exP ^  [ y  t ua~l exp(-tu) du +
/ oo [tía_1 exp {—tu) —tu a exp(—tu)] du 
 ^ ^-h~l (t, a) — h~l (t,a  + 1)t
[t + 1 — a — th(t, a)]. (1.10)th(t, a)
Si ex. < 1, por (1.9) se cumple que t + 1 — a — th(t,o¿) > 0, Vi > 0 
y, por consiguiente, también es positiva la derivada anterior y h(t, a) 
es monótona decreciente Vi > 0.
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Si ot > 1:
/OO roosa~ l exp(—s) ds = / ta~ l exp
oo
ta~ 1 exp 
— ta~l exp(—t)
-s +  (a — 1) log -  t - ds
- s + ( a -  1) -  1 c/s
¿ +  1 — Oí
si t > a — 1,
por lo tanto 1 < h{t, a ) +^1* ^  si t > a — 1, o lo que es lo mismo 
t + 1 — a — th (t , a) < 0 si í > a  — 1.
Si t < a  — 1 entonces t +  l -  a -  th(t, a) <  —th(t , a) < 0, con lo 
que por la igualdad (1.10) se tiene que dh J¿’a  ^ <  0,Vt > 0 y h(t, a) 
es monótona creciente Vt > 0.
En la figura 1.1 puede observarse la forma funcional del azar Gam m a 
para  ¡3 = 1 y distintos valores del parám etro a.
2.0
cx=1/2
a=1a
1.0
«=3/2
a=2
0.5  -
a=4
0.0
0 4 8 1612
t
Figura 1.1: Función de azar Gamma.
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1.4 Métodos MCMC
Desde el trabajo de Gelfand y Smith (1990) se ha producido un incremento 
espectacular en la utilización de los métodos bayesianos, pues los méto­
dos MCMC permiten el análisis de modelos complejos y no son difíciles de 
aplicar. De este modo, ha sido posible utilizar modelos más realistas en 
todas las áreas de la estadística aplicada. Esto ha sido así también en el 
análisis bayesiano de datos de vida con covariables, donde ya es habitual 
la utilización de métodos MCMC para estimar alguna característica de la 
distribución de interés (ver, por ejemplo, Gilks et al., 1993; Best et al., 1996; 
Chib y Greenberg, 1996).
1.4.1 Preliminares
En cuanto se complican un poco los modelos estocásticos utilizados en el 
análisis de datos, buscando modelos más realistas, suele ocurrir que el cono­
cimiento acerca de la distribución final se limite a su forma funcional hasta 
una constante de proporcionalidad nada sencilla de calcular. Los métodos 
MCMC constituyen, en este caso, no sólo la solución comúnmente empleada 
sino en muchas ocasiones la única, si bien estas técnicas también son per­
fectamente aplicables dentro de un contexto frecuentista en el caso de que 
la distribución a analizar presente cierto grado de dificultad.
La idea subyacente en la aplicación de los métodos MCMC es la obten­
ción de una muestra de una determinada función de densidad de probabi­
lidades p (9 \y ), dada la dificultad o imposibilidad que conlleva el estudio 
analítico de la misma. Supóngase que estando interesado en la densidad 
p{0\y), y reconociendo la dificultad inherente al análisis basado en la mis­
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ma, uno puede aproximarla, con un alto grado de precisión, mediante una 
muestra obtenida a partir de p (9 \ y). En este caso, el problema deja de ser 
la propia densidad y pasa a ser cómo y de qué forma obtener una muestra de 
p (91 y). En realidad, se trata de generalizar el método científico obteniendo 
conclusiones estadísticas a partir de la experimentación y de los resultados 
empíricos basados en datos obtenidos mediante simulación.
Para la obtención de una muestra proveniente de p(9\y) existen dos 
grandes tipos de métodos de simulación: los métodos de simulación estática 
y los métodos de simulación dinámica. La diferencia principal entre ellos 
es que los segundos utilizan algún tipo de iteración en cadenas de Markov 
y requieren convergencia en las mismas (ver apéndice B), mientras que los 
primeros llevan a cabo una simulación directa. En contrapartida, los méto­
dos de simulación estática son de difícil aplicación en problemas con muchos 
parámetros.
En la siguiente sección se realiza una revisión de los métodos de simula­
ción dinámica más empleados y en cualquier manual clásico de simulación 
(Knuth, 1981; Devroye, 1986; Ripley, 1987; por ejemplo) pueden consultar­
se algunos de los métodos directos más utilizados. Además de los métodos 
de la transformada inversa y cociente de uniformes, cabe citar expresamen­
te el método S.I.R. (Rubin, 1988; Smith y Gelfand, 1992) y el método de 
aceptación-rechazo (Geweke, 1989; Zellner y Rossi, 1984). Éste requiere la 
especificación de una función de densidad de probabilidades, llamada fun­
ción importante, similar a la densidad objetivo y fácilmente muestreable, 
además de una buena cota superior del cociente de ésta y la función impor­
tante. Cuando no es muy costoso el cumplimiento de estas dos premisas es 
realmente un método de simulación verdaderamente útil.
Una vez obtenida una muestra de la distribución de interés, p (0\y), de
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tamaño suficientemente grande, cualquier característica de la misma puede 
aproximarse utilizando la distribución empírica. Así por ejemplo, cualquier 
momento de la distribución p (91 y) puede estimarse por Monte Cario me­
diante el correspondiente momento muestra! y proporcionar, a su vez, el 
error de estimación.
1.4.2 M étodos de simulación dinámica
La mayor parte de los métodos de simulación dinámica son particularizacio- 
nes del propuesto por Hastings (1970). En su trabajo generaliza un método 
propuesto por un grupo de físicos en la década de los cincuenta (Metrópolis 
et al., 1953) que había pasado completamente desapercibido para la mayoría 
de los estadísticos. Básicamente, se trata de construir una cadena de Mar- 
kov irreducible cuya distribución estacionaria sea la distribución de interés. 
Después de realizadas un gran número de iteraciones en la misma y tras una 
fase inicial transitoria, la cadena obtenida es una muestra proveniente de la 
distribución objetivo (Gilks et al., 1996; Draper, 1997; Gamerman, 1997).
Algoritmo de Hastings
Está basado en un algoritmo de aceptación-rechazo con función impor­
tante, /  (9\9t), de modo que si en el instante t el estado de la cadena es 9t, 
la probabilidad de cambiar a un nuevo estado, 9t+1, en el instante t + 1 , es:
a(9t , 9t+1) =  min 'p ( 8 t+1 1 y ) f { Q t [ 0t+ i)  ,
. p ( 9 1 I y ) f ( 8 t + 1 I 8t ) ’ _ '
El esquema algorítmico es el siguiente:
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INICIALIZAR 0O; t i -  O 
REPETIR
generar 9* ~  f  (9 \ &t) , u ~  Z7n(0,1) 
si u < a (d t ,6 * )  entonces dt+i i -  0* 
si no 0t+i i -  6t 
t —y (t +1).
Hastings (1970) demostró que, en el caso discreto, partiendo de cual­
quier valor inicial 0O y casi con cualquier función importante f  (0\9t), la- 
cadena así construida es ergódica y, por tanto, tiene distribución estaciona­
ria (ver apéndice B) y la distribución estacionaria es precisamente p (9 \ y ) . 
La extensión a cadenas de Markov con espacio de estados continuo puede 
consultarse en Tierney (1994).
Algoritmo de M etrópolis
Casi dos décadas antes de la aparición del crucial trabajo de Hastings 
(1970), un grupo de físicos de Los Álamos (Nuevo Méjico) había propuesto 
un método de Monte Cario para el cálculo de las ecuaciones de estado en 
sistemas de esferas rígidas (Metrópolis et al., 1953). Como ya se ha comen­
tado con anterioridad, este método es una paxticularización del algoritmo de 
Hastings al considerar tan sólo funciones importantes simétricas en el sen­
tido de que /  (9* \ &t) — f  (Qt\Q*)- De este modo, el cociente cancela
en (1.11) y el algoritmo de Metrópolis queda como sigue:
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INICIALIZAR d0] t i -  O 
REPETIR
generar Q* ~  f  (O \ dt) simétrica, u ~ Un(0,1) 
si u < a(6t, d*) entonces dt+i i -  d* 
si no dt+1 i -  dt 
t —y (t 4- 1),
donde:
a(dt, 0*) =  min p{Q* I y) 
,p(0< I y )  ’
Algoritmo de G ibbs
El algoritmo die Gibbs (Geman y Geman, 1984; Gelfand y Smith, 1990; 
Casella y George,, 1992) es, sin duda, el método de simulación dinámica 
más utilizado en líos últimos tiempos. También resulta un caso particular 
del método de Haístings, en el que se obtienen muestras de las distribucio­
nes condicionales (completas componente a componente. Si consideramos el 
vector paramétricco 6 , la estrategia radica en descomponerlo en bloques y 
definir la función <de transición de probabilidades como el producto de las 
densidades condicnonales completas (la densidad condicional de cada blo­
que dados los datios y el resto de parámetros no incluidos en el bloque). 
El gran atractivo (de este método es que es habitual en inferencia bayesia­
na encontrar en miuchas aplicaciones distribuciones condicionales completas 
tratables (a partir- de las cuales no resulta complicado simular) de una dis- 
tibución objetivo iintratable. El esquema algorítmico de este método es el 
siguiente:
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INICIALIZAR
descomponer 9 = (0i,...,0*)
0 (o>; t < -0
REPETIR
generar ~ p (fli | y, ^ 0), . . . ,  0£O)) 
generar 0^  ~ p 0^2 1y,0^ ,  0¡O), . . . ,  0*O))
generar 0^  ~ p  ^ - i  |y,0^ \ . ..
generar 0 ^  ~  p (dk | y, 0 ^ , . . . ,  0 ^ )  
t —>• {t + 1).
Bajo condiciones muy generales, la sucesión ^ 0 ^ , . . . ,  0 ^ J  construida 
de este modo es una realización de una cadena de Markov con p (0 \ y) como 
distribución estacionaria (Chan, 1993; Roberts y Polson, 1994; Tierney, 
1994; Liu et al., 1995).
Algoritmo de Metrópolis dentro de Gibbs
Aunque este método es tan sólo un caso particular del algoritmo de 
Gibbs en cuanto a la forma de muestrear de las distribuciones condiciona­
les completas, es citado expresamente dada su posterior utilización en el 
presente trabajo. Muller (1991), propuso la utilización del método de Me­
trópolis para simular a partir de las condicionales completas, cuando no es
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posible un muestreo directo de las mismas. Es decir, se trata de utilizar 
una determinada función importante para el muestreo dentro de algunas 
etapas de actualización del algoritmo de Gibbs. Aunque, rigurosamente, es­
to supondría una iteración adicional dentro de dichas etapas hasta alcanzar 
convergencia en el método de Metrópolis, debe notarse que con una única 
iteración se reproduce dicho algoritmo con un esquema de visitas de una 
sola vez a cada componente (Gilks et al., 1995).
1.4.3 Problemas prácticos en la implementación de mé­
todos MCMC
Inherentes a la implementación de cualquier método MCMC (por ejemplo, 
el genérico método de Hastings), aparecen tres cuestiones de capital impor­
tancia: la elección del punto inicial, la elección de la función importante y 
cómo obtener la muestra final (número de iteraciones iniciales a desechar 
hasta la convergencia y qué iteraciones considerar) para aproximar p(0\y). 
Dada su relevancia en los resultados finalmente alcanzados, en esta sección 
se pretende realizar una somera revisión de las respuestas más habituales 
dadas en la literatura a estas cuestiones. Si se desea un tratamiento más 
profundo y genérico de todo lo relacionado con la implementación de méto­
dos MCMC pueden consultarse, por ejemplo, Smith y Roberts (1993), Gilks 
et al. (1996) y Roberts y Sahu (1997).
Elección del punto inicial 00
Una buena elección del punto inicial con el que comenzar las iteraciones 
en la cadena de Markov puede ser fundamental para que ésta alcance su 
distribución estacionaria rápidamente. La cadena debe mezclarse bien en el 
sentido de visitar frecuentemente cualquier región con alta densidad final.
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La idea es escoger un punto inicial cercano al centro de la distribución 
objetivo, por lo que, cuando sea posible, un buen valor inicial es la moda 
de la distribución final. En cualquier caso, si la elección del punto inicial es 
única cabe la posibilidad de no visitar regiones de alta densidad en distribu­
ciones multimodales. En efecto, partiendo de un punto inicial fijo podemos 
llegar a visitar la región de una de las modas de p (91 y), siendo difícil (en el 
sentido de muy costosa en número de iteraciones) la convergencia a las de­
más modas. Una solución a este problema fue proporcionada por Gelman y 
Rubin (1992a, 1992b) al sugerir el empleo de varias cadenas de Markov con 
valores iniciales muy dispersos. En sus trabajos proponen comparar carac­
terísticas de dichas cadenas, utilizando técnicas similares a las del ANOVA, 
para comprobar si todas ellas han convergido a la misma solución.
Como alternativa puede utilizarse el método propuesto por Geman y 
Geman (1984) para localizar todas las modas de la distribución que, aun­
que puede resultar muy lento en aplicaciones prácticas, tiene la atractiva 
característica de que resulta verdaderamente complicado encontrar un máxi­
mo local y permanecer en él. Geyer y Thompson (1995) desarrollaron otro 
método de búsqueda de posibles valores iniciales que daba lugar a que las 
cadenas se mezclaran rápidamente, permitiendo el análisis de problemas con 
muchos parámetros.
De todas formas, hay que resaltar que son atípicas las situaciones en 
las que la distribución final es multimodal. Generalmente, esto sólo ocurre 
cuando la distribución inicial es muy informativa contradiciendo la informa­
ción de los datos. Por lo tanto, lo aconsejable puede ser intentar detectar 
multimodalidad y, si no se halla, utilizar una única cadena. Con varias ca­
denas se pierde efectividad al tener que desechar unas iteraciones iniciales 
en cada una de ellas (Geyer, 1992).
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Elección de la función importante f  ( 0 \ 9 t )
Es precisamente por el propio desconocimiento que se tiene de la dis­
tribución objetivo que la elección de una adecuada función importante es, 
quizá, la cuestión más oscura y de difícil respuesta de las tres planteadas. 
Es conocido que generalmente la mayoría de los métodos MCMC garantizan 
convergencia a la distribución estacionaria en un número finito de iteracio­
nes, independientemente de la función importante elegida. No obstante, 
ésta puede ser extremadamente lenta para algunas elecciones arbitrarias 
haciendo inviable la aplicación del algoritmo.
Obviamente, buenas elecciones para /  (919t) son aquellas densidades si­
milares a p (91 y) que conduzcan a cadenas de Markov que se mezclen bien. 
Desgraciadamente, no existe una propuesta concreta que globalice su utili­
zación en distintas aplicaciones. A modo de indicación, y como estrategia 
genérica que suele proporcionar buenos resultados, cabe apuntar un par de 
ideas.
En primer lugar, resulta conveniente elegir una función importante, 
/  (919t), de la que sea sencillo y rápido simular y con una variabilidad mayor 
que la de la distribución final (Tierney, 1994). En segundo lugar, la elección 
puede realizarse de modo que la esperanza del nuevo estado 9*, dado que 
ha sido aceptado el movimiento desde el estado 9t, sea precisamente 9t} esto 
es, E f (9* \9t) =  9t , (Gilks et al., 1996).
Obtención de la muestra final
La obtención de una muestra de la distribución final con la que aproxi­
mar cualquier característica desconocida de la misma requiere, básicamente, 
la especificación del número de iteraciones iniciales a desechar (correspon­
dientes a un período transitorio donde se efectúan movimientos en la cadena
30 Capítulo 1. Introducción y  antecedentes
para converger a la distribución estacionaria) y el número de iteraciones fi­
nales de la cadena de Markov a considerar (para ello pueden efectuarse 
saltos en la misma con el fin de disminuir la correlación y facilitar su alma­
cenamiento).
Es posible que el problema del diagnóstico de la convergencia sea el tema 
de estudio más tratado por los investigadores de los métodos MCMC. No 
obstante, a pesar de que se hallan propuestos multitud de métodos teóricos 
de diagnóstico en la literatura, todavía no existe uno de ellos genérico y 
de fácil utilización en la mayoría de aplicaciones prácticas. Debido a ello, 
los más informales de monitorización gráfica de algún determinado cuantil 
o de la autocorrelación (Gelfand et al., 1990; Gelfand y Smith, 1990), a 
la vez que de muy sencilla y rápida implementación, siguen siendo los más 
utilizados. No se pretende en esta sección realizar una exhaustiva revisión de 
los métodos de diagnosis de convergencia (Cowles y Carlin, 1996; Brooks y 
Roberts, 1997), sino tan sólo citar brevemente los posteriormente utilizados 
a lo largo del trabajo.
Aparte de la propia traza de la serie temporal correspondiente a algún 
parámetro determinado, pueden ser de gran utilidad las gráficas de la fun­
ción de autocorrelación (ACF) y de la función de autocorrelación parcial 
(ACPF) (véase, por ejemplo, Box y Jenkins, 1976). Es bastante frecuente 
en la aplicación de los métodos MCMC, encontrar que la cadena {0i, . . . ,  9n} 
tiene un comportamiento muy similar al de un proceso autorregresivo de or­
den 1, AR(1). En ese caso, está cuantificado el error stándard de la media 
muestral 9:
S.E. (9) =  - « S í ,  w  n y 1 — pi
siendo pi la correlación serial y s la desviación típica de la serie. Por lo 
tanto, la longitud final de la cadena es un problema de tamaño muestral
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que puede resolverse utilizando técnicas AR(1).
La función de autocorrelación correspondiente a un proceso AR(1) es 
decreciente geométricamente en pi positivo y la función de autocorrelación 
parcial sólo tiene su primer valor distinto de cero (es igual a pi). Procesos 
autorregresivos de órdenes superiores pueden ser rápidamente diagnostica­
dos con la función de autocorrelación parcial.
Geweke (1992) propuso un sencillo método de diagnóstico de la conver­
gencia de una cadena de Markov basado en técnicas de análisis espectral 
de series temporales. Si suponemos que {#i, . . . ,  0n} es la cadena obteni­
da después de n iteraciones, su idea era comparar una subcadena inicial, 
{0j : 2 =  1, . . . ,  n0}, con una subcadena final, : i =  n*,. . . ,  n}, en orden 
a establecer si no hay diferencias entre las medias espectrales. Para ello, si 
los radios na/n  y n^/n, donde nb = n  — n* +  1, son fijos con
Tla 4" Tbb  ^
n
y si la cadena de Markov es estacionaria, entonces:
Zn =   f?._-^=  N ( 0,1) cuando n —¥ oo.
\J ± M  °) + ¿#(°)
5^(0) y 5^(0) son estimadores espectrales de la varianza. Geweke (1992) 
recomienda utilizar na =  n /1 0  y nb =  n /2 .
Ha de hacerse notar que este test proporciona una condición necesa­
ria para la convergencia, pero no suficiente. De modo que en la práctica 
habitual es útil en el sentido de informarnos de cuándo la cadena no ha 
alcanzado la convergencia, no de cuándo la alcanzará.
Raftery y Lewis (1992) propusieron un método para calcular el número 
de iteraciones necesarias para la estimación de algún cuantil de la distribu­
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ción final. Este método permite obtener el número de iteraciones iniciales 
a desechar y el tamaño final de la cadena a considerar, así como el adelga­
zamiento de la misma (número de saltos entre iteraciones).
Ha de fijarse el orden del cuantil (0.025 y 0.975 son los habituales), la 
precisión deseada para la estimación (por ejemplo, 0.005) y la probabilidad 
de obtener la precisión requerida. Raftery y Lewis (1992) proponen sustituir 
la cadena de Markov por un proceso binario, de modo que el análisis del 
mismo permite extraer las conclusiones acerca de la estacionariedad de la 
cadena.
El llamado adelgazamiento de la cadena de Markov tiene, fundamental­
mente dos objetivos. Un primero es el de disminuir la autocorrelación para 
obtener muestras casi independientes y un segundo (y, quizá, más importan­
te) es el de permitir el almacenamiento informático de la cadena. Cuando 
hay bastantes parámetros involucrados en el análisis es habitual necesitar 
bastantes iteraciones en la cadena de Markov (quizá varios miles). El alma­
cenar una iteración de cada 25, por ejemplo, puede suponer en ese caso un 
ahorro de varios megabytes a costa de una pérdida mínima de información.
Existen en la actualidad distintas herramientas informáticas para la uti­
lización de los métodos MCMC. Además de los conocidos lenguajes de pro­
gramación para la confección personal de los propios programas, es cita 
obligada el paquete estadístico S-PLUS (Becker et al., 1988), que dada su 
agradable sintaxis y su naturaleza interactiva constituye un idóneo entorno 
para el trabajo estadístico, si bien algunas implementaciones MCMC re­
quieren otras alternativas. El programa BUGS (bayesian inference using 
Gibbs sampling), debido a Spiegelhalter et al. (1995), constituye una ade­
cuada herramienta de trabajo en la implementación del muestreo de Gibbs. 
Para el análisis de la convergencia de cadenas de Markov, Best et al. (1995)
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han desarrollado un conjunto de subrutinas en S-PLUS muy agradables de 
trabajar y que se encuentran integradas en una aplicación llamada CODA 
(convergence diagnosis and output analysis software for Gibbs sampling out- 
put). Su utilización es bastante sencilla y permite aplicar un buen número 
de métodos de convergencia. Tan sólo requiere presentar las iteraciones de 
la cadena de Markov en un fichero con un formato específico.

Capítulo 2
Modelo semiparamétrico aditivo
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2..1 Introducción
En este capítulo se presenta un modelo semiparamétrico para el análisis de 
datos de supervivencia definido a partir de su función de azar. La intuitiva 
y sencilla interpretación de esta función como una tasa instantánea de fallo 
motiva la modelización de este tipo de datos mediante la misma en lugar de 
utilizar la función de densidad. Consideramos la función de azar como la 
suma de dos funciones, una relativa a una distribución paramétrica concreta 
y otra, no paramétrica. Con ello se pretende diversificar la forma del azar y 
no restringirnos a las habituales de las distribuciones de supervivencia cono­
cidas. Se trata de un modelo en poblaciones en el que la parte paramétrica 
es peculiar de cada individuo y en la que incorporamos sus características 
propias en forma de vector de covariables, mientras que el azar no para- 
métrico poligonal es común a todos ellos. Estudiamos con mayor detalle, 
en la parte final del capítulo, una particularización del modelo anterior en 
la que la distribución paramétrica es Gamma. El realizar el vínculo entre 
las dos partes mediante una adición simplifica notablemente el posterior 
análisis bayesiano del modelo.
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2.2 Presentación del modelo
Supongamos realizada una partición del eje temporal [0, +oo), ii, I 2 , • • ■ ? 
I g + 1, donde I j  =  [flj-i, a¿) para j  =  1, . . . ,  <7+ 1, con ao =  0 y a9+i =  +oo. El 
resto de valores, a i , . . . ,  a5, constituyen lo que vamos a denominar divisiones 
no triviales del eje temporal. Definimos r(t), la función poligonal positiva:
t ( í)  =  V l tj t ^ - r j ) +  rj aj - a j . l Tj+^  ¿ >  ^  (¡J ^
J = 1 3 üj aj~ 1
con Tj > 0 , j  =  1, . . . ,  <7 +  2 , t s+2 =  r9+i y 1/., la función indicatriz en el 
intervalo I j .
De esta forma, r(t)  es una función no negativa definida sobre la semirecta 
real positiva, por lo que cumple todas las condiciones de una función de azar.
La definición de r(t)  es similar a todas las funciones de azar no para- 
métricas utilizadas en el análisis de supervivencia, pero en vez de conside­
rarla escalonada la hemos construido poligonal para asegurar continuidad.
Definición 2.2.1 El modelo semiparamétrico aditivo es un modelo de su­
pervivencia en el que la función de azar se descompone del siguiente modo:
h(t) =  #(í) -I- t(í), t > 0 , (2 .2)
donde t) es la función de azar correspondiente a una distribución para- 
métrica conocida, excepto por el valor concreto de su vector paramétrico 0, 
y r(t) es una función de azar poligonal.
De este modo, los parámetros correspondientes a este modelo son los de 
la distribución paramétrica, 0 , y  los relativos al azar poligonal, T i , . . . ,  rg+\.
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Definición 2 .2 .2  Decimos que un modelo de supervivencia es en poblacio­
nes y semiparamétrico aditivo si se trata de un modelo jerárquico, dado por 
el azar (2 .2) ,  y en el que los parámetros Ti,. . . ,  t 9 + i  son comunes a todos los 
individuos, pero el vector 0 , considerado tras las transformaciones oportu­
nas como perteneciente a todo Rp y cuya primera componente es el logaritmo 
de la media (o de alguna medida de localización) de la parte paramétrica, 
es tal que:
02 ~  Np-i (02 1
01 | 02 ~  N  (6¡ | b'x, <70) ,
donde v, E, b y ag son los hiperparámetros del modelo y x es un vector de 
covariables asociado a cada individuo.
Este modelo en poblaciones semiparamétrico aditivo guarda ciertas ana­
logías con el modelo de Cox al considerar ambos dos partes, una paramétrica 
y otra no paramétrica, en la función de azar e incorporar las covariables vía 
la parte paramétrica. Sin embargo, la principal diferencia entre los dos, 
aparte de que el propuesto se trata de un modelo en poblaciones, es que 
el considerar el vínculo entre las dos partes mediante una adición en lugar 
de una multiplicación, simplifica bastante todo el aparato matemático del 
modelo y permite el análisis bayesiano del mismo.
Una interesante propiedad de las funciones de supervivencia correspon­
dientes a la parte paramétrica y no paramétrica del modelo semiparamétrico 
aditivo se recoge en el siguiente resultado.
Proposic ión  2 .2 .1  La función de supervivencia del modelo semiparamétri­
co aditivo puede expresarse como el producto de la supervivencia paramétrica
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y la supervivencia poligonal:
S(t) = SQ{t)ST{ t) ,t> 0 ,
Demostración
Dado que S(t) = exp [—H(t)], t > 0, y que la función de azar 
acumulado correspondiente al modelo semiparamétrico aditivo es:
t  r t
t ( s )  d s  = / ( # ( s )  + t ( s ) )  d s  = Ho(t) + í í t M i  t > 0,
J o
con Ho(t) y Hr(t) las funciones de azar acumulado correspondientes a 
las partes no paramétrica y paramétrica del modelo, respectivamente.
De forma inmediata resulta que S(t) = So(t) <St(í), t > 0. H
El modelo semiparamétrico aditivo puede considerarse como un caso 
particular de modelo de riesgos competitivos en el que existen dos riesgos 
independientes. En efecto, pues la función de supervivencia del mínimo de 
dos variables aleatorias independientes es el producto de las funciones de 
supervivencia.
En situaciones puras de riesgos competitivos, aquellas en las que se es­
tudian diversas causas concretas que pueden causar el fallo del individuo, 
no suele ser adecuado suponer independencia. Por ello, no proponemos este 
modelo como modelo de riesgos competitivos, pero esta interpretación del 
mismo puede ayudar a determinar si es adecuado para la modelización de 
un problema concreto.
Con el fin de poder contemplar bajo nuestro modelo situaciones de su­
pervivencia con azares no proporcionales, consideramos distinto vector pa- 
ramétrico del azar poligonal para grupos diferentes de individuos. De este
H(t) =  /  
Jo
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modo, si tenemos n  datos de supervivencia divididos en M  grupos, el vector 
paramétrico completo es:
( » « , .  . ., 0 (n>, T «  . . ., T<M\  V, E, b, <¿f¡) ,
dorde =  ( rp 1, . . . ,  t^+\ )  , j  = 1  M.
Cabe resaltar que cualquier covariable cualitativa puede entrar en el 
modelo vía la parte paramétrica (como un conjunto de covariables dummy) o 
cono grupos de individuos con distintos azares poligonales. Las covariables 
cortinuas se incluyen todas ellas mediante el azar paramétrico. Esta es la 
práctica habitual en análisis de supervivencia, donde a los grupos con azares 
no paramétricos distintos se les denomina estratos.
Algunos ejemplos de modelos de supervivencia que pueden ser contem­
plados dentro del modelo semiparamétrico aditivo que proponemos incluyen 
un modelo Exponencial-poligonal aditivo cuando el azar paramétrico es el 
corespondiente a la distribución Exponencial, $(í) =  /?,/? > 0. Modeliza- 
m s log (3 ~  N  (log/? | b'x, cr^ ) y resulta un modelo similar al de Cox, pero 
triándose de un modelo en poblaciones y con azares aditivos (entre la par­
te paramétrica y no paramétrica) en vez de multiplicativos. Su función de 
aza: es:
h(t) =  r(t) +  exp (b'x +  ape)
dloide e ~  N(Q, 1) es una covariable no observada asociada a cada individuo.
Mayor interés tiene el llamado modelo Gamma-poligonal aditivo, que es 
el jue desarrollamos con detalle en este trabajo, y que se tiene cuando la 
cflitribución paramétrica de (2 .2) es la distribución Gamma.
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2.2.1 Modelo Gamma-poligonal aditivo
Si utilizamos la distribución Gamma para modelizar la parte paraimétrica 
del azar (2 .2) tenemos el siguiente modelo.
Definición 2.2.3 Se define el modelo Gamma-poligonal aditivo cormo aquel 
modelo con función de azar (2.2), donde $(í) es la función de azar' de una 
distribución Ga(a,fi) y donde modelizamos la relación estocásticai de los 
parámetros mediante:
f) ~  N(\ogf3\ni3,o%) 
a \ P  ~  N  ( lo g ^ |b 'x ,< 7*) .
La distribución Gamma supone una generalización de la distribución 
Exponencial, por lo que la función de azar del modelo Gamma-pcoligonal 
aditivo tiene una mayor riqueza en la forma funcional y puede adlecuarse 
mejor a diferentes situaciones de supervivencia.
Dado el carácter de riesgos competitivos que tienen los modelos jsemipa- 
ramétricos aditivos, si uno de los dos riesgos es mucho mayor que el otro, 
en la práctica, el modelo se comportará como si sólo existiera ese riesgo. 
En efecto, en esas situaciones una de las funciones de supervivencia per­
manecerá en valores próximos a uno, mientras que la otra tomará, valores 
significativamente menores que uno haciendo que su producto (fumción de 
supervivencia del modelo semiparamétrico aditivo) sea prácticamente igual 
a la segunda. Esto es así también en el modelo Gamma-poligonall aditivo 
como a continuación mostramos en algunos ejemplos.
En la figura 2.1 se representan dos funciones de azar poligonales T\(t) y 
T2 (t). Puede observarse que la segunda de ellas alcanza valores más grandes
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dando lu^ar, consecuentemente, a supervivencias menores.
0.3
0.2
0.1
205 10 150
0.10  -
'-í. 0.05 -
0.00
35205
t t
Figura 2.1: Funciones de azar poligonales.
En la figura 2.2 hemos representado la parte  param étrica G am m a de la 
función de azar de un individuo concreto para  el que a  =  665 y ¡3 = 20.
La figura 2.3 recoge la parte  param étrica de la función de supervivencia 
del individuo anterior, la supervivencia poligonal correspondiente a las dos 
funciones T \ ( t )  y 72 (í), y la función de supervivencia de dicho individuo con 
ambos modelos Gam m a-poligonal aditivos.
Utilizando en el modelo Gam ma-poligonal aditivo la función T i ( í ) ,  se 
observa en la figura 2.3 que las dos partes, param étrica y no param étrica, 
influyen en la supervivencia del individuo a pesar de la diferencia entre sus 
funciones de azar. Dado que al principio la función de azar de la parte  para- 
m étrica es mucho más pequeña que la de la poligonal, con tiem pos pequeños 
la función de supervivencia del individuo es prácticam ente la supervivencia 
poligonal, haciendo que la función de supervivencia decrezca rápidam ente
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Figura 2.2: Parte paramétrica de la función de azar del modelo G am m a-poligonal 
aditivo para un individuo con parámetros a = 665 y  /3 = 20.
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Figura 2.3: Función de supervivencia del modelo Gamma-poligonal aditivo para 
un individuo con parámetros a  = 665 y  /3 = 20.
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para posteriormente verse influida por la parte paramétrica. Si la función 
de azar poligonal es t 2(í), los valores tan elevados de la misma desde el 
principio del rango temporal provocan el fallo del individuo con rapidez, 
dando lugar a una función de supervivencia para él casi coincidente con la 
función de supervivencia poligonal.
Otra característica importante del modelo Gamma-poligonal aditivo es 
que sus funciones de azar están estocásticamente ordenadas en términos de 
individuos medios. Esto es, aunque al tratarse de un modelo en poblaciones 
es posible el solapamiento de las funciones de azar para individuos concretos 
se cumple el siguiente resultado.
P roposición  2 .2 .2  Dos funciones de azar del modelo Gamma-poligonal 
aditivo, hi(t) y /i2(í), correspondientes a dos individuos con el mismo valor 
para el parámetro ¡3 están estocásticamente ordenadas. Esto es, se verifica 
que h\(t) > /¿2(í) Vi > 0 si y sólo si a\ < a 2.
Demostración
viene dada por la propia ordenación de las funciones de azar de la 
parte Gamma (Bermúdez y Beamonte, 1997), al no depender del 
individuo la función de azar poligonal y, por tanto, ser idéntica para 
los dos individuos.
Supongamos que (ai,/3) y (a2,¿d) son los parámetros Gamma co­
rrespondientes a las funciones de azar #i(i) y #2(i)- El logaritmo de 
la función de azar Gamma (1.6) es:
La ordenación de los azares del modelo Gamma-poligonal aditivo
log$(¿) =  (a — 1) logt — (3t — log
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Y se tiene que:
±  log r n = íogt -  < o,
da f t xQ_1 exp(—j3x) dx
pues loga: > logt Va: > t. Por lo tanto, # ( / |a , (3) es estrictamente 
decreciente en a, Vj0 > 0 y se cumple que # i(i) > #2(t),Vt > 0 si y 
sólo si ai < 0 .2 . M
De forma inmediata se tiene también el siguiente resultado.
Proposición 2.2.3 Dos funciones de supervivencia, Si(t) y ^ ( í ) ,  del mo­
delo Gamma-poligonal están estocásticamente ordenadas.
Demostración
Resulta inmediata dada la relación que liga a las funciones de 
supervivencia y azar:
S(t) = exp J  h(x) dx
Así pues, como el parámetro ¡3 de todos los individuos proviene de la 
misma distribución, el individuo medio tendrá el mismo valor del parámetro 
/?, mientras que el parámetro a  dependerá de sus covariables. La ordenación 
de los parámetros a  determinará la consiguiente ordenación en azares y 
supervivencias.
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2.3 Análisis del modelo
La función de densidad del modelo semiparamétrico aditivo es:
f ( t)  =  S(t) h(t) =  So(t) ST(t) [$(í) +  r(t)] , t > 0 , (2.3)
donde So(t) es la función de supervivencia poligonal, Sr(t) es la correspon­
diente función de supervivencia paramétrica y en el último término tenemos 
la suma de azares paramétrico y poligonal.
Debido precisamente a esta descomposición del azar, la función de vero­
similitud presentará problemas técnicos similares a los que aparecen en el 
análisis de mixturas. Concretamente, aparecerán dichos problemas para los 
tiempos no censurados, mientras que la información correspondiente a los 
tiempos de supervivencia censurados se incorporará de forma sencilla a la 
función de verosimilitud a partir de la función de supervivencia dada en la 
proposición 2 .2 .1.
Supuesta obtenida una muestra aleatoria a partir de (2.3), en la que posi­
blemente existan tiempos censurados, y que realizamos un análisis bayesiano 
del modelo, a continuación desarrollamos las correspondientes funciones de 
verosimilitud, inicial y final.
2.3.1 Función de verosimilitud
Denominamos t ^ \  . . . ,  a o^s tiempos de supervivencia del grupo 
j-ésimo, j  =  1 , . . . , M ,  donde los primeros son no censurados y los 
n(j) _  r(j) restantes son tiempos censurados.
48 Capítulo 2. Modelo semiparamétrico aditivo
La función de verosimilitud del modelo es:
4*0
l ( M)
f  (Ai) Ai) AM) AA 
J y  i »■ • ■ ’V 1)’ ■ ' ' J l i ’ • ■ * ’ V
0 (1), . . . ,  0 (n), r ^ , . . . ,  r<M>, 1X0, c f \ . . . ,  o f
M=n
3=1
.(i)
n /(<?')
¿=1
iü) M-n
j=i
1Ü>n »(■?')
t=l
rO)
n '•(<?’)
¿=1
donde utilizando la proposición 2 .2.1 podemos descomponer S  en
producto de las supervivencias paramétrica y poligonal, y por (2 .2), h (4 ^) 
es la suma de los azares paramétrico y poligonal.
Proposición 2.3.1 Dado el tiempo de supervivencia del individuo i-ésimo 
del grupo l, t\l\  i =  1, . . . ,  n®, l = 1 , . . . ,  M, su azar acumulado poligonal
es una combinación lineal positiva de los parámetros del azar poligonal del
(*) (O grupo, t 1w , . . . , t ^ 1.
Demostración
Integrando la función de azar r(s) entre O y t f \  el azar acumulado 
poligonal resulta:
tfo (4°) =
3=1
! ] ( « * - 0*-1) ( t j S i + 7Í '))
+
que teniendo en cuenta la expresión (2.1) del azar poligonal podemos
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reescribir del siguiente modo:
4 °  ( r f f  t  -  r j ° )  +  r j ‘> gj  -  a , - i  r f f  t  
aj ~ aj~l
j - i
(0
A;=l k = 2
3+1
J=1
(4o -  %•-1) (°¿ -  4°)
CLj CLj—1 4 ° +
 ^  ^ r j j i  + Id «i + Id (aj-i -  a j-2) r jZ) +
CLj CLj— \
j - i  j - i
+ “ ajfc-2) ^  + X^°fc “ r*°
fc=2 fc=2
donde i? =  Uj¿2 -0 — — -^ 1, y consecuentemente:
g+l j+l
(2.4)
j = 1 fc = l
con
B\ =  I d  « i
=  ^k—2i k =  2j • ♦ • j j  1
— Q j — l )  ( d j  ~  d j - 1 +  d j  —  t \  ^
= Id (aj - i  — dj—2) H
(4° -  °j-i)
CLj CLj — j
^ 7+1 = flj "  (Ij —1
todas ellas cantidades positivas.
(2.5)
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Proposición 2.3.2 Dado l 6  { 1 , ,  M },
n,W /  <7+1
donde
„(0 =  
"5+1
i=1 \  j =1 /
c<‘> =  4
(0
ai
(0
(0 1 cy  =  -
3+1
Y 2  n¡l) J (a, -  a¡.2) -  n?)ai_2+
^ = 7+1 /
a,- (25<‘> -  n f a ^ )  -  S f
CLj 1
aj - 2 (nj - l aÍ -2 -  2^ - 1) +  S?ii
2*^+1 n5+l(a5 ag-l)~^
a5_i ^n^a5_i -  2S¡1^  +  Si
a,-! a* _2
.(0
1 J = 2 , . . . , s
* ( 0 '
9
a Q a g - l
(2.6)
son estadísticos que contienen toda la información sobre recogida en el 
producto de las supervivencias poligonales. *
Demostración
Sumando en (2.4) para todos los individuos del grupo, obtenemos: 
nM  1 nW 5+1 J+ l
{2-7)¿=i í=i j =1 fc=i
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donde los valores de Bk vienen dados por (2.5).
Dado j  = 1,.. . ,  g, denotamos por n® al número de individuos del 
grupo 1-ésimo cuyo tiempo de supervivencia pertenece a I j ,  por a 
la suma de dichos tiempos y por S f l) a la suma de los cuadrados de los 
tiempos de supervivencia pertenecientes a I j .  Asimismo, suponemos, 
sin pérdida de generalidad, que los tiempos de supervivencia están 
ordenados de menor a mayor.
Desarrollando (2.7) y formulando dicha expresión como combina­
ción lineal de j  = 1, 1, se tiene que:
- ii=1
/  m \  í¿° (2al ”  t.*0)
( " m -  - I ”  • . + £  1 rí^+
3=2
9+1
X I ^  I (fli “  aÍ~2) + nT  (“i " 1 ~ aÍ -2)+
(0
¿=7+1
+
¿=1 a j  a j —1
21
i= 1 a3~ 1 ~ aÚ~2
r f  + [4 + 1  (a9 -  a9- 2) +
+
¿=1 °0+l
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Teniendo en cuenta que
n<0 /  n(0 \
n 5 o ( f ) = e x p  ,
1=1 \  *=1 /
obtenemos inmediatamente a partir de (2.8) el valor de ppara el 
coeficiente de en la combinación lineal anterior.
El coeficiente de t^ \  j  = 2,...,<7, en dicha combinaciónl lineal 
resulta:
\  | ^  nil) j ~ ai~2} + nf  (“J- 1 ~ ° i - 2 ) +
2a,jS*p -  S f l) -  2 n ^ p a ja j - \ + 
aj  ~  aj — 1
Q c ( 0  I ir.01) „ 2  ^
j —1 J — —1. ~b j - !  j - 2  I
a j - l  — ° Í - 2  J
que es igual al valor de , j  = 2, . . . ,  g.
Finalmente, podemos escribir el coeficiente de rjfh como:
1 f  { l )  ,  \  , 2 a 5 + l ^ + l  “  ^ J + l  ”  2 ^ g + l a s + l ° 5  +  n f f 4 f l a 9 |
2 i n®+i^  °5" l j+  o5+ i - %
9*( 0 -  2n 1 <7W +  r v  ' n 2 ) -  2a  S [ ) 4- n [i >O g  ¿ ü g - l D g  4 -  T l g  Q g - l  ^ g + l  ¿ a g d g + l T n g + l
o>g ag- 1 o^+i
,(0expresión que, tras simplificar, iguala al valor de c ^ .
Una propiedad de los coeficientes j  =  1,. . .  ,g +  1, se irecoge en la 
siguiente proposición.
Proposición 2.3.3 Los coeficientes c ^  de la expresión (2.6) sson positivos 
V/ =  l , W  =  1, . . . , M .
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Demostraciión
Ressulta evidente, pues hemos expresado en la proposición 2.3.1 el 
azar adcumulado poligonal de un tiempo cualquiera como una combi- 
nacióm lineal positiva de los parámetros del azar poligonal del grupo. 
Por Iod tanto, al sumar para todos los tiempos de supervivencia ob- 
tendreamos coeficientes también positivos. I
De aplicación directa de la proposición 2.3.2 se tiene el siguiente resultado.
Proposicióón 2.3.4 La función de verosimilitud del modelo puede factori-
zarse comoi:
l(AO
f  ( A i )  A l )  A M )  A  Aj  yzi , —  , rn(i) j • • • j j ■ • • j v
a i ,  P h , . . . ,  a „ ,  pn, r (1), . . . ,  r (M), p.0, o%, b, a f * a f
M /  5+1
= r M - £ 4
j =1 \  i=l
U) T(j) n &(<?’)
i = l
-Ü)
n (H < fV -(■?’))
t = l
2.3.2 D)istribución inicial y distribución fínal
Para el anáálisis bayesiano del modelo Gamma-poligonal aditivo propone­
mos utilizan: las distribuciones iniciales conjugadas habituales. En concreto, 
asumimos urna distribución Normal para ¡ip \ Op y una distribución Gamma- 
inversa paría cr|,
l i p \ a 2p ~ N  (fjtp | m b, a 2p v¡ ) , Op ~  G a  ( l / o 2p \ a b, bb) .
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También utilizamos una distribución Normal-Gamma inversa para b y
b | a2a ~  Nk (b | m, d^A) , a l~ G a  ( l /a 2a | aa, ba) .
Para los parámetros correspondientes al azar poligonal, comunes a todos 
los individuos, proponemos un proceso autocorrelado de primer orden ya 
utilizado en una situación similar por Gamerman (1991).
t¿+i =  tí exp(e¿) 
e¡ ~  N (e i\0 ,a ¡ ) , i =  1 , . . . ,$,
donde los son independientes, i =  1, e independientes de los r's
anteriores.
Para no tener una información inicial incompleta, especificamos una 
distribución inicial marginal para t í ,
Tl ~  Ga (ti | aT, 0T) .
La distribución inicial considerada para el hiperparámetro o\ del azar 
poligonal es:
o\ ~  Ga (l/cTg | ae, &€) .
Todos estos grupos de parámetros los suponemos independientes a prio- 
ri, por lo que la distribución inicial completa es el producto de esas distri­
buciones. La distribución final será proporcional al producto de la inicial 
anterior por la función de verosimilitud obtenida en la proposición 2.3.4. 
Así, el análisis de la distribución final sólo parece posible abordarlo median­
te simulación, en concreto utilizando métodos MCMC. Por ello realizamos
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el estudio bayesiano de este modelo Gamma-poligonal mediante una mues­
tra aleatoria obtenida por Monte Cario a partir de la distribución final, tal 
y como se desarrolla en el siguiente apartado.
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2.4 Estudio de la distribución final mediante 
simulación
La implementación del algoritmo de Gibbs para la obtención de una muestra 
aleatoria a partir de la distribución final del vector paramétrico completo 
requiere, básicamente, la especificación de un punto inicial de la MCMC 
con el que comenzar el proceso iterativo y saber muestrear de las distribu­
ciones condicionales completas. Para ello, resulta fundamental realizar una 
adecuada descomposición del vector paramétrico completo.
Teniendo presente la conveniencia de realizar la descomposición en el 
menor número de bloques, en este caso, utilizamos la siguiente:
i = l , . . . , n ü), j  = y j  =
1, . . . ,  M. Denotamos por X nXk a la matriz de covariables de todos los 
individuos de los M  grupos y, a continuación, obtenemos las distribuciones 
condicionales completas para esos grupos de parámetros.
Proposición 2.4.1 La distribución condicional completa de ( / / / ? , < es 
una densidad Normal-Gamma inversa con parámetros
^ + ^ E ^ i E r = i i o g ^ ' )
" =  w -------------
<fy>bO =  —^ ~  ,
1 +  ^6
para la distribución Normal y
n + 1
a  — o¿, H  —
P  =  h  ,
para la densidad Gamma.
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Demostración
Eliminando en la distribución final todos los factores en los que 
no aparezca pp ni :
f  ( n o  n 2 I / (M) XJ  Xh 'P J v p  | 11 , . . . , ln(l) ) • • • 5 ) • • • J tn(M) 5 5
„(D 3m  „d) «di „ t") fl(*o »tM)
“ l i P l  i - ‘ ->a n( l ) l P „ ( I ) l " - > Q l >Pl  ’ • • • > a „(M) • P„(M) '
rW  r W , b , ff2a, , f , , . . . , , r j
«  /  (P/3 I <$) f  (<t|) /  , /3^|,, . . . ,  /3ÍM>, . . . ,  | P/3, <^)
oc — exp 
c p ■ 2 v y ^ ~ mb)
M
n n - pj=it=i
' 1 V 6 1 /  ^
« í J  6X15
p
que resulta ser la situación habitual del proceso de aprendizaje ba- 
yesiano con datos normales (los logaritmos de los ¡3rs) con inicial 
conjugada habitual. Utilizando el resultado del teorema 1 (DeGroot, 
1970, p. 169) se demuestra la proposición. I
P roposición 2.4.2 La distribución condicional completa de (b, crj) es una 
densidad Normal-Gamma inversa con vector de valores medios y matriz de 
varianzas-covarianzas para la distribución Normal:
n  = b (A-1  +  X 'X )~ ' (A_1m +  X'y)
S =  4  (A~l + X ’X )
ua
y parámetros para la densidad Gamma:
- i
n
oc — aa +  —
p  = b. + \ (y  -  Xb^j y +  A  xm
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/  (i) a(1,\  (M) a("> V
donde y  =  (log . . .  . l o g - j # 1, . . .  , l o g r a r , . . .  , lo g - ji ! r ) •
\  Pl Pn0) P' Pn(M) J
Demostración
De igual manera que en la proposición anterior:
f  í h  rr2 I t (M) XJ  1 I l l > * * • > n(i)> • • • »l l ’ * • '  ’ l n (M)J^5
n(1) tf(1) a (1) tf(1) a (M) 3{M) a (M) tf(M)«i ,px , . . . , a n(1),pn(1), . . . , a 1 ,px , . . . ,  «n(M) i Pn(M) >
^(1) _(AÍ) _2 -.2^ ) 2^ m^ \T , . . . , T  j f i f i , CT^g, <Je , . . . , <T6 j
« / ( b i o i) f(° i)  n n / i  ^ j)’x ’b’ a«)
J=1 *=1
cxexp ~ ( b - m y - L - y T ^ b - m )  f-L 'j 
 ^ °a J \ °a¡ /
/  h \  T 1 M n0)
• exp (~^r) exP ~2Íf ? ¿  (tog# -  b'xp1 “ l°g/?F)
que coincide con el proceso de aprendizaje bayesiano habitual con 
datos (logaritmos de los a's y logaritmos de los fi's) obtenidos se­
gún el modelo de regresión lineal múltiple normal homocedástica y 
las distribuciones conjugadas habituales sobre los parámetros de la 
regresión. Utilizando las fórmulas asociadas a ese proceso de apren­
dizaje (ver, por ejemplo, DeGroot, 1970, pp. 249-252) se demuestra 
la proposición.
Proposición  2.4.3 La distribución condicional completa de 
i =  1, . . . ,  r ^ \  j  = 1, . . . ,  M, par paramétrico de la distribución Gamma
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correspondiente a un individuo con tiempo no censurado, es proporcional a: 
ST ( i jb) I [i? ( t ^  I + t  ( í í j) I r ü ) ) j  •
■N (log a !3) | b 'xp1 +  log p P  ,a l j  N  (log ^  | .
Demostración
En la distribución final, los parámetros af^ y (3^ sólo aparecen 
en los factores asociados al individuo i-ésimo del grupo j, luego:
f r« (i) I « (1) tf(1) a (1) tf(1) aU)J \ a i iP i  l a l )P l  >••• «“ n íO i^n í1) ’ ’ * • ’ 1 ’
flU) a Ü) gU) JJ) gU) U) gü) JM)Pl , • • • ia i_i>Pi-i>a t+l*"i+l> * ’ ’» a nÜ) * ”nÜ)»’' ’ ’ 1 ’
A M )  (M) A M )  ,(1) .(1) AM) AM)
P \  ) * - * ) a n(M))P„(M))l l » * • ■ í l n(l)5 * • ‘ >l l  >••*» V M )»
X, r (1), . . . ,  r 1 cr|, b, a ^ (1), . . . ,  M))
oc 5 t  ( í - J ) I a i3\ P i J))  h I '
7  ( « ¿ J) I /? -j ) , x í j ) , b , a 2 )  /  ( /? ( j )  | pp,crf) 
oc Sr (t[j) | [# ( t?} | +  r  (tjj) | r (j))] •
• JV (log a¡j) | b'x!j) + log p¡j), ct^) iV (log (3¡j) \ pp, a f j  .
Proposición  2.4.4 La distribución condicional completa de (^c¿f\/3¡^, 
i =  7-0') +  1, . . . ,  r f i \  j  =  1, . . . ,  M , par de parámetros de la distribución 
Gamma correspondiente a un individuo con tiempo censurado, es propor­
cional a:
ST (t,^  | O íiK p^) n  (logap') |b 'x 1ü) +log/S^),<T^ N  (log/3^ \¡ip,Op) .
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Demostración
De forma similar a la proposición anterior:
/3iü), • • •, o!flx, $ 2 X, o&\, ,.. ■, o $ , , /3$ ,, . . . ,  a<M),
« ( M )  „ ( M )  a ( ^ )  , ( i )  , ( i )  A M )  A M )P1 » • • * 5 an(.M) I Pn(M) 5 cl »--- » »(!)->--- ’ 1 ’ ' ■ ■ ’ n(M) ’
X, r (1), . . ., r (M), /i/j, ffj|, b, ít£, <7g(1), . . . ,  a f M)) 
oc ( t ? } | oí¡j \(3¡j)  ^ f  ( a ^  \ f  (pW  | p p ,a f )
<xST (t[j) | a[3\(3¡j)y)  •
•iV (log ajj) | b'x!j) + log $ \ c £ j  N  (log (3¡j) \ pp, a fj  .
P roposición 2.4.5 La distribución condicional completa de los parámetros 
del azar poligonal ( r ^ ,  ffÉ2(,)|  , j  =  1, . . . ,  M, resulta proporcional a:
Ga
( S + l  \  M  r O )- e ^ &  n i D (*.• ■11 tU))¿=1 /  j = 1 i=1
¿ ) l f  +  a^ e  +  5 ¿  (log | J )  j  -Ga ( r «  I & )  .
Demostración
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En este caso, la distribución condicional completa resulta ser:
f  ( T U )  J i M  I t (l) t (l) A * G )  t (» G )  x  
J l '  5 ° e  1*1 ’ • • '  » n-(i) ’ * • * ’ *1 ’ ’ • * ’ n(NG) ’ ’
rv(1) rv(1> tf(1) ¿ NG) d NG) c¿NG) d NG)« 1  i P  1 5 • • • 5 “ n(l) 1 P n { 1) > * • • » «1  i P l  5 • • • » a n {NO) j P n (NG) 5
r w ,  « f  > , . . . ,  r ü - 1), o? - l), TÜ +1), < r f +,), . . . ,  r ^ ,
0?<W°).í*|9.oJ1b,o2) «  /  (T¡SÍl I Tg3)’'7‘<l)) '
• /  ( t «  I r “ x , o ? 0 )  • • • /  ( r «  | t » < r f ’ )  /  ( t « )  •
"ro)
i = l  _*=1
’ iVG r W
oc exp
' 9+1
-E>. Z=1
-i® exp
Z=1
nnK^«v«>)
j=i ¿=i
t? )
9+1
OC
z=l
’iVG rü>
j = l Z=1
•Ga Ga .
El algoritmo de Gibbs puede ser implementado partiendo de un punto 
inicial para los hiperparámetros pp,crp,<Ja> los coeficientes b  y los paráme­
tros del modelo (los a's y f ís  de la distribución Gamma y los parámetros 
t ’s de los azares poligonales). A partir de ese punto se pueden simular los 
pares í ), j  = 1 , . . . ,  M, i =  1, . . . ,  utilizando las proposiciones
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2.4.3 y 2.4.4. Posteriormente, simular of0) J , j  =  1 , . . . ,  M, utilizando 
la proposición 2.4.5. A continuación, simular (/x ,^ según la proposición
2.4.1 y, por último, simular (b,<jJ) utilizando la proposición 2.4.2.
Repitiendo indefinidamente este proceso se puede obtener una realiza­
ción de una cadena de Markov con la distribución final como distribución 
estacionaria.
Una vez observados un número suficientemente grande de pasos en esa 
cadena, podemos aproximar, por Monte Cario, la distribución predictiva de 
un nuevo individuo con vector de covariables x. Así, teniendo en cuenta la 
forma (2.3) de la densidad del modelo:
f{ t  | x) ~  — ^ 2  So(f I T(í)) Sr(t  I «(.)» P(i)) I a (i)>P(i)) +  T(t I r (¿))] >771
.7=1
donde { (c*(¿), /?(¿), T(¿)), i =  1, . . . ,  m} es una muestra de los parámetros del 
modelo obtenida a partir de la muestra de los hiperparámetros ( ^ ,  <7^, b, <j^ ) 
generada por Gibbs.
De forma similar se puede obtener una aproximación a las funciones 
de supervivencia, azar y azar acumulado, así como a los momentos de la 
distribución predictiva.
Algunas de las distribuciones condicionales completas que se han de 
utilizar en este proceso son muy conocidas y resulta sencillo simular de 
ellas. De las otras condicionales se podría simular mediante el algoritmo 
de aceptación-rechazo, después de encontrar una aproximación aceptable, o 
mediante un algoritmo Metropolis-Hastings, lo que se conoce como Metro- 
polis dentro de Gibbs, que es el procedimiento que proponemos y utilizamos 
en el siguiente capítulo.
Capítulo 3
Aplicación al análisis de datos de 
supervivencia
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3.1 Intrroducción
En este capítuilo se muestra cómo implementar los resultados teóricos ob­
tenidos en el ccapítulo anterior, ejemplificándolo con el análisis de algunos 
bancos de dáteos simulados y reales. Con los datos simulados podemos com­
probar la adeccuación del modelo a distintas situaciones de supervivencia, 
mientras que esl análisis de datos reales permite la comparación de resultados 
con otros estutdios. Aquí presentamos el análisis de los datos de Stanford y 
de unos datosi provenientes de una encuesta a licenciados en Matemáticas 
por la Universsitat de Valéncia.
El aparato) informático utilizado en este capítulo incluye unas aplicacio­
nes en Fortram 77 para la implementación del método, el programa CODA 
(Best et al., 11995) para el análisis de la convergencia de la MCMC y el 
programa S-P’LUS (Becker et al., 1988) para las gráficas que incorpora el 
presente capíttulo.
Los tiempeos de cómputo a los que se hace referencia en cada uno de los 
bancos de dattos corresponden a tiempos de CPU en un PC Pentium II 266 
Mhz.
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3.2 Implementación del modelo Gamma-poli­
gonal aditivo
A continuación se detalla la metodología genérica utilizada en el estudio 
de los bancos de datos y se comenta el soporte informático necesario para 
llevar a cabo dicho análisis.
Las distribuciones iniciales utilizadas fueron, en todos los casos, poco 
informativas, pero propias, con el fin de estudiar principalmente la infor­
mación proporcionada por los datos. De este modo, las iniciales Gamma- 
inversas sobre las varianzas tienen parámetros a = p  =  1 (así, obtenemos 
varianzas iniciales para loga,log (3 y e¿, i =  1 , . . . ,  <7, de media 1 , razona­
blemente grande), la distribución inicial log-Normal sobre pp, la media de 
log/?, es de media 0 y varianza 1, la Normal inicial sobre b tiene media 0 
y matriz de varianzas-covarianzas /*, la matriz identidad y, finalmente, la 
distribución inicial Gamma sobre t[^ tiene parámetros a — (3 =  2 (media 
1 y varianza 0.5 para la función de azar poligonal en cero), para todos los 
grupos j  =  1, . . .  , M.
Partiendo de un punto inicial, implementamos el algoritmo de Gibbs 
simulando, en primer lugar, los parámetros a  y (3 de la distribución Gamma 
de cada individuo, distinguiendo si son los correspondientes a un tiempo 
censurado o no. Esto es, simulamos j  =  1 , . . . ,M ,  utilizando
la proposición 2.4.3 para i =  l , . . . , r ^  y con la proposición 2.4.4 para 
i =  7*b) + 1, . . .  ? En ambos casos utilizamos el algoritmo de Metrópolis 
con función importante:
N  ^logaij, ) |b 'xp’ +  log/Jj5’,a*) N  ( l o g ^ l .
Esta función importante resulta sencilla de muestrear y permite la simplifi­
cación de términos en el cociente del algoritmo de Metrópolis.
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A continuación, simulamos conjuntamente los parámetros de la función 
de azar poligonal, , j  =  1 , . . . ,  M, utilizando la proposición 2.4.5
y mediante el método de Metrópolis con el siguiente proceso de simulación:
• primeramente, generamos los hiperparámetros i = 1 , . . . ,  <7, me­
diante un proceso de aprendizaje utilizando una distribución inicial 
N  ^0,o¿u)  ^ y el dato observado en la etapa anterior modelizado co­
mo z® ~  N  | log . Así, z\^  está centrado en el valor del
hiperparámetro en la etapa anterior con una varianza C que ac­
túa como parámetro de sintonización para Metrópolis. De este modo, 
simulamos a partir de:
j v ( e , ( 3) í / í i ,  cr2)  , 
con n¡ = z^ -o 2 y ct2 =  , i  = l , . . . , g .
•  generamos de una distribución log-Normal centrada en el valor
anterior de en la MCMC.
• calculamos los parámetros exp ( 4 ^ )  > * =  ■ ■ • 5 9-
•  generamos a partir de:
Ga( í p lf +ae’6e + 5 § ( log^ r) )•
Posteriormente, simulamos los hiperparámetros a partir de distribucio­
nes Normal-Gamma inversas utilizando las proposiciones 2.4.1 y 2.4.2.
Construimos el punto inicial del algoritmo de Gibbs tomando para los 
hiperparámetros valores iniciales b =  0 , pp =  0 y valores unidad para
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las varianzas. Para los parámetros del modelo obtenemos el punto inicial 
automáticamente a partir de los valores dados a los hiperparámetros del 
siguiente modo:
=  exp +  ppj = 1
=  exp(^) =  1 
r  V) = dW 1, j  =  1, . . . ,  M,
donde =  jj)  (j), j  =  1, . . . ,  M, es la estimación máximo verosímil de 
una función de azar constante.
Este criterio de elección del punto inicial resulta sencillo y ha proporcio­
nado buenos resultados en todos los bancos de datos analizados.
De este modo, no resulta excesivamente complicada la implementación 
del método de Metrópolis dentro de Gibbs para la obtención de muestras 
de la distribución final, tal y como se explica en el apartado anterior, si bien 
cabe hacer algunas consideraciones puntuales acerca de la implementación 
del método de análisis de nuestro modelo.
En las etapas donde la simulación se realiza a partir de distribuciones 
analíticas Normal-Gamma inversas se utiliza el algoritmo polar (Box y Mu- 
11er, 1958) para simular de la distribución Normal y para simular de la 
distribución Gamma, el algoritmo de Best en combinación con el teorema 
de Stuart (Devroye, 1986, pp. 182 y 410).
En las etapas donde la simulación se realiza por Metrópolis, para la com­
paración de las funciones de densidad en los nuevos parámetros generados 
y los anteriores en la MCMC, se requiere la evaluación de una parte de la 
función de verosimilitud. En concreto, no resulta trivial la evaluación de la 
función de supervivencia Gamma dado que se precisa la integral Gamma
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incompleta. Ésta puede obtenerse utilizando el algoritmo AS32 (Bhatta-
charjee, 1970), basado en un desarrollo en serie de Pearson y en fracciones 
continuas. No obstante, para valores grandes del parámetro a  puede dar 
errores numéricos en casos muy atípicos. Para evitar esto, lo que hacemos 
es modificar dicho algoritmo para calcular:
pues es lo único que se necesita para la supervivencia Gamma. De este 
modo hemos conseguido evitar todos los errores numéricos comentados con 
anterioridad.
Por otra parte, también se precisa la evaluación de la función Gamma, 
tanto para el cálculo de la supervivencia Gamma como para el de la función 
de azar. Utilizamos el algoritmo ACM291 (Pike y Hill, 1966) para calcular 
el logaritmo de la función Gamma y obtenemos el logaritmo de la función 
de azar como diferencia del logaritmo de la función de densidad Gamma y 
el logaritmo de la supervivencia. De esta forma evitamos también errores 
numéricos.
Como apoyo informático a la implementación del método de análisis, 
en primer lugar se confeccionó un programa llamado lectura, en Fortran 77, 
para la lectura de datos. Bastante genérico, tan sólo requiere leer los mismos 
de un fichero en un determinado formato. Asimismo, el programa calcula 
todos los estadísticos que son comunes a las distintas etapas del análisis, 
entre los que cabe destacar los c¿, j  =  1, . . . ,  g + 1, dados en la proposición
2.3.2 y escribe toda esa información en un nuevo fichero para su posterior 
utilización.
log
Para la obtención de la MCMC utilizando el algoritmo de Gibbs se de­
sarrolló, también en Fortran 77, otro programa llamado mcmc que ofrece
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la posibilidad al usuario de obtener una primera aproximación a la función 
de azar poligonal de cada uno de los grupos o bien generar la cadena de 
Markov para su análisis con CODA y para la obtención de predicciones. En 
la primera opción, se trata de dividir el eje temporal en un número suficien­
temente grande de puntos para aproximar el azar poligonal con la media 
de los correspondientes parámetros r's del grupo generados en la MCMC. 
Así, la función de azar poligonal tiene un gran número de segmentos de 
definición y puede, por tanto, recoger perfectamente la forma del azar base. 
Una vez observada la forma del azar base, puede buscarse una poligonal 
más sencilla que también la aproxime suficientemente y que tenga menos 
parámetros. Para ello sólo hay que elegir adecuadamente los puntos no 
triviales del eje. La segunda opción del programa genera una cadena de 
Markov con los parámetros finalmente considerados, así como dos ficheros, 
coda.ind y coda.out, para el análisis de la convergencia con CODA. Los pa­
rámetros de la MCMC se escriben en un fichero con un formato adecuado 
para su utilización con el programa de predicción, mientras que los ficheros 
coda.ind y coda.out contienen la misma información en el formato ad hoc 
para la aplicación de CODA.
El tercer y último de los programas desarrollados, predio, calcula fun­
ciones y medidas predictivas para nuevos individuos. Proporciona las co­
ordenadas de los puntos para el dibujo de las funciones de azar, densidad 
y supervivencia predictivas para valores concretos de las covariables, con y 
sin bandas de confianza para las mismas, y calcula la media y varianza de 
la distribución predictiva. Las bandas de confianza se han obtenido como 
intervalos de confianza puntuales para cada uno de los puntos de dibujo. 
Esto es, no son bandas de confianza sobre la distribución final, sino que co­
mo las funciones predictivas se calculan por Monte Cario en cada uno de los 
puntos, podemos obtener, aplicando el teorema central del límite, el error 
Monte Cario cometido y el correspondiente intervalo de confianza puntual
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del 95% para el valor de la función predictiva en el punto de dibujo.
La metodología de análisis de un banco de datos cualquiera ha sido, 
genéricamente, la siguiente. Previa lectura y adecuación de los datos con 
el programa lectura y dividido el eje temporal en bastantes (de 10 a 20) 
intervalos con suficiente información (número de datos) en cada uno de ellos, 
se obtiene una aproximación a la función de azar poligonal con la opción 
correspondiente del programa mcmc. Se elige una partición definitiva del eje 
temporal teniendo en cuenta, básicamente, los cambios de monotonicidad de 
la aproximación anterior y de modo que no haya diferencias considerables 
en el número de tiempos de supervivencia en cada uno de los intervalos. 
Como tan sólo se trata de recoger la forma genérica del azar poligonal, 
unos pocos puntos son suficientes para realizar ya el análisis definitivo. Con 
esta partición, procesamos los datos y la nueva información con lectura y 
obtenemos con mcmc una cadena de Markov cuya convergencia analizamos 
con el programa CODA. Una vez alcanzada la convergencia y obtenida una 
muestra de la distribución final, utilizamos predic para la obtención de los 
puntos de dibujo de las funciones predictivas deseadas.
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3.3 Datos simulados
3.3.1 Banco de datos 1
Este primer banco de datos consta de un único grupo de 100 individuos 
con dos covariables. Consideramos otra covariable adicional xi, constante 
e igual a 1, para que aparezca el término independiente en la combinación 
lineal, mientras que X2 y miden características propias de cada individuo 
y fueron simuladas a partir de distribuciones N (0,1) independientes.
Los parámetros de este modelo correspondientes a la función de azar 
poligonal son:
r (1) =  (0.1,0.2,0.2,0.3,0.1)',
con a  =  (1,3,5,8)' como divisiones no triviales del eje temporal y los rela­
tivos a las covariables:
b = (7.5,-0.5 ,1)', o\ = l,
Pfi = 0,0% = 1-
Generamos 100 tiempos de supervivencia a partir de este modelo utili­
zando un mecanismo de censura progresiva por la derecha. Consideramos 
el tiempo de entrada en el estudio proveniente de una distribución uniforme 
entre 0 y un tiempo final fijo y establecimos la censura cuando el tiempo 
generado más el tiempo de entrada en el estudio fuera mayor que el tiempo 
final fijo. De este modo, obtuvimos para este banco de datos un 16% de 
tiempos censurados.
Los parámetros b y pp, en conjunción con las covariables, dan lugar a 
elevados valores para la media de loga:. Además, como (3 está alrededor
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de uno, esto quiere decir que la función de azar Gamma de este modelo 
es muy pequeña en comparación con el azar poligonal y que, por tanto, 
las covariables apenas influyen. Por ello, realizamos un primer análisis del 
modelo sin incorporar éstas y teniendo en cuenta, por tanto, sólo el azar 
poligonal.
Tras observar una rápida convergencia del vector paramétrico t^ 1), des­
echamos 100000 pasos iniciales y efectuando saltos de 10 pasos obtuvimos 
una MCMC de tamaño 1000 con la que predecir supervivencias. Es de re­
saltar la buena convergencia de los cinco parámetros del azar poligonal y lo 
bien que se mezcla la MCMC en este modelo. En la figura 3.1 se represen­
ta la función de supervivencia del modelo correcto, calculada en x2 = 0 y 
x3 =  0 (cualquier otro par de valores razonables para las covariables propor­
cionan una curva de supervivencia indistinguible de la aquí representada) 
y la supervivencia predicha por nuestro análisis. Las bandas de confianza 
presentan el intervalo de confianza puntual al 95%. El error Monte Cario 
cometido en la predicción es tan pequeño que dichas bandas de confianza 
se superponen con la estimación de la función de supervivencia.
En la tabla 3.1 se proporciona la media y desviación típica de las fun­
ciones anteriores.
modelo predictiva
media
desviación
4.21 5.04 
4.08 5.35
Tabla 3.1: Media y  desviación típica del modelo correcto y  de la densidad pre­
dictiva sin utilizar covariables. Banco de datos simulados 1.
Como en ellas puede observarse, obtenemos una predicción para la fun­
ción de supervivencia muy parecida a la verdadera, con una media ligera­
mente superior y una mayor varianza, como suele ocurrir en toda distri-
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p r e d i c t i v a
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Figura 3.1: Función de supervivencia del modelo correcto y  su predicción sin 
utilizar covariables. Banco de datos simulados 1.
bución predictiva. También se observa en la figura 3.1 que las dos curvas 
de supervivencia intersectan en un punto cercano a la media, siendo has­
ta  entonces superior la supervivencia predictiva. Esto quiere decir que las 
dos colas de la función de densidad predictiva son más pesadas que las del 
modelo.
Realizamos a continuación el análisis del modelo con las covariables, 
partiendo del punto inicial b  =  0 ,  a 2a  =  1 , p $  =  0 ,  o 1^  =  1 y = d ^  1 ,  
donde d^  =  0.19 es la estimación máximo verosímil de una función de azar 
constante. Utilizando la m ism a partición tem poral de la simulación de los 
datos, generamos 1000000 pasos en la MCMC (17 minutos). En la figura 3.2 
puede observarse la evolución de la cadena, cada 1 0 0  pasos, para  distintos 
parám etros de la misma.
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Figura 3.2: Evolución de algunos parámetros de la MCMC con todas las cova­
riables en el estudio. Banco de datos simulados 1.
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El análisis de la convergencia de la MCMC con el program a CODA 
se realizó sobre la segunda m itad de la cadena. De este modo, habiendo 
desechado 500000 pasos iniciales y registrando 1 de cada 100 hasta  obtener 
una m uestra de tam año 5000, obtuvimos los resultados que se recogen en 
las figuras 3.3 y 3.4.
SUMMARY STATISTICS
Quantiles for each variable:
h---------- +__ ------------ +
I VARIABLE |
i i
2.57. 507. 97.57. 1
1 bl 1 22.50000 33.00000 56.50000 |
1 b2 | 3.47000 12.20000 17.20000 |
1 b3 | 9.89000 13.20000 19.30000 |
1 mub | -1.65000 -0.00410 1.54000 1
I taol | 0.00393 0.06610 0.20700 1
I tao2 | 0.07870 0.14200 0.23300 |
I tao3 | 0.11700 0.20500 0.31900 1
I tao4 | 0.22300 0.36300 0.53800 |
I tao5 | 0.08120 0.15500 0.26500 |
---------- +— ------------ +
Figura 3.3: Intervalos íntercuantílicos, obtenidos con CODA, de algunos paráme­
tros de la MCMC considerando todas las covariables en el estudio. Banco de datos 
simulados 1 .
Los valores tan  grandes obtenidos para  las estimaciones de las compo­
nentes del vector param étrico b  dan lugar a valores muy elevados para  la 
m edia de logo:, indicando que la parte param étrica de la función de azar 
apenas influye en el azar del modelo. Esto es, la sum a de los dos azares, 
G am m a y poligonal, es prácticam ente el poligonal, como era presumible. 
Además, ello puede conllevar una gran variabilidad en estos parám etros 
(dentro de un rango de valores grandes), con una autocorrelación muy al-
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GEWEKE CONVERGENCE DIAGNOSTIC (Z-score):
Fraction in lst window = 0 . 1  
Fraction in 2nd window = 0.5 
_+ + +_
I V ARIABLE |
1 i
MCMC |
1 bl 1 -28.200 1
1 b2 | 20.600 1
1 b3 1 -29.100 |
I m ub | 0.309 |
I taol | -1.170 |
| tao2 | 1.570 1
1 tao3 1 2.290 1
I tao4 | 2.110 |
tao5 | -2.420 |
—+-------------- *+■-------- —---------4-—
RAFTERY AND LEWIS CONVERGENCE DIAGNOSTIC:
Quantile = 0.025 
Accuracy = +/- 0.005 
Probability = 0.95
----------- +-
1 1 
I VARIABLE |
i i
Thin
(k)
Burn-in
(M)
Total
(N)
Lower bound 
(Nmin)
------------- +
Dependence | 
factor (I) |
1 bl | 3 144 142482 3746 38 |
1 b2 | 1 165 179043 3746 47.8 |
1 b3 1 3 42 41955 3746 11.2 |
I mub | 2 40 42556 3746 11.4 |
I taol | 1 117 126817 3746 33.9 |
I tao2 | 1 4 5038 3746 1.34 |
1 tao3 | 1 5 5771 3746 1.54 |
I tao4 | 1 4 4713 3746 1.26 |
I tao5 | 1 5 6078 3746 1.62 |
Figura 3.4: Análisis de la convergencia, obtenida con CODA, de algunos pa­
rámetros de la MCMC considerando todas las covariables en el estudio. Banco de 
datos simulados 1 .
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ta y provocar, por la falta de información que aportan los datos sobre los 
mismos, la no convergencia de los parámetros (ver figura 3.4). Un compor­
tamiento similar hemos observado en otros estudios simulados en los que 
incluíamos covariables que no habían sido usadas en la simulación. En esos 
casos hemos observado dos tipos de comportamiento. Bien la distribución 
final sobre el coeficiente de la covariable se centraba en cero, con poca va­
rianza, o bien tomaba valores muy elevados con mucha varianza, como en 
este estudio.
Posteriormente, realizamos la selección de variables no considerando X2 y 
obtuvimos una MCMC de tamaño 10000 desechando 600000 pasos iniciales 
y efectuando saltos de 50 pasos. La figura 3.5 recoge la evolución de dicha 
cadena.
Algunos diagnósticos de la convergencia para los parámetros anteriores 
y los intervalos intercuantílicos proporcionados por CODA son mostrados 
en las figuras 3.6 y 3.7.
Tanto las gráficas de la evolución como los análisis de la convergencia 
realizados indican que se ha alcanzado la convergencia para la mayoría de 
los parámetros. Las gráficas de b\ y &3 de la figura 3.5, aunque centradas 
en 3 y 1 respectivamente, se muestran muy inestables a causa de la poca 
información que los datos aportan sobre estos parámetros. Los valores un 
poco más atípicos para la convergencia de &i, &3 y pp que se observan en la 
figura 3.6 pueden ser debidos a la gran autocorrelación que presentan. Cabe 
destacar que los intervalos de confianza del 95% recogen, todos ellos, a los 
verdaderos parámetros del azar poligonal. Siendo la componente poligonal 
la principal aportación a la función de azar del modelo, ello indica que las 
predicciones realizadas serán bastante buenas.
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Figura 3.5: Evolución de algunos parámetros de la MCMC obtenida con CODA, 
considerando únicamente x\ y  X3  en el estudio. Banco de datos simulados 1.
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GEWEKE CONVERGENCE DIAGNOSTIC (Z-score) :
Fraction in lst window = 0.1
Fraction in 2nd window = 0.5
_ + ----------------------------+ --------------------------------- + _
I VARIABLE |
1 i
MCMC |
1 bl | -2.440 |
1 b3 | -2.140 |
I mub | 7.920 |
I taoll | 0.545 |
I tao21 | -0.247 |
I tao31 | 0.362 |
I tao41 | 0.971 1
I tao51 | -0.676 1
_+ + +_
RAFTERY AND LEWIS CONVERGENCE DIAGNOSTIC:
Quantile = 0.025 
Accuracy = +/- 0.005 
Probability = 0.95
---------- +_ ------------- +
1 1 Thin Burn-in Total Lower bound Dependence |
I VARIABLE |
i 1
(k) (M) (N) (Nmin) factor (I) |
1 bl | 4 20 24244 3746 6.47 1
1 b3 | 2 10 11512 3746 3.07 1
I mub | 3 57 62919 3746 16.8 |
I taoll | 1 104 115797 3746 30.9 |
I tao21 | 1 7 7967 3746 2.13 |
I tao31 | 1 8 8356 3746 2.23 |
I tao41 | 1 6 7130 3746 1.9 |
I tao51 1 1 17 17908 3746 4.78 |
---------- +_ ------------- +
Figura 3.6: Análisis de la convergencia de algunos parámetros de la MCMC  
obtenido con CODA, considerando únicamente x\ y  x 3 en el estudio. Banco de 
datos simulados 1 .
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SUMMARY STATISTICS
Quantiles for each. variable:
- --------------------------------+ _ _ . --------------------------------------+
I VARIABLE |
i i
2.5 */. 507. 97.57, 1
1 bl | 2.50000 3.55000 7.74000 |
1 b3 | 0.41200 0.97200 2.42000 1
I mub | -1.52000 -0.14700 1.15000 |
I taoll | 0.00442 0.06650 0.20700 1
I tao21 | 0.07730 0.14200 0.23300 |
I tao31 | 0.11500 0.20200 0.31800 |
| tao41 | 0.20700 0.34700 0.53700 |
1 tao51 | 0.04140 0.13200 0.23600 |
-------------------------------- --------------------------------------+
Figura 3.7: Intervalos íntercuantílicos, obtenidos con CODA, de algunos paráme­
tros de la MCMC considerando únicamente x\ y  x$ en el estudio. Banco de datos 
simulados 1 .
En la tab la  3.2 aparece reflejada la m edia y desviación típica de la den­
sidad del modelo y de la predictiva para algunos individuos, utilizando xi 
y como únicas covariables y considerando los 1 0 0 0  últim os pasos de la 
MCM C anterior.
modelo x 3  —- 2 £-3=0 £3 = 2
media 4.21 2.67 4.69 5.03
desviación 4.08 2.1 4.5 5.85
Tabla 3.2: Media y  desviación típica del modelo correcto y  de la densidad pre­
dictiva para algunos individuos. Banco de datos simulados 1.
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En la figura 3.8 se representa la función de supervivencia predictiva de 
los individuos anteriores.
x 3 = - 2  x 3 = 0
—  p red ic tiv a  
 m o d elo
0.6
0.4
0.2
0.0
8 13 IX3
—  pred ic tiv a  
  m odelo
1.0
0.8
0.6
0.4
0.2
0.0
183 138
x 3 = 2
m o d elo  
x3» 2  
x3=0 
x3 —2
1.0
0.8
0.6
in
0.4
0.2
0.0
3 13 188
pred ic tiva
m odelo
1.0
0.8
0.6
<z>
0.4
0.2
0.0
3 13 188
Figura 3.8: Función de supervivencia del modelo correcto y  su predicción para 
algunos individuos. Banco de datos simulados 1.
Observamos en la figura 3.8 y en la tab la 3.2 que tan  sólo valores pe­
queños de la covariable x 3 influyen en la supervivencia. Las funciones de 
supervivencia obtenidas para  valores de dicha covariable por encima de la 
m edia son prácticam ente indistinguibles y casi coincidentes con la supervi­
vencia del modelo.
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3.3.2 Banco de datos 2
Este banco de datos consta de dos grupos de 500 individuos cada uno. Las 
características particulares de cada individuo se recogen en las covariables 
% 2 y ^3j que fueron simuladas a partir de distribuciones N (0 ,1) independien­
tes, y al igual que en el banco de datos anterior, añadimos una covariable 
Xi, constante e igual a 1, para contemplar el término independiente de la 
combinación lineal.
Los parámetros relativos al azar poligonal de cada uno de los grupos 
son:
r (1) =  (0.01,0.1,0.06,0.01,0.05)' 
r (2) =  (0.1,0.05,0.01,0.05,0.1)',
con el vector a  =  (3,6,10,20)' como divisiones no triviales del eje temporal 
y los correspondientes a las covariables:
b  =  (3.5,1,3)', <r’ =  l,
His =  3, oj =  1.
Utilizando el mismo mecanismo de censura progresiva por la derecha 
comentado con anterioridad, obtuvimos un 22.6% de tiempos censurados en 
el primer grupo y un 13.8% en el segundo.
Considerando un punto inicial con el mismo criterio anterior, utilizamos 
a =  (3,6,10,20)' como partición temporal y generamos una MCMC des­
echando los 100000 primeros pasos y efectuando saltos de 50 pasos hasta un 
tamaño muestral igual a 10000. Esto supuso aproximadamente 480 minutos 
de tiempo CPU. Ha de hacerse notar que la diferencia en los tiempos de 
computación con el banco de datos anterior es debida al gran número de
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parámetros que se maneja en éste. Como en total hay 1000 individuos, ello 
supone más de 2000 parámetros en la MCMC.
En la figura 3.9 puede observarse la evolución de la MCMC para algu­
nos parámetros de la misma y la estimación Monte Cario de la distribución 
marginal. Los parámetros del azar poligonal presentaban una rápida con­
vergencia casi desde el principio de la cadena, por ello hemos representado 
los parámetros asociados al azar Gamma, que son los que presentan mayor 
autocorrelación.
Los intervalos intercuantílicos de los parámetros obtenidos por Monte 
Cario con la cadena anterior se reflejan en la figura 3.10. Así como las 
estimaciones de los parámetros asociados a la función de azar poligonal son 
generalmente buenas y se obtienen con gran rapidez, parece necesaria mayor 
información (más datos) para la estimación de los parámetros relativos a las 
covariables. Como es habitual, los parámetros con mayor dificultad en ser 
estimados son los relacionados con las varianzas. En concreto, pp resulta 
difícil de estimar. Destacar, no obstante, que siendo la predicción el objetivo 
principal en el análisis de supervivencia, el problema de la estimación queda 
relegado a un segundo término, máxime cuando se obtienen predicciones 
razonablemente buenas con las estimaciones presentadas.
Los diagnósticos de convergencia proporcionados por CODA, utilizan­
do los métodos de Geweke (figura 3.11) y de Raftery y Lewis (figura 3.12), 
indican convergencia para la mayoría de los parámetros, si bien la fuerte au­
tocorrelación en los hiperparámetros de la distribución Gamma no permite 
obtener mejores resultados para ellos.
Finalmente, considerando todas las covariables en el modelo y utilizando 
los 100 últimos pasos no repetidos de la MCMC en cada uno de los grupos,
b3 
b2
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Figura 3.9: Evolución y  densidad predictiva marginal, obtenidas con CODA, de 
algunos parámetros de la MCMC. Banco de datos simulados 2.
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SUMMARY STATISTICS
Quantiles for each variable:
h-------------------------------------------- ----------------------------------------------------+
I VARIABLE |
i i
2.5*/. 50’/. 97.5 •/. |
1 bl 1 5.08000 5.36000 5.87000 |
1 b2 | 0.70200 0.81200 0.94700 |
1 b3 | 2.07000 2.25000 2.58000 |
I mub | -1.10000 -0.82000 -0.43500 |
I taoll | 0.04420 0.06680 0.09750 |
| tao21 | 0.05900 0.07850 0.10200 1
I tao31 | 0.02700 0.04330 0.06270 |
I tao41 | 0.01020 0.02010 0.03190 |
1 tao51 1 0.02350 0.03310 0.04480 |
I taol2 | 0.12200 0.16300 0.21200 |
I tao22 | 0.06230 0.08700 0.11600 |
I tao32 | 0.00664 0.02150 0.03990 |
I tao42 | 0.04110 0.06160 0.08520 |
I tao52 | 0.07760 0.10200 0.12700 |
--------------------------------------------+— +
Figura  3.10: Intervalos intercuantílicos, obtenidos con CODA, de algunos pa­
rámetros de la MCMC. Banco de datos simulados 2.
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GEWEKE CONVERGENCE DIAGNOSTIC (Z-score):
Fraction in lst window = 0.1 
Fraction in 2nd window = 0.5
---------- +__ --+
I VARIABLE |
i i
MCMC
1 bl 1 -3.750
1 b2 | -0.628
1 b3 | -4.590
I mub | -5.210
| taoll | -2.490
| tao21 | -0.677
I tao31 | 1.980
I tao41 | 0.399
| tao51 | 0.908
I taol2 | -2.050
I tao22 | 1.730
| tao32 | -1.200
| tao42 | -1.140
I tao52 | -3.160
------------------------------- + _ _ --+
Figura 3.11: Análisis de la convergencia de algunos parámetros de la MCMC 
obtenido con CODA. Método de Geweke. Banco de datos simulados 2.
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RAFTERY AND LEWIS CONVERGENCE DIAGNOSTIC:
Quantile = 0.025 
Accuracy = +/- 0.005 
Probability = 0.95
r -----------------------+  -
1 1 
I VARIABLE |
I i
Thin
(k)
Burn-in
CM)
Total
(N)
Lower bound 
(Nmin)
----------------------------- +
Dependence | 
factor (I) |
1 bl 1 4 72 71160 3746 19 1
1 b2 | 6 66 73998 3746 19.8 |
1 b3 1 4 104 109904 3746 29.3 |
I mub | 6 186 189438 3746 50.6 |
I taoll | 1 27 28890 3746 7.71 |
I tao21 | 1 9 10461 3746 2.79 |
I tao31 | 1 11 12334 3746 3.29 |
I tao41 | 1 20 21652 3746 5.78 |
I tao51 | 1 11 12284 3746 3.28 |
I taol2 | 1 9 10461 3746 2.79 1
1 tao22 | 1 16 17317 3746 4.62 |
I tao32 | 1 48 51638 3746 13.8 |
I tao42 | 1 24 25731 3746 6.87 |
I tao52 | 1 20 21937 3746 5.86 |
-------- + ----------------------------- +
Figura 3.12: Análisis de la convergencia de algunos parámetros de la MCMC 
obtenido con CODA. Método de Raftery y  Lewis. Banco de datos simulados 2.
3.3. Datos simulados 89
obtuvim os funciones predictivas de algunos individuos concretos. Como 
a lternativa  a las funciones de supervivencia, en la figura 3.13 se representan 
las gráficas de las densidades predictivas y de las verdaderas.
x2=>-1 , x3 —-0.5. Grupo 1 x2=-1 , x3—0.5. Grupo 2
1
-t
1
-t
H
X2—0, x3=0. Grupo 1 x2=0, x3=0. Grupo 2
S
J
20 30
1
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J
x2=2, x3=2. Grupo 1
Predio ti va
Bandas
Modelo
x2=2, x3=2. Grupo 2
10 "l
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i  "i
J
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Figura 3.13: Función de densidad del modelo correcto y  su predicción para 
algunos individuos. Banco de datos simulados 2.
Es de destacar el gran parecido entre la predicción y la realidad para  
todos los conjuntos de covariables estudiados. Asimismo, tam bién es de re­
sa lta r que la predictiva suaviza la atípica densidad del modelo. Aunque se 
han utilizado tan  sólo 100 valores muéstrales, los errores M onte Cario come-
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tidos en las predicciones son, nuevamente, tan reducidos que lajs bandas de 
confianza al 95% se confunden prácticamente con las densidades predictivas.
La tabla 3.3 recoge las medias y desviaciones típicas de las diistribuciones 
predictivas para dichos valores concretos de las covariables.
X 2 = ~ l ,  X 3 = - 0 . 5 X 2 = 0 ,  X 3 = 0 £ 3 = 2
G r u p o  1 G r u p o  2 G r u p o  1 G r u p o  2 G r u p o  1 G r u p o  2
m o d e lo m = 3 . 3 5  m = 3 . 2 8  m = 1 5 . 1 6  m = 1 2 . 8 8  m = 2 0 .3 3 5  m = 1 5 . 4 9  
d t = 3 . 5 9  d t = 3 . 6 4  d t = 1 4 . 2 2  d t = 1 0 . 1 4  d t = 1 9 .4 1 1  d t = 1 2 . 3
p r e d i c t i v a m = 2 . 5 9  m = 2 . 3 5  m = 1 3 . 1 3  m = 9 . 9 3  m = 2 4 .5 1 L  m = 1 1 . 9 4  
d t = 2 . 4 2  d t = 2 . 2 5  d t = 1 0 . 0 8  d t = 8 . 3 8  d t = 2 9 . 6 5  d t = 1 1 . 8 2
Tabla 3.3: Media y  desviación típica del modelo correcto y  de la cdensidad pre- 
dictiva para algunos individuos. Banco de datos simulados 2.
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3.4 D atos reales
3.4.1 B anco de datos de Stanford
El conocido banco de datos de transplantes de corazón de Stanford (Miller 
y Halpern, 1982) tiene registrados a 184 individuos (hasta el 1 de Febrero 
de 1984) con medidas de los días de supervivencia tras un transplante de 
corazón, la «edad en años al transplantar y un coeficiente de disimilaridad 
entre paciente y donante. En este estudio hemos considerado un único 
grupo con los 156 pacientes para los que se disponía de toda la información 
anterior (ver apéndice C) y tres covariables: x\, constante e igual a 1 , X2 , la 
edad y £3, el coeficiente de disimilaridad. En este banco de datos contamos 
con un 35.26% de tiempos censurados.
Debido a  la gran variabilidad que presentan los tiempos de supervivencia 
y a los elevados valores que toman los mismos, realizamos un cambio (ya 
propuesto por numerosos autores en la literatura) a una escala logarítmica 
del tiempo.
Con posterioridad, obtuvimos una aproximación a la función de azar po­
ligonal monitorizando las medias de los vectores r W  obtenidos por Monte 
Cario. La figura 3.14 refleja dicha aproximación. Observados los cambios 
de monotonicidad en esos puntos, decidimos utilizar como divisiones no tri­
viales del eje temporal a  =  (3,4,6)', tratando de reflejar en pocos puntos la 
forma de la función de azar poligonal. El último cambio en la monotonici­
dad alrededor de 7 no fue tenido en cuenta por la falta de información en 
el último intervalo.
Partiendo del mismo punto inicial que en el banco de datos 1, obtuvimos
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Figura 3.14: Aproximación al azar poligonal. Banco de datos de Stanford.
una MCMC desechando los 100000 primeros pasos y efectuando saltos de 
10 pasos hasta  com pletar la cadena de tam año 10000 (33 m inutos). En la 
figura 3.15 se representa la evolución de la MCMC para  algunos parám etros 
de la misma y la estimación Monte Cario de la distribución m arginal.
Los resultados del análisis de la convergencia con CODA, representados 
en la figura 3.16, indican una rápida convergencia en la MCMC. Únicam ente 
el parám etro pp falla en los diagnósticos.
Tal y como se aprecia en la figura 3.17, el cero está incluido claram en­
te en el intervalo de confianza del 95% de b3, por lo tan to  eliminamos la 
covariable del coeficiente de disim ilaridad del estudio y obtuvim os, con las 
restantes, una MCMC de tam año 1000 con la que realizar las predicciones. 
En la figura 3.18 se representan las funciones de supervivencia predictivas 
para  los valores x<¿ — 15, x^ =  40 y x<i — 60 de la covariable edad. Las
3.4. Datos reales 93
(10000 valúes p«r trac*) (10000 valúes)
5000  
heralion 
(10000 valúes per traoe)
5000  
ileration 
(10000 valúes per 1raoe)
(10000 valúes per trace)
5000
ileration
10000
cv
i
E
□
10000
o
432
■0 .0 4
bl
(10000 valúes)
-0.02
b2
(10000 valúes)
b3
(10000 valúes)
c
■e
o<v
o
0.02
cv
o
•0 5 0 0 5
o
0 2
mub
Figura 3.15: Evolución y  densidad predictiva marginal, obtenidas con CODA, 
de algunos parámetros de la MCMC. Banco de datos de Stanford.
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GEWEKE CONVERGENCE DIAGNOSTIC (Z-score):
Fraction in lst window = 0.1
Fraction in 2nd window = 0.5
_+------------------ +----------------------+_
I VARIABLE |
i i
MCMC |
1 bl I 1.490 |
1 b2 | -1.350 |
1 b3 | -1.660 |
I mub | 4.910 1
1 taoll | 0.188 |
I tao21 | 2.040 |
I tao31 1 2.500 |
I tao41 | 0.127 1
_+ + +_
RAFTERY AND LEWIS CONVERGENCE DIAGNOSTIC:
Quantile = 0.025 
Accuracy = +/- 0.005 
Probability = 0.95
1 1 Thin Burn-in Total Lower bound Dependence |
1 VARIABLE |
i i
(k) (M) (N) (Nmin) factor (I) |
1 bl | 2 10 12476 3746 3.33 |
1 b2 | 5 25 27115 3746 7.24 |
1 b3 | 2 10 11688 3746 3.12 |
I mub | 1 96 104591 3746 27.9 |
I taoll | 1 26 28317 3746 7.56 |
I tao21 | 3 15 19893 3746 5.31 |
1 tao31 | 4 12 17440 3746 4.66 |
I tao41 | 3 15 16953 3746 4.53 |
----------------- + _ ---- _ - -+
Figura 3.16: Análisis de la convergencia de algunos parámetros de la MCMC 
obtenido con CODA. Banco de datos de Stanford.
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medias, obtenidas por Monte Cario, de las densidades predictivas fueron, 
respectivam ente, 450.34, 278.66 y 119.1. Puede observarse cómo se produce 
la lógica y esperada ordenación de las supervivencias en sentido inverso al 
orden de las edades.
SUMMARY STATISTICS
Quantiles for each variable:
I VARIABLE | 2.5’/. 507, 9 7 .57. |
1 bl | 1.97000 2.52000 3.32000 |
1 b2 | -0.02530 -0.01090 0.00070 1
1 b3 1 -0.24300 -0.05450 0.12600 1
| mub | -0.14800 0.53000 1.46000 1
1 taoll | 0.00305 0.01460 0.04140 1
I tao21 | 0.00392 0.01820 0.04400 |
I tao31 1 0.00470 0.11400 0.24000 |
I tao41 | 0.00284 0.04330 0.17000 |
Figura 3.17: Intervalos intercuantílicos, obtenidos con CODA, de algunos pa­
rámetros de la MCMC. Banco de datos de Stanford.
La gráfica 3.19 puede ser de utilidad para  la com paración de las supervi­
vencias predichas por este modelo y las supervivencias predictivas obtenidas 
utilizando el modelo de Cox que, considerándose adecuado, es el habitual- 
m ente utilizado para  el análisis de este banco de datos. Nuestro modelo 
proporciona resultados similares.
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Figura 3.18: Función de supervivencia predictiva para algunos individuos. Banco 
de datos de Stanford.
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Figura 3.19: Función de supervivencia predictiva de Cox para algunos individuos. 
Banco de datos de Stanford.
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3.4.2 Banco de datos de una encuesta a licenciados en 
M atemáticas
Los datos analizados en esta sección proceden de una encuesta dirigida a 
los licenciados en Ciencias Matemáticas por la Universitat de Valéncia. La 
labor de campo con los cuestionarios cumplimentados se cerró en Octubre 
de 1994 (Encuesta sobre la valoración de la adecuación de los estudios a 
la actividad profesional. Convenio de la Universitat de Valéncia con la 
Conselleria de Educació i Ciéncia).
En este estudio se consideran únicamente seis de los items de la encues­
ta  (ver apéndice C): la nota media de licenciatura (aprobado, notable y 
sobresaliente), que utilizamos para formar tres estratos o grupos distintos; 
el tiempo transcurrido, en meses, desde la obtención de la licenciatura hasta 
la consecución del primer empleo, que va a ser nuestro tiempo de supervi­
vencia; una variable indicadora de la censura (0, si no ha encontrado el 
primer empleo al cierre de la encuesta y 1, en caso contrario), el sexo (0, 
mujer y 1, hombre); el año de licenciatura y la actitud ante el hecho de 
volver a cursar los mismos estudios (0, no y 1, sí). Estos tres últimos items 
son los que hemos utilizado como covariables, añadiéndoles una primera co­
variable constante e igual a 1 para la inclusión del término independiente 
en la combinación lineal.
En el primer grupo hay 352 individuos con un 10.79% de censura, en el 
segundo 171 con un 5.85% y hay 36 individuos con nota media sobresaliente 
y uno solo en situación de desempleo, lo que significa una censura del 2.78% 
en este grupo.
En la figura 3.20 se representa la aproximación a la función de azar po­
ligonal en cada grupo, obtenida con las medias Monte Cario de los vectores
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r ( J), j  =  1 ,2 ,3 . En ella se observa un com portam iento cíclico para  la fun­
ción de azar que se suaviza a lo largo del tiempo. Resulta más acentuado 
en el grupo de no ta  m edia aprobado (tiempos de supervivencia m ás gran­
des), m ientras que el de nota media sobresaliente (el de menor tam añ o  y 
con los menores tiempos de supervivencia) apenas perm ite apreciar dicho 
com portam iento. Coincide este ciclo anual en el tiem po de desem pleo de 
estos licenciados con el inicio de curso en la enseñanza secundaria. Siendo 
ésta su principal salida laboral, es en los meses de septiembre y octubre, 
coincidiendo con las contrataciones por parte  de las instituciones públicas, 
cuando muchos de estos licenciados acceden a su prim er empleo.
aprobado
notable
sobresaliente0.4 -
0.3 -
V  0.2  “
0 .0  -
0 10 20 30 40
Figura 3.20: Aproximación al azar poligonal de cada grupo de individuos. Banco 
de datos de la encuesta.
D ada la estacionariedad observada en la figura 3.20, decidimos utilizar 
a  =  (2 ,3 ,4 ,6 ,1 2 ,1 8 ,2 4 ) ' como partición del eje tem poral. Los primeros 
intervalos de la partición son de am plitud uno pues una cantidad conside­
rable de los tiempos de desempleo eran uno, dos o tres meses. Tomamos
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r =  (0.02,0.08,0.06,0.02,0.01,0.08,0.02,0.1)', j  =  1,2,3, como punto 
inicial para los parámetros relativos al azar poligonal de los tres grupos 
y b =  O, (j2a =  1, fjLp =  0, y <7% =  1, como valores iniciales para los hi- 
perparámetros de las covariables. Con estos valores iniciales de la MCMC, 
distintos a los utilizados con anterioridad y con los que pretendíamos recoger 
el marcado carácter temporal de los parámetros j  =  1,2,3, así como 
acelerar la convergencia, generamos una MCMC desechando los 100000 pri­
meros pasos y efectuando saltos de 50 pasos hasta un tamaño muestral igual 
a 10000 (360 minutos). Este elevado tiempo de cómputo es debido a que 
el banco de datos consta de 559 individuos, lo que supone más de 1100 
parámetros.
En las figuras 3.21 y 3.22 se refleja la evolución de algunos parámetros 
de la MCMC y la estimación Monte Cario de su distribución marginal. Los 
parámetros relativos al azar poligonal mostraban una muy rápida convergen­
cia, si bien se producían bastantes repeticiones en las etapas de Metrópolis. 
Debido a ello, todos los análisis de convergencia y evolución efectuados con 
CODA se realizaron utilizando tan sólo aquellos puntos de la MCMC donde 
no había repeticiones en los parámetros t ^ \  para j  =  2, pues éste era el 
grupo que presentaba más repeticiones.
A continuación se proporcionan, en la figura 3.23, los intervalos de con­
fianza del 95% para algunos de los parámetros de las covariables obtenidos 
con la MCMC anterior.
En la figura 3.24 se proporcionan los resultados del análisis de la con­
vergencia de los parámetros de las covariables efectuado con CODA.
Como en ambos casos quedaba incluido el cero en el correspondiente 
intervalo de confianza del 95%, eliminamos secuencialmente las covariables
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Figura 3.21: Evolución y  densidad predictiva marginal, obtenidas con CODA, 
de algunos parámetros de la MCMC asociados a las covariables. Banco de datos 
de la encuesta.
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Figura 3.22: Evolución y  densidad predictiva marginal, obtenidas con CODA, 
de algunos parámetros de la MCMC relativos al azar poligonal. Banco de datos 
de la encuesta.
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SUMMARY STATISTICS
Quantiles for each variable:
_+ + +-
I VARIABLE |
i i
2.57, 507, 97.57. 1
1 bl | -0.98200 0.30800 1.60000 |
1 b2 | -0.35300 -0.04550 0.26200 |
1 b3 | 0.01590 0.03120 0.04810 |
1 b4 | -0.37900 -0.00820 0.34700 |
I mub -2.96000 -2.48000 -2.19000 |
- +  +  + -
Figura 3.23: Intervalos intercuantílicos, obtenidos con CODA, de algunos pa­
rámetros de la MCMC asociados a las covariables. Banco de datos de la encuesta
sexo y actitud  del modelo y obtuvimos una MCMC de tam año 1000 para 
predecir supervivencias. En la figura 3.25 se representan las funciones de 
supervivencia predictivas para  distintos valores de las covariables finalmente 
consideradas.
En la tab la  3.4 se proporcionan las medias y desviaciones típicas predic­
tivas obtenidas por Monte Cario para  algunos individuos.
APROBADO NOTABLE SOBRESALIENTE
1978 1988 1998 1978 1988 1998 1978 1988 1998
media
desviación
8.19 10.41 12.81 6.87 8.41 9.97 3.55 3.91 4.11 
9.76 12.02 15.02 8.02 9.66 11.75 3.77 4.15 4.46
Tabla 3.4: Media y  desviación típica de la densidad predictiva para algunos 
individuos. Banco de datos de la encuesta.
Por comparación, al igual que en el banco de datos anterior, propor­
cionamos algunas predicciones de supervivencias utilizando el modelo de
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GEWEKE CONVERGENCE DIAGNOSTIC (Z-score):
Fraction in Ist window = 0.1
Fraction in 2nd window = 0.5
_+------------------ +----------------------+-
VARIABLE 1
i
MCMC
bl 1 2.280
b2 | 1.260
b3 | -3.530
b4 | 1.550
mub 2.000
_ +  +  + -
RAFTERY AND LEWIS CONVERGENCE DIAGNOSTIC:
Quantile =0.01 
Accuracy = +/- 0.005 
Probability = 0.9
_ + ----------------------- + _
1 1 
I VARIABLE |
1 i
Thin
(k)
Burn-in
(M)
Total
(N)
Lower bound 
(Nmin)
----------------------+
Dependence | 
factor (I) |
1 1 
1 bl | 1 6 1871 1072 1.75 |
1 b2 | 1 14 4348 1072 4.06 |
1 b3 | 1 8 2532 1072 2.36 |
1 b4 | 1 17 5437 1072 5.07 |
1 mub | 1 31 9796 1072 9.14 |
_ + ----------------------- + -
Figura 3.24: Análisis de la convergencia, obtenida con CODA, de algunos pa­
rámetros de la MCMC asociados a las covariables. Banco de datos de la encuesta.
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Figura 3.25: Función de supervivencia predictiva para algunos individuos. Banco 
de datos de la encuesta.
Cox. En la figura 3.26 pueden observarse las supervivencias predictivas de 
Cox para  el año 1998 y para  los tres grupos y en la figura 3..27 las corres­
pondientes a la no ta  m edia de licenciatura aprobado para  kos años 1978, 
1988 y 1998. En ambas, puede apreciarse el gran parecido en tre ellas y las 
predicciones realizadas con nuestro modelo. Con ambos modeilos, las super­
vivencias predichas para  el año de licenciatura 1998 son muy sim ilares para  
las notas medias aprobado y notable siendo menores para  el sobresaliente, 
indicando la mayor accesibilidad al prim er empleo para  los lñcenciados con 
esa no ta  media. La supervivencia en función del año de licem ciatura tam ­
bién aparece ordenada en sentido directo al mismo, proporciom ando mayores 
tiem pos de espera hasta  el prim er empleo para los licenciados (de las últim as 
promociones.
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Figura 3.26: jFunción de supervivencia predictiva de Cox para algunos individuos 
con año de licenciatura 1998. Banco de datos de la encuesta.
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Figura 3.27: IFunción de supervivencia predictiva de Cox para algunos individuos 
con nota mediia de licenciatura aprobado. Banco de datos de la encuesta.
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En este trabajo presentamos un modelo semiparamétrico aditivo como 
alternativa al modelo de Cox para el análisis bayesiano de datos de super­
vivencia. El modelo que desarrollamos permite la incorporación de covaria- 
bles de un modo sencillo y admite un tratamiento bayesiano del problema 
de supervivencia con una matemática a desarrollar razonable.
Hemos analizado, dentro de los modelos semiparamétricos aditivos, con 
mayor detalle el modelo Gamma-poligonal aditivo, en el que la parte pa- 
ramétrica corresponde a la distribución Gamma, pero otras distribuciones 
paramétricas pueden ser utilizadas en su lugar. La metodología de análisis 
a emplear sería la misma y en su implementación sólo se vería afectada la 
parte paramétrica del modelo.
Contrariamente a lo que es habitual en el análisis bayesiano de datos 
de supervivencia con covariables, la implementación del modelo Gamma- 
poligonal no ha resultado excesivamente complicada y utilizando técnicas de 
Monte Cario permite el análisis, bajo la perspectiva bayesiana, de complejos 
bancos de datos, con gran cantidad de parámetros, en tiempos de cómputo 
razonables.
También ha resultado sencilla y fácilmente aplicable la técnica desarro­
llada para realizar la selección de variables.
El modelo Gamma-poligonal aditivo se adecúa bien a los modelos de 
azares proporcionales (aquellas situaciones de supervivencia donde funcio­
na bien el modelo de Cox), habiendo proporcionado buenos resultados en 
todos los bancos de datos analizados con esa característica. También ha 
proporcionado generalmente buenos resultados con modelos de azares no 
proporcionales, donde el modelo de Cox no es adecuado, si bien la investi­
gación en este sentido está abierta en orden a establecer algunas condiciones
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de aplicabilidad de nuestro modelo.
Los bancos de datos presentados en la memoria constituyen una pequeña 
parte de una batería de bancos de datos analizados. Teniendo presente que 
el primordial objetivo en el análisis de supervivencia es la predicción para 
nuevos individuos, cabe destacar lo razonable de las predicciones realizadas 
en todos los bancos de datos estudiados. No sólo en los bancos de datos 
simulados, en los que se conocían los verdaderos parámetros del modelo y 
en los que los resultados confirmaron la adecuación del mismo, sino en estu­
dios de datos reales donde las conclusiones alcanzadas fueron perfectamente 
extrapolables a las proporcionadas por otros autores.
Otra línea de investigación en la que cabe incidir en un futuro próximo 
es la de llevar a cabo una mayor profundización en aspectos teóricos del 
modelo, principalmente en el sentido de establecer relaciones con el modelo 
de azares proporcionales de Cox. Siendo éste el modelo comúnmente utili­
zado en la literatura para el tratamiento de tiempos de supervivencia con 
covariables resulta necesario concretar, con mayor rigurosidad, las analogías 
y diferencias entre ambos.
La utilización de una familia distinta a la Gamma para la parte pa- 
ramétrica del modelo puede ampliar el ámbito de aplicación del mismo y 
también nos ocupa desde este momento.
La inclusión en el modelo de covariables dependientes del tiempo puede 
ser fundamental para completar la aplicabilidad del modelo y por ello ha de 
ser materia inmediata de investigación.
También queda planteado a corto plazo el desarrollo de alguna herra­
mienta estadística, en forma de test o similar, para la comparación de es­
tratos.
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Asimismo, nos planteamos para un futuro inmediato un estudio más 
detallado de la convergencia en los procesos de simulación y el desarrollo de 
algún mecanismo automático de detección de la misma.

Apéndice A
Definiciones y propiedades en 
supervivencia
Con este apéndice tan sólo se pretende resumir un pequeño vocabulario 
específico de análisis de supervivencia. En cualquier manual básico pueden 
encontrarse estos y otros conceptos más detallados y profundizar en las 
propiedades de las funciones aquí definidas. Buenas referencias son las de 
Gross y Clark (1975), Johnson (1980), Kalbfleisch y Prentice (1980), Miller 
(1981), Cox y Oakes (1984), Parmar y Machin (1995), o Le (1997), entre 
otras.
D efinición A .l  Un dato de vida o tiempo de supervivencia es el tiempo 
transcurrido entre dos sucesos bien definidos.
D efinición A.2 Un dato de vida o tiempo de supervivencia se dice censu­
rado cuando alguno de los sucesos que lo definen no es observado.
Existen diferentes tipos de censura dependiendo de cuál es el suceso no 
observado y de la forma de entrar los individuos en el estudio (ver, por
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ejemplo, Lee, 1992; Collett, 1994; Klein y Moeschberger, 1997). Entre 
ellos, uno de los más frecuentes en la práctica habitual es el de la censura 
progresiva por la derecha, que se tiene cuando no todos los individuos entran 
en el estudio al mismo tiempo y es el segundo de los sucesos el que no se 
observa para algunos de ellos.
Denotamos por T  a la variable aleatoria positiva que representa el tiempo 
de vida o supervivencia.
Definición A.3 La función de supervivencia de T, denotada por S(t), es 
la probabilidad de que el tiempo de vida sea superior a t,
S ( t ) = p ( T > t ) .  (A.l)
De la igualdad (A.l) se obtiene inmediatamente que S(t) =  1 — F(t ), 
donde F(t) es la función de distribución de probabilidades de T.
En el caso de que T  sea una variable aleatoria absolutamente continua, 
tenemos las siguientes definiciones:
Definición A.4 La función de azar de T, h(t), es la probabilidad de fallo 
(observación del segundo suceso que define el tiempo de vida) en un intervalo 
de tiempo infinitesimal dado que no había sido observado al principio del 
intervalo,
= Um p ( t < T < t  + A \ T > t )
V '  A t—>0 A t
De ello se deduce que:
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donde f ( t )  es la función de densidad de probabilidades de T.
Definición A.5 La función de azar acumulado deT,  H(t),  se define como:
I h(s) ds. 
o
Estos últimos conceptos, azar y azar acumulado, pueden establecerse, 
de un modo totalmente análogo y sin pérdida de generalidad, para el caso 
menos habitual de variables aleatorias discretas.
A continuación, enunciamos algunas de las propiedades básicas más im­
portantes que relacionan las funciones definidas con anterioridad.
P rop iedad  A .l
/(t) = ~ s ( t ) ,  t  > 0.
P rop iedad  A .2
h(t) =  --^ lo g S (í) , t > 0.
P rop iedad  A .3
S(t) = exp [—H(t )] , t > 0.
De modo que dada una cualquiera de las funciones de azar, azar acumu­
lado, supervivencia o densidad, las otras pueden obtenerse fácilmente.

Apéndice B
Procesos estocásticos. Cadenas 
de Markov
El estrudio teórico de los métodos MCMC exige un conocimiento adecuado 
de prcocesos estocásticos y, sobre todo, de cadenas de Markov. En este 
apéndlice se recogen las definiciones y propiedades más importantes con 
ellos rrelacionadas. Para una consulta más detallada de los conceptos y 
propie3dades aquí desarrollados, así como para la obtención de una visión 
globall de los procesos estocásticos, puede verse, por ejemplo, Parzen (1972), 
Resnicck (1992) y Meyn y Tweedie (1993).
Definiición B .l  Un proceso estocástico es una colección de variables alea­
torias■ {X( t ) , t  6 T} definidas sobre un espacio probabilístico común e inde- 
xadas por í G T que describe la evolución de algún sistema.
Con frecuencia T  =  [0, oo) y se dice que el proceso estocástico es de 
tiempco continuo o T  =  {0 ,1 ,...}  y entonces se denomina de tiempo discreto.
Definiición B.2 Se denomina espacio de estados de un proceso estocástico
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al conjunto de posibles valores que pueden tomar las variables aleatorias que 
lo componen.
Definición B.3 Una cadena de Markov es un proceso estocástico {X (i); 
t € T} de conjunto índice T  discreto verificando que para un conjunto cual­
quiera de n instantes, ti < ¿2 < • * * < tn, en el conjunto índice del proceso:
p (X ( t n) < xn IX (ti) < x u . . . , X ( t n-i) < xn-i) =
= p(x(tn) < xn\x(tn-i) < xn-i) v(xu ... ,xn) e r ,  (b . i)
siempre que esté definido el primer miembro de la ecuación (B.I).
Sea una cadena de Markov {X ( n ) , n >  0} con espacio de estados discreto
5.
Definición B.4 Se define la función de probabilidades de transición de una 
cadena de Markov como:
P i j { n , m )  =  p (Xm = j \ X n = i ) ,
para cualquier par de instantes m > n > 0 y cualquier par de estados 
i , j  € S.
Definición B.5 Una cadena de Markov se dice homogénea si las probabi­
lidades de transición pij(n,m) sólo dependen de la diferencia m-n.
Definición B.6 Se define la función de probabilidad de transición de n 
pasos de una cadena de Markov homogénea como:
P i j i n )  -  p (X n+t = j \ X t = i) Vi > 0.
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Habitualmente se denota pij =  Pij(l) a la función de probabilidad de 
transición de un paso.
Definición B .7 El tiempo de espera de B  C S  es:
tb =  inf{n > 0 : X n G B}.
Para subconjuntos B C S  que consten de un solo estado, denotaremos
T3 =  T{ j } ’
Definición B.8 Dados i , j  G S , se dice que i es accesible desde j ,  i —> j ,  
si 3 n > 0 tal que Pij(n,0) > 0. Esto es, la cadena de Markov alcanza el 
estado j ,  desde el estado i, con probabilidad uno.
Definición B.9 Dos estados i , j  G S, se dice que comunican, i •<-» j ,  si 
i~>3 V j
P rop iedad  B .I  La comunicación entre estados es una relación de equiva­
lencia, esto es:
1. i j  (reflexiva)
2. i  G» j  si i j  G» i (simétrica)
3. i  G» j , j  k entonces i «-> k (transitiva),
y en consecuencia, crea una partición en el espacio de estados.
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Definición B.10 Un estado i es recurrente si la cadena. retorna a i con 
probabilidad uno en un número finito de pasos. De otro mtodo, el estado es 
transitorio.
Definición B . l l  Un estado es recurrente positivo si esi recurrente y el 
número esperado de pasos hasta la recurrencia es finito.
Definición B.12 Se define el periodo de un estado recurrrente i como: 
d(i) =  mcd{n > 1 : pu(n, 0) > 0}, 
donde mcd es el máximo común divisor.
Definición B.13 Un estado i se dice aperiódico si d(i) =  1. Si d(i) > 1, 
entonces es periódico de período i.
P rop iedad  B.2 La recurrencia, transitoriedad y el pencado de un estado 
son propiedades solidarias, en el sentido de transmitirse a ttodos los elemen­
tos de una clase de comunicación, es decir, si C es una claise de comunica­
ción e i 6 C tiene alguna de estas propiedades, entonces también la tiene 
cualquier estado j  GC.
Definición B.14 Una cadena de Markov es aperiódica si itodos sus estados 
son aperiódicos.
Definición B.15 Una cadena de Markov se dice recurriente si todos sus 
estados son recurrentes.
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Definición B.116 Una cadena de Markov se dice recurrente positiva si todos 
sus estados son recurrentes positivos.
Definición B.117 Una cadena de Markov es irreducible si i j  Vz, j  G S, 
es decir, S  conssta de una sola clase de comunicación.
Definición B.118 Una distribución de probabilidad n =  {7r¿, j  G S} es una 
distribución estcacionaria para la cadena de Markov si:
V i  e  Sm
kes
Definición B.119 Se dice que una cadena de Markov con distribución es­
tacionaria 7r =  {{7Tj, j  G S} es reversible si:
7TjPji(n) =  7r¿Pij(n) Vi,j  G S,n  > 0.
Definición B.220 Una distribución de probabilidad ir =  {7Tj, j  G 5} es una 
distribución límite para la cadena de Markov si:
lim pij(n) =  7Tj Vi,j  G S.
TI—t-OO
Definición B.2S1 Se dice que una cadena de Markov es ergódica si es re­
currente positivwL, aperiódica e irreducible.
Propiedad B .3  Si una cadena de Markov es ergódica entonces existe una 
distribución estcacionaria para ella.
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P rop iedad  B.4 Una cadena de Markov irreducible y reversible es recu­
rrente positiva.
P rop iedad  B.5 Dada una cadena de Markov irreducible, entonces existe 
una distribución estacionaria para ella si y sólo si la cadena es recurrente 
positiva.
P rop iedad  B.6 Dada una cadena de Markov irreducible y aperiódica, en­
tonces existe la distribución limite si y sólo si la cadena es recurrente posi­
tiva.
Apéndice C
Bancos de datos de Stanford y de
una encuesta a licenciados en 
Matemáticas
Banco d e  datos de S tanford
t, tiempo de vida en días después del transplante cardíaco,
estado, 0, vivo y 1, muerto, al finalizar el estudio (1 de Febrero de 1984),
edad, edad en años en el momento del transplante,
T5, coeficiente de disimilaridad entre paciente y donante.
Fuente: Miller y Halpern (1982).
t estado edad T5
15 1 54 1.11
3 1 40 1.66
46 1 42 0.61
623 1 51 1.32
t estado edad T5
1778 0 27 0.70
1722 0 40 0.95
928 1 50 1.12
1718 0 39 1.77
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t estado edad T5
22 1 27 1.64
40 1 42 1.59
7 1 28 1.00
1638 0 48 0.43
1612 0 51 1.25
25 1 52 0.5
1534 1 44 1.71
1547 0 50 0.18
1271 1 32 1.05
44 1 46 1.71
1247 1 41 0.43
1232 1 18 0.70
191 1 42 1.74
1393 0 46 0.95
1378 0 41 1.65
1373 0 41 1.38
274 1 31 0.58
31 1 33 0.36
1341 0 50 1.13
42 1 19 0.63
381 1 45 0.98
1264 0 52 0.64
1262 0 34 1.68
1261 0 47 0.82
47 1 36 0.16
1193 0 24 1.15
626 1 53 1.74
48 1 51 0.99
1150 1 32 2.25
45 1 48 0.65
1116 0 14 0.54
1107 0 18 0.25
1102 0 39 1.35
t estado edad T5
126 1 48 0.36
64 1 54 1.89
1350 1 54 0.87
23 1 56 2.05
279 1 49 1.12
1024 1 43 1.13
10 1 56 2.76
39 1 42 1.38
730 1 58 0.96
1961 1 33 1.06
136 1 52 1.62
1 1 54 0.47
836 1 44 1.58
60 1 64 0.69
3695 0 40 0.38
1996 1 49 0.91
47 1 62 0.87
54 1 49 2.09
2878 1 49 0.75
3410 0 45 0.98
44 1 36 0.0
994 1 48 0.81
51 1 47 1.38
1478 1 36 1.35
254 1 48 1.08
51 1 52 1.51
323 1 48 1.82
3021 0 38 0.98
66 1 49 0.66
2984 0 32 0.19
2723 1 32 1.93
550 1 48 0.12
66 1 51 1.12
(continúa)
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t estado edad T5
195 1 39 0.73
30 1 34 0.84
1040 0 43 0.50
993 0 30 0.95
729 1 49 1.10
202 1 48 1.24
841 0 48 0.86
265 1 49 1.22
1 1 21 0.47
793 0 19 1.98
328 1 34 1.02
781 0 20 1.12
752 0 43 1.50
738 0 41 0.53
86 1 12 1.26
132 1 46 1.09
663 0 36 0.47
660 0 42 0.75
221 1 35 1.04
90 1 38 1.00
619 0 47 0.90
618 0 50 0.82
576 0 53 2.25
36 1 45 0.20
549 0 40 2.53
548 0 30 0.47
541 0 47 0.43
169 1 51 1.89
122 1 51 1.33
468 0 24 1.39
464 0 38 2.07
10 1 13 1.49
406 0 39 1.18
t estado edad T5
65 1 45 1.68
227 1 19 1.02
2805 48 1.20
25 1 53 1.68
631 1 26 1.46
2734 47 0.97
12 1 29 0.61
63 1 56 2.16
2474 1 52 1.70
1384 1 46 1.41
544 1 52 1.94
29 1 53 1.08
48 1 53 3.05
297 1 42 0.60
1318 1 48 1.44
1352 1 54 0.68
50 1 46 2.25
547 1 49 0.81
431 1 47 0.33
68 1 51 1.33
26 1 52 0.82
161 1 43 1.20
2313 26 0.46
1634 1 23 1.78
146 1 45 0.16
48 1 28 0.77
2127 1 35 0.67
263 1 49 0.48
2106 0 40 0.86
293 1 43 0.70
2025 0 30 1.44
2006 0 15 1.26
2000 0 45 1.46
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t estado edad T5
1995 0 47 1.65
1945 0 38 1.28
65 1 55 0.69
731 1 38 0.42
1866 0 49 0.51
538 1 49 2.76
1846 0 44 0.83
68 1 35 0.85
t estado edad T5
391 0 27 1.17
50 1 50 0.50
139 1 51 0.96
322 0 36 1.73
292 0 43 1.40
278 0 41 0.98
145 1 50 0.96
176 0 29 1.72
Banco de datos de una encuesta  a  licenciados en M atem áticas
t, tiempo transcurrido en meses desde la obtención de la licenciatura hasta 
el primer empleo,
estado, 0, si no ha encontrado el primer empleo al final del estudio (Octu­
bre de 1994) y 1, en otro caso, 
sexo, 0, mujer y 1, hombre, 
año, año de licenciatura,
nota, nota media de licenciatura: 1, aprobado, 2, notable y 3, sobresaliente, 
act, actitud ante el hecho de volver a cursar la licenciatura: 0, no y 1, sí.
Puente: Encuesta sobre la valoración de la adecuación de los estudios a 
la actividad profesional. Convenio de la Universitat de Valéncia con la 
Conselleria de Educació i Ciéncia. Responsable científico: D. Juan Ferrándiz 
Ferragud.
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t  e s ta d o se x o a ñ o  n o ta  a ct
4 1 1 93 1 1
1 1 0 93 1 1
14 0 0 92 1 1
48 1 1 79 1 1
1 1 0 79 1 1
12 1 0 81 1 1
15 0 1 93 1 1
1 1 1 77 1 0
14 1 1 82 1 1
12 1 1 89 1 0
15 0 0 93 1 0
5 1 1 84 1 1
6 1 1 90 1 1
26 1 1 77 1 1
15 1 0 84 1 1
15 0 1 93 1 1
5 1 1 89 1 1
3 0 1 94 1 1
20 1 1 82 1 1
1 1 1 80 1 0
16 1 1 92 1 1
3 1 0 94 1 1
17 1 0 85 1 1
1 1 1 77 1 0
22 1 0 85 1 0
1 1 0 93 1 1
3 1 1 89 1 1
1 1 1 72 1 1
20 1 0 92 1 1
1 1 0 91 1 1
40 1 1 78 1 1
1 1 0 72 1 0
2 1 1 91 1 1
46 1 1 80 1 1
4 1 0 88 1 0
12 1 1 93 1 1
27 1 1 84 1 1
48 1 0 79 1 1
1 1 1 77 1 0
4 1 0 89 1 1
1 1 1 76 1 0
1 1 1 88 1 1
3 1 0 86 1 1
1 1 1 90 1 1
3 1 1 91 1 0
12 1 1 91 1 1
15 1 0 91 1 1
5 1 1 90 1 1
3 1 0 92 1 1
4 1 1 88 1 1
7 1 1 83 1 1
3 0 0 94 1 1
3 1 0 75 1 1
1 1 1 79 1 0
7 1 0 87 1 1
14 1 0 79 1 1
t  e s ta d o se x o ano n o ta a ct
12 1 1 90 2 1
1 1 0 90 2 0
21 1 0 84 2 1
2 1 1 85 2 1
8 1 0 84 2
12 1 0 86 2
9 1 0 86 2 1
3 1 1 88 2 1
3 0 1 94 2 1
1 1 1 77 2 1
7 1 0 93 2 1
1 1 0 74 2 1
1 1 0 81 2 1
12 1 0 92 2
3 0 0 94 2 1
10 1 0 86 2 1
3 1 0 89 2 1
1 1 1 76 2 1
1 1 1 89 2 1
1 1 0 88 2
1 1 1 82 2 1
2 1 1 74 2
1 1 1 77 2 1
32 1 1 89 2 1
9 1 0 87 2 1
3 1 1 89 2 1
6 1 1 82 2 1
14 1 0 94 2 1
2 1 0 89 2 1
1 1 1 86 2 1
24 1 0 81 2 1
5 1 0 86 2 1
15 0 0 93 2
4 1 1 91 2 1
1 1 0 90 2 1
1 1 1 86 2
3 1 0 92 2 1
14 1 1 87 2 1
2 1 1 89 2 1
7 1 0 92 2 1
6 1 0 87 2 1
3 0 0 94 2 1
3 1 0 92 2 1
3 0 1 93 2
12 1 1 78 2 1
3 0 1 94 2
15 1 1 79 2
36 1 1 78 2 1
5 1 1 87 2 1
2 1 76 2 1
1 1 1 86 2 1
12 1 1 93 2 1
1 1 1 81 2
2 1 1 94 2
3 1 1 81 2 1
1 1 1 72 2 1
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n o ta  a c tes ta d o sex o ano
(contimú a)
t  e s ta d o se x o an o n o ta  a ct
7 I U 88
] (
1 1 1 90 1 1
15 1 0 91 1 1
1 1 1 76 1 0
3 1 0 88 1 1
3 0 0 94 1 1
3 1 0 92 1 1
15 0 0 93 1 0
2 1 1 92 1 0
3 1 1 87 1 1
1 1 1 72 1 1
1 1 0 93 1 1
12 1 1 84 1 1
12 1 1 77 1 0
4 1 1 92 1 1
1 1 1 77 1 0
3 0 0 94 1 1
1 1 1 87 1 1
6 1 1 85 1 1
6 1 1 75 1 1
1 1 0 88 1 1
27 0 0 92 1 1
4 1 1 80 1 0
3 0 1 94 1 0
15 1 0 86 1 0
3 1 1 77 1 0
5 1 1 76 1 1
15 1 0 80 1 1
4 1 1 79 1 1
18 1 1 86 1 1
1 1 0 93 1 1
6 1 1 78 1 1
3 0 1 94 1 1
15 1 0 91 1 1
12 1 1 87 1 1
1 1 1 79 1 1
21 1 0 83 1 1
12 1 0 84 1 1
1 1 1 90 1 0
12 1 0 86 1 0
2 1 0 89 1 1
1 1 1 90 1 1
2 1 0 89 1 1
1 1 0 91 1 1
12 1 1 90 1 1
26 1 0 81 1 0
24 1 1 80 1 1
3 1 1 71 1 1
15 0 0 93 1 1
4 1 1 76 1 1
24 1 1 82 1 1
6 1 1 78 1 1
1 1 1 92 1 1
24 1 1 92 1 1
21 1 0 81 1 0
36 1 1 77 1 1
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t e s ta d o  se x o an o n o ta  act
6 1 U 92 1 1
24 1 0 92 1 1
1 1 1 80 1 1
2 1 1 84 1 1
2 1 0 92 1 1
12 1 0 91 1 0
2 1 0 86 1 1
3 1 1 91 1 1
11 1 1 92 1 1
15 0 0 93 1 1
21 1 0 92 1 1
3 1 0 91 1 1
3 0 0 94 1 1
6 1 1 86 1 0
24 1 1 76 1 0
24 1 0 85 1 1
3 0 0 94 1 1
7 1 1 80 1 0
10 1 0 80 1 1
3 1 1 89 1 1
3 0 0 94 1 1
7 1 1 85 1 1
1 1 0 72 1 1
4 1 0 89 1 1
15 1 1 76 1 1
22 1 1 77 1 1
28 1 1 83 1 1
1 1 0 90 1 1
14 1 1 84 1 1
3 1 1 79 1 1
24 1 1 83 1 0
3 1 1 72 1 1
15 0 0 93 1 0
3 1 0 92 1 1
15 0 0 93 1 1
15 1 0 81 1 1
3 1 1 92 1 1
1 1 1 77 1 0
1 1 1 76 1 1
15 0 0 93 1 1
4 1 0 89 1 1
24 1 0 85 1 1
1 1 1 78 1 1
4 1 0 91 1 1
6 1 1 77 1 1
27 0 0 92 1 1
3 0 0 94 1 0
12 1 1 92 1 1
12 1 1 88 1 0
27 1 0 92 1 1
4 1 1 84 1 1
12 1 0 87 1 1
3 0 0 94 1 1
15 0 0 93 1 1
1 1 0 87 1 0
2 1 0 94 1 1
t  e s ta d o  se x o ano n o ta  a ct
Y 1 1 ' 92 1
4 1 1 75 2 1
1 1 0 90 2 1
1 1 1 78 2 1
48 1 0 81 2 1
12 1 1 82 2 0
16 1 1 74 2 1
9 1 1 91 2 1
15 1 1 82 2 1
40 1 1 77 2 1
10 1 1 83 2 1
3 1 1 76 2 1
12 1 1 92 2 0
2 1 0 75 2 0
3 1 1 87 2 1
24 1 1 87 2 0
20 1 1 82 2 1
3 1 1 84 2 1
6 1 1 88 2 1
3 0 1 94 2 1
3 1 0 88 2 1
38 1 1 75 2 0
1 1 1 74 2 1
1 1 1 88 2 0
3 1 0 87 2 1
4 1 0 87 2 0
3 1 1 78 2 1
12 1 1 76 2 1
30 1 0 92 2 1
2 1 1 79 2 1
3 1 0 90 2 0
3 1 1 88 2 1
3 1 1 94 2 1
5 1 1 80 2 1
24 1 1 90 2 1
24 1 1 85 2 1
4 1 1 85 2 1
5 1 1 85 2 1
3 1 1 90 2 1
1 1 0 76 2 1
23 1 1 84 2 1
1 1 0 85 2 1
12 1 0 93 2 1
14 1 1 85 2 1
36 1 1 79 2 0
15 1 1 77 2 0
3 1 1 85 2 1
1 1 0 75 2 1
14 1 1 88 2 0
1 1 1 75 2 1
3 1 1 76 2 0
4 1 1 79 2 1
12 1 0 80 2 1
2 1 1 92 2 1
12 1 0 85 2 1
1 1 1 72 2 1
(continúa)
130 Apéndice C.
t e s ta d o  sex o ano n o ta  a ct
1 1 0 '88 " 1 i
12 1 1 93 1 1
4 1 1 89 1 1
1 1 1 90 1 1
20 1 1 82 1 1
36 1 1 79 1 1
15 0 1 93 1 1
3 1 0 87 1 1
5 1 0 82 1 0
39 0 0 91 1 1
1 1 1 72 1 1
10 1 1 85 1 1
12 1 1 75 1 1
1 1 1 72 1 1
2 1 1 76 1 1
12 1 1 85 1 1
24 1 1 82 1 1
16 1 1 82 1 0
24 1 0 91 1 1
6 1 1 80 1 1
8 1 0 92 1 1
5 1 1 88 1 1
6 1 1 88 1 1
4 1 1 77 1 1
1 1 1 93 1 1
2 1 1 90 1 1
2 1 0 88 1 0
12 1 1 83 1 1
3 1 1 91 1 1
12 1 0 85 1 0
1 1 1 79 1 0
2 1 1 77 1 0
1 1 0 75 1 1
3 1 1 87 1 1
12 1 1 83 1 1
3 94 1 1
1 1 1 75 1 1
12 1 1 87 1 1
3 0 1 94 1 1
2 1 1 87 1 0
1 1 1 89 1 1
12 1 1 86 1 1
1 1 0 83 1 1
9 1 1 94 1 0
1 1 1 75 1 1
1 1 0 73 1 1
6 1 1 87 1 1
15 93 1 0
7 1 1 94 1 1
18 1 0 85 1 1
48 1 1 80 1 1
12 1 1 93 1 1
3 1 0 79 1 0
1 1 1 85 1 1
14 1 1 81 1 1
5 1 1 90 1 1
t  e s ta d o sex o ano n o ta  a c t
24 1 1 ' 80' 2 0
1 1 0 80 2 1
14 1 1 75 2 0
12 1 1 92 2 1
1 1 1 77 2 1
12 1 1 80 2 1
3 0 0 94 2 1
12 1 0 92 2 1
4 1 1 88 2 1
3 1 0 77 2 1
3 1 1 92 2 1
2 1 1 89 2 0
17 1 1 84 2 1
12 1 0 84 2 1
2 1 0 74 2 1
2 1 0 89 2 1
6 1 0 81 2 0
3 0 1 94 2 1
3 1 0 73 2 1
1 1 0 93 2 1
10 1 1 89 2 1
24 1 1 89 2 1
1 1 92 2 1
1 1 1 71 2 1
4 1 1 91 2 1
1 1 88 2 1
1 1 1 74 2 0
2 1 1 76 2 1
3 1 1 90 2 1
4 1 1 79 2 1
1 1 87 2 1
3 0 1 94 2 1
6 1 1 75 2 1
3 1 1 78 2 1
3 0 0 94 2 1
5 1 0 93 2 1
15 1 0 86 2 0
3 1 0 90 2 1
27 1 1 82 2 1
4 1 1 87 2 0
36 1 1 81 2 1
4 1 1 87 2 1
10 1 0 85 2 1
3 1 1 90 2 1
24 1 1 76 2 1
2 1 0 76 2 1
3 1 0 73 2 1
2 1 0 75 2 1
3 1 1 78 2 0
3 1 0 89 2 1
18 1 1 85 2 1
3 0 1 94 2 1
1 1 1 91 2 1
3 1 1 78 2 1
11 1 1 78 2 1
3 1 0 90 2 1
(continúa)
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t  e s ta d o sex o ano n o ta  act
i 1 1 87 2 1
2 1 1 80 2 1
3 1 1 74 2 1
12 1 1 77 2 1
3 1 81 2 1
4 1 1 84 2 1
1 1 1 77 2 1
3 1 1 88 2 1
12 1 1 81 2 1
15 1 1 85 2 0
3 1 1 91 2 1
1 1 0 78 2 1
12 0 0 94 2 1
7 1 0 91 2 1
3 1 0 88 2 0
3 1 1 76 2 1
1 1 1 82 2 1
9 1 1 91 2 1
9 1 1 80 2 1
3 0 94 2 1
1 1 1 75 3 0
1 1 1 76 3 l
1 1 1 73 3 1
2 1 1 92 3 1
3 1 0 71 3 1
1 1 0 81 3 1
1 1 0 90 3 1
1 1 0 92 3 1
1 1 1 73 3 1
2 1 0 84 3 1
2 1 1 77 3 1
17 1 1 92 3 1
2 1 1 71 3 1
6 1 1 85 3 1
1 1 1 76 3 1
4 1 1 93 3 1
3 1 0 85 3 1
3 1 0 85 3 1
6 1 1 88 3 1
18 1 1 85 3 1
6 1 0 93 3 1
5 1 0 78 3 1
2 1 0 87 3 1
7 1 1 91 3 1
2 1 1 89 3 1
1 1 1 77 3 0
3 0 1 94 3 1
2 1 1 73 3 1
12 1 1 81 3 0
8 1 1 94 3 1
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