We determine a necessary and sufficient condition for there to be infinitely many primes p such that none of the equations a x i i ≡ bi (mod p), 1 ≤ i ≤ n, are solvable. We control the insolvability of a x ≡ b (mod p) by power residues for multiplicatively independent a and b, and by divisibilities and, most importantly, by parities of orders in multiplicatively dependent cases. The problem is motivated by Artin's primitive root conjecture and its variants.
Introduction
The famous Artin primitive root conjecture asserts that any integer a, not equal to a square or −1, is a primitive root modulo p for infinitely many primes p.
It is still an open problem to prove the statement unconditionally for all a. However, considerable progress has been made. Hooley [1] famously proved that under a suitable generalization of the Riemann hypothesis the set of primes p for which a is a primitive root modulo p has a density, positive for a not equal to −1 or a square. Unconditionally, Heath-Brown [2] has shown that the statement is true for "many" values, for example for all except at most two primes. For a comprehensive survey on Artin's conjecture, see [3] .
The so-called two-variable Artin conjecture concerns the set of primes p for which the equation a x ≡ b (mod p) is solvable for fixed integers a and b. In the multiplicatively dependent case it has been unconditionally proved that the density of such p exists and is a rational number, positive except for cases where this set is trivially finite. The density question has been solved for the multiplicatively independent case assuming the generalized Riemann hypothesis (GRH) for certain algebraic number fields. We refer to [4] for these results.
Let f (a, b, x) denotes the number of primes p ≤ x such that a x ≡ b (mod p) is solvable. While it has been proven that f (a, b, x) is of magnitude cπ(x) under GRH, where π(x) is the number of primes p ≤ x and c = c a,b is a constant, the best unconditional results in this direction are f (a, b, x) ≥ c log(x) for multiplicatively independent a, b, proven recently in [5] .
One generalization for the Artin conjecture is investigating the set of primes p for which all of the integers a 1 , . . . , a n are primitive roots modulo p. This problem has been treated in [6] , where it is determined when this set is infinite under a suitable Riemann hypothesis.
A natural generalization of the two-variable Artin conjecture is thus investigating the system of equations a x i i ≡ b i (mod p), 1 ≤ i ≤ n for integers a 1 , . . . , a n , b 1 , . . . , b n . In this work we (unconditionally) determine a necessary and sufficient condition for whether or not there exists infinitely many primes p for which none of the equations a x i i ≡ b i (mod p) are solvable. Schinzel [7] has considered systems of exponential congruences, though he has studied systems of the form 1≤i≤k a x i j,i ≡ b j (mod p), j = 1, 2, . . . , n, so the results do not immediatelly apply to our problem. However, his results are enough to solve the case of one equation. Similarly, Somer [8] has studied the maximal divisors of kth order linear recurrences, and while the results solve our problem for one equation, they are not enough to solve the general case.
The author thanks Joni Teräväinen for helpful discussions, suggestions and corrections.
Results and elementary investigations
We classify the pairs (a i , b i ) into several categories.
Definition 2.1. We say that a pair of integers (a, b) is...
• ...divisible, if b s = ±a r for some positive (r, s) = 1, and s ≥ 2 is not a power of two. • ...even, if b s = a r for some positive (r, s) = 1, and s ≥ 2 is a power of two. • ...strongly even, if b s = −a r for some positive (r, s) = 1, and s ≥ 2 is a power of two.
We assume that none of the pairs (a i , b i ) is trivial, as for trivial pairs it is trivial to determine whether the equation a x ≡ b (mod p) is solvable or not: if b = a k , the equation is always solvable, and otherwise it is insolvable for all except finitely many p.
If the pair (a i , b i ) is divisible, even or strongly even, then b s i = ±a r i for some (r, s) = 1. If b s i = a r i , there exists an integer c i such that b i = c r i and a = c s i . If b s i = −a r i , there exists a c i for which b i = c r i and a i = −c s i . The number c i is called the core of the pair (a i , b i ). By p we always denote a prime, often chosen to be large enough so that the notation ord p (x) is well defined when used. We say that p is insolvable if none of the equations a x i i ≡ b i (mod p) are solvable. We provide a characterization for the systems for which there are infinitely many insolvable primes. The condition is a bit technical and will be presented later, but we now present three corollaries of the main result. Corollary 2.2. If there are infinitely many insolvable primes, then the lower density of the insolvable primes is positive. Corollary 2.3. Let n be a positive integer, and let a 1 , . . . , a n , b 1 , . . . , b n be given. Assume that there are infinitely many insolvable p corresponding to the system a
) be a pair which is either irrational or divisible. Then there are infinitely many insolvable p corresponding to the system a
In other words, irrational and divisible pairs do not affect the infinitude of insolvable primes.
Corollary 2.4. Let a 1 , . . . , a n , b 1 , . . . , b n be integers greater than 1. Assume that b i is not a power of a i for any i. There are infinitely many primes p such that none of the equations
We now present a couple of elementary lemmas. Proof. Let g be a primitive root modulo p, and let g A ≡ a (mod p) and Proof. Write a = c s and b = c r for integers (r, s) = 1, and write a x ≡ b (mod p) as c sx−r ≡ 1 (mod p). This is insolvable if and only if sx − r ≡ 0 (mod ord p (c)) is insolvable, which is equivalent to (s, ord p (c)) r. By assumption, s is a power of two, so we must have 2 | ord p (c). This is also sufficient for insolvability. Proof. Write a = −c s and b = c r , so a x ≡ b (mod p) is equivalent with (−c s ) x ≡ c r (mod p). If x is even, this is equivalent with the insolvability of c sx−r ≡ 1 (mod p), which, as in the previous lemma, is equivalent to 2 | ord p (c). If x is odd, this is equivalent with c sx−r ≡ −1 (mod p), that is,
Using the fact that s ≥ 2 is a power of two, the insolvability of this is equivalent to 4 | ord p (c), which in turn is equivalent with 2 | ord p (c 2 ).
Finally, for divisible pairs we have the following lemma. The proof is so similar to the proofs above that we omit it. The lemmas above tell that divisible pairs correspond to conditions of the type q|ord p (c) for odd primes q. Odd, even and strongly even pairs concern the parity of orders. The parity conditions turn out to be more difficult to handle than the divisibility conditions.
To formulate the main theorem, let o 1 , o 2 , . . . , o O and e 1 , e 2 , . . . , e E be the numbers among a i , c i and c 2 i whose orders are forced to be odd and even, respectively. We first note that the product of two numbers whose orders are odd has an odd order. Thus, if the product o f i i equals −1 for some integers f i , there are only finitely many insolvable primes. From now on we assume that no product of o i equals −1.
We will later see (Lemma 5.2) that there exists a subset S odd of the numbers o i such that the elements of S odd are multiplicatively independent over Q and for all p we have all ord p (o i ) odd if and only if ord p (s) is odd for all s ∈ S odd . Label the elements of S odd as s 1 , s 2 , . . . , s |S odd | .
Let S even be the set of e ∈ {e 1 , . . . , e E } for which there exists rational numbers f e,i ,
where the minimum is taken over all e ∈ S even and 1 ≤ i ≤ |S odd |.
The main theorem is as follows.
Theorem 2.10. Let (a i , b i ), 1 ≤ i ≤ n be pairs of integers containing no trivial pairs. Let S odd , S even , f e,i and M be as above. There are infinitely many insolvable primes if and only if no product of o i is equal to −1 and the system
of incongruences has an integer solution (x 1 , . . . , x |S odd | ). Furthermore, if there are infinitely many insolvable primes, then their lower density is positive.
Note that the coefficients f e,i 2 M are not necessarily divisible by 2 M , so the system is not trivial.
Therefore, the insolvability of systems exponential equations reduces to the insolvability of systems of linear equations modulo a power of two. Unfortunately, we could not be further reduce the latter problem. Corollary 2.3 follows from Theorem 2.10 as the conditions of the theorem concern only the numbers o i and e i , so irrational and divisible pairs create no additional constraints. Corollary 2.4 follows by noting that if a i and b i are positive, the pairs (a i , b i ) are not odd, and so O = 0 and the conditions of the theorem are met. Corollary 2.2 is evident.
To prove the infinitude of insolvable primes we use the Chebotarev density theorem, and thus in all of our results infinite sets of primes actually have a positive lower density. Therefore, we talk about the infinitude of a set of primes rather than about sets of primes with positive lower density.
The structure of the proof is as follows. First, we present notations and prerequisites, after which we will prove the necessity of the conditions in Theorem 2.10. For the sufficiency of the conditions of Theorem 2.10 we begin with the parities of orders. Then we focus on the divisibility of orders by odd primes, and finally take irrational pairs into account. In the end we will combine these results.
Notations and prerequisites
For prerequisites concerning algebraic number theory, see also [9] . The letter p denotes a (rational) prime. For an integer x not divisible by p the order ord p (x) of x is the smallest positive integer e such that x e ≡ 1 (mod p). For x = 0 we denote by v p (x) the largest e such that p e |x, and extend this notation for rationals by
By ζ k we denote a primitive kth root of unity. For a Galois extension L of K we denote by Gal(L/K) its Galois group, and for a prime p of O K the Artin symbol
is a conjugacy class for all p which do not ramify in L (so for all except finitely many p).
We use the fact that an unramified p splits completely in L if and only if L/K p is the identity element of Gal(L/K). Furthermore, if K ⊂ L ⊂ M is a tower of extensions, then the restriction of M/K
We use the following version of the Chebotarev density theorem (see [9] ). Chebotarev density theorem. Let L/K be a Galois extension of number fields with Galois group G, and let C be a conjugacy class of G. Then, the set
A binomial x n − a is reducible over Q if and only if there is a prime p dividing n such that a 1/p ∈ Q, or if 4|n and a is of the form −4b 4 for b ∈ Q. Related to this we use the fact that if a 1/p ∈ Q for p an odd prime and a ∈ Q, then a 1/p is not contained in any cyclotomic field. The same result holds for 4th roots assuming a is not of the form ±b 2 .
Necessity of the conditions of Theorem 2.10
Assume that there are infinitely many insolvable primes p. Pick some insolvable p greater than all |o i | and |e i |, and let g be some primitive root modulo p. For all p x, let l(x) be an integer such that g l(x) ≡ x (mod p).
Denote k = v 2 (p − 1). As p is insolvable, we must have 2 ord p (o i ) and 2 | ord p (e i ), so l(o i ) ≡ 0 (mod 2 k ) and l(e i ) ≡ 0 (mod 2 k ). Thus, for all e ∈ S even we have
This gives a solution to the system of inequalities.
Parity of orders

Reduction to multiplicatively independent case
We first reduce the problem to the case when the numbers o i are multiplicatively independent, under the mentioned assumption of no product of o i being equal to −1. (1) The elements of S are multiplicatively independent.
(2) For all i there exists integers f, f 1 , f 2 , . . . , f |S| with f odd such that
where s 1 , . . . , s |S| are the elements of S.
Proof. Let S be the smallest subset of elements o 1 , . . . , o O for which condition 2 is met.
At least one such set exists, as we may pick {o 1 , . . . , o O }. If there any many such smallest subsets, pick any. We prove that the elements of S are multiplicatively independent. Assume not, so we have
. . , f |S| , not all zero. As long as all f i are even, we take square roots. After each such operation, the right hand side will equal 1, as no product of o i equals −1. Therefore we may assume that some f i is odd. Assume f 1 is odd, and write
We will now prove that the set S := S \ {s 1 } satisfies condition 2, which leads to a contradiction with the minimality of S. Let o i be arbitrary. The set S satisfies condition 2, so write
with F odd, and therefore
Raise both sides to the power f 1 . We now have a desired representation of o i with respect to the set S as F f 1 is odd. This contradiction finishes the proof.
By Lemma 5.1 we get the following: for all integers f s . By the choice of S and Lemma 5.1 we thus have 2 ord p (o f i i ) for all i for some odd f i , and thus 2 ord p (o i ). By Lemma 5.2 we may assume that the integers o i are multiplicatively independent, as otherwise we may replace them with the elements of the set S.
Density approach
We now turn to proving that there are infinitely many desired primes p, and we wish to do so by applying the Chebotarev density theorem.
To combine our results in the end, we will do a bit more than solving just the problem on parities of orders: we impose the additional condition p ≡ 1 (mod W ), where W is any odd positive integer. We will see that there exists a desired σ k for any W , when k is picked suitably 2 .
Fix positive integers k and W with W odd, and let
, . . . , e 1/2 k |E| ). Note that L k is Galois for all k (and all W ).
We are concerned with the existence of a map σ k = σ k,W ∈ Gal(L k /Q) which satisfies the following conditions:
(
If there exists a map σ k with the above properties, there are infinitely many p for which 2 ord p (o i ) and 2 | ord p (e i ) for all i.
Proof. By the Chebotarev density theorem, there are infinitely many p such that
Since p splits completely in L/Q for a number field L if and only if L/Q p is the conjugacy class consisting of the identity, and the restrictions of Artin symbols work nicely (see Section 3), we get that p ≡ 1 (mod 2 k ), p ≡ 1 (mod 2 k+1 ), o i is a perfect 2 k th power (mod p) and e i is not a perfect 2 k th power (mod p). These conditions imply 2 ord p (o i ) and 2 | ord p (e i ).
Let S be a subset of {o 1 , o 2 , . . . , o O , e 1 , . . . , e E } containing all o i such that S forms a basis for the multiplicative subgroup of Q × generated by o i , e i . Write S = {s 1 , s 2 , . . . , s |S| }.
To construct the desired σ k we pick for each s ∈ S an integer t s and map
There are two issues. First of all, not all choices of t s will result in a well-defined automorphism. Secondly, we must pick t s so that the desired conditions of the defined σ k are met. The following subsections deal with these issues. For the first problem we will see that the final condition will be of the form "2 k 0 |t s for all s ∈ S" for some unimportant integer k 0 not depending on k. The second part reduces to the insolvability of a system of incongruences.
Well defined mappings
Let S be as above. We will prove that there exists a constant k 0 such that for all k ≥ k 0 and integers t s , s ∈ S with 2 k 0 |t s for all s there exists a σ k : L k → L k with σ k (s 1/2k ) = s 1/2 k ζ ts 2 k , σ(ζ 2 k W ) = ζ 2 k W and σ(ζ 2 k+1 ) = ζ 2 k+1 . We need a lemma which is a special case of the results in [10] .
Lemma 5.4. Let A 1 , A 2 , . . . A m and M > 0 be integers, and let P be any subset of numbers of the form
The elements of P are linearly independent over Q(ζ M ) if the ratio of any two elements of P is not in Q(ζ M ).
We will also use the following result later on. See [11] (Theorem 6.1.) for a proof in the case m = 2 -the general case follows by induction.
Lemma 5.5. Let F 1 , . . . , F m be arbitrary Galois extensions of a field K. Denote by G the compositum of all F i , and by G i the compositum of F j , j = i. The following conditions are equivalent:
The third condition is equivalent with G i /K and F i /K being linearly disjoint for all 1 ≤ i ≤ m.
The following lemma is crucial for the proof.
Lemma 5.6. Let A 1 , A 2 , . . . , A m−1 and A m be multiplicatively independent integers. There exists a positive integer T such that
Proof. In other words, we want A 1/2 T m to be linearly independent with the numbers
Applying Lemma 5.4 this follows as long as
for any f 1 , . . . , f m−1 with absolute values < 2 k . Assume the contrary, that is, for some f i the product is an element of Q(ζ 2 k+1 W ).
Let R be the largest positive integer for which Q 1/2 R ∈ Q (such an R exists, as Q = ±1 by the multiplicative independency of A i ).
We prove R ≥ k − 2. Assume the contrary, so R ≤ k − 3. Then Q 1/2 R is a rational number which is not a square, and whose eighth root Q 1/2 R+3 is contained in the cyclotomic field Q(ζ 2 k+1 W ). In particular, Q(Q 1/2 R+2 ) is Galois, so the binomial x 4 − Q 1/2 R must be reducible over Q. As Q 1/2 R is not a square, we must have Q 1/2 R = −4V 4 for some V ∈ Q. Take eighth roots of both sides and note (−1) 1/8 ∈ Q(ζ 2 k+1 ) for k ≥ 3 and Q 1/2 R+3 ∈ Q(ζ 2 k+1 W ). We get (2V 2 ) 1/4 ∈ Q(ζ 2 k+1 W ). As before, the binomial x 4 − 2V 2 must be reducible over Q, but this is impossible. Thus R ≥ k − 2, so Q is a perfect 2 k−2 th power in Q.
Let M = max(|A 1 |, |A 2 |, . . . , |A m |), and let P be the set of primes which are at most M . For each i we define the vector
where p 1 , . . . , p |P | are the elements of P in some order. Form a matrix A whose row i consists of the vector v i . Since A i are multiplicatively independent, the rows of A are linearly independent. The row rank of a matrix equals the column rank, so A has some m linearly independent columns. Index the numbers p i such that these correspond to the primes p 1 , . . . , p m .
Choose some p i , 1 ≤ i ≤ m. Let
be the corresponding column of A. Since the vectors w i are linearly independent, there exist integers c 1 , . . . , c m such that 1≤i≤m c i w i = (0, 0, . . . , 0, U )
for some U = 0. Since Q is a perfect 2 k−2 th power of an integer, for all 1 ≤ i ≤ m we have the congruence
Multiply this by c i , and sum the equations for i = 1, . . . , m. By the choice of c i we get 2 k−T U ≡ 0 (mod 2 k−2 ).
As U does not depend on k, we may pick T large enough that this does not hold for any k.
To apply Lemma 5.6, we need the following result:
Lemma 5.7. Let K be an algebraic number field containing ζ 4 . If x ∈ K is such that √ x ∈ K, then x 1/4 ∈ K( √ x).
Since √ x ∈ K, this means 2ab = 1 and a 2 + b 2 x = 0. Therefore,
This is a contradiction with √ x ∈ K.
We now obtain a lower bound for the degree of [L k : Q].
Lemma 5.8. There is a constant C > 0 independent of k (but which may depend on W and |S|) such that
Write S = {s 1 , s 2 , . . . , s |S| }. For each 1 ≤ i ≤ |S| applying Lemmas 5.6 and 5.7 repeatedly give
for some constant C i . By multiplying the obtained inequalities we get the desired conclusion with C = C 1 · · · C |S| .
We have the trivial bound [L k+1 : Q] ≤ 2 |S|+1 [L k : Q], so by Lemma 5.8 we must have equality for all k ≥ k 0 . Write L k = Q(ζ 2 k W , s 1/2 k 1 , . . . , s 1/2 k |S| ). Lemma 5.9. For all k > k 0 we have
Proof. By the previous remarks,
The result now follows by Lemma 5.5.
The desired result follows: For any s ∈ S the Galois group
is a cyclic group of size 2 k , so there is an element of this Galois group which maps s 1/2 k → s 1/2 k ζ ts 2 k as long as 2 k 0 | t s . By Lemma 5.5 we may extend this to an isomorphism σ k : L k → L k mapping all s 1/2 k to s 1/2 k ζ ts 2 k . Furthermore, the map is the identity on L k 0 (ζ 2 k ), so ζ 2 k is mapped to itself. Finally, as Gal(L k /L k 0 (ζ 2 k ) ∼ = Z 2 × Gal(L k /L k 0 (ζ 2 k )), we may choose σ k : L k → L k be the same as σ k on L k , and so that σ k (ζ 2 k+1 ) = ζ 2 k+1 .
We thus see that for all sufficiently large k there exists a desired map as long as the numbers t s are divisible by 2 k 0 . Furthermore, this representation is unique. If s 1/2 k is mapped to s 1/2 k ζ ts 2 k for all s ∈ S, the number x 1/2 k is mapped to
Insolvability of linear equations
and as the representation is trivial for these x, we have t s ≡ 0 (mod 2 k ) for all s ∈ {o 1 , . . . , o O }. This handles the condition t s ≡ 0 (mod 2 k 0 ) imposed in the last subsection for the numbers o i . For x ∈ {e 1 , . . . , e E } we must have 1≤i≤|S| t s i f x,i ≡ 0 (mod 2 k ).
We divide these E equations into two classes: we say that an equation is unconstraining if among the numbers f x,1 , f x,2 , . . . , f x,|S| there exists an index i such that f x,i = 0, and s i ∈ {o 1 , . . . , o O }, and constraining otherwise. We handle constraining and unconstraining equations separately.
Constraining equations
By similar work as in the proof of Section 4 of the necessity of the condition of Theorem 2.10, we see that the condition implies that all constraining equations can be handled with by a suitable choice of the numbers t s , s ∈ {o 1 , . . . , o O }.
Unconstraining equations For each unconstraining equation there is some s ∈ S, s ∈ {e 1 , . . . , e E } whose coefficient is non-zero. Assign to each such t s a random integer value from the interval [0, 2 k ) divisible by 2 k 0 . The probability that the equation corresponding to x will attain value 0 (mod 2 k ) is at most a constant times 1 2 k . Therefore, for big enough k each unconstraining equation can be handled as desired.
To conclude: for all odd integers W ≥ 1, we found an algebraic number field of the form
, . . . , e 1/2 k E ) such that all p which have an appropriate Artin symbol with respect to L k,W satisfy the parity conditions of orders. Furthermore, this Artin symbol is such that ζ W is fixed.
Divisibility by odd primes
Let (a i , b i ) be a divisible pair with a r i ≡ ±b s i and core c i , and let q i be the smallest odd prime divisor of s. By Lemma 2.9, the equation a
Let (c 1 , q 1 ), (c 2 , q 2 ), . . . , (c m , q m ) be all such pairs corresponding divisible pairs (a i , b i ). Our goal is to have infinitely many primes p such that q i |ord p (c i ) for 1 ≤ i ≤ m. For this it suffices that there exists a positive integer k such that for infinitely many primes p we have (1) p ≡ 1 (mod T k ), where T = q i , and (2) c i is not a perfect q k i th power modulo p. Let P be the set of all primes dividing some c i . Define
where p 1 , . . . , p |P | are the elements of P .
We prove that there exists an isomorphism K k → K k such that ζ T k → ζ T k and p
for all i. This suffices, as now c
, where w i is the number of (not necessarily distinct) prime divisors of c i . Therefore, for large enough k the numbers c 1/T k i are not fixed, and Chebotarev density theorem gives the desired result. We will prove that for all i, the degree of the number p
, . . . , p 1/T k i−1 ) is T k . Applying Lemma 5.4 it suffices to show that
is not a perfect T k th power in Q(ζ T k ). Assume the contrary, so Q is a perfect T k th power in Q(ζ T k ). Since φ(T k ) < T k , the polynomial x T k − Q T k must be reducible over Q, and therefore Q T k must be a perfect power in Q. This is impossible,
where L 1 = Q(ζ T K ). By Lemma 5.5 this gives
so there exists a desired isomorphism K k → K k , finishing the proof. Proof. By multiplicative independence, there exists primes p 1 and p 2 such that
Denote v p i (a) = x i and v p i (b) = y i for i ∈ {1, 2}.
Since a A b B is a perfect pth power, we have Ax 1 +By 1 ≡ 0 (mod p), so Ax 1 x 2 +By 1 x 2 ≡ 0 (mod p). Similarly Ax 1 x 2 +By 2 x 1 ≡ 0 (mod p), so subtracting gives B(x 1 y 2 −y 1 x 2 ) ≡ 0 (mod p). For large enough p this forces p|B, and thus p|A. B 2 ) , . . . , (A m , B m ) be all irrational pairs. Let p 1 , p 2 , . . . , p m be distinct primes larger than 2 and any q i of the last section. In addition, assume that p i is large enough in view of Lemma 7.1 for the pair (A i , B i ).
We will prove that there exists infinitely many primes p satisfying the following conditions:
• p ≡ 1 (mod p i ) for all i.
• A i is a perfect p i th power modulo p and B i is not, for all i. This will solve the problem for irrational pairs.
Let T = p i , and define K = Q(ζ T ) and L = K(A Proof. We clearly have [L : K] ≤ T 2 , so it suffices to show p 2 i | [L : K] for all i. To do so we prove [K(a Since Gal(K(b 1/p i i )/K) is nontrivial for all i, a desired isomorphism exists.
Combining the results
In each of the previous sections a field K containing some roots of integers was chosen such that the infinitely many primes p with a suitable Artin symbol of a prime lying above p in K satisfy a desired property. In Section 6 this K was of the form Here p i,2 and p j,3 are pairwise distinct odd primes, and we have T 2 = p k i,2 for some unimportant k and T 3 = p i,3 .
Let K 1 = K k,T 2 T 3 be a field obtained by the proof of Section 5 for W = T 2 T 3 . Write 2 k = T 1 and T = T 1 T 2 T 3 . By construction, K 1 is of the form Q(ζ 2T , C 1/T 1 1 , . . . , C 1/T 1 n 1 ). We will prove that
Gal(K i (ζ T )/Q(ζ T )). By Lemma 5.4, elements of the form
are linearly dependent over Q(ζ T ) only if some such product P belongs to Q(ζ T ). Assume some such element P is in Q(ζ T ). We have
for some rational number q i . Therefore, if at least one of f i,3 or f i,4 is not divisible by p i,3 , by Lemma 7.1 we have x 1/p i,3 ∈ Q(ζ T ) for some x 1/p i,3 ∈ Q, which is not possible. Therefore, we have f i,3 ≡ f i,4 ≡ 0 (mod p i,3 ) for all P with P ∈ Q(ζ T ).
