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ABSTRACT
The running coupling constants are introduced in Quantum Mechanics and their evolution
is described by the help of the renormalization group equation. The harmonic oscillator and the
propagation on curved spaces are presented as examples. The hamiltonian and the lagrangian
scaling relations are obtained. These evolution equations are used to construct low energy
effective models.
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1. INTRODUCTION
The renormalization group provides us with the systematic description of the dependence
of the fundamental laws and constants on the observational scale [1]. This scale dependence is
rather involved as we pass from the realm of one interaction to another or we are in the vicinity
of a phase transition. The scaling laws found in the solutions of the renormalization group
equations reflect the layered structure in which different degrees of freedoms contribute to the
dynamics.
Thus one might think that the application of the renormalization group method is not
too illuminating for a simple system, in particular a single particle in nonrelativistic Quantum
Mechanics. This may not be so. Compare the path integral of a 0+1 dimensional Quantum
Field Theory for a three component field, φk(x), k = 1, 2, 3,∫
D[φ]e
i
h¯
∫
dx[ 1
2
( ∂φ
k
∂x
)2−V (φj)], (1.1)
with the path integral expression for a 3 dimensional Quantum Mechanical system given by the
hamiltonian H = p
2
2m + V (x),
< xf |e− ih¯ tH |xi > = limN→∞
(
m
2πih¯∆t
) 3
2
(N+1) N∏
j=1
∫
dxje
i
h¯
∆t
∑
N
j=0
m
2
(
xj+1−xj
∆t
)2−V (xj)
=
∫
D[x]e
i
h¯
∫
dt′[(dx
dt
)2−V (x)],
(1.2)
where ∆t = tN x0 = xi and xN+1 = xf . The similarity of (1.1) and (1.2) is the formal reason
for the emergence of ultraviolet divergences, running coupling constants and other ingredients
of the renormalization group in Quantum Mechanics. The present paper contains some simple
observations concerning the application of the renormalization group in Quantum Mechanics.
The renormalization group usually appears in different contexts. It can be used (i) to dis-
play the scale dependence of the interactions or (ii) to eliminate unimportant variables or (iii)
to describe the short distance behavior of products of field operators. Though the mathemat-
ical expressions are usually similar they can be interpreted in different manner. We use the
renormalization group in the sense (i) only.
There have already been some works addressing the renormalization group in the context
of Quantum Mechanics. In Refs. [2], [3], [4] and [5] the ultraviolet divergences generated
by certain short range singular potentials are treated in a manner which is similar to Quantum
Field Theory. The goal of the present work is different. Instead of tracing down the singular
effects of a singular potential we investigate the impact of the ultraviolet singular ‘quantum
noise’ in regular systems.
We start with a Quantum Mechanical particle in the presence of an external magnetic field,
H =
(p+A(x))2
2m
+ V (x). (1.3)
The corresponding transition amplitude can be written as [6],
< xf |e− ih¯ tH |xi > = limN→∞
(
m
2πih¯∆t
) 3
2
(N+1) N∏
j=1
∫
dxj
e
i
h¯
∆t
∑
N
j=0
[m
2
(
xj+1−xj
∆t
)2−V (xj)+
xj+1−xj
∆t
A( 1
2
(xj+1+xj))].
(1.4)
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A new problem arises in the presence of a velocity dependent interaction, namely the operator
ordering problem which renders different classical actions to the same quantum hamiltonian.
This problem can be solved formally, it has been shown that the construction of the quantum
lagrangian of the path integral formalism from the quantum hamiltonian is well defined and
unique when the mid-point prescription is used for the velocity couplings [7].
We believe that there is more about the complications of (1.4) than the ordering ambiguity
of quantum mechanics and it is closely related to the nowhere differentiable nature of the
trajectories which saturate the path integral. This feature serves as a starting point to motivate
the use of the renormalization group in Quantum Mechanics. The hand-waving argument to
make the non-differentiability of the trajectories plausible for a free particle,
< xf |e
it
2h¯
∂2
∂x2 |xi >= limN→∞
(
m
2πih¯∆t
) 3
2
(N+1) N∏
j=1
∫
dxje
im
2h¯∆t
∑
N
j=0
∆jx
2
, (1.5)
where ∆jx = xj+1 − xj is the following. For the typical trajectories each contribution in
the exponent is O(1). One the one hand, for m∆x
2
h¯∆t >> 1, the fast oscillation suppresses the
contributions in the vicinity of the path. On the other hand, when m∆x
2
h¯∆t << 1 then the phase
space of the trajectory is too restrictive, its ‘entropy’ is small. Actually, the Gaussian integration
gives
<
(
∆x
∆t
)2
>=
ih¯
m∆t
, (1.6)
after ignoring the end point dependence. The short time behavior is clearly dominated by the
kinetic energy so our result remains valid asymptotically in the presence of a potential, too.
Note that (1.6) is imaginary because the weight of the paths is complex for real time.
This property of the trajectories is in conflict with our intuition which is based on classical
mechanics. But it reflects an essential element of Quantum Mechanics, the canonical commuta-
tion relations [8]. In fact, to verify the matrix elements of the commutator,
< [x, p] > =
m
∆t
< xk+1(xk+1 − xk)− (xk+1 − xk)xk >
=
m
∆t
< (xk+1 − xk)2 >
=
m
∆t
ih¯∆t
m
= ih¯,
(1.7)
we have to use (1.6). The quantum motion is rather disordered for short time observers. One
finds a sort of uncertainty relation,
∆v
√
∆t =
√
h¯
m
, (1.8)
reflecting the fast spreading of the wave-packets for short time. We may interpret (1.8) as the
indication that the Hausdorff dimension of the quantum trajectory is twice of the classical one.
There is naturally the question whether the individual trajectories have any significance for the
expectation values. The singular fluctuations may not produce any particular scale dependence
for the observables. Our strategy to deal with this question is the introduction of the running
coupling constants and the investigation of their evolution.
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Traditionally, the running coupling constants appear in Quantum Field Theory due to the
ultraviolet divergences. The evolution equations for these coupling constants obtained in the
framework of the perturbation expansion show clearly the manner these divergences build up
as the ultraviolet modes are integrated over in the path integral. We shall use this method to
identify the effects of the singular structure of the trajectories.
It is obvious in classical mechanics that the velocity dependent interactions play more
important role in short time processes where the initial and final conditions are given. What
we is expressed in (1.8) is an additional increase of the strength of these interactions at high
energy which points beyond the semiclassical behavior.
The organization of this paper is the following. The perturbation expansion and the power
counting scheme is worked out in Sections 2 and 3. The running coupling constants are in-
troduced in Section 4 and the harmonic oscillator is discussed as a simple example. Section 5
contains the perturbative one-loop computation of the decimation, the blocking relation corre-
sponding to the change ∆t→ 2∆t. The infinitesimal form of the renormalization group equation
and the hamiltonian is worked out in Section 6. Low energy effective theories are the subject of
Section 7. Our formalism is applied for systems on curved space in Section 8. Section 9 discusses
the anomalies and the operator ordering problem from the point of view of the renormalization
group. Finally Section 10 is reserved for the summary and some open questions.
2. PERTURBATION EXPANSION
In this Section we briefly review the perturbation expansion for (1.4) from the point of view
of a Quantum Field Theory in 0+1 dimension. The quantity of central importance is the trace
of the time evolution operator in the path integral formalism,
tre−
i
h¯
TH = limN→∞
(
m
2πih¯∆t
) 3
2
(N+1) N∏
j=0
∫
dxj
e
i
h¯
∆t
∑
N
n=0
[m
2
(
xn+1−xn
∆t
)2−V (xn)+
xn+1−xn
∆t
A(η+xn+1+η−xn)],
(2.1)
where x0 = xN+1. The left hand side of (2.1) may have ultraviolet and infrared divergences. To
separate the overall ultraviolet divergence from the Green functions we use m → m + iǫ with
infinitesimal ǫ. The infrared divergence may arise for interactive systems with continuous energy
spectrum. To regulate this divergence we place the system into a large but finite quantization
box. Our primary interest in the rest of the paper is the ultraviolet behavior and we shall not
attempt to remove the infrared cut-off.
The vector potential is evaluated at the intermediate point which is not necessarily the
midpoint, η± =
1
2
± η 6= 1
2
. The potentials are written in power series, V (x) = V + V ixi +
V ijxixj +V ijkxixjxk·, and Aℓ(x) = aℓ+aiℓxi+aijℓ xixj +aijkℓ xixjxk+ · · · and the perturbation
expansion of the path integral consists of expanding the exponential in the right hand side of
(2.1) in the coupling constants V and a. The contributions can be labeled by Feynman graphs
just as in Quantum Field Theory.
Note that the coupling constants of the potential can be determined from the ‘scattering
amplitudes’ defined in analogy with Quantum Field Theory. In fact, let us denote the state with
the wave function xj1 · · ·xjnψ0(x), where ψ0(x) corresponds to the ground state by |xj1 · · ·xjn >.
Then the amplitude, limt→∞ < x
j1 · · ·xjn |Ui(t)|xk1 · · ·xkm >, where Ui(t) is the time evolution
operator in the interaction picture can be written as the sum of Feynman graphs with n +m
4
external legs. On the one hand, the Moller operator can be reconstructed from the transition
amplitudes. On the other hand, starting from the Moller operator one can generate these
amplitudes.
The Fourier expanded form of the trajectories is
x(∆tn) =
1
N
N∑
k=1
ei
2pi
N
knXk, (2.2)
which becomes
x(t) =
∫ Λ/2
−Λ/2
dω
2π
eiωtX(ω), (2.3)
with X(k 2π
∆t
) = ∆tXk and Λ =
2π
∆t
when the I. R. cut-off is removed, T = ∆tN →∞. The free
propagator is given by
Gij0 (∆t(n−m)) = trT [e−
i
h¯
∫
dtHi(t)xi(∆tn)xj(∆tm)] = δij
ih¯T
4mN2
N∑
k=1
ei
2pi
N
k(n−m)
sin2 π
N
k + iǫ
, (2.4)
or
Gij0 (t1 − t2) = δij
ih¯
m
∫ Λ/2
−Λ/2
dω
2π
eiω(t1−t2)
1
∆t2 4 sin
2(ω∆t/2) + iǫ
. (2.5)
It is worthwhile noting that this perturbation expansion is essentially different from that of
the operator formalism. This is reflected in the propagator O(ω−2) in (2.5) as opposed to the
one with O(ω−1) of the operator formalism. The U.V. divergence in the average of the velocity
square,
1
T
<
∫ T
0
dt(
dx
dt
)2 >= − 1
T
<
∫ T
0
dtx
d2x
dt2
>, (2.6)
comes from the linear divergence
1
∆t2
(Gij0 (∆t) +G
ij
0 (−∆t)− 2Gij0 (0)) = −δij
ih¯
m
∫ Λ/2
−Λ/2
dω
2π
, (2.7)
which is the immediate consequence of the O(ω−2) behavior of the propagator. It is interesting
to note that the canonical commutation relation is lost and the dynamics become classical with
propagators O(ω−p), p > 2.
Another interesting consequence of the non-differentiability is the appearance of ultraviolet
divergences in quantum mechanics. Consider the general potential U(x, x˙) = uixi + uix˙
i +
uijxixj + uij x˙
ix˙j + uji x˙
ixj + · · ·, in the lagrangian. The dot stands for time derivative and the
midpoint prescription is used for the coordinate argument x. In the perturbative treatment
the parameter ui1,···,inj1,···,jm is the coupling constant for a vertex of order n +m. The frequencies
corresponding to m legs multiply its contribution. It is easy to see that an internal closed
line connecting two velocity legs of the same vertex gives a linear divergent contribution in the
graphs. It is this linear divergence, (2.7), which is responsible for several interesting ultraviolet
phenomenon discussed in the rest of this paper. The systematic classification of the divergences
will be achieved by evoking the power counting method.
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We shall use this perturbation expansion to demonstrate the dependence of the path integral
on the choice of the intermediate points where the vector potential is evaluated. The leading
order η dependence of (2.1) is
iη
h¯
∆t
∑
n
<
1
∆t
(xin+1 − xin)aij(xjn+1 − xjn) >
= − iη∆t
h¯
aij
∫
dt
d2Gij0 (t)
dt2
∣∣∣
t=0
= −aii ηT∆t
m
∫ π/∆t
−π/∆t
dω
2π
= −ηT
m
∂iAi(0),
(2.8)
indicating that the path integral is not gauge invariant unless η = 0. Had the trajectories
been differentiable, (2.7) would have been finite and the faster decreasing propagators would
have made (2.8) vanishing. The dependence of the path integral on η could have been guessed
at the very beginning by noting that η 6= 0 implies the appearance of the difference of two
consecutive coordinate values, xn+1 − xn, in the first line of (2.8). This term is multiplied by
another factor of xn+1 − xn in the last expression of the exponent of (2.1). Due to (1.6) this
square is proportional with ∆t so the contribution is finite and its sum along the trajectory
is proportional to the total time, T . What is important in this simple argument is that the
inherent ultraviolet divergences of the perturbation expansion may make terms which vanish in
the classical continuum limit, ∆t→ 0, survive the quantum continuum limit.
Note that it is (1.6), the amplification of the < (xn+1 − xn)2 > compared to the classical
motion which requires the replacement of the classical calculus in the path integral by the Itoˆ-
calculus [9]. In the Itoˆ calculus one has to keep track of the terms of the Taylor expansion in
one additional order of accuracy when the transformation x → x′ = F(x) is made. The new
contribution to the Itoˆ-integral which arises from the nonlinear change of variables appears as
a time integral for t > ∆t since
∑
∆jx
2 = ih¯m
∑
j ∆t, see Ref. [10] for the details.
3. POWER COUNTING AND RENORMALIZABILITY
One can easily develop the power counting for (2.1). The path integral is derived in ‘lattice
regularization’, for finite ∆t. The propagator has -2 degree of ultraviolet divergence in energy
space, according to (2.5). Each time derivative corresponds to the multiplication by 1
∆t
(eiω∆t−
1), which has 1 degree of ultraviolet divergence in agreement with the general construction of
Ref. [11]. To find the superficial degree of divergence of the loop integrals we can follow
the usual dimensional argument after separating the contribution of the frequency independent
Planck constant h¯. The dimension of the action is [S] = ML2T−1, where M,L and T stands
for the mass, length and time. Thus the dimension of the coupling constant Gds in the action
S = ∆t
∑
ds
Gds
(
xn+1 − xn
∆t
)d(
xn+1 + xn
2
)s
→
∑
ds
∫
dtGds
(
dx
dt
)d
xs, (3.1)
is [Gds] =ML
2−d−sT d−2.
Consider now a graph with E external legs and V vertices. Out of the E legs Ed contain
a velocity i.e. they are attached to a velocity term at the vertex. The dimension of the graph
can be written as
LE = L2ET 1−Ed [I][G](ML2T−1)−V . (3.2)
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The first two factors give the dimension of the legs by taking into account [G0] = L
2 and the
overall energy conservation of the loop integral. [I] and [G] stand for the dimension of the loop
integral and the coupling constants. Since each vertex is divided by h¯, [h¯]−V appears in the last
factor. The overall degree of divergence of the loop integral I with L internal lines is defined by
ω[I] = −([I][h¯]−L)T , where ([A])T is the time dimension of A. The removal of an h¯ at each line
is necessary to isolate the contribution of the energy depending factors. We find
[I] =M−LT−1−
E
2
+Ed−
∑
v
ωv , (3.3)
where the last contribution in the exponent is a sum over the vertices v and ωv =
dv−sv
2
− 1.
Thus the overall degree of divergence is
ω[I] = 1 +
E
2
−Ed +
∑
v
ωv. (3.4)
As a quick check recall the result of the usual power counting for field theories in D-dimensions,
ω[I] = D +
2−D
2
E −Ed −
∑
v
[Gv]E , (3.5)
where [Gv]E = D + sv − D2 (sv + dv), is the energy dimension of the coupling constants corre-
sponding to the vertex v. Naturally (3.5) reduces to (3.4) for D = 1. For D < 2 the graphs with
more external legs are more divergent in the ultraviolet. We call the vertex v renormalizable or
non-renormalizable for ωv < 0 or ωv > 0, respectively. Even if all vertices are renormalizable
there are divergent graphs, such as a mass insertion, δm2 <
dx
dt
2
>, c.f. (2.7).
It is instructive to follow what happens when we add an inhomogeneous mass term,
1
2M(x)(
dx
dt )
2, to the lagrangian. Assume the polynomial form, M(x) =
∑
nMnx
n, for the
mass correction. The vertex with the coupling constant Mn has n+2 legs, out of those are two
with velocity coupling. The closing of the latter legs induces one-loop linear divergences. In
order to have finite transition amplitudes we need the counterterm
δM =
∑
n
Mnx
n 3ih¯
m∆t
=
3ih¯
2∆tm
M(x), (3.6)
according to (2.7). It will be shown below that this counterterm generates the one-loop effects
of the integral measure of the path integral which corresponds to the particle with kinetic
energy 12 (m+M(x))(
dx
dt )
2. The higher loop contributions will be resummed by the help of the
infinitesimal renormalization group equations.
We close this Section by some remarks about Quantum Field Theory. The divergence in
(1.6) is the same as predicted by the superficial degree of divergence of the loop integral (2.7).
In other words, the simple observation that each contribution in the exponent (1.5) is O(1) is in
agreement with the divergences predicted by power counting. Thus one can distinguish two kind
of divergences in Quantum Field Theory. One which is O(h¯) and another which is diverging
with the number of degrees of freedom. The former is common with Quantum Mechanics.
The naive power counting argument indicates that the typical field configurations are
nowhere continuous in Quantum Field Theory. In fact, consider the D-dimensional lattice
regulated free massless theory which is defined by the path integral∫
D[φ]e
−aD−2 1
2
∑
x,µ
(∇µφx)
2
=
∫
D[Φ]e
− 1
2
∑
x,µ
(∇µΦx)
2
, (3.7)
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where ∇µφx = φx+µˆ − φx and the dimensionless variable, Φ = a 2−D2 φ, has been introduced.
Each contribution to the action is O(1) so we have ∇µΦx = O(1) and ∇µφx = O(aD−22 ).
This discontinuity is again in agreement with the perturbative power counting argument in
the momentum space. It can be obtained in a rigorous manner as well, without relying the
perturbation expansion [12]. The nowhere continuity may lead to unexpected consequences in
the topological structure of the renormalized theory. Apart of some isolated examples, [13], it
is not known how to deal with these more violent singularities of Quantum Field Theory in a
non-perturbative manner.
In relativistic Quantum Field Theory the dimension of the coupling constant determines
its tree level behavior under the renormalization group,
k
∂
∂k
g(k) = −[g]Eg +O(h¯), (3.8)
where k is the cut-off and [g] is the energy dimension of the coupling constant g. Thus the
irrelevant coupling constants are non-renormalizable. The inverse time dimension of the coupling
constants in Quantum Mechanics, −([Gds])T = 2− d, is different from [Gds]E . This is because
the quantum field has the energy dimension [φ] = D−2
2
while ([x])T = 0. It is [G]E or −[G]T
which determines the scaling properties of the coupling constants ? One could guess that the
blocking in space or time generates the scaling exponents [G]E or −[G]T , respectively. We shall
verify this guess explicitly as far as the blocking in time is concerned.
4. RUNNING COUPLING CONSTANTS
The quantity of central importance in Quantum Mechanics is the matrix element of the
time evolution operator what we parametrize as
< x|U(t)|y >= e ih¯S(x,y;t). (4.1)
Information about the hamiltonian can directly be collected by measuring the spectrum and
the properties of the stationary states. Another source of information is the investigation of the
transition rates or scattering phenomena. This latter refers directly to the function S(x,y, t).
In the spirit of the gradient expansion we write the renormalized lagrangian as
S(x,y; t) =
∞∑
n=0
sj1,···,jn(x+ y; t)(x− y)j1 · · · (x− y)jn . (4.2)
The generalized potentials, sj1,···,jn(x+y; t) have simple form in the limit t→ 0. In fact, in this
limit we find s = −tV (x+y2 ), s = A(x+y2 ) and sjk = m2∆tδjk, for the hamiltonian (1.3). The time
dependent running coupling constant can be introduced by the help of the Taylor expansion,
sj1,···,jn(x+ y; t) =
∞∑
m=0
sj1,···,jnk1,···,km(t)(x+ y)
k1 · · · (x+ y)km . (4.3)
The evolution in t is described by the renormalization group equations,
S(x,y; t1 + t2) = −ih¯ln
{∫
dze
i
h¯
S(x,z;t1)e
i
h¯
S(z,y;t2)
}
. (4.4)
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Note that the Planck constant, h¯, is kept fixed during the blocking, (4.4).
In the operator formalism of Quantum Mechanics where the eigenstates and the spectrum
of the hamiltonian play a central role those measurements are made which determine the long
time behavior of the system. The experiment which is more relevant in determining S(x,y; t)
is when the system is observed at the time tn = n∆t, as it were enlighten by a stroboscope.
The renormalized trajectory, the solution of the evolution equation, (4.4), describes the way
the observed parameters change with the stroboscope frequency. If the frequency of the mea-
surements is high and no ultraviolet divergences arise then the cut-off lagrangian approaches its
classical form. Furthermore, the Schro¨dinger equation yields the Hamilton-Jacobi equation with
an imaginary O(h¯) drift term. It was this observation of Dirac, [14], which oriented Feynman’s
attention to the path integrals.
One should bear in mind that the importance of the running coupling constants and the
renormalization group is in principle independent of the eventual divergences in the theory. As
an example we now compute the the running mass and frequency of the harmonic oscillator,
H = p
2
2m
+ mω
2
x2. The path integral is Gaussian and we have
S(x,y; t) = −ih¯ln < x|e−i th¯H |y >= 1
2
(x2 + y2)mωctgtω − mω
sinωt
xy. (4.5)
The running mass, m(t), and frequency, ω(t), defined by the parametrization
S(x,y; t) =
m(t)
2t
(x− y)2 − tm(t)ω
2(t)
2
(
x+ y
2
)2
, (4.6)
are
m(t) =
1
2
m(0)tω(0)ctg
tω(0)
2
, (4.7)
ω2(t) =
4
t2
tg2
tω(0)
2
. (4.8)
When the probability distribution of the coordinates is measured subsequently with the time
difference ∆t in the presence of some interference then one can reconstruct both the real and
the imaginary part of S(x,y; ∆t). In the case of the harmonic oscillator S(x,y; ∆t) is real and
h¯ independent. The system appears at these measurements as if it had the mass m(∆t) and
frequency ω(∆t). Predictions for further measurements which are performed at integer multiple
of the time ∆t can be obtained by the help of the bare theory based on (4.6).
Note that the running coupling constants are non-monotonic functions of the observation
time with singularities, ω(nT ) = m((n + 1
2
)T ) = 0, and m(nT ) = ω((n + 1
2
)T ) = ∞, where
T = 2πω(0) . This is the result of making the blocking in real instead of the imaginary time. It is
easy to understand m(nT ) = 0. In fact, the propagator,
< x|e−i th¯H |y >=
∑
n
ψn(x)e
−i(n+ 1
2
)ω0tψ∗n(y), (4.9)
where Hψn = h¯ω(0)
(
n+ 12
)
ψn, gives
< x|e−inTh¯ H |y >= (−1)nδ(x− y). (4.10)
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The periodic self focusing is a characteristic of systems with equidistant energy spectrum. It is
reproduced by the divergences of the effective mass because the large mass makes the coefficient
of (x − y)2 large in the action which suppresses the propagation over finite distances. The
vanishing of tm(t)ω2(t) at t = nT is the immediate consequence of the fact that the potential
term is negligible compared to the kinetic energy for short time and that the propagator is
periodic in time. The diverging potential at half period requires the initial and the final points
should have zero mean, x+ y = 0. This is the result of
∑
n(−1)nψn(x)ψ∗n(y) = δ(x+ y).
5. DECIMATION
The blocking in time gives the time dependence for S(x,y; t),
e
i
h¯
S(x,y;t1+t2) =
∫
dze
i
h¯
S(x,z;t1)e
i
h¯
S(z,y;t2). (5.1)
In the limit t2 = ∆t → 0 then (5.1) reduces to the Schro¨dinger equation. For t1 = t2 it
gives the evolution of the renormalized action under the doubling of the observational time. We
investigate first the scaling properties of the coupling constants under the latter renormalization
group transformation.
5a. Blocking transformation.
We use the parametrization
S(x,y; t) =
m
2t
(x− y)2 − U(x,y; t), (5.2)
where U(x,y; t) will be treated as perturbation since the free action with U = 0 will turn out
to be a fixed point. The blocking transformation, corresponds to the choice t1 = t2 = t in (5.1).
Note that the ‘nearest neighbor coupling’ structure which is preserved during the decimation,
t→ t′ = 2t, is characteristic of the one dimensional systems. In higher dimensions the non-local
terms are unavoidably generated by the blocking procedure.
The contribution of the kinetic energy can be written in the exponent as
m
2t
(
(x− z)2 + (z− y)2
)
=
m
t
(
z− x+ y
2
)2
+
m
4t
(x− y)2. (5.3)
Taking the limit t ≈ 0 we expand the exponent around z = 12 (x+ y),
m
t
v2 +
m
4t
(x− y)2 − U1 − U2 − v∂(U1 + U2)− 1
2
vivj∂i∂j(U1 + U2), (5.4)
where v = z − 12 (x + y), U1 = U
(
x+y
2 ,y
)
and U2 = U
(
x, x+y2
)
. The gradient always acts on
the variable which is set to 12 (x+y). By truncating the resulting integral at the Gaussian level
one finds ∫
dve−
i
2
vAv+iBv+iC =
(−2πi)3/2√
detA
eiC+
i
2
BA−1B, (5.5)
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where 

h¯Ajk = −δjk 2m
t
+ ∂j∂kU+
h¯Bj = −∂jU+
h¯C =
m
4t
(x− y)2 − U+,
(5.6)
and U± = U1 ± U2. The exponential prefactor can be written as
ln
1√
detA
= −1
2
trlnA =
t
4m
∂2U+ +O
( t2
m2
)
. (5.7)
Finally we obtain the blocking transformation, S → m2t′ (x− y)2 − U ′(x,y; t′), with
U ′ = U+ +
t′
8m
(
(∂U+)
2 − h¯∂2U+
)
+O(t2). (5.8)
The h¯ independent terms on the right hand side represent classical mechanics, they result from
the minimization of the action. The third, O(h¯) term comes from the pre-exponential factor.
For t = O(m/∂2U+) the the matrix Ajk may become singular and the terms O(t
2) ignored above
become essential and generate singularities in the running coupling constants, c.f. (4.7)-(4.8).
This phenomenon is similar to the emergence of the focal points of classical mechanics [8].
It is useful to parametrize U(x,y) in terms of r = x − y and R = x+y2 . To obtain U1 we
need the shift x→ x+y2 which amounts to the replacement


r → x+ y
2
− y = r
2
R→ 1
2
(x+ y
2
+ y
)
= R− r
4
.
(5.9)
For U2 we have y → x+y2 , 

r → x− x+ y
2
=
r
2
R → 1
2
(
x+
x+ y
2
)
= R+
r
4
.
(5.10)
We introduce the notation U(x,y) = U˜(R, r) which yields U1 = U˜(R − r4 , r2 ) = U˜1(R, r) and
U2 = U˜(R+
r
4 ,
r
2) = U˜2(R, r). Since ∂U1 = 2∂xU1 and ∂U2 = 2∂yU2, ∂U1 =
(
1
2∂R + ∂r
)
U˜1 and
∂U2 =
(
1
2
∂R − ∂r
)
U˜2 we have ∂U± = ∂RU˜± + 2∂rU˜∓ and ∂
2U± = (∂
2
R + 4∂
2
r )U˜± + 4∂R∂rU˜∓,
with U˜± = U˜1 ± U˜2. The blocking equation finally takes the form
U˜ → U˜+ + t
′
8m
{
(∂RU˜+ + 2∂rU˜−)
2 − h¯[(∂2R + 4∂2r)U˜+ + 4∂R∂rU˜−]
}
+O(t2). (5.11)
In order to find the scaling exponents one linearizes the blocking relations. The linearized
version of (5.11) contains a part of the classical contributions and the logarithm of the pre-
exponential factor. The tree level term BA−1B in (5.5) drops out leaving behind
U → U+ − t
′h¯
8m
∂2U+. (5.12)
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Notice that the U.V cut-off, t, appears explicitly in the blocking relations due to the time
dimension of h¯. One might take this into account by introducing the running Planck’s constant,
h¯(t) = th¯, in the action. Treating h¯(t) as an additional coupling constant, the value of h¯ at the
current cut-off, one can formally eliminate t from the recursive relation (5.11). But the price
of such a hidden treatment of the cut-off is that the linearized blocking relation becomes the
tree-level one, U → U+. So we keep h¯ as a constant and continue with the cut-off dependent
relation (5.12) in two typical cases below.
5b. Polynomial velocity coupling.
Consider the general polynomial coupling,
U˜ = tV˜ =
1
t
grdV (R) = GvdV (R), (5.13)
in the lagrangian where v = rt , and G = gt
d−1. The time dimension of the coupling constants
should be given in the units of the cut-off so the factor t−1 is inserted in (5.13) to remove the
time dimension of g in the dimensionless exponent, gh¯tr
dV (R).
The linearized tree level contribution to the blocking is
U˜ → U˜+ = 1
t′
g21−drd
(
V
(
R− r
4
)
+ V
(
R+
r
4
))
=
1
t′
g22−drd
(
1 +
1
32
rirj∂i∂j +O(r
4)
)
V (R).
(5.14)
Thus the coupling constant is rescaled during the blocking as
g → g
(
t′
t
)ν
, (5.15)
where ν = 2 − d and contributions with higher powers of r are generated. V˜ is irrelevant for
d > 2 and marginal or relevant when d = 0 or d = 1, 2, respectively. Furthermore the coupling
constant G expressed in the usual units is renormalization group invariant on the tree level.
The lesson is that the scalar and vector potentials and the mass are the tree level marginal
and relevant terms. In non-relativistic Quantum Mechanics the scaling properties of the vertex v
is given by the time dimension rather than ωv, as in Quantum Field Theory because the blocking
in time does not influence the length scales in three-space. Since ωv is not proportional with ν
non-renormalizability and irrelevance are not equivalent, e.g. the vertices with 2 < d < s + 2
are renormalizable and irrelevant.
5c. Vector potential.
The potential will be assumed of the form U(x,y; t) = U˜A(R, r) + tV˜ (R), with U˜A =
−rA(R+ ηr). The vector potential transforms as
A→ 1
2
(A+ +A−) +O(∂
2A), (5.16)
where A± = A
(
R + r2η±14
)
. The linearized renormalization group equations for V˜ is of the
form
V˜ → 1
2
V˜+ − h¯
8m
∂2U˜A+, (5.17)
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where
∂2U˜A+ = −
[(1
4
+ η2
)
r∂2 + 4η∂
]
(A+ +A−) +
(
ηr∂2 + 2∂
)
(A+ −A−). (5.18)
It shows the mixing of the vector and the scalar potential,
V˜ (R)→ V˜ (R)− h¯η
m
∂A+O(∂2A). (5.19)
Since the scalar potential receives a constant increment for each doubling of the cut-off, ∆t →
∆t/2, the accumulation of (5.19) gives a logarithmic divergence in the limit ∆t→ 0.
One would have thought that the absence of the ultraviolet divergence for η = 0 is similar to
the reduction of the degree of divergence due to gauge invariance in QED. We shall argue below
that this analogy is somewhat misleading. The Feynman graph responsible to the η-dependent
contribution in (5.19) is actually finite and such a reduction of the degree of divergence occurs
even without gauge invariance.
6. INFINITESIMAL RENORMALIZATION GROUP EQUATION
In the decimation described in the previous Sections we used the symmetrical setting,
t1 = t2, in (5.1). In order to derive the infinitesimal renormalization group equation and the
hamiltonian we take the limit t1
t2
→ 0 and the integral will be saturated by a saddle point which
is different from those of the decimation. The scaling properties can in principle different in the
lagrangian and the hamiltonian continuum limit.
6a. Wegner-Haughton equations.
We start with the action for infinitesimal time,
S(x,y; ∆t) =
m
2∆t
(x− y)2 − U(x,y; t)−R, (6.1)
with
U(x,y; t) = tV (R)− rA(R+ η(x− y)). (6.2)
The renormalization group equation, (5.1), is expanded at y ≈ x,
e
i
h¯
S(x,y,t+∆t) =
∫
dze−
i
2
zAz+iBz+iC , (6.3)
where 

h¯Ajk = − m
∆t
δjk +
1
4
∆t∂j∂kV −
(1
2
− η)(∂jAk + ∂kAj)− ∂j∂kS
h¯B = −1
2
∆t∂V +A+ ∂S
h¯C = −∆tV −R+ S,
(6.4)
and the partial derivatives act on the first argument of S = S(x,y, t). The integration yields
the relation
i
h¯
S(x,y, t+∆t) =
3
2
ln(2π)− 1
2
trlniA+
i
2
BA−1B+ iC
=
3
2
ln
2πih¯∆t
m
− i
h¯
R− i∆t
h¯
V − ∆t(1− 2η)
2m
∂A
− i∆t
2mh¯
(A+ ∂S)2 − ∆t
2m
∂2S +
i
h¯
S,
(6.5)
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which can be written as a differential equation,
∂tS(x,y, t) = −
(
1
2m
P2 + V (x)
)
+
ih¯
2m
∂P − ih¯η
m
∂A(x), (6.6)
with
P = A(x) + ∂xS(x,y, t), (6.7)
when the normalization
R =
3h¯
2i
ln
m
2πih¯∆t
(6.8)
is used.
e
i
h¯
S(x,y,t) is the wave function, ψ(x, t), which satisfies the initial condition ψ(x, 0) = δ(x−y)
and our equation (6.6) is equivalent with the Schro¨dinger equation. The tree level, O(h¯0),
evolution is given by the Hamilton-Jacobi equation and the quantum corrections amount to an
imaginary diffusion term. It is amusing to note that our result is equivalent with the Wegner-
Haughton renormalization group equations [15] except that it gives the time rather than the
energy dependence of the renormalized action. This can easily be seen by means of the functional
Schro¨dinger representation for Quantum Field Theory.
6b. Ultraviolet scaling
As an application of the renormalization group equation we deduce the ultraviolet scale
dependence in the presence of an external magnetic field. We take η = 0 and assume the form
S(x,y; t) = R(x)t−1 +
∞∑
ℓ=0
∞∑
k=0
Skℓ(x)t
klnℓ
t
t0
, (6.9)
where the dependence on the initial point, y, is suppressed. The logarithmic terms are sup-
posed to arise in the perturbation expansion around the quadratic part of the action and the
substraction scale is t−10 = O(∂ × A/m). By substituting (6.9) into the renormalization group
equation we obtain
−Rt−2 +
∞∑
ℓ=0
∞∑
k=0
(
(k + 1)Sk+1,ℓ + (ℓ+ 1)Sk+1,ℓ+1
)
tklnℓ
t
t0
=
ih¯
2m
(
∂2Rt−1 +
∞∑
ℓ=0
∞∑
k=0
∂2Sk,ℓt
klnℓ
t
t0
)
− 1
2m
(
∂Rt−1 +
∞∑
ℓ=0
∞∑
k=0
∂Sk,ℓt
klnℓ
t
t0
+A
)2
− V − ih¯
2m
∂A
(6.10)
We now identify the time dependence on both sides,
O(tklnℓt) : m(k + 1)Sk+1,ℓ +m(ℓ+ 1)Sk+1,ℓ+1 =
ih¯
2
∂2Sk,ℓ −A∂Sk,ℓ − ∂R∂Sk+1,ℓ
− 1
2
k∑
n=0
ℓ∑
m=0
∂Sn,m∂Sk−n,ℓ−m − δk,0δℓ,0
(
1
2
A2 +mV +
ih¯
2
∂A
)
,
(6.11)
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O(t−1lnℓt) : m(ℓ+ 1)S0,ℓ+1 = −∂R∂S0,ℓ, (6.12)
O(t−1) : mS0,1 =
ih¯
2
∂2R − ∂R∂S0,0 −A∂R, (6.13)
O(t−2) : −R = − 1
2m
(∂R)2. (6.14)
The last relation gives R(x) = 12mx
2 for arbitrary potential. (6.13) yields S0,1 =
3ih¯
2 −
x(∂S0,0 + A). (6.12) gives S0,ℓ as S0,ℓ+1 = − 1ℓ+1x∂S0,ℓ, in a recusive manner. Finally the
linearized form of (6.11) can be used to obtain Sk 6=0,ℓ in terms of Sk,0. The undetermined
nature of Sk,0 reflects the overcompleteness of (6.9).
Suppose that we can neglect the terms with k 6= 0 in the ultraviolet limit, t → 0. The
remaining contributions sum up to a power divergence as usual,
∞∑
ℓ=0
S0,ℓ(x)ln
ℓ t
t0
= S0,0 + ln
t
t0
(
3ih¯
2
− x(∂S0,0 +A)
)
+
1
x∂
∞∑
ℓ=2
1
ℓ!
(
−ln t
t0
x∂
)ℓ
x(∂S0,0 +A)
= S0,0 +
3ih¯
2
ln
t
t0
+
1
x∂
[(
t
t0
)−x∂
− 1
]
x(∂S0,0 +A),
(6.15)
in terms of the initial condition for the renormalized trajectory, S0,0(x). It remains to be seen
if the power divergence of (6.15) shows up in the exact solution.
6c. Hamiltonian
The hamiltonian corresponding to (6.1) will be derived by taking the limit t1
t2
→ 0 in
ψ(x, t+∆t) =
∫
dye
im
2h¯∆t
(x−y)2− i
h¯
U(x,y;t)− i
h¯
Rψ(y, t). (6.16)
The quadratic approximation to the time evolution is
ψ(x, t+∆t) =
∫
dze−
i
2
zAz+iBz+iC
(
1 + z∂ +
1
2
zz∂∂
)
ψ(x, t), (6.17)
with 

h¯Ajk = − m
∆t
δjk +
1
4
∆t∂j∂kV −
(1
2
− η)(∂jAk + ∂kAj)
h¯B = −1
2
∆t∂V +A
h¯C = −∆tV −R.
(6.18)
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The Gaussian integral gives this time
ψ(x, t+∆t) = (2π)3/2e−
1
2
trlniA+ i
2
BA−1B+iC(
1 +BjA
−1
jk ∂k −
1
2
(
iA−1jk − (A−1B)j(A−1B)k
)
∂j∂k
)
ψ(x, t)
= e
3
2
ln 2piih¯∆t
m
− i
h¯
R
(
1− i∆t
h¯
V − ∆t(1− 2η)
2m
∂A− i∆t
2mh¯
A2 − ∆t
m
A∂ +
ih¯∆t
2m
∂2
)
ψ(x, t),
(6.19)
which generates the Schro¨dinger equation with
H =
(p+A)2
2m
+ V +
iηh¯
m
∂A, (6.20)
when the normalization (6.8) is used. (6.20) is non-hermitean for real non-vanishing η reflecting
the inappropriate order the non-commuting operators are multiplied in the hamiltonian in this
case. The hermiticity is recovered either for the mid-point prescription, η = 0, or for imaginary
η. The latter case is an example of an effective theory discussed below.
7. LOW ENERGY EFFECTIVE THEORIES
The hamiltonian obtained in the previous Section contains a term without classical analogy,
iηh¯
m
∂A, which survives the quantum continuum limit, ∆t(∆x
∆t
)2 = O( h¯
m
), c.f. (2.8). Thus a vector
potential with special imaginary non-mid point prescription in the lagrangian generates a scalar
potential in the hamiltonian. But this is not a general rule, it is valid only for expectation values
taken for a time scale which is longer than ∆t. If the derivation of the hamiltonian remains
valid in the limit ∆t→ 0 then this latter limitation is unimportant. But it becomes important
when the ultraviolet power divergences of the running coupling constants bring new terms in
(6.19) invalidating (6.20). The generalization of this phenomenon, namely the transmutation
of the velocity coupling of the high energy (∆t ≈ 0) lagrangian into a scalar potential of the
hamiltonian, appears to be formally similar to the construction of effective models in Quantum
Field Theory. In fact, the lagrangian defined by the help of the cut-off dependent parameters
in the limit ∆t → 0 describes the physics of all time scales. Starting with such a theory one
derives a different system given by the hamiltonian which is valid at low energies only.
Suppose that we have a renormalizable Quantum Field Theory which possesses a mass scale.
The operators scale according to the ultraviolet scaling laws at the high energy side of the mass
scale and we have few relevant coupling constants to parametrize the possible interactions which
can be formulated without the reference to a minimal length scale i.e. cut-off. The mass scale
represents a crossover to the infrared regime where different scaling laws prevail and new relevant
operators may appear which are non-renormalizable according to the classification scheme of the
ultraviolet scaling laws. The continuation of the renormalized trajectory beyond the crossover
usually requires non-perturbative methods. In order to keep the perturbative treatment one
sets up different perturbation expansions for the two scaling regime. This amounts to the
introduction of a low energy effective theory including the operators which are relevant in the
infrared scaling regime. This theory is then matched to the original microscopic one at the
crossover. When we make an attempt to go above the crossover energy scale with the effective
theory then the presence of the non-renormalizable operators in the effective lagrangian starts
to cause problems. These operators are irrelevant at the ultraviolet fixed point and they drive
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the renormalized trajectory away from the fixed point as we try to remove the cut-off. Thus
the renormalized trajectories of the two theories are close in the infrared scaling regime only,
the effective theory deviates from the renormalized trajectory of the microscopic theory in the
ultraviolet region.
Returning to Quantum Mechanics we take the action
S(x,y; ∆t) =
m
2∆t
(x− y)2 −∆t1−d(x− y)dV
(
x+ y
2
)
−R (7.1)
where the potential is chosen to be renormalization group invariant, i.e. the ∆t dependence of
S corresponds to a renormalized trajectory. The evolution equation is
ψ(x, t+∆t) =
∫
dze−
m
2ih¯∆t
z2− i
h¯
∆t1−dV (x)zd− i
h¯
R
(
1 + z∂ +
1
2
zz∂∂
)
ψ(x, t), (7.2)
and the resulting hamiltonian,
H = − h¯
2
2m
∂2 +
1
(d
2
)!!2d/2
(
ih¯
∆tm
) d
2
V (x), (7.3)
is obtained in the d2 -th order of the loop expansion. The following observations are in order at
this point:
(i) The hamiltonian which appears in the differential equation should not contain the cut-
off explicitly because the original lagrangian, (7.1), is renormalization group invariant. What
happens is that we expand around the time-dependent trajectories in the lagrangian version of
the renormalization group i.e. the decimation and there are low order loop corrections which
generate contributions O((x − y)p) in the action with 0 < p < d. Since x − y = 0 for the
saddle point in identifying the hamiltonian these contributions are absent in the perturbation
expansion of Section II and in (7.3). The cut-off dependence in (7.3) thus reflects the difference
between the scaling laws in the lagrangian and the hamiltonian case, t1 = t2 and t1 << t2,
respectively in (5.1).
(ii) Both
Smicr(x,y; ∆t) =
m
2∆t
(x− y)2 −∆tV
(
x+ y
2
)
, (7.4)
and
Seff (x,y; ∆t) =
m
2∆t
(x− y)2 −∆t(d
2
)!!2
d
2
(
(x− y)2 m
ih¯∆t
) d
2
V
(
x+ y
2
)
, (7.5)
yield the same hamiltonian, H = − h¯2
2m
∂2 + V according to the argument leading to (7.3). This
result seems reasonable since (x−y)
2m
ih¯∆t = 1 for small ∆t, c.f. (1.6), [10]. Is there any difference
between these two systems ?
The answer to this question lies in the scaling properties of the coupling constants. On
the one hand, the lagrangian (7.4) is renormalization group invariant so it scales appropriately
and the cut-off can be removed. On the other hand, (7.5) does not belong to a renormalized
trajectory because the potential is suppressed in the ultraviolet. For the derivation of the
hamiltonian (7.3) from (7.5) ∆t should satisfy two conditions: On the one hand, it must be
small enough to neglect the higher orders of the Taylor expansion of the wave function. On
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the other hand, it has to be large enough to keep the potential as a perturbation to the kinetic
energy. Once the hamiltonian is obtained the time evolution obviously follows for t > ∆t. So the
predictions of the hamiltonian (7.3) differ from those of the lagrangian (7.5) in the ultraviolet
regime and the physical content of (7.4) and (7.5) agrees up to a certain energy level only.
(iii) The fundamental difference between the operator and the path integral formalism is
that the path integral expressions are well defined for finite value of the cut-off, ∆t. The basic
quantity of the path integral formalism is S(x,y; ∆t). The convergence of the path integral in
the continuum limit, ∆t→ 0, is a rather involved question due to the presence of ultraviolet di-
vergences encountered above. The hamiltonian is obtained in the limit ∆t→ 0 from S(x,y; ∆t).
In this context the Schro¨dinger equation is a renormalized differential equation where the cut-off
is already removed.
It is worthwhile comparing this situation with Quantum Field Theory. The low energy
effective models of Quantum Field Theories contain the vertices which are important at long
distances. Most of these vertices are not renormalizable and only a finite dimensional sub-class of
the effective interactions can be derived from a renormalizable theory. The non-renormalizable
vertices can not be kept in the effective lagrangian without the help of the ultraviolet cut-off.
Thus the class of not necessarily renormalizable effective theories is wider than the family of the
renormalizable models. Similarly, certain interactions can only be described by a finite value of
the cut-off, ∆t, in the path integral formalism of Quantum Mechanics. When the limit ∆t→ 0
is taken to derive the hamiltonian some of them become inconsistent. In high energy physics
the interactions which can not be obtained from a renormalizable model are excluded because
the ultimate laws are supposed to be valid down to arbitrary short distances. Non-relativistic
Quantum Mechanics is not a fundamental theory since relativistic multi-particle effects appear
at high energies. Thus the restriction of the interactions by the removability of the cut-off is
not imposed and the bare path integral formalism becomes more general than the renormalized
operator formalism.
8. CURVED SPACES
The free particle hamiltonian on a curved space is given by the Laplace operator,
H = − h¯
2
2m
1√
g
∂ig
ij√g∂j = − h¯
2
2m
(gij∂i∂j − gjkΓijk∂i), (8.1)
where g = detgij and Γ
i
jk is the Christoffel symbol. The distribution of the factors
√
g is not
unique in classical mechanics and is given here by the Laplace operator as a special ordering
of non-commuting operators. We address now the question whether this special ordering and
the underlying geometry can be identified in the path integral formalism by inspecting the
renormalized trajectory.
Let us start with the classical lagrangian, L = 12m(|x|)(dxdt )2, which defines the hamilto-
nian H = − h¯2
2m(|x|)
(∂2 − 1
2
∂lnm(|x|)∂). For simplicity we assume spherical symmetry. The
corresponding path integral can be obtained by the standard methods, [8],
S(x,y,∆t) = S˜(x,y,∆t)− h¯
2
12
RG∆t+ ih¯
(
3
2
ln2πih¯− 1
2
lnD(x,y,∆t)
)
. (8.2)
The action contains the higher order terms in the derivative due to the non-differentiability of
the trajectories,
S˜ =
m(R)r2
2∆t
[
1+
m′(R)
24m(R)
(
1
R
− m
′(R)
2m(R)
)
r2+
m′(R)
24m(R)R2
(
m′′(R)
m′(R)
−m
′(R)
m(R)
− 1
R
)
(Rr)2
]
. (8.3)
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The van Vleck determinant is
D =
(
m(R)
∆t
)3(
1− r
2m′(R)
8Rm(R)
)2(
1− r
2m′′(R)
8m(R)
)
, (8.4)
and the Itoˆ potential, the second term on the right hand side of (8.2) is given by the curvature,
RG =
1
m(R)
[
4
m′(R)
Rm(R)
+ 2
m′′(R)
m(R)
− 3
2
(
m′(R)
m(R)
)2]
. (8.5)
The integration is performed by the flat measure, dx.
Suppose that we start with the action
S(x,y,∆t) =
1
2∆t
m(R)r2 +
1
∆t
a(R)r4 +
1
∆t
b(R)r2(rR)2. (8.6)
The renormalized trajectory should predict the evolution of the ultraviolet divergent and the
irrelevant coupling constants of the lagrangian because these are the parameters which need
fine tuning in order to arrive at finite observables in the continuum limit. We have already
noticed at eq. (3.6) that the one-loop finiteness requires the counterterm 3ih¯
2
lnm(x) in the
action. Such a counterterm reproduces the one-loop contribution to the first factor of the van
Vleck determinant. The O(r2) pieces of (8.4) yield ultraviolet finite contribution and can not
be determined easily by the renormalization group technique.
The O(r4) irrelevant pieces of the action S˜ can be reproduced by requiring renormalization
group invariance, i.e. by following the the renormalized trajectory. The blocking of (8.6) gives
S → 1
2∆t
m(R)r2 +
r2
64∆t
[
r2
m′(R)
R
+
(rR)2
R2
(
m′′(R)− m
′(R)
R
)]
1
4∆t
a(R)r4 +
1
4∆t
b(R)r2(rR)2 +O(r5),
(8.7)
according to (5.14). The condition for a and b be scaling functions is


m′(R)
64R
+
a(R)
4
= a(R)
1
64R2
(
m′′(R)− m
′(R)
R
)
+
b(R)
4
= b(R),
(8.8)
whose solution is 

a(R) =
1
48R
m′(R)
b(R) =
1
48R
m′(R)
(
m′′(R)
m′(R)
− 1
R
)
,
(8.9)
the O(m′) pieces of (8.3). The O(m′2) part of the action which is quadratic in the Christoffel
symbol can be generated by the two-loop blocking equations.
The higher loop terms of the action are determined uniquely by the infinitesimal form of
the renormalization group equation because it is equivalent with the Schro¨dinger equation. We
take the action,
Sm(x,y; ∆t) =
m(R)
2∆t
r2 −Wm(R)−∆tWI(R) + rA(R). (8.10)
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The corresponding expression for ψ(x, t+∆t), (6.17), contains


h¯Ajk = − m
∆t
δjk +
1
4
∂j∂k(Wm +∆tWI)− 1
2
(∂jAk + ∂kAj)
h¯B = −1
2
∂(Wm +∆tWI) +A
h¯C = −Wm −∆tWI ,
(8.11)
The resulting equation of motion,
ψ(x, t+∆t) = e−
i
h¯
Wm+
3
2
ln 2piih¯∆t
m
(
1 +
ih¯∆t
2m
∂2 − i∆t
h¯
WI +
∆t
8m
∂2Wm
− ∆t
2m
∂A− i∆t
2h¯m
(
A− 1
2
∂Wm
)2 − ∆t
m
(
A− 1
2
∂Wm
)
∂
)
ψ(x, t),
(8.12)
defines the hamiltonian
H = − h¯
2m
∂2 − ih¯
m
(
A− 1
2
∂Wm
)
∂ +WI − ih¯
2m
∂A+
ih¯
8m
∂2Wm +
1
2m
(
A− 1
2
∂Wm
)2
, (8.13)
as long as Wm(x) = R, where R is given by (6.8). This latter condition determines the integra-
tion measure as dxm3/2(x) up to a constant. The hamiltonian becomes
H = − h¯
2
2m3/2
∂m
1
2 ∂ + V. (8.14)
with the choice A = −ih¯∂lnm and
WI = V +
h¯2
12
RG. (8.15)
9. QUANTUM ANOMALY AND OPERATOR ORDERING
The η dependence has already served as a simple demonstration of the importance of
the non-differentiability of the trajectories and the construction of effective theories. Another
interesting question this η dependence raises is an analogy with the chiral anomaly in Quantum
Field Theory.
First note that we may consider η as a parameter which characterizes different regulariza-
tions since it drops out in the classical continuum limit and influences the action at the cut-off
scale only. But the leading order effect of η is more than a regularization dependence. One
can see this by recalling that the regulators are always irrelevant operators. The higher order
contributions to the action, O(ηk) ≈ ∆tk ∫ dtvk+1(t), with k > 1 are indeed irrelevant but the
leading order contribution, k = 1, is marginal on the tree level.
Another important observation is that the regularization with η = 0 preserves the U(1)
gauge covariance of the transition amplitudes. For η 6= 0 the η dependent counterterms generate
a superficially logarithmically divergent graph in O(η), 1
Λ
(aΛ + bΛlnΛ), c.f. (2.8). Due to the
absence of a scale parameter in the background trajectory we expand around, xcl(t) = 0, the
logarithmic contribution is absent, b = 0 and the graph is finite, 1
Λ
aΛ. Since the higher powers
of η multiply irrelevant operators the η dependence comes from the leading order, O(η), only.
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This situation is to be compared with the chiral anomaly where the symmetry breaking
pattern for the vector and axial charges is determined by the choice of the cut-off, i.e. the
regularization. The anomalous contribution is usually given by superficially divergent graphs
which turn out to be finite. Furthermore the effect is genuinely one-loop, radiative corrections
are absent.
The connection between the η dependence and the operator ordering problem leads to an-
other analogy. Consider a gauge theory in lattice regularization where the gradients are replaced
by finite differences and exponantialized link variables and and nontrivial integration measures
are introduced to preserve the gauge symmetry. One finds non-polynomial interactions and
complicated lattice propagators in perturbation expansion but the deviation from the contin-
uum propagators and vertices is suppressed by the lattice spacing. May we send the lattice
spacing to zero before carrying out the loop integration and thereby arguing that the lattice
artifacts drop out in the perturbative continuum limit ? The answer is not trivial because the
genuine lattice vertices are non-renormalizable and may generate new ultraviolet divergences
which can compensate the tree level suppression of the vertices. Nevertheless one can prove
that for certain class of models the lattice perturbation expansion converges to the result of the
continuum regularization and the lattice artifacts are suppressed in the continuum limit [11].
The proof starts with the properly substracted theory where all loop integrals are made finite
by the help of the counterterms. If the convergence of the loop integrals is uniform then the
continuum limit can be taken before the loop integration. In other words, any vertex which is
vanishing in the classical continuum limit gives no contribution in the quantum continuum limit
either. The condition used in the proof is that all loop integral is uniformly convergent. This
holds for finite integrals with negative overall degree of divergences. The loop integrals which
have non-negative overall degree of divergences but happened to be finite may not converge
uniformly.
We know three exceptions when classically suppressed vertices play role in the renormalized
quantum theory. (i) The loop integrals which are finite so require no divergent counterterm but
remain sensitive to the presence of the cut-off due to their nonuniform convergence are the source
of the anomalies in Quantum Field Theories. (ii) The fermion species doubling is reduced on
the lattice by adding a piece to the action which is vanishing in the classical continuum limit.
Nevertheless they remove particle modes in the quantum theory. (iii) Operator ordering problem,
i.e. η dependence in Quantum Mechanics.
Note that the η dependence becomes divergent when the background trajectory is chosen
to be non-constant, c.f.(5.19). This raises some questions concerning our understanding of these
peculiar cut-off effects because they are usually analyzed by means of the perturbation expansion
around the homogeneous vacuum.
10. SUMMARY
The method of renormalization group was applied to non-relativistic Quantum Mechanics
in this paper. Our motivation was based on the guess that the non-differential, fractal nature
of the trajectories in the path integral may generate strong effective velocity couplings at high
energy beyond the prediction of the semiclassical limit.
The power counting was developed by viewing Quantum Mechanics as a 0+1 dimensional
Quantum Field Theory. A vertex with d and s legs attached to velocity and coordinate, re-
spectively, was found non-renormalizable if ω = d−s2 − 1 > 0. In Quantum Field Theory the
non-renormalizable vertices are irrelevant, i.e. their energy dimension determines their tree level
scaling properties. We met an interesting question here: The inverse time dimension of a vertex
is different in the 0+1 dimensional Quantum Field Theory and in Quantum Mechanics since
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the field and the coordinate have different dimensions. This reflects the difference of the scaling
laws one finds when the blocking is made in the space or in the time for a non-relativistically
invariant system. To find the proper scaling laws we computed the evolution of the coupling
constants in Quantum Mechanics by decimation, i.e. under the change ∆t→ 2∆t of the cut-off
in the path integral. It was found that the inverse time dimension, ν = 2− d, gives the scaling
exponent of the coupling constants in the tree level. The difference between ω and ν explains of
the existence of renormalizable and in the same time irrelevant terms in Quantum Mechanics,
such as vdxs, with 2 < d < s+ 2.
The relevant terms of the action are the scalar potential and the coupling to a gauge field,
with ν = 2 and 1, respectively. The mass term is marginal, ν = 0. This result explains the lack of
need for any other terms beyond the usual ones to characterizes the continuum of the ultraviolet
fixed points. The relevant and marginal terms of the action have finite limit as ∆t→ 0 apart of
the case of a gauge potential with non-midpoint prescription. One may add other renormalizable
but irrelevant terms to the action without changing the low energy behavior of the theory.
The blocking transformation was performed in real time. The nontrivial superposition of
the complex amplitudes leads to surprising periodic effects for harmonic systems. It was verified
in the case of the harmonic oscillator that the running mass and frequency develop singularities
at finite values of the cut-off as the result of a self focusing. These singularities survive in any
finite order of the perturbation expansion and suggest the need of going beyond the perturbative
approaches in describing the real time dependence of the propagation.
The infinitesimal form of the renormalization group equation, the Schro¨dinger equation for
the logarithm of the wave function, was derived as well. It displays different scaling behavior
than the blocking. This circumstance was exploited to construct low energy effective theories.
It was pointed out that the hamiltonian operator formalism which corresponds to the renor-
malized limit ∆t → 0 is formally more restrictive than the path integral representation. This
is because the cut-off is small but finite in the latter which can in this manner include non-
renormalizable interactions. In other words, there are quantum systems which admit regulated
path integral description but have no finite hamiltonian. But it is not clear whether there are
real physical systems which would correspond to these mathematical possibilities. To decide this
question one has to determine the scale where the non-renormalizable coupling constants start
to grow as we increase the energy. If this scale happens to be below the onset of the relativistic
effects then these systems could in principle be found in Nature.
Another remark concerning the ultraviolet divergences is that their regularization is appar-
ently a highly nontrivial matter in path integral representation of the non-relativistic Quantum
Mechanics. The Quantum Field Theories can be regulated by omitting modes with high enough
energy. The resulting finite hamiltonian can be expressed in terms of the canonical variables.
In non-relativistic Quantum Mechanics with one degree of freedom there is no canonical pair of
variables to neglect when the high frequency modes are omitted. It is not obvious how can we
split the only physical degree of freedom of the quantum system to render the theory finite by
retaining the canonical structure.
Fortunately we seem to have no problem in the canonical operator formalism where the
hamiltonian must remain finite as the cut-off is removed. This is because almost all coupling
constants which can be the source of divergences in the hamiltonian are irrelevant. The only
tree-level marginal ultraviolet divergent vertex of the lagrangian is related to the non-midpoint
prescription of a vector potential but it generates finite hamiltonian. Thus no regularization is
needed for the canonical operator formalism of Quantum Mechanics. Though this reassuring
result is based on the tree level scaling laws. A troublesome divergence was found in Section
6b which resulted from a partial resummation of the perturbation expansion. Since there is no
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known exact solution for the propagator in a general inhomogeneous magnetic field we can not
decide whether this divergence is really present in the operator formalism.
The fractal structure of the trajectories of the path integral amplifies the effects of the
velocity dependent terms in the action. In particular, a term ∆t
∫
dtv2 gives finite contribution
since ∆t2v2 = dx2 = O(∆t). Thus there are classically vanishing velocity dependent terms in
the action which lead to finite effects in the continuum limit, ∆t → 0. This is a characteristic
feature of the quantum propagation. Had the typical trajectory of the path integral been
differentiable the classically vanishing terms of the action would have been irrelevant. Thus
certain pieces of the action which are important in the quantum dynamics have no room in
classical geometry which is based on smooth curves, surfaces, etc. But the effects of these terms
can be summarized in a generalized Itoˆ-potential which appears in the hamiltonian in higher
order of h¯. This contribution together with the integral measure which corresponds to the
geometry of the system can be extracted from the renormalized trajectory.
Finally we list some open questions or problems we encountered during this work.
(i) We considered decimation in time. The time and the length dimensions are not related
in the non-relativistic systems so one expects that the blocking in space and time will reveal
different aspects of the quantum dynamics. Blocking in space seems rather unusual since there
are no real degrees of freedom to eliminate as in statistical mechanics or field theory. It leads to
the elimination of variables in finite difference equation rather than the integration over variables
of the path integral. Is it possible to cast the thinning of a single degree of freedom, i.e. the
adjustment of the changing resolution in space into the same formalism in the first and second
quantized systems ?
(ii) What are the scaling functions in Quantum Mechanics ?
(iii) Can one generalize Ehrenfest theorem for non-renormalizable Quantum Mechanics
where the classical limit misses certain pieces of the lagrangian ?
(iv) Can there be an infrared fixed point in Quantum Mechanics with nontrivial relevant
or marginal terms ? Do operators which are renormalizable and irrelevant in the ultraviolet
scaling regime play any role in the dynamics ?
Two further questions concerning field theory:
(v) The decimation in real time leads to an interesting, nontrivial renormalized trajectory in
the case of a harmonic oscillator. What is the corresponding result for Quantum Field Theories
where the singularities of the running parameters should be distributed continuously in time ?
(vi) The amplification of the velocity dependent interactions due to the non-differentiable
nature of the trajectories can be taken into account in non-relativistic Quantum Mechanics by
a potential in the hamiltonian. What is the analogous situation Quantum Field Theories where
the typical field configurations of the path integral are nowhere continuous ?
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