Image analysis for diagnostic support in biomedicine: neuromuscular diseases and pigmented lesions by Sáez Manzano, Aurora
Tesis Doctoral
Ingeniería de Telecomunicación
Image analysis for diagnostic support
in biomedicine: neuromuscular
diseases and pigmented lesions.
Autor: Aurora Sáez Manzano
Directores: Begoña Acha Piñero
Carmen Serrano Gotarredona
Teoría de la Señal y Comunicaciones
Escuela Técnica Superior de Ingeniería
Universidad de Sevilla

Tesis Doctoral
Ingeniería de Telecomunicación
Image analysis for diagnostic support in biomedicine:
neuromuscular
diseases and pigmented lesions.
Autor:
Aurora Sáez Manzano
Director:
Begoña Acha Piñero
Carmen Serrano Gotarredona
Profesor Titular
Teoría de la Señal y Comunicaciones
Escuela Técnica Superior de Ingeniería
Universidad de Sevilla

Resumen
Esta tesis presenta dos sistemas implementados mediante técnicas de procesamientode imagen, para ayuda al diagnóstico de enfermedades neuromusculares a partir de
imágenes de microscopía de fluorescencia y análisis de lesiones pigmentadas a partir de
imágenes dermoscópicas.
El diagnóstico de enfermedades neuromusculares se basa en la evaluación visual de
las biopsias musculares por parte del patólogo especialista, lo que conlleva una carga
subjetiva. El primer sistema propuesto en esta tesis analiza objetivamente las biopsias
musculares y las clasifica en distrofias, atrofias neurógenas o control (sin enfermedad)
a través de imágenes de microscopía de fluorescencia. Su implementación reúne los
elementos propios de un sistema de ayuda al diagnóstico asistido por ordenador: seg-
mentación, extracción de características, selección de características y clasificación. El
procedimiento comienza con una segmentación precisa de las fibras musculares usando
morfología matemática y una transformada Watershed. A continuación, se lleva a cabo
un paso de extracción de características, en el cual reside la principal contribución del sis-
tema, ya que no solo se extraen aquellas que los patólogos tienen en cuenta para diagnos-
ticar sino características que se escapan de la visión humana. Estas nuevas características
se extraen suponiendo que la estructura de la biopsia se comporta como un grafo, en el
que los nodos se corresponden con las fibras musculares, y dos nodos están conectados si
dos fibras son adyacentes. Para estudiar la efectividad que estos dos conjuntos presentan
en la categorización de las biopsias, se realiza una selección de características y una clasi-
ficación empleando una red neuronal Fuzzy ARTMAP. El procedimiento concluye con
una estimación de la severidad de las biopsias con patrón distrófico. Esta caracterización
se realiza mediante un análisis de componentes principales. Para la validación del sistema
se ha empleado una base de datos compuesta por 91 imágenes de biopsias musculares, de
las cuales 71 se consideran imágenes de entrenamiento y 20 imágenes de prueba. Se con-
sigue una elevada tasa de aciertos de clasificacion y se llega a la importante conclusión de
que las nuevas características estructurales que no pueden ser detectadas por inspección
visual mejoran la identificación de biopsias afectadas por atrofia neurógena.
La segunda parte de la tesis presenta un sistema de clasificación de lesiones pigmen-
tadas. Primero se propone un algoritmo de segmentación de imágenes en color para ais-
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lar la lesión de la piel circundante. Su desarrollo se centra en conseguir un algoritmo
relacionado con las diferencias color percibidas por el ojo humano. Consiguiendo así,
no solo un método de segmentación de lesiones pigmentadas sino un algoritmo de seg-
mentación de propósito general. El método de segmentación propuesto se basa en un
gradiente para imágenes en color integrado en una técnica de level set para detección de
bordes. La elección del gradiente se derivada a partir de un análisis de tres gradientes de
color implementados en el espacio de color uniforme CIE L∗a∗b∗ y basados en las ecua-
ciones de diferencia de color desarrolladas por la comisión internacional de iluminación
(CIELAB, CIE94 y CIEDE2000). El principal objetivo de este análisis es estudiar cómo
estas ecuaciones afectan en la estimación de los gradientes en términos de correlación
con la percepción visual del color. Una técnica de level-set se aplica sobre estos gradi-
entes consiguiendo así un detector de borde que permite evaluar el rendimiento de dichos
gradientes. La validación se lleva a cabo sobre una base de datos compuesta por imá-
genes sintéticas diseñada para tal fin. Se realizaron tanto medidas cuantitativas como
cualitativas. Finalmente, se concluye que el detector de bordes basado en la ecuación
de diferencias de color CIE94 presenta la mayor correlación con la percepción visual del
color.
A partir de entonces, la tesis intenta emular el método de análisis de patrones, la técnica
de diagnóstico de lesiones pigmentadas de la piel más empleada por los dermatólogos.
Este método trata de identificar patrones específicos, pudiendo ser tanto globales como
locales. En esta tesis se presenta una amplia revisión de los métodos algorítmicos, publi-
cados en la literatura, que detectan automáticamente dichos patrones a partir de imágenes
dermoscópicas de lesiones pigmentadas. Tras esta revisón se advierte que numerosos
trabajos se centran en la detección de patrones locales, pero solo unos pocos abordan la
detección de patrones globales.
El siguiente paso de esta tesis, por tanto, es la propuesta de diferentes métodos de clasi-
ficación de patrones globales. El objetivo es identificar tres patrones: reticular, globular y
empedrado (considerado un solo patrón) y homogéneo. Los métodos propuestos se basan
en un análisis de textura mediante técnicas de modelado. En primer lugar una imagen de-
moscópica se modela mediante campos aleatorios de Markov, los parámetros estimados
de este modelo se consideran características. A su vez, se supone que la distribución de
estas características a lo largo de la lesión sigue diferentes modelos: un modelo gaus-
siano, un modelo de mezcla de gaussianas o un modelo de bolsa de características. La
clasificación se lleva a cabo mediante una recuperación de imágenes basada en diferentes
métricas de distancia. Para validar los métodos se emplea un conjunto significativo de
imágenes dermatológicas, concluyendo que el modelo basado en mezcla de gaussianas
proporciona la mejor tasa de clasificación. Además, se incluye una evaluación adicional
en la que se clasifican melanomas con patrón multicomponente obteniendo resultados
prometedores.
Finalmente, se presenta una discusión sobre los hallazgos y conclusiones más rele-
vantes extraídas de esta tesis, así como las líneas futuras que se derivan de este trabajo.
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1 Introduction
Queda prohibido no sonreír a los problemas, no luchar por lo
que quieres, abandonarlo todo por miedo, no convertir en real-
idad tus sueños.
Pablo Neruda
Biomedical imaging plays a central role in the global healthcare system as it contributes
to early diagnosis in all major disease entities improving patient healthcare. However, di-
agnosis by imaging usually has a great subjective influence, since it is often based on the
extraction of specific information and visual interpretation of medical image data. There-
fore, factors such as difficulty in the perception of the image, visual feature extraction,
viewing conditions, physician experience, fatigue or concentration at any time can lead
to what is called diagnostic inconsistency.
In recent years there have been a number of systems designed to overcome these short-
comings. This type of system is commonly called CAD: Computer-aid diagnosis or com-
puter aided diagnosis. Recent advances in these diagnostic support systems demonstrated
that the application of digital image processing techniques increases the efficiency, di-
agnostic confidence and productivity of physicians, acting as a “second” opinion to the
clinician.
CAD systems are fundamentally based on highly complex pattern recognition and their
typical architecture includes: image pre-processing; segmentation for definition of re-
gion(s) of interest; features extraction and selection; and classification.
The main objective of this thesis is to research on different techniques within the image
processing framework to solve several biomedical computing challenges, focusing mainly
in two applications: neuromuscular diseases and pigmented lesions. Specifically, this
thesis deals with the development of a computer-aided diagnosis system of neuromuscular
diseases from fluorescence microscopic images of muscle biopsies and a computer-aided
pattern classification system for pigmented lesions in dermoscopic images.
The main novelty in the computer-aided diagnosis system of neuromuscular diseases
from fluorescence microscopic images is the application itself. There have not been found
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works that address this problem in the literature. The most important contributions in the
proposed system are:
• The use of a set of simple techniques to develop a complex system that achieves a
successful solution to the problem raised.
• Extraction and study of structural features beyond human vision that help to im-
prove the diagnosis of these diseases.
On the contrary, classification of pigmented lesion from dermoscopic images is a well-
known problem. There are different melanoma diagnosis methods from dermoscopic
images, among them pattern analysis is the method most commonly used for providing
diagnostic accuracy. It seeks to identify specific patterns, which may be global and local.
The novelty in the computer-aided pattern classification system proposed in this thesis is
the development of novel algorithms, being the main contributions of this system:
• Development of a segmentation algorithm for colour images based on gradients
correlated with the colour differences perceived by the human visual system.
• Development of global pattern classification methods based on modelling.
The thesis, therefore, is divided into two parts that address the two aforementioned
applications. Chapter 2 thoroughly presents the computer-aided diagnosis system of neu-
romuscular diseases. This system includes the main steps constituting in a CAD system:
segmentation of muscle fibres; feature extraction, both those that pathologists take into
account to diagnose the diseases and structural features that the human eye cannot see,
based on the assumption that the biopsy is considered as a graph, where the nodes are
represented by each muscle fibre, and two nodes are connected if two fibres are adjacent;
feature selection to study which features are more discriminant for the classification; and
classification using a neural network together with a study of grading the severity of the
diseases.
The second part, which is broken down into three chapters, deals with the computer-
aided pattern classification system in pigmented lesions. Chapter 3 proposes a colour
image segmentation algorithm. For its development we focus on the study of the perceived
colour differences by the human visual system to attempt a segmentation algorithm as
correlated with the human vision as possible, achieving, in this way, not only a successful
pigmented lesion segmentation but a general purpose segmentation algorithm.
In Chapter 4 an extensive review of the works found in the literature that detect local
or global patterns based on the pattern analysis method is presented.
Novel classification methods of global patterns based on modelling are proposed in
Chapter 5. The modelling is applied in two senses: first a dermoscopic image is modelled
as a Markov random field in the CIEL∗a∗b∗ colour space and the estimated parameters
of this model are treated as features. Furthermore, the distribution of these features are
supposed to follow different models along a lesion: a Gaussian model, a Gaussian mixture
model and a bag-of-features histogram model.
Finally, in Chapter 6 conclusions and future lines are exposed.
PART I
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2 Neuromuscular disease
classification system
Everything in the universe is interconnected... Thou canst not
stir a flower, without troubling of a star.
Francis Thompson
In this chapter the problem of classification of neuromuscular diseases is addressed. Di-agnosis of neuromuscular diseases is based on subjective visual assessment of biopsies
from patients by the pathologist specialist. A system for objective analysis and classifi-
cation of muscular dystrophies and neurogenic atrophies through muscle biopsy images
of fluorescence microscopy is presented. The procedure starts with an accurate segmen-
tation of the muscle fibres using mathematical morphology and a watershed transform.
A feature extraction step is carried out in two parts: 24 features that pathologists take
into account to diagnose the diseases and 58 structural features that the human eye cannot
see, based on the assumption that the biopsy is considered as a graph, where the nodes are
represented by each fibre, and two nodes are connected if two fibres are adjacent are calcu-
lated. A feature selection step using sequential forward selection and sequential backward
selection methods, a classification using a Fuzzy ARTMAP neural network, and a study
of severity grading are performed on these two sets of features. A database consisting of
91 images was used: 71 images for the training step and 20 as testing set. No misclassi-
fication were obtained. It is concluded that the addition of features undetectable by the
human visual inspection improves the categorization of atrophic patterns.
2.1 Neuromuscular diseases
Neuromuscular diseases (MND) are a group of more than 150 inherited or acquired neu-
rological diseases affecting the muscles and nervous system. They are within the group of
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so-called rare diseases. The diagnosis of neuromuscular diseases is mainly based on his-
tological characterization and morphological evaluation of sections of muscle samples,
usually skeletal muscle biopsies [Dubowitz et al., 2007].
Skeletal muscle constitutes voluntary muscle and it is innervated by the motor neurons
of the somatic nervous system. Skeletal muscle consists of very long tubular cells, also
called muscle fibres with diameters ranging between 10 and 100 microns and containing
many nuclei located in the periphery of the cell. Muscular fibres are organized in fasci-
cles, which are surrounded by a layer of connective tissue (named perimysium). Between
the fibres within a fascicle appears the endomysium, a mesh of loose connective tissue
composed of fine collagen and reticular fibres. Skeletal muscle structure is shown in Fig.
2.1. Muscle fibres can be of two types often called type I (slow twitch fibres) and type II
(fast twitch fibres), both types of fibres arranged according to a disorganized patchwork
along the fascicles [Helliwell, 1999].
Figure 2.1 Structure of skeletal muscle.
Fibre size determination and its ratio between the two types of fibres is very important
for diagnosis, as well as the size of collagen fibres, because the type of disease is reflected
by a characteristic pattern of muscular section. Mainly there are three characteristic pat-
terns:
• Dystrophic pattern: characterized by increased endomisio due to the appearance of
fibrosis. Fibres acquire a more rounded morphology. Affectation is usually homo-
geneous within the muscle, affecting all muscles.
• No dystrophic Pattern: fibres also acquire more rounded morphology, although the
endomisio does not increase. There is a greater disparity between the sizes of the
fibres.
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• Atrophic pattern: a large number of normal fibres at first glance, but small groups
without specific pattern of small cells can appear. It may affect some muscles more
than others. The affectation of fibres type I and type II can be different each other.
Reinervations may occur, eliminating the mosaic. In advanced cases, early fibrosis
may appear.
In this study, two neuromuscular diseases are analysed: muscular dystrophies (MD)
(see Fig. 2.3 (e)) and neurogenic atrophies (NA) (see Fig. 2.3 (f)) and a combination of
both patterns.
2.2 Antecedents
To study patient affections, the pathologist examines muscular biopsies of transversal sec-
tions under microscope focusing into a morphological muscular fibre analysis, a funda-
mental tool for the diagnosis of neuromuscular disorders [Dubowitz et al., 2007]. The
evaluation of the changes in the morphological characteristics of a given biopsy with re-
spect to the normal muscle is one of the main features for the diagnostic. However, the
manual morphometric approach and interpretation of muscle biopsy material is a subjec-
tive, tedious and time-consuming task [Castleman et al., 1984].
Currently, tissue histopathology slide can be digitized and stored in digital image form.
This progress has allowed to develop computer-aided diagnosis (CAD) for disease de-
tection, diagnosis, and prognosis prediction in order to complement the opinion of the
pathologist [Gurcan et al., 2009]. In this sense, in the recent literature works related to
grading of prostate cancer [Doyle et al., 2007], detection of cervical cancer [Chan et al.,
1996], classification of hepatocelular carcicoma [Huang and Lai, 2010], detection of cer-
vical cell nuclei [Plissiti et al., 2011] or simple detection of different types of cells [Ficarra
et al., 2011,Bergmeir et al., 2010,Harandi et al., 2010] can be found. Focusing into stud-
ies of muscular fibres we can find some works that address the segmentation of fibres in
muscular biopsies [Todman and Claridge, 2000,Kim et al., 2007,Klemenčič et al., 1998],
the classification of muscle fibre type [Sertel et al., 2011, Meunier et al., 2010, Karen
et al., 2009,Behan et al., 2002] and the extraction of morphometric features [Garton et al.,
2010]. However, studies of the characterization of neuromuscular disease based on image
processing have not been found in the current literature.
2.3 Objective
The objective of this chapter is to develop a computer-aided diagnosis system of different
neuromuscular diseases from fluorescence microscopy images of muscular biopsies.
To achieve this, a deep study of the features that better characterize the diseases is
proposed. One of the novelties of the study is that it is based not only on the extraction of
features related to the characteristics that the pathologist takes into account for diagnosis
but on the search of new features with inherent properties that escape to the evaluation of
the pathologist and could be more efficient for the classification of the different muscular
images. In this sense, an extraction of morphometric and structural information based on
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the assumption that the biopsy is considered as a graph, where the nodes are represented
by each fibre and two nodes are connected if two fibres are adjacent, is proposed. To get
the feature extraction an accurate segmentation is required. Mathematical morphology
and a watershed transform are used to address this task. A fuzzy classification is carried
out by a neural network architecture. And finally, it is proposed a study of the severity
grading to analyse the results.
The proposed procedure is described in Fig. 2.2. As it is habitual in CAD systems, it
consists of four main steps: segmentation, feature extraction, feature selection and clas-
sification.
Figure 2.2 Flow diagram of the CAD system for neuromuscular diseases.
2.4 Muscle biopsy images
Muscular biopsies were processed by the standard methods of freezing and cutting with
cryostat. The muscular fibre and the collagen content were detected by fluorescence mi-
croscopy. The antibodies Mouse anti-Myosin Heavy Chain (slow), Mouse anti-Myosin
Heavy Chain (fast), Rabbit anti-Collagen Type VI were used using standard protocol for
immunostaining. The sections were incubated with Alexa fluor 488 and Alexa fluor 568
secondary antibodies. All the slides were analysed under a fluorescence microscope (BX-
61 Olympus with a DP70 camera) using a mercury lamp through a 470-490 nm or 560-
579 nm band-pass filter to excite Alexa fluor 488 or Alexa fluor 568, respectively. The
stained cells were photographed obtaining two high-resolution images (size of 4080 by
3072 pixels). A total of 91 images from 70 muscle biopsies stored in the Tissue Bank of
the Hospital Universitario Virgen del Rocío, Seville, Spain, were processed.
An RGB image was created from the two images obtained, red component is the image
obtained when the biopsy is excited at 560-579 nm. (Fig. 2.3 (b)), and green component
is the image obtained when the biopsy is excited at 470-490 nm (Fig. 2.3 (c)). Fig. 2.3
(a) shows a sample of the resulting RGB image. Slow fibres in a dark colour, fast fibres
in a reddish colour, collagen in a greenish colour and capillaries as small dark structures
among the collagen can be observed.
All images have the same resolution (4080x3072 pixels). However, images shown in
this Chapter represent only a part of the complete image (1150x1150 pixels) in order to
visualize correctly the details.
Fig. 2.3 (d), (e) and (f) are examples of the variability between images. They belong
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to patients with different ages and different diseases.
In this study 91 images from 70 subjects have been used; 41 control images, 27 dystro-
phy images and 23 atrophy images.
(a) (b) (c)
(d) (e) (f)
Figure 2.3 (a) Muscle biopsy image belonging to an adult. (b) R component. (c) G
component. (d) Example of muscle biopsy image belonging to a child. (e)
Example of muscle biopsy image affected by dystrophy. (f) Example of mus-
cle biopsy image affected by atrophy.
2.5 Segmentation
A prerequisite to classify any disease is the ability to automatically identify structures
present in the image [Gurcan et al., 2009]. Moreover, to achieve a robust morphological
analysis, an accurate segmentation of the fibres in the biopsy image is required. Shape
description and accurate segmentation is possible if the initial localization of the mus-
cle fibres is known [Chen et al., 2012]. Therefore, the segmentation process is proposed
to be divided into two steps: identification of the muscle fibre localization by applying
morphological operators, and accurate detection of the fibre contours by watershed trans-
formation.
It is important to note that the segmentation method must be automatic and valid to all
types of images (see Fig. 2.3 (a), (d), (e) and (f)).
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2.5.1 Fibre localization
The biopsy images we work with present different structures such us collagen, muscle
fibres, capillaries and artefacts. The aim of this step is the correct identification of the
muscle fibres.
The processing is performed on the G component of the image due to the high contrast
between the muscle fibres and the collagen (see Fig. 2.3 (c)). Considering that the fibres
are darker than surrounding collagen, intensity valleys in the image are searched. For this
reason, the H-minima transform [Soille, 2003] is applied to the G component image in
order to get homogeneous minima valleys. This transform has been successfully used in
different medical applications [Jung and Kim, 2010], [Ali et al., 2011]. The H-minima
or H-maxima transform is a powerful mathematical tool to suppress undesired minima or
maxima. The h-minima transform reconstructs G from G+h, where h represents an ar-
bitrary grey-level. By definition, the h-minima transform suppresses all regional minima
whose depth is lower than or equal to the given h-value. Regional minima are connected
components of pixels with a constant intensity value, and whose external boundary pixels
have all a higher value.
The h-value has a direct influence on the number of segmented regions. The larger the
h-value is, the fewer segmented regions are. As the darkest regions of the G component
image represent the muscles fibres, intuitively, we can assume that the required h-value
should be lower than the average intensity of the image. Three different values related to
the average intensity were tested: two thirds of the average intensity of G (h1), the half of
the average intensity of G (h2) and the third of the average intensity of G (h3). They are
calculated as:
h= K
1
N ·M
N
∑
i=1
M
∑
j=1
G(i, j), K =
2
3
,
1
2
,
1
3
(2.1)
where G(i, j) is the intensity value of G component at the pixel (i, j) and N,M are the
image pixel dimensions.
The resulting image is a binary image, in which regions with pixel value of 1.0, dis-
played as white, represent candidate muscle fibres. Fig. 2.4 shows the influence of the
three h-value on the number of segmented regions.
2.5.1.1 Results of the fibre localization
Results were qualitatively evaluated in only 10 1150x1150 pixel images. The reason of
that is that the manual segmentation of each one is necessary in order to check the quality
of the method and each image may have hundreds of cells. So, the manual delineation
of them is a very time-consuming and tedious task. In Table 2.1 the number of cells
segmented by the specialist is shown, as well as the number of the regions detected by the
H-minima transform with the three different values of the h-value parameter. The number
of detected regions should be equal or higher than the number ofmanually segmented cells
due to the fact that two regions may join in one cell during the segmentation step. If the
value is lower, it will involve loss of detected cells.
Although h1 provides a number of detected regions more similar to the number of cells
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(a) (b) (c) (d)
Figure 2.4 (a) Muscle biopsy image. (b) H-minima transform with h-value=h1
(h1=60.85) . (c) H-minima transform with h-value=h2 (h2=45.63). (d) H-
minima transform with h-value=h3 (h3=30.42).
Table 2.1 Number of manually segmented cells and number of detected regions by H-
minima transform with different h-values. Bold values indicate that the num-
ber of detected regions is lower than the number of manually segmented cells,
this will involve loss of detected cells..
Image N manual cells h1 h2 h3
1 77 76 79 83
2 103 108 128 144
3 40 250 295 366
4 45 256 530 1000
5 56 371 467 574
6 40 61 113 245
7 92 90 105 121
8 49 48 56 60
9 310 377 419 483
10 63 136 155 184
estimated by the pathologist (see Table 2.1), in some cases the number of detected regions
is lower (see bold values in Table 2.1) meaning that some cells are not detected. Taking
into account that the number shown here represents only a portion of the number of cells
in the entire image, this number of lost cells could increase. Furthermore, the overseg-
mentation is due to the existence of artefacts and capillaries in the image. These regions
can be removed by using morphological operators. For these reasons, the chosen h-value
is h2 followed by a processing of the resulting image using mathematical morphology.
The morphological operators used in this step are summarized here. Regions with area
smaller than 0.25% of the biggest dimension in pixels of the original image (taking into
account the resolution indicated in Section 2.4) were removed by applying morphologi-
cal opening [Soille, 2003]. Presumably, small regions correspond to capillaries. Irreg-
ularities (holes) within the regions detected were refilled by morphological reconstruc-
tion [Soille, 2003]. Finally, an erosion operator with a 3x3 pixel structural element was
applied to prevent that adjacent cells were joined. The results of the number of regions
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detected after this step are shown in the fourth column of Table 2.2.
Although the number of regions decreases, it would be desirable to adjust better the
number of detected cells and the number of segmented cells. To this aim, two independent
colour conditions were imposed to the detected regions in order to remove those that did
not truly correspond to cells.
First condition: those regions whose average intensity of G component had a value
higher than 25% of the maximum intensity value of G in the database were rejected
as candidate fibre, as the muscle fibres present a low green value.
Second condition: a histogram equalization of the G component was performed
(Fig. 2.5 (b)), and the average intensity values of the regions resulting after apply-
ing the first condition (Fig. 2.5 (c)) were computed. The regions whose average
intensity value was higher than 90% of the maximum of all values were extracted.
The resulting regions with R component value less than 20% of the R maximum
intensity value in the database were removed.
(a) (b) (c)
Figure 2.5 (a) Muscle biopsy image. (b) Histogram equalization of the G component.
(c) Intensity values of histogram equalization of the G component in the
regions resulting after applying the first colour condition .
The thresholds mentioned were experimentally fixed and provided a correct segmenta-
tion of the 91 images analysed.
With the application of the mentioned morphological operators and the two colour
conditions capillaries and artefacts present among the collagen are removed (Fig. 2.6
(c)).
The fifth column of Table 2.2 presents the final results.
2.5.2 Detection of fibre contours
Once the localizations of the muscle fibres are identified, an accurate detection of their
contours is required for a later robust morphological analysis. For this objective, two
well-known techniques were applied: level set and watershed transform. Both methods
are briefly explained below.
Level set methods [Osher and Sethian, 1988] have been widely used as a global ap-
proach towards the optimization of active contours for the segmentation of objects of
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(a) (b) (c)
Figure 2.6 (a) Muscle biopsy image. (b) Mask image resulting after applying the H-
minima transform with h-value=h2 (h2=45.63). (c) Mask image resulting
after applying the morphological operators and the two colour conditions .
Table 2.2 Number of manually segmented cells and number of detected regions by H-
minima transform with h-value=half of the average intensity of G after appli-
cation of morphological operators and two colour conditions.
Image N cells manual h2 Morphological operators colour conditions
1 77 79 77 77
2 103 128 103 103
3 40 295 59 40
4 45 530 104 48
5 56 467 59 56
6 40 113 47 41
7 92 105 91 91
8 49 56 52 49
9 310 419 333 310
10 63 155 74 65
interest from the background. In the literature numerous works related to this technique
have been proposed. In this thesis, the method developed by Li et al. is used (explained in
detail in Section 3.3) [Li et al., 2005]. The initial curve required is the contour of the bi-
nary image resulting of the muscle fibre localization detection, explained in the previous
section.
In the watershed procedure [Meyer and Beucher, 1990], an image is viewed as a topo-
graphic surface: the higher the value of a pixel, the higher the altitude at the corresponding
point on the topographic surface or relief. The watershed transform is usually applied to
the gradient image. The minima in the gradient image will correspond to sites within
homogeneous regions in the original image. However, the watershed algorithm yields re-
sults with substantial over-segmentation; that is, the number of segmented regions could
be much larger than desired, with regions being broken into multiple smaller regions.
This undesirable result is due to the fact that the gradient image used in the process is
sensitive to noise. The problem of over-segmentation can be overcome with the use of
markers that identify the objects. The object contours in the gradient image can be seen
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as the highest crest-lines around the object markers. In our case, the image gradient is
calculated in the G component and the internal and external markers are derived from
the fibre localization step (Section 2.5.1). The binary image resulting of Section 2.5.1
constitute the internal makers. Whereas the external markers were extracted by applying
another watershed transform to the binary image used as internal markers.
Fig. 2.7 shows the steps followed in the fibre segmentation.
Figure 2.7 Steps followed in the fibre segmentation.
2.5.2.1 Results of the detection of the fibre contours
To evaluate the performance of both methods, 10 images manually segmented by the spe-
cialist were used. The results were evaluated with the Jaccard coefficient and the Dice
coefficient. The Jaccard index, also known as the Jaccard similarity coefficient, is a sta-
tistical parameter used to compare the similarity and diversity of sample sets. It is defined
as the size of the intersection divided by the size of the union of the segmented cells. As-
suming two sets corresponding to the set of pixels manually segmented (Pm) and pixels
automatically segmented (Ps), Jaccard’s coefficient is defined as:
J =
|Pm∩Ps|
|Pm∪Ps|
(2.2)
The Dice coefficient, D, is also a similarity measure defined as:
D=
2|Pm∩Ps|
|Pm|+ |Ps|
(2.3)
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Results are presented in Table 2.3. As it can be seen, the watershed transform outper-
forms level set technique in all the images. Examples of both segmentation are shown in
Fig. 2.8. It is important to note that not only the accuracy in detecting the contours of the
fibres is higher in watershed (Fig. 2.8 (b) ) than in level sets (Fig. 2.8 (c)), but also the
watershed transform is able to separate two independent cells although they seem to be
linked (see yellow rectangles).
Table 2.3 Segmentation results for the watershed transform and level set segmentation,
evaluated by the Dice coefficient and the Jaccard coefficient. Bold values
indicate best results. .
Image Dice coefficient Jaccard index
Watershed level sets Watershed level sets
1 0.963 0.94 0.927 0.8969
2 0.966 0.93 0.933 0.868
3 0.97 0.95 0.942 0.912
4 0.969 0.952 0.939 0.908
5 0.969 0.949 0.94 0.903
6 0.956 0.938 0.915 0.881
7 0.96 0.917 0.922 0.843
8 0.975 0.947 0.951 0.89
9 0.971 0.917 0.94 0.84
10 0.973 0.922 0.948 0.854
Average 0.967 0.936 0.934 0.879
(a) (b) (c)
Figure 2.8 (a) Muscle biopsy image. The yellow rectangle indicates linked cells. (b)
Watershed segmentation result. The yellow rectangle indicates a good result.
(c) Level set segmentation result. The yellow rectangle indicates a bad result
because two linked cells have been segmented as only one.
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Furthermore, the computational cost is also lower for the watershed algorithm. Fig. 2.9
shows that the ratio of computational time between both segmentations (time consumed
by the level sets algorithm /time consumed by watershed algorithm) increases logarithmi-
cally with the number of cells to be segmented in the image. In addition, it should be noted
that the time spent on segmenting the images by the proposed method is significantly less
than that needed by the specialist (see Table 2.4).
(a)
Figure 2.9 Ratio between computational cost of both segmentationmethods and number
of cells segmented.
Table 2.4 Time spent on segmenting the images by the proposed method and by the
specialist.
Image Manual segmentation Proposed method
1 20 min. 33 sec.
2 33 min. 35.5 sec.
3 14 min. 33 sec.
4 22 min. 33.7 sec.
5 11 min. 30.14 sec.
6 8 min. 30 sec.
7 29 min. 41 sec.
8 15 min. 34 sec
9 40 min. 45 sec.
10 20 min. 33 sec.
Average 21.2 min 31.5 sec.
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2.6 Feature extraction
To identify if a biopsy is affected by a pathology, an objective analysis of the biopsy is
needed. The morphological and structural characteristics of the whole biopsy constitute
a vector, also called biosignature [Chen et al., 2012]. The objective of this section is to
extract features that correspond to the visual attributes defined by clinicians as particularly
important for the diagnosis of the mentioned pathology and its grading of severity, as
well as a study of new features with inherent properties that escape to the evaluation of
the pathologist and that could be useful for the characterization of these diseases. In this
sense, both morphological features and structural features are proposed.
2.6.1 Morphological features
The morphological characteristics can be described by shape or geometry [Chen et al.,
2012]. Formulation of morphological features is an easy and fast way to automatize the
manual morphological quantification, which is very laborious and subjective.
Features such as the area of each fibre, the average of the areas of type I (slow) and type
II (fast) fibres or the major and the minor axis lengths of the cells are some of the features
calculated. Type II fibres are identify by a high intensity average of R-component. In
Table 2.5 the 14 characteristics computed are shown.
Table 2.5 14 morphological features of the cells.
1 Average Area 8 Average minor Axis
2 Std. Dev. Area 9 Average ratio Axis
3 Average Area of slow cells 10 Std. Dev. ratio Axis
4 Std. Dev. Area of slow cells 11 Average Convex Hull
5 Average Area of fast cells 12 Std. Dev. Convex Hull
6 Std. Dev. Area of fast cells 13 Average Angles
7 Average Major axis 14 Std. Dev. Angles
2.6.2 Structural features
To address this approach each biopsy image was interpreted as a graph. Graphs are effi-
cient data structures to represent spatial data and an effective way to represent structural
information by defining a large set of topological features [Gurcan et al., 2009]. Formally,
a simple graph G= (V,E) is an undirected and unweighed graph without self-loops, with
V and E being the node and edge set of graph G, respectively. Applying this concept to
our problem we generate a cellular network, in which the muscle fibres are represented
by nodes and two nodes are connected if two fibres are adjacent.
To identify the neighbourhood of each fibre we generate a mosaic such that each fibre
contour is expanded to reach the expanded contour of the adjacent fibre. This concept
was addressed by applying a watershed transform to the binary image resulting from fibre
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detection step (Section 2.5.2). An example is shown in Fig. 2.10 (c).
(a) (b) (c) (d)
Figure 2.10 (a) Muscle biopsy image.(b) Mask of the watershed segmentation result (c)
Mosaic, where each fibre contour is expanded to reach the expanded contour
of the adjacent fibre. d) Graph, where each node is represented by the mass
centre of each fibre and the neighbourhood relations are mapped into the
edges .
It should be noted that an important feature was extracted from this mosaic. The ratio
between the area of a fibre (A2) and the area when its contour is expanded (A1) (features
15 and 16 in Table 2.6), is an indicative of the amount of the collagen, and therefore an
indicative of the existence of fibrosis, one of the main attributes of the muscular dystro-
phies.
In this point, a vector of 24 features (included the 14 geometrical ones) was fixed. Char-
acteristics such as the number of neighbours or in particular, the number of neighbours
of each type of fibre were added. Table 2.6 shows the features added. These 24 features
try to emulate the characteristics that the pathologist take into account for diagnosis
Table 2.6 Structural features.
15 Average Ratio A1/A2 20 Std. Dev. Neighbours of fast fibres
16 Std. Dev. Ratio A1/A2 21 Slow Neighbours of slow fibres
17 Average Neighbours 22 Fast Neighbours of slow fibres
18 Std. Dev. Neighbours 23 Slow Neighbours of fast fibres
19 Std. Dev. Neighbours of slow fibres 24 fast Neighbours of Fast fibres
However, another set of features that escape to the evaluation of human vision is ex-
tracted. For this purpose a weighted graph derived from the muscular biopsy was gener-
ated, where each node was represented by the mass centre of the each fibre and the neigh-
bourhood relations are mapped into weighted edges, where each weight corresponds to
the Euclidean distance between nodes (see Fig. 2.10 (d)).
58 new characteristics were incorporated. The first 14 characteristics out of the 58
ones were obtained from the parameters already computed (area, axis, convex hull, angles
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and ratio A1/A2) but taking into account the neighbourhood of each fibre, i.e. the ratio
between the parameters and the average values within a neighbourhood constituted these
new 14 features (features 25-38 in Table 2.7). The 44 remaining features are computed
from graph theory (features 39-82 in Table 2.7), when it is applied to an undirected and
weighted graph. Table 2.7 shows these 58 new features. Some definitions are given below:
Strength of a node: sum of weights of links connected to the node. The weights are
defined as the distance in pixels between adjacent nodes.
Clustering coefficient of a node: probability that the neighbours of this vertex (all other
vertices to which it is connected by an edge) are also connected to each other.
Eccentricity of a node: the maximal shortest path length between a node and any other
node.
Betweenness centrality of a node: the number of shortest paths from all vertices to all
others that pass through that node
Radius of a graph: the minimum eccentricity
Diameter of a graph: the longest of all shortest paths that is the maximum eccentricity,
that is the maximum eccentricity.
Efficiency of a graph: the inverse of the average shortest path length in the network
Pearson: Pearson correlation calculation applied to each pair of linked nodes. The result
always lies in the range [-1 1] with a negative result indicating that nodes of dissim-
ilar degree tend to be linked and a positive result indicating that nodes of similar
degree tend to be linked.
Algebraic connectivity: the second smallest eigenvalue of the Laplacian matrix. The
Laplacian matrix contains the node degree as diagonal elements, and -1 for all cells
corresponding to existing edges and 0 for cells corresponding to absent edges.
S metric: the sum of products of degrees across all edges.
Assortativity: correlation coefficient between the degrees of all nodes on two opposite
ends of a link. A positive assortativity coefficient indicates that nodes tend to link
to other nodes with the same or similar degree.
Density: the fraction of present connections to possible connections. Connectionweights
are ignored in calculations.
Transitivity: it measures the probability that the adjacent nodes of a node are connected.
Modularity: it is a statistic that quantifies the degree to which the network may be sub-
divided into such clearly delineated groups.
To avoid errors due to the lack of neighbours of the fibres at the image border, the
characteristics are calculated on a region of interest (ROI) chosen by the users, such that
at least one row of fibres around the ROI exists (see 2.10 d)).
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Table 2.7 58 new structural features.
25 Average Ratio Neighbours Area 54 Std. Dev. Eccentricity of fast cells
26 Std. Dev. Ratio Neighbours Area 55 Average Eccentricity of slow cells
27 Average Ratio Neighbours major
axis
56 Std. Dev. Eccentricity of slow cells
28 Std. Dev. Ratio Neighbours major
axis
57 Average Betweenness centrality
29 Average Ratio Neighbours minor
axis
58 Std. Dev. Betweenness centrality
30 Std. Dev. Ratio Neighbours minor
axis
59 Average Betweenness centrality of
fast cells
31 Average Ratio Neighbours ratio axis 60 Std. Dev. Betweenness centrality of
fast cells
32 Std. Dev. Ratio Neighbours ratio
axis
61 Average Betweenness centrality of
slow cells
33 Average Ratio Neighbours convex
hull
62 Std. Dev. Betweenness centrality of
slow cells
34 Std. Dev. Ratio Neighbours convex
hull
63 Average Shortest paths lengths
35 Average Ratio Neighbours angles 64 Std. Dev. Shortest paths lengths
36 Std. Dev. Ratio Neighbours angles 65 Average Shortest paths lengths from
fast cells to fast cells
37 Average Ratio Neighbours ratio
A1/A2
66 Std. Dev. Shortest paths lengths
from fast cells to fast cells
38 Std. Dev. Ratio Neighbours ratio
A1/A2
67 Average Shortest paths lengths from
fast cells to slow cells
39 Average Strengths 68 Std. Dev. Shortest paths lengths
from fast cells to slowcells
40 Std. Dev. Strengths 69 Average Shortest paths lengths from
slow cells to slow cells
41 Average Strengths of fast cells 70 Std. Dev. Shortest paths lengths
from slow cells to slow cells
42 Std. Dev. Strengths of fast cells 71 Average Shortest paths lengths from
slow cells to fast cells
43 Average Strengths of slow cells 72 Std. Dev. Shortest paths lengths
from slow cells to fast cells
44 Std. Dev. Strengths of slow cells 73 Radius
45 Average Clustering coefficient 74 Diameter
46 Std. Dev. Clustering coefficient 75 Efficiency
47 Average Clustering coefficient of
fast cells
76 Pearson correlation
48 Std. Dev. Clustering coefficient of
fast cells
77 Algebraic connectivity
49 Average Clustering coefficient of
slow cells
78 S metric
50 Std. Dev. Clustering coefficient of
slow cells
79 Assortativity
51 Average Eccentricity 80 Density
52 Std. Dev. Eccentricity 81 Transitivity
53 Average Eccentricity of fast cells 82 Modularity
2.7 Feature selection 25
2.7 Feature selection
Feature selection has two benefits. It reduces the cost of data collection and computa-
tional cost of recognition, and it usually improves the generalization performance of the
classifier. Actually, a large set of features may possibly be detrimental to the classifica-
tion performance, a phenomenon known as the curse of dimensionality. Feature selection
is a means to select the relevant and important features from a large set of features. An
optimal feature selection method would require an exhaustive search, which is not prac-
tical for a large set of features generated from a large dataset. Therefore, several heuristic
algorithms have been developed, which use classification accuracy as the optimality cri-
terion [Gurcan et al., 2009].
The well-known feature selection methods namely sequential forward selection (SFS)
and sequential backward selection (SBS) [Keinosuke, 1990] are used in this work. SFS
works by sequentially adding the feature that most improves the classification perfor-
mance; similarly, SBS begins with the entire feature set and sequentially removes the
feature that less improves the classification performance. While these methods still can-
not guarantee optimality of the selected feature subset, they have been shown to perform
very well compared to other feature selection methods [Jain and Zongker, 1997] and are,
furthermore, much more computationally efficient [Pudil et al., 1994].
As it has been mentioned, these methods use classification accuracy as the optimality
criterion. In this case the classification was performed by a Fuzzy-ARTMAP Neural net-
work. It is a neural network architecture developed by Grossberg and Carpernter [Carpen-
ter et al., 1992] and it is based on Adaptive Resonance Theory (ART). Fuzzy-ARTMAP is
a supervised learning classification architecture for analogue-value input pairs of patterns
where each individual input is mapped to a class label.
To evaluate the classification accuracy, a set of 71 images was used. 34 control biopsies
from quadriceps and biceps, 20 biopsies images affected by dystrophy and 17 biopsies
images affected by neurogenic atrophy. Three studies were carried out;
• Comparison between the three groups of images (controls (C) - muscular dystrophy
(MD)- neurogenic atrophy (NA)),
• Comparison between control and dystrophies (biopsies of muscle affected by dys-
trophy belong to quadriceps)
• Comparison between control and neurogenic atrophies (biopsies of muscle affected
by atrophy belong to biceps)
For each comparison the selection performance was evaluated by four-fold cross val-
idation (XVAL) [Kohavi, 1995]. In this sense, the disadvantage of sensitiveness to the
order of presentation of the training set, that the SBS and SFS methods present, was
diminished. To perform the XVAL method four disjoint subsets of each class (control,
dystrophy, neurogenic atrophy) was used. Three of these subsets served as training set for
the neural network, while the other one was used as validation set. Then, the procedure
was repeated interchanging the validation subset with one of the training subsets, and so
on till the four subsets were used as validation sets. The final classification error was
calculated as the average of the errors for each XVAL run.
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Table 2.8 Feature selection results for the first feature set.
Comparison 24 features
Selected features Class. error
Controls-dystrophies
(C/MD)
19 18 15 0%
Controls-atrophies (C/NA) 12 20 21 22 0%
Controls-dystrophies-
atrophies (C/MD/NA)
20 9 19 18 16 21 14 17 13.22%
Table 2.9 Feature selection results for the second feature set.
Comparison 82 features
Selected features Class. error
Controls-dystrophies
(C/MD)
25 9 0%
Controls-atrophies (C/NA) 34 16 21 45 0%
Controls-dystrophies-
atrophies (C/MD/NA)
25 32 14 16 58 62 15 30 26 1.48%
2.7.1 Results of feature selection
The feature selection procedure was performed twice for the three comparisons men-
tioned. The first selection was carried out on the 24 first features described in the previous
Section (see Table 2.5 and 2.6), and the second selection was performed on the 82 features
(see Table 2.7). The results are shown in Table 2.8 and Table 2.9 for both feature sets,
in which the selected features and the classification error obtained with this selection are
shown. The selected features are presented in descending order of discrimination power.
As it can be seen, when we compare between both quadriceps-dystrophies and biceps-
atrophies, the classification success is 100%, therefore, adding new features does not im-
prove the classification error in this stage of training. In the following Section we will
study what classification error is obtained when we classify new biopsies, that were not
included in the stage of feature selection. However, in the case of the distinction between
the three categories, the classification error decreases when we add structural features. In
the next Section we check how these sets of features are good to classify new biopsies.
2.8 Classification
The extracted features represent the inputs to a classification procedure. The classifier
used in this application is a Fuzzy ARTMAP neural network [Carpenter et al., 1992]. It
consists in a supervised learning classification architecture for analog-value input, each
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individual input is mapped to a class label.
The fuzzy ARTMAP system incorporates two fuzzy ART modules, ARTa and ARTb,
that are linked together via an inter-ART module, Fab, called a map field (see Fig. 2.11).
Figure 2.11 Fuzzy ARTMAP architecture.
Each ART system includes a field, F0, of nodes that represent a current input vector and
a field, F1, that receives input from F0. Fa2 is composed by N j nodes (j=1,..,N, N=number
of training images),W aj denotes the weight vector that associates the j node of Fa2 to Fab
map. Fb2 is composed by M k nodes (k=1,..,M, M= number of the classes),W bk denotes
the weight vector that associates the k category of Fb2 to Fab map. W abjk are the weights
that emanate from every node j to every node k.
In the prediction stage, “a" (features) is the input vector, and it is hoped that the system
responds with the “b" vector (classes). In this stage, there will be activated a J node of
Fa2 . This J node is activated throughout the choice function Tj:
Tj(A) =
|A∧W aj |
α+ |W aj |
(2.4)
where the fuzzy AND operator (∧) is defined by:
(p∧q)i ≡ min(pi,qi) (2.5)
The activated J node fulfils:
TJ = max{Tj : j = 1...N} (2.6)
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The W abjk associated to this node, activates a K node of F
b
2 . This K node is the class
chosen that the system predicts associated to the ’a’ input. However, in our implementa-
tion, the category choice is modified. As each node j of Fa2 is associated a training image,
we have taken into account the average of the values Tj by categories. Let cl (cl=1,..,M)
the category (M= number of the categories), in our case, cl can be control, dystrophy or
atrophy. Let ncl the number of the training images of the cl category. The category choice
procedure is:
for cl=1:M
kcl=mean(Tj), j=1:ncl
end
The category chosen fulfils:
KCL = max{kcl : cl = 1 :M} (2.7)
The M kcl’s computed for each input, allows to present a classification called fuzzy,
since for each input we obtain a value for each possible category. The system assigns
the category (KCL) corresponding to the highest value kcl , however, it also provides an
idea of how of reliable is the output. It can happen that for a biopsy (input) the response
of the system does not provide a clear high value in the kcl’s and by the contrary pro-
vides two similar values for two different categories. This fact implies that the biopsy
can present a combination of different pathologies or a preliminary stage of a pathology.
Some examples of this concept are presented in the classification results.
2.8.1 Classification results
To evaluate the classification procedure, 20 test images were used; 7 controls, 7 dystrophy,
5 neurogenic atrophy and 1 atrophy with a pseudo-dystrophic component. These images
were not part of the training set to select the most discriminant features. Table 2.10 and
Table 2.11 show the classification results for the features selected in the previous Section
(Table 2.8 and Table 2.9).
Table 2.10 Results of classification 20 images; 7 controls, 7 dystrophies, 5 neurogenic
atrophies and 1 atrophy of pseudo-dystrophic nature when the first feature
set is used.
Comparison 24 features
Class. error
Controls-dystrophies (C/MD) 100% (15 images/15 images)
Controls-atrophies (C/NA) 92.31% (12 images/13 images)
Controls-dystrophies-atrophies (C/MD/NA) 85% (17 images/20 images)
As regards to Table 2.10 and Table 2.11, both in the classification between C/NA and
C/MD/NA, all errors were made in atrophies that were classified as controls. This fact
is due to the low degree of severity that the biopsies affected by atrophy present and,
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Table 2.11 Results of classification 20 images; 7 controls, 7 dystrophies, 5 neurogenic
atrophies and 1 atrophy of pseudo-dystrophic nature when the second feature
set is used.
Comparison 82 features
Classification error
Controls-dystrophies (C/MD) 100% (15 images/15 images)
Controls-atrophies (C/NA) 100% (13 images/13 images)
Controls-dystrophies-atrophies (C/MD/NA) 85% (17 images/20 images)
therefore, to the great similarity with control biopsies. For the case C/MD/NA, where the
three categories are compared, the classification error made with both sets of features is
the same (85%) although in the feature selection procedure the classification error was
considerably less for the case of 82 features (see Tables 2.8 and 2.9).
Otherwise, the numeric values (kcl) obtained as output of the neural network could be
considered as indicative of the degree of certainty of belonging to a class. In Table 2.12
an example of the kcl values for a control biopsy image, a dystrophy with 2 degree of
severity, an atrophy with 0-1 degree of severity and an atrophy with pseudo-dystrophic
component are shown. The cases whose kcls differ less than 0.15 will require a further
study of the biopsy.
For these cases we can give a more reliable result if we apply the classification criterion
presented in Table 2.13. The procedure is to classify each biopsy with the three training
cases of the neural network: C/MD/NA, C/MD and C/NA. Depending on the category
selected by each neural network, the biopsy is classified as Table 2.13 indicates.
Table 2.12 Output values of the Fuzzy ARTMAP trained with controls-dystropies-
atrophies with the 82 features, when it classifies different biopsies. Bold
values in the two first cases indicate the highest kcl values obtained. This
means that the biopsy belongs to this class. For the third and fourth cases
there is no value predominantly higher than others. These cases present two
similar values for different classes (kcl) indicated in bold. This means that a
further study of the biopsy will be required..
Biopsies Fuzzy ARTMAP output
k1 (Controls) k2 (Dystrophy) k3 (Atrophy)
Control 0.904 0.757 0.810
Dystrophy with 2 degree of
severity
0.631 0.813 0.750
Atrophy with 0-1 degree of
severity
0.867 0.795 0.855
Atrophy with pseudo-
dystrophic nature
0.688 0.860 0.850
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Table 2.13 Classification criterion.
C/MD/NA
output
C/MD
output
C/NA
output
Final categorization
C C C C
C C NA C or low atrophic (requires a study)
NA C NA NA
MD MD C MD
MD MD NA Possible atrophy with dystrophic nature (requires a
study)
NA MD NA Possible atrophy with dystrophic nature (requires a
study)
As a summary, it seems coherent to think that the use of structural features improves
the discrimination between controls and neurogenic atrophies (see Tables 2.10 and 2.11).
However, adding structural features does not improve or even does diminish the classi-
fication success rate for the discrimination between controls and dystrofies (C/D) (see
Tables 2.10 and 2.11). Therefore, for this case (C/D) a further study of severity grading
is proposed.
2.9 Severity grading
The last study involves the degree of severity that a biopsywith dystrophic pattern presents.
The affectation degrees of these biopsies were evaluated by a pathologist. A principal
component analysis (PCA) is applied to achieve the purpose.
In Fig. 2.12 the two first principal components are represented in a bidimensional space
for each of the two sets of features. Green and red points represent control and dystrophy
biopsies, respectively. The 7 control biopsies and the 7 dystrophy biopsies used for the
evaluation are displayed in dark green and dark red, respectively. The Pearson correlation
coefficient is used to study if there is a relationship between the location in the PCA graph
and the affectation degree of a biopsy. It is computed between the severity degrees and the
Euclidean distances between these pathological images and the centroid of the controls in
the PCA graph. This correlation coefficient measures the strength of linear dependence
between these two variables (degree and distance). Results are presented in Table 2.14
for the two feature sets. We can observed that the set of 24 features is more correlated
with the pathologist’s evaluation. And the high values obtained indicate that PCA can be
considered as a way to analyse the affectation degree.
Fig. 2.13 shows the PCA graphs for the four remaining comparisons: C/A and C/D/A
with each of the two sets of features. Neurogenic atrophies are displayed in blue, the five
used as test are represented as light blue points and the atrophy with pseudo-dystrophic
nature, also used as test biopsy, in black. It is noteworthy that this last case is located
between the two big groups of dystrophies and atrophies (see Fig. 2.13 (d)), since this
biopsy presents characteristics of the two diseases, what shows the good classification
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(a) (b)
Figure 2.12 PCA graphs.(a) Quadriceps controls and dystrophies with the features
19,18,15 as input (b) Quadriceps controls and dystrophies with features 25,
9 as inputs.
Table 2.14 Pearson Correlation between the affectation degree of the dystrophy biopsies
and the Euclidean distance between the pathological images and the centroid
of the controls in the PCA graph for the two feature sets.
Comparison 24 features
Selected features Pearson Coeff.
Controls-dystrophies (C/MD) 19 18 15 0.875
82 features
Selected features Pearson Coeff.
Controls-dystrophies (C/MD) 25 9 0.7512
achieved.
Correlation results are not presented for these comparisons because the severity degrees
of neurogenic atrophies were unknown.
2.10 Summary and Conclusions
In this chapter a procedure to analyse and classify neuromuscular diseases through biopsy
images of fluorescence microscopy is presented. The patterns that muscular biopsies
present are dystrophic and atrophic. The procedure begins with an accurate segmentation
of the muscle fibres (Section 2.5). Then, two set of features are extracted: 24 features that
physicians take into account to diagnose the diseases (Tables 2.5 and 2.6), and 58 struc-
tural features that the human eye does not see (Table 2.7), constituting a set of 82 features
(24+58). The aim is to study the goodness of these sets and to analyse if the addition
of new features improves the classification of the diseases. To developed this study three
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(a) (b)
(c) (d)
Figure 2.13 PCA graphs.(a) Biceps controls and atrophies with features 12, 20, 21, 22
as input (b) Biceps controls and atrophies with features 34, 16, 21, 45 as
inputs (c) Controls, dystrophies and atrophies with the features 20, 9, 19,
18, 16, 21, 14, 17 as inputs (d) Controls, dystrophies and atrophies with
features 25, 32, 14, 16, 58, 62, 15, 30, 26 as inputs .
comparisons are presented: control/muscular dystrophies (C/MD), control/neurogenic at-
rophies (C/NA) and controls/muscular dystrophies/neurogenic atrophies (C/MD/NA). A
feature selection step is performed for each comparison and each set of characteristics (Ta-
ble 2.8 and Table 2.9). 71 training images were used. The classification error obtained for
the selected features for the two first comparisons is 0%, however for the triple compari-
son (C/MD/NA) the classification error decreases with the second set of features. Finally,
the classification on 20 test images is carried out by a Fuzzy ARTMAP neural network,
whose output is modified to allow the categorization of a new biopsy and the estimation
of the certainty of belonging to this category. Results (Table 2.10 and Table 2.11) show
that to distinguish between control and atrophies (C/NA) the second set of features im-
proves the classification, however there is no difference for the other two comparisons. In
addition, a study to grade the severity of a dystrophic pattern is performed via principal
2.10 Summary and Conclusions 33
component analysis for which a correlation coefficient between the grading according to
the pathologist and according to PCA has been computed to validate the study (Fig. 2.12
and Table 2.14).
It can be concluded that, in view of all the results presented, the best set of features to
distinguish between controls and muscular dystrophies (C/MD) is the first one, derived
from the features that the physicians take into account in their diagnosis. This fact may be
due to a clear difference between the biopsies belonging to these two groups. However,
when biopsies belonging to atrophies come into play (C/NA and C/MD/NA), the addition
of new features undetectable by the human visual inspection improves its categorization.
This is due to the fact that biopsies affected by atrophy present similar characteristics to
control biopsies.
Therefore, the process to classify a new biopsy would be as follows:
• Segmentation of the muscular fibres.
• Extraction of features.
• Classification with the second feature set into three groups: C/MD/NA (features
number 25,32,14,16,58,62,15,30 and 26).
• Study of output values (kcl) of the neural network.
• If the output values do not present a clear result, i.e. a kcl significatively higher than
the other ones, a classification with the other two comparisons (controls/dystropies
and controls/atrophies) is required.
• Application of the criterion shown in Table 2.13 (C=control MD=muscular dystro-
phy NA=neurogenic atrophy).
• Application of the principal component analysis to estimate the severity degree of
the dystrophic patterns.
As future works, a further study of different methods of feature selection, classification
and severity grading could be performed, focusing into the categorization of biopsies
affected by atrophies because of its similitude with controls.

PART II
Pigmented lesions
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3 Segmentation based on colour
gradients
Todo es según el color del cristal con que se mira.
Ramón de Campoamor
In this chapter an edge-based colour segmentation algorithm is presented. This edgedetector is based on a colour gradient and it is implemented by a level set technique.
The choice of the colour gradient is derived from a study of a set of colour gradients
based on colour visual perception, which use CIE L∗a∗b∗ colour space. The main ob-
jective of this study is the analysis of how the colour difference equations, developed by
International Commission on Illumination (CIE), affect the estimation of the gradients
in terms of correlation with colour visual perception. To evaluate the gradients perfor-
mance they are used as the basis of the edge detector based on level set. A set of synthetic
images is designed to evaluate which edge detector and consequently, which colour differ-
ence equation, is more correlated with human perception of colour. Both quantitative and
qualitative measurements showed that the results obtained using CIE94 colour difference
formula have a higher correlation with what the human eye can perceive.
Although this segmentation algorithm for colour images is a general purpose approach,
it has been successfully applied in different medical applications, such as optic disc detec-
tion in retinography images and pigmented lesion segmentation in dermoscopic images.
3.1 Introduction
Gradient operators are generally defined for greyscale images and mainly used in im-
age processing for edge detection. However, nowadays, many image processing tasks
are developed for colour images. The advantage of colour edge detection schemes over
greyscale approaches is easily demonstrated by considering the fact that those edges that
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exist at the boundary between regions of different colours cannot be detected in greyscale
images if there is no change in intensity [Evans and Liu, 2006].
In the recent literature there are many works that deals with colour image gradient re-
search. In [Moreno et al., 2010] an image colour gradient preserving colour constancy
is presented. Kyrlov and Nasonov use a colour gradient information to develop an edge-
directed image interpolation technique [Krylov and Nasonov, 2011] and in [Romaní et al.,
2010] a method for contour detection of cells based on colour gradient is proposed. These
works use perceptually non-uniform colour spaces, however some authors seek for the
adaptation to the visual colour perception. A colour image segmentation algorithm is
proposed in [Garcia Ugarriza et al., 2009], which exploited the information obtained by
computing the gradient in CIE L∗a∗b∗ colour space. Xue-Wei and Zhang present a percep-
tual colour edge detection algorithm using CIE CAM02 and iCAM to predict the colour
appearance [Xue-Wei and Zhang, 2008]. These authors draw that recent research indi-
cates that most of the colour image segmentation algorithms are very sensitive to colour
difference calculation or colour similarity measure [Wesolkowski et al., 2000], [Cheng
et al., 2001]. It is safe to say that the accuracy of colour difference calculation determines
the performance of various colour image segmentation approaches. Colour difference
calculation relies heavily on the uniformity of colour space [Xue-Wei and Zhang, 2008].
One of the approximately uniform colour spaces first recommended by CIE for the pur-
pose of measuring colour differences was CIE L∗a∗b∗. CIELAB [McLaren, 1976] is the
colour difference equation of CIE L∗a∗b∗ colour space. However, it was soon found that it
did not fit well to the experimental data with small to mediummagnitudes of colour differ-
ences. To improve the performance of CIE L∗a∗b∗ colour space, a number of datasets were
constructed and modified colour difference equations were defined. Some new colour dif-
ference equations, such as CIE94 [Report, 1995] and CIEDE2000 [CIE Technical, 2002],
were derived.
In the literature the performance of these equations have been evaluated on different
data sets [Mandic et al., 2006] [Granger, 2008] [Shen and Berns, 2011] [Wang et al., 2012]
and for different applications, above all, for the textile industry [Habekost, 2007] [Asp-
land and Shanbhag, 2004]. However, the study of how these colour difference equations
(CIELAB, CIE94, CIEDE2000) affect in the estimation of the gradient, which is the basis
of numerous applications of computer vision and image processing such as segmentation,
has not ever been addressed.
In the work proposed, the computation of the gradient is addressed by the Sobel opera-
tor generalised to the multidimensional case. This choice was motived by the conclusion
of Wesolkowski [Wesolkowski et al., 2000], who drew that the performance of the Sobel
operator is superior to others.
To evaluate their performances, the gradients were used as edge detectors. The sim-
plest edge detector is obtained by thresholding those gradients. We compare three cases:
gradient calculated with CIELAB, with CIE94 and with CIEDE2000. However, in the
three proposed colour gradient estimators, the dynamic range differs between the three
colour difference measurements. This implies that a different threshold should be chosen
for each gradient. To avoid that the quality of the edges detected by each gradient esti-
mator depends strongly on the choice of this threshold, we propose the use of a level set
formulation [Li et al., 2005], in which these colour gradients control external energies.
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Following the idea of the evaluation of these gradients based on colour difference equa-
tions, we also contribute with a colour image database. It consists on 96 images, generated
from the five colour centres recommended by CIE in the guidelines published to coordi-
nate research into colour differences [Robertson, 1978].
Both quantitative and qualitative measurements were used to test the correlation be-
tween the visually perceived colour difference and the detector output, and consequently,
the colour difference equations.
The edge detector with the best performance will be applied as segmentation algorithm
for pigmented lesions in dermoscopic images.
The rest of the chapter is organized as follows: Section 3.2 summarizes the colour gra-
dients proposed. The implemented variational level set technique is introduced in Section
3.3. In Section 3.4 the complete developed method is exposed. The experimental results
are explained in Section 3.5. Its application to segment pigmented lesions is presented in
Section 3.6. Some conclusions are exposed in Section 3.7.
3.2 Colour gradients
Several perceptual colour gradients are proposed in this section. They are developed in a
uniform colour space and they preserve the vectorial nature of the colour images in that
space. Before their explanation, we introduce the uniform colour space and the colour
difference equations, in which they are based on.
3.2.1 Perceptual Uniform Colour Space and Colour Difference Equations
In 1976, the International Commission on Illumination (CIE) standardized L∗a∗b∗ colour
representation system as perceptually uniform [McLaren, 1976]. A colour space is per-
ceptually uniform if perceptual colour differences can be measured with Euclidean dis-
tances in that space. The three coordinates of L∗a∗b∗ represent the lightness of the colour
(L∗), its position between red/magenta and green (a∗) and its position between yellow and
blue (b∗). This can also be expressed in terms of cylindrical coordinates with the perceived
lightness L∗, the chromaC∗ab and the hue h
∗
ab, defined in (3.1) and (3.2) respectively.
Cab
∗ =
√
a∗2+b∗2 (3.1)
hab = arctan
(
b∗
a∗
)
(3.2)
The CIELAB colour difference, also known as ∆E∗ab, is calculated using (3.3).
∆E∗ab =
√
∆L∗2+∆a∗2+∆b∗2 (3.3)
where ∆L∗ = L∗1−L∗2 (∆a∗ and ∆b∗ are defined in the same manner for coordinates a∗ and
b∗).
However, subsequent experiments demonstrated that Euclidean distance ∆E∗ab is not an
accurate measurement of perceived colour difference between two stimuli. To correct the
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problem a new difference formula was recommended by CIE [Report, 1995] in 1994.
∆E94∗ =
√(
∆L∗
kLSL
)2
+
(
∆C∗ab
kCSC
)2
+
(
∆H∗ab
kHSH
)2
(3.4)
SL = 1, (3.5)
SC = 1+0.045C∗ab , (3.6)
SH = 1+0.015C∗ab . (3.7)
The factors kL, kC and kH , are included to match the perception of the background
conditions.
Later, CIEDE2000 was developed to correct deficiencies in previous colour difference
equations [Luo et al., 2001]. Its accuracy in predicting small perceived colour differences
has been demonstrated [Cui and Luo, 2009].
∆E00 =
√(
∆L′
KLSL
)2
+
(
∆C′
KCSC
)2
+
(
∆H ′
KHSH
)2
+RT
(
∆C′
KCRC
)(
∆H ′
KHSH
)
(3.8)
where ∆C′ and ∆H ′ are defined in [CIE Technical, 2002].
3.2.2 Proposed colour gradients
In colour gradients, the vectorial nature of colour is preserved throughout the computa-
tion. Colour images are viewed as a two-dimensional three channel vector field. Each
channel in this vector is characterized by a discrete integer function f(x,y). The value
of this function at each point is defined by a three dimensional vector in a given colour
space [Rangayyan et al., 2011]. Therefore, a pixel is defined as in (3.9).
f(x,y) =
 C1(x,y)C2(x,y)
C3(x,y)
 (3.9)
where Ci(x,y) represents the value of the pixel in the i-th colour plane (i = 1,2,3), and
(x,y) refers to the spatial dimensions in the 2-D plane.
f9 f5 f7
f2 f1 f3
f6 f4 f8
Figure 3.1 Sliding window.
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X1 =
 −1 0 1−2 0 2
−1 0 1
 ,X2 =
 −1 −2 −10 0 0
1 2 1
 (3.10)
The operator based on the first derivative, commonly applied in greyscale imaging, is
generalized into the multidimensional case in [Plataniotis and Venetsanopoulos, 2000].
Plataniotis extends the Sobel operator (see the horizontal and vertical masks in (3.10)),
by constructing the following vectors:
H+ = f7+2f3+ f8 (3.11)
H− = f9+2f2+ f6 (3.12)
V+ = f6+2f4+ f8 (3.13)
V− = f9+2f5+ f7 (3.14)
according to the notation used in Fig. 3.1. The colour vector gradients were calculated
as H+−H− and V+−V−, respectively. To estimate the colour variation in the vertical
and horizontal axes, the following scalars were calculated: ‖H+−H−‖ , ‖V+−V−‖. The
magnitude B of the maximum variation was estimated as:
B=
√
‖H+−H−‖2+‖V+−V−‖2.
However, we propose calculating the gradient along the x and y axes as shown in (3.15)
and (3.16).
Gx = ∆E (H+,H−) (3.15)
Gy = ∆E (V+,V−) (3.16)
where ∆E denotes the colour difference between two vectors. In this thesis three colour
difference distances are studied, obtaining, consequently, three colour gradients by apply-
ing:
• f(x,y) = [L∗(x,y),a∗(x,y),b∗(x,y)] and ∆E determined by the Euclidean distance
(CIELAB).
• f(x,y) = [L∗(x,y),a∗(x,y),b∗(x,y)] and ∆E determined by CIE94 colour difference
equation.
• f(x,y) = [L∗(x,y),a∗(x,y),b∗(x,y)] and ∆E determined by CIEDE2000 colour dif-
ference equation.
The gradient magnitude can then be computed as shown in (3.17).
VD=
√
G2x+G2y (3.17)
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3.3 Variational level set
Once a colour gradient is estimated, the simplest edge detector is obtained by thresholding
that gradient. In the three proposed colour gradient estimators, the dynamic range of the
colour gradient differs between the three colour difference measurements. This implies
that a different threshold should be chosen to detect edges with each different gradient
estimator and the quality of the edges detected from each gradient estimator depends
strongly on the choice of this threshold. This is the reason why a level set formulation
was applied as edge detector, and thus, to be able to compare the three gradient estimators
regardless of the threshold choice .
The Level set method for capturing dynamic interfaces and shapes was introduced
by [Osher and Sethian, 1988]. The basic idea is to represent contours as the zero level set
of a higher dimensional function, usually referred as the level set function (LSF)(φ ), and
to formulate the motion of the contour as the evolution of the level set function. Since this
method was proposed, it has had far-reaching impact in various applications, such as com-
putational geometry, fluid dynamics, image processing and computer vision. However, in
image processing and computer vision applications, the level set method was introduced
independently by [Caselles et al., 1994] and [Malladi et al., 1995a] in the context of active
contour models [Kass et al., 1988] for image segmentation. Early active contour models
are formulated in terms of a dynamic parametric contourC(s, t). The curve evolution can
be expressed as:
∂C(s, t)
∂ t
= FN (3.18)
where F is the speed function that controls the motion of the contour, and N is the inward
normal vector to the curve C. The curve evolution in this equation can be converted to a
level set function by embedding the dynamic contourC(s, t) as the zero level set of a time
dependent level set function φ(x,y, t) with spatial variables x,y and a temporal variable t.
Then, the curve evolution equation (equation (3.18)) is converted to a partial differential
equation (PDE):
∂φ
∂ t
+F |∇φ |= 0 (3.19)
which is called level set evolution equation. This approach presents the advantage that the
level set function may break or merge naturally during the evolution. The evolution PDE
of the level set function can be directly derived from the problem of minimizing a certain
energy functional defined on the level set function. This type of methods are known as
variational level set methods and they are more convenient for incorporating additional
information, such as region-based information [Chan and Vese, 2001] and shape-prior
information [Malladi et al., 1995b].
In this thesis, the variational level set formulation proposed by [Li et al., 2005] [Li et al.,
2010], which includes a distance regularization term and an external energy term that
drives the motion of the zero level contour toward desired locations, is used. The use of
this distance regularization term is motived because in conventional level set methods, the
LSF typically develops irregularities during its evolution, which cause numerical errors
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and eventually destroy the stability of the level set evolution. To overcome this difficulty,
a numerical remedy, commonly known as reinitialization [Sethian, 1999], was introduced
to restore the regularity of the LSF andmaintain stable level set evolution. Reinitialization
is performed by periodically stopping the evolution and reshaping the degraded LSF as
a signed distance function. Li et al. [Li et al., 2010] avoided this reinitialization with
the inclusion of the distance regularization term, defined with a potential function, which
maintains a desired shape of the level set function, particularly a signed distance profile
near its zero level set (for the 2-D case the signed distance function is considered as a
surface z= φ(x,y)).
In the reported works [Li et al., 2005] and [Li et al., 2010], it was shown that the PDE
in (3.19) can be expressed as:
∂φ
∂ t
= µ
[
∇2φ −div
(
∇φ
|∇φ |
)]
− ∂εext
∂φ
(3.20)
where the first right hand term is associated with the distance regularization and the sec-
ond with the external energy. This formulation can be used in different applications with
different definitions of the external energy (εext ). Since our proposal is image segmenta-
tion, we use edge-based information in the external energy. Li defined an edge indicator
function by:
g=
1
1+ |∇Gσ ∗ I|2
(3.21)
where Gσ is the Gaussian kernel with standard deviation σ and I is the test image. The
convolution in 3.21 is used to smooth the image to reduce the noise. This function usually
takes smaller values at object boundaries than at other locations.
For a level set function φ : Ω→ ℜ, the authors defined an external energy functional
εext(φ) by:
εext(φ) = λLg(φ)+αAg(φ) (3.22)
where λ > 0 and α ∈ℜ are coefficients of the energy functional Lg(φ) and Ag(φ). The
energy Lg(φ) is minimized when the zero level contour of φ is located at the object bound-
aries. The energy Ag(φ) is introduced to speed up the motion of the zero level contour in
the level set evolution process, which is necessary when the initial contour (φ0) is placed
far away from the desired object boundaries. These energies are defined by:
Lg(φ) =
∫
Ω
gδ (φ)|∇φ |dxdy (3.23)
Ag(φ) =
∫
Ω
gH(−φ)dxdy (3.24)
where δ and H are the Dirac delta function and the Heaviside function, respectively. In
practice, the Dirac delta function and Heaviside function in the functionals are approx-
imated by the following smooth functions and as in many level set methods [Osher and
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Fedkiw, 2003], defined by:
δε(x) =
{
1
2ε
[
1+ cos
(pix
ε
)]
, |x| ≤ ε
0, |x|> ε (3.25)
Hε(x) =

1
2ε
(
1+ piε +
1
pi sin
(pix
ε
)]
, |x| ≤ ε
1, |x|> ε
0, |x|<−ε
(3.26)
The parameter ε is usually set to 1.5.
It is shown in [Li et al., 2005] and [Li et al., 2010] that the energy functional can be
minimized by solving the following gradient flow:
∂φ
∂ t
= µ
[
∆φ −div
(
∇φ
|∇φ |
)]
+λδε(φ)div
(
g
∇φ
|∇φ |
)
+αgδε(φ) (3.27)
given an initial LSF φ(x,0) = φ0(x). Regarding the time step (τ), the authors found that
τ and the coefficient µ must satisfy τµ < 14 in order to maintain stable level set evolution.
Using larger time step can speed up the evolution, but may cause error in the boundary
location if the time step is chosen too large. There is a trade-off between choosing larger
time step and accuracy in boundary location. A τ ≤ 10 is used for most of the images.
In our proposal, the edge indication function g is modified to:
g=
1
1+ |VD(di f f{I})|2 (3.28)
where di f f is an anisotropic diffusion filter and VD are the proposed colour gradients
that are applied to the diffused image. Modifying the edge indicator function involves
two aspects:
• The Gaussian filter smoothing is substituted by a colour anisotropic diffusion filter
[Lucchese and Mitra, 2001]. Both forms of smoothing were tested but the colour
anisotropic diffusion filter obtained better results in the experiments.
• Gradients in the diffused image were computed with the three proposed colour gra-
dients approaches explained in Section 3.2.2.
3.4 Methodology
The flow diagram in Fig. 3.2 gives an overview of the main steps of the segmentation
algorithm implemented, that moreover allow us to evaluate colour gradients.
a. Uniform colour space transform. The RGB image is transformed into the uniform
colour space CIE L∗a∗b∗, described previously in Section 3.2.1.
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Figure 3.2 Proposed segmentation system.
b. Anisotropic diffusion filtering. In the anisotropic diffusion filtering [Perona and
Malik, 1990], within-region smoothing is performed largely without blurring re-
gion boundaries. In this thesis an extension of the method to colour images is
implemented [Lucchese and Mitra, 2001], diffusing separately the chromatic and
achromatic channels. This way has its rationale in colour vision models: the hu-
man visual system senses colour information through photoreceptors which can be
regarded as three sets of filters tuned to the wavelengths of red, green and blue;
this information is then split into chromatic (2-D) and achromatic (1 -D) channels
before being further and independently processed. Neurophysiological evidence
shows that there exists a perfect agreement between the second Human Visual Sys-
tem processing stage and the opponent-colours theory based on the three antagonis-
tic mechanisms red-green, blue-yellow and black-white [Rangayyan et al., 2011].
These stimuli can also be conveniently expressed in terms of hue, saturation and
lightness. Hue and saturation are processed together under the name of phasors:
hue is the phase and saturation is the magnitude of a complex function defined as
complex chromaticity. The scalar achromatic information represented by lightness
is diffused separately.
c. Perceptual colour gradients computation. The colour gradients proposed in Section
3.2.2 are computed from the diffused image.
d. Level set technique. The level set formulation explained in Section 3.3 is applied
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with the edge indicator function defined in 3.28.
3.5 Results
An extensive comparative study between the results of the detectors based on the three
colour difference equations was carried out to test which of them best correlates to colour
visual perception.
A 96 synthetic image database was generated to evaluate the performance of the gradi-
ents. To this end, evaluation procedures defined by [Zhu et al., 1999] were carried out.
Both quantitative and qualitative measurements were used. The quantitative performance
measurements were based on edge deviation from true edges. For this experiment the
predefined edge map (ground truth) was required. Since objective measurements are not
sufficient to model the complexity of human visual systems, a qualitative evaluation was
also performed. This evaluation made it possible to determine the correlation between
the detector output and the visually perceived colour differences.
3.5.1 Images database
A set of 96 colour images was created following CIE guidelines to coordinate research
into colour differences [Robertson, 1978]. Five colour centres were recommended for
study. Our images are based on these centres, which are shown in Table 3.1.
Table 3.1 Colour centres following CIE guidelines, given in L∗, a∗, b∗, C∗ and h coor-
dinates .
Colour L∗ a∗ b∗ C∗ h
Grey 63.5 -0.6 0.8 0.9 126.4
Red 46.2 37.8 23.8 44.7 32.2
Yellow 87.9 -6.6 46.1 46.5 98.2
Green 58.6 -33.7 0.8 33.7 178.7
Blue 37.3 4.7 -32 32.3 278.3
In each image of the database two colour centres from Table 3.1 are present. Along
with these two colour centres, two additional colours appears in the image. These two
additional colours are X CIELAB units distant from those colour centres. X is a parameter
that varies along the database.
To evaluate the ability to detect different edge orientation, rectangular and circular ob-
jects were included in the different images of the database. Fig. 3.3 (a),(d),(e) and (f)
shows example images from the dataset. In Fig. 3.3 (a) there is a small square inside
the green zone with 0.5 CIELAB units colour difference to the green background (green
centre), and a small square inside the yellow square with 0.5 CIELAB units to the yellow
background (yellow centre) as its ground-truth map indicates (Fig. 3.3 (b)). However,
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(a) (b) (c)
(d) (e) (f)
Figure 3.3 Example of images from the dataset. (a) Sample pairs with 0.5 CIELAB
units. (b) Ground-truth map of (a). (c) Perceived ground-truth map of (a).
(d) Sample pairs with 4 CIELAB units. (e) Sample pairs with 10 CIELAB
units. (f) Sample pairs with 10 CIELAB units.
the human visual system cannot perceive this difference, therefore, the perceived ground-
truth map of this image would be as shown in Fig. 3.3 (c). Despite the fact that the colour
difference in Fig. 3.3 (b) is greater (4 CIELAB value) the small squares are still almost
imperceptible. Nevertheless in Fig. 3.3 (c) and (d) red, blue and yellow samples can now
be perceived by the human visual system with 10 CIELAB units between samples. It
would be desirable to develop an edge detector that find the boundaries that human visual
system is able to detect.
It is also interesting to note that for two sample pairs with the same CIELAB units be-
tween them, visual assessment may not be equal. An example of this effect is illustrated
in Fig. 3.4, where the difference in terms of CIELAB units between grey samples is the
same as between the blue samples, but the perceptual difference is not the same. We per-
ceive more difference between the grey pair than the blue pair. However, if this perceptual
difference is represented in CIE94 and CIEDE2000 equations, as shown in Table 3.2, val-
ues in CIE94 units and CIEDE2000 units are lower for the blue pair than for the grey pair
as the human eye perceives them.
Thus, the aim is to study how the colour difference equations influence the estimation
of the colour gradients and check which is more capable of behaving like the human eye.
Since the method uses a level set formulation, a initial curve (φ0) is required to begin
the process (see Section 3.3). To evaluate the results with the proposed database, two
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Table 3.2 The CIELAB values of colour centres.
CIELAB CIE94 CIEDE2000
Grey 10 9.613 10.259
Blue 10 4.17 5.6
Figure 3.4 Example of images with same CIELAB units between two pairs but different
visual perception .
Figure 3.5 Initial curve (φ0) for level set formulation.
initial curves are used. One is the interior edge of the complete image and the second the
interior edge of the smaller square or circle as shown Fig. 3.5.
3.5.2 Evaluation of results
Two experiments were carried out to evaluate the resulting edge maps: a qualitative mea-
surement through a subjective test and a quantitative evaluation measurement. The quan-
titative measurement evaluated how much the detected edge deviates from the true edges
(since images are synthetic we know the ground truth). The subjective test provided infor-
mation about how much the edge detection correlates with the visually perceived colour
differences.
3.5.2.1 Qualitative measurement: Subjective test
Subjective evaluation is very important in image processing [Plataniotis andVenetsanopou-
los, 2000]. Moreover, as the aim of our work is related to visually perceived colour dif-
ferences, this issue becomes essential.
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In this evaluation, a panel of 6 observers with normal colour vision, who passed the
Ishihara test [Ishihara, 1998], were asked how many different colours they could distin-
guish in each image. For each image, the true number of perceived colours was fixed to
the most voted among the observers. There was a low deviation in the answers of the
observers; 68 answers of the 96 were unanimously chosen, 16 with 5 votes and 12 with
4 votes. A detector out got one hit in an image when the number of colours detected in
that image coincide with the true number of perceived colours. For example, in Fig. 3.6
(a), the observers distinguished two different colours. The detectors based on CIE94 and
CIEDE2000 (Fig. 3.6 (c) and (d)) detected two different colours, but the detector based on
Euclidean distance distinguished four colours (Fig. 3.6 (b)) so, CIE94 and CIEDE2000
detectors got one hit each of them and CIELAB did not get any. The average hit ratio for
each detector is presented in Table 3.3.
(a) (b) (c) (d)
Figure 3.6 (a) Test image. (b) Output of detector based on CIELAB. (c) Output of de-
tector based on CIE94. (d) Output of detector on CIEDE2000.
Table 3.3 Subjective test results.
Lab CIE94 CIEDE2000
Hit Ratio 65.54% 80.2% 76.04%
As shown in Table 3.3, the performance of the detector based on CIE94 correlates more
closely to human colour perception. This result contrasts with the fact that CIEDE2000
was developed to improve CIE94.
3.5.2.2 Quantitative measurement
An edge map is defined as a binary image where edges are valued 1. The ground-truth
edge map is the edge map which contains the real edges. Quantitative evaluation requires
the ground-truth edge map. In the proposed evaluation we have distinguished between
two ground-truth edge maps: the objective ground-truth edge map, known because the
database contains only synthetic images, and the perceived ground-truth edge map, con-
taining edges according to observers’ perception. The objective ground-truth edge map
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and the perceived ground-truth edge map differ in some images in the database. This is
illustrated in Fig. 3.6. In Fig. 3.6 (a) four colours are present but only two are perceived.
The first quantitative measurement used to evaluate the three colour detectors is the
figure of merit proposed by Pratt [Pratt, 1978]. It is defined as:
FPratt =
ΣIDi=1
(
1
1+αd(i)2
)
max(ID, II)
(3.29)
where ID is the amount of pixels that the detector considers edges, II is the amount of real
pixels belonging to an edge, d(i) is the distance between the i-th pixel of the detector edge
map and its nearest pixel in the real edge map, and α is a scaling constant with a usual
value of 1/9. When FPratt is 1, the computed edge matches the real edge.
Moreover, we adopted another method to evaluate the performance of edge detectors
[Boaventure I., 2009]. The proposed index is a combination of the figure of merit FPratt ,
the percentage of pixels that were correctly detected (Pco), the percentage of pixels that
were not detected (Pnd) and the percentage of pixels that were erroneously detected as
edge pixels (Pf a). It is defined by Euclidean distance (d4£2) to the point P = (1,1,0,0),
where its coordinates are optimum values achieved by indices Pco, FPratt , Pnd and Pf a
respectively. The point P represents the optimum point to be reached by an ideal edge
detector. The distance to this point can be calculated by the equation:
d4£2 =
√
(Pco−1)2+(FPratt −1)2+P2nd+P2f a (3.30)
where Pco, Pnd and Pf a are defined as:
Pco =
TP
max(ID, II)
(3.31)
Pnd =
FN
max(ID, II)
(3.32)
Pf a =
FP
max(ID, II)
(3.33)
TP (true positive) is the number of correctly detected edge pixels, FN (false negative)
is the amount of edge pixels that were not classified as edge pixels and that actually were
edge pixels, and FP (false positive) is the number of pixels erroneously classified as edge
pixels.
The values of these statistical indices range between 0 and 1, and reach ideal values in
case 1 for Pco and 0 for indices Pnd and Pf a. Therefore, the distance defined d4£2 varies
between 0 and 2, where the value 0 represents a perfect fit between two edge maps.
As explained above, two measurements were derived from (3.29) and (3.30). In the
objective FPratt and d4£2, the objective ground-truth edge map was used for the evaluation
and in the perceivedFPratt and d4£2 edges contained in the perceived ground-truth edgemap
were used to calculate equation (3.29) and (3.30). The results of the evaluation of FPratt
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and d4£2 with both ground-truth edge maps are presented in Table 3.4. As can be observed,
the best result for the perceived FPratt and d4£2 corresponds to the detector using the CIE94
difference equation, as in the subjective test. This is not the case for the objective FPratt
and d4£2, where the detector based on CIELAB attained the best result.
Table 3.4 FPratt and d4£2 values.
CIELAB CIE94 CIEDE2000
Mean Var. Mean Var. Mean Var.
Objective FPratt 0.89 0.1361 0.7753 0.1993 0.7688 0.1926
Perceived FPratt 0.8404 0.1651 0.8832 0.1081 0.869 0.1091
Objective d4£2 0.978 0.151 1.001 0.166 1.012 0.155
Perceived d4£2 0.9488 0.144 0.8855 0.096 0.924 0.122
(a) (b) (c) (d)
Figure 3.7 (a) Test image. (b) Output of detector based on CIELAB. (c) Output of de-
tector based on CIE94. (d) Output of detector based on CIEDE2000 .
Fig. 3.7 shows another example of the detectors’ performance that illustrates the ad-
vantages of the detector based on CIE94 colour difference equations. Observers agreed
that they could distinguish a blue circle and a small greyish circle on the grey background
but they could not distinguish a smaller circle inside the blue circle. The detector based on
CIE94 was the only one which detected the circles according to the observers perception.
3.5.2.3 Analysis of noised and textured images
Although the main aim of the study was focused on colour perception, since the final
objective is the application to real colour images, two tests were performed regarding to
performance of edge detectors in presence of noise and texture.
In the first test, Gaussian noise of zero mean and variance 0.01 is added to the images
(see an example in Fig. 3.8 (a)), and in the second one, a texture image (Fig. 3.8 (b)) is
added to the images (see an example in Fig. 3.8 (c)).
The same evaluation procedures (subjective and quantitative) have been performed.
Table 3.5 shows the hit ratio regarding to the observers perception.
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(a) (b) (c)
Figure 3.8 (a) Image from the database in presence of Gaussian noise of zero mean and
variance 0.01. (b) Textured image. (c) Image from the database when the
textured image (b) is added.
Table 3.5 Subjective test results of the noised and textured images.
Lab CIE94 CIEDE2000
Hit Ratio Gaussian noise 43.75% 70.8% 60.42%
Hit Ratio Texture 62.5% 66.67% 60.42%
The quantitative results are presented in Table 3.6 and Table 3.7
Table 3.6 FPratt and d4£2 values for the images in presence of Gaussian noise.
Gaussian noise CIELAB CIE94 CIEDE2000
Mean Var. Mean Var. Mean Var.
Objective FPratt 0.625 0.2107 0.6142 0.2162 0.621 0.1703
Perceived FPratt 0.535 0.2234 0.7184 0.2145 0.717 0.2119
Objective d4£2 1.3404 0.2808 1.2516 0.2399 1.2936 0.2216
Perceived d4£2 1.3527 0.2434 1.1928 0.2425 1.2391 0.2623
Although the performance of the detectors diminishes with the noise and textured im-
ages, they continue showing good performances and high correlation with human vision
and the detector based on CIE94 still gets the results more correlated with the perceived
evaluation.
3.6 Segmentation of pigmented lesions
In the last decades, numerous segmentation techniques have been proposed to facilitate
the diagnosis of dermoscopy images. The segmentation stage is one of the most important
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Table 3.7 FPratt and d4£2 values for the textured images.
Texture image CIELAB CIE94 CIEDE2000
Mean Var. Mean Var. Mean Var.
Objective FPratt 0.6131 0.189 0.6289 0.1933 0.6624 0.2014
Perceived FPratt 0.7375 0.1712 0.8355 0.1322 0.8297 0.1366
Objective d4£2 1.1906 0.1928 1.1488 0.1767 1.041 0.1628
Perceived d4£2 1.1367 0.2030 1.0300 0.188 0.9179 0.1047
ones for two main reasons [Emre Celebi et al., 2013]. First, the border structure provides
important information for accurate diagnosis, as many clinical features such as asymme-
try, border irregularity, and abrupt border cutoff are calculated directly from the border.
Second, the extraction of other important clinical features such as dermoscopic pattern
within lesions, critically depends on the accuracy of border detection.
There have been a great number of algorithms for dermoscopy image segmentation in
the literature, to mention some, it can be found methods such as fuzzy c means cluster-
ing [Schmid, 1999], thresholding [Ganster et al., 2001] [Yüksel and Borlu, 2009], gra-
dient vector flow (GVF) [Zhou et al., 2011], level set algorithms [Nourmohamadi and
Pourghassem, 2012], j-image segmentation algorithm [Emre Celebi et al., 2007], statis-
tical region merging [Celebi et al., 2008b], wavelet transform [Castillejos et al., 2012],
wavelet Networks [Sadri et al., 2013].
However, to the best our knowledge, there is no technique superior to the rest. Pig-
mented lesions segmentation is difficult because of the great variety of lesion shapes,
sizes, and colours along with different skin types and textures. In addition, some lesions
have irregular boundaries and in some cases there is a smooth transition between the le-
sion and the skin. Other difficulties are related to the presence of different artefacts, such
us dark hair, oil bubbles, black frames or grid markers.
The main advantages in the proposed segmentation method are the application of the
procedure without requiring a preprocessing step to remove artefacts, the inclusion of
colour information and its automatic nature. The last aspect becomes crucial if the final
objective is the development of a CAD system.
Any edge-based level set technique requires an initial curve to begin the process, that
can be introduced by the user or can be automatically found. In this work we opt for the
second scenario. The steps listed below are carried out to automatically find the initial
contour. In Fig. 3.9 an example of each of them is shown.
a) First, the original image is smoothed with a 20×20 spatial averaging filter for mul-
tidimensional images and then, a Principal Component Analysis (PCA) by lumping
the three channels R, G and B, is applied to this smoothed image in RGB.
b) An Otsu’s thresholding is applied to the first principal component image (Fig. 3.9
(b)), resulting a binary image in which, apart from the lesion, artefacts can appear,
such as hair or grid markers (see Fig. 3.9 (c)).
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c) Finally, artefacts are removed by by shape conditions. As a lesion is supposed to
approach a circle, the region of interest corresponds to the one with the biggest area
and the lowest eccentricity. The eccentricity is defined as the ratio of the distance
between the foci of the ellipse that has the same second-moments as the region and
its major axis length. The resulting region is dilated with a disk-shaped structuring
element with radius of 5 pixels (Fig. 3.9 (d)) to ensure that the initial contour
surrounds the lesion. The contour of this dilated image is the initial contour.
The contour of the resulting image (Fig. 3.9 (d)) is the initial contour.
Once the initial contour is found, the proposed segmentation method based on CIE94
colour gradient is applied, since this gradient was found to have the best performance in
the evaluation study. After applying (3.28) in order to compute the edge function, g, this
resulting edge map is enhanced by an histogram equalization follow by a lineal expansion
of its dynamic range to [0 1] (see Fig. 3.9 (e)). The required constants in the level set
formulation are experimentally fixed to µ = 0.04, λ = 9 and α = 1.5. In most of the level
set schemes, the curve evolution stops when the iterations reach a fixed number. However,
in this work, in an attempt to reduce the computational cost, we propose a stop condition.
The curve stops if it does not evolve in two consecutive iterations, what implies that it
has reached an object boundary. The time step between each iteration is fixed to 5 so
that (τµ ≤ 14 ) for stability in the curve evolution [Li et al., 2005] [Li et al., 2010]. It is
important to note that in spite of the presence of artefacts a good segmentation is achieved
(Fig. 3.9 (e)).
In Fig. 3.10 and Fig. 3.11 more examples of segmented pigmented lesions are shown.
3.7 Summary and Conclusions
In this chapter a segmentationmethod has been proposed. Although it is a general purpose
framework, results when it is applied to pigmented lesion in dermoscopic images have
been presented.
The proposed segmentation method is based on a perceptually adapted gradient inte-
grated in a level-set framework for edge detection in colour images. A previous analysis
of three different perceptually adapted colour gradients have been proposed. They use a
uniform colour space (CIEL∗a∗b∗) and they are based on Euclidean (CIELAB), CIE94
and CIEDE2000 colour differences, respectively. The colour edge detectors derived from
these three gradients were evaluated with two tests: a subjective test and quantitative
evaluation measurements. To this purpose, a synthetic image database following CIE
guidelines for coordinated research on colour difference evaluation [Robertson, 1978]
was developed. The edge detector based on CIE94 proved to be the best according to
both the subjective test and the perceived quantitative measurements (perceived FPratt
and d4£2). Another advantage of CIE94 colour difference equation is its low computa-
tional cost when compared to CIEDE2000 difference equation. The computation cost
of computing the three colour gradients per image on average is presented in Table 3.8.
In [Fairchild, 2005] the author states that the complexity of the CIEDE2000 exceeds that
of CIE94, as well as, that this high cost is not justified for most practical applications.
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(a) (b) (c)
(d) (e) (f)
Figure 3.9 Steps followed in the segmentation process. (a) Original image with arte-
facts: hair and grid marker. (b) First principal component the smoothed
RGB image. (c) Otsu’s thresholding to image (b). (d) Binary image after
applying morphological conditions in order to avoid artefacts. Its contour is
treated as the initial contour. (e) Enhanced edge indicator function. (f) Final
segmentation. The final segmentation is indicated in red.
As the proposed pigmented lesion segmentation is part of a computer-aided classification
system, probably to be used in real time, this restriction applies.
Table 3.8 Computational cost of computing the three colour gradients per image.
Computational cost CIELAB CIE94 CIEDE2000
(seconds/image) 0.69 1.81 3.1
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Figure 3.10 Examples of pigmented lesion segmented with the proposed algorithm.
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Figure 3.11 Examples of pigmented lesion segmented with the proposed algorithm .
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4 Pattern analysis in dermoscopic
images. Review
Never consider the study as an obligation but as an opportunity
to penetrate the beautiful and wonderful world of learning.
Albert Einstein
Pattern Analysis is the method most commonly used for providing diagnostic accuracyfor cutaneous melanoma and it seeks to identify specific patterns, which may be
global and local. In this chapter an extensive review of algorithmic methods found in the
literature that automatically detect these patterns in dermoscopic images of pigmented
lesions is presented.
4.1 Introduction.
The medical term melanoma refers to a malignant tumour developed from melanocytic
cells. Melanoma generally appears de novo, and less frequently as the evolution of ac-
quired benign melanocytic nevi. In the last decades, mainly due to sun exposure, the
incidence of melanoma has dramatically increased, particularly in young white popula-
tion. If diagnosed and treated early, the mean life expectancy of individuals suffering
from melanoma can be increased by at least 25 years [Capdehourat et al., 2011].
A non-invasive technique to assist dermatologists in the diagnosis of melanoma is der-
moscopy, which is an epiluminescence light microscopy, that magnifies lesions and en-
ables examination down to the dermo-epidermal junction. There are four main diagnosis
methods from dermoscopic images: ABCD rule, pattern analysis, Menzies method and
7-point checklist. These methods were evaluated during the 2000 Consensus Net Meeting
on Dermoscopy (CNMD) [Argenziano et al., 2003] by experts from all over the world. A
2-step procedure was used to facilitate the diagnosis:
63
64 Chapter 4. Pattern analysis in dermoscopic images. Review
a) To decide whether the lesion is melanocytic or non-melanocytic.
b) To decide whether the melanocytic lesion is benign, suspect, or malignant.
Pattern Analysis, considered as the classic approach for diagnosis in dermoscopic im-
ages, was deemed superior to the other algorithms. The favourable results of pattern
analysis were not unexpected, because this method probably reflects best the way the hu-
man brain is working when categorizing morphological images [Argenziano et al., 2003].
Pattern Analysis, set forth by Pehamberger and colleagues in 1987 [Pehamberger et al.,
1987], was updated by the Consensus Net Meeting of 2000 [Argenziano et al., 2003].
This methodology defines the significant dermatoscopic patterns of pigmented skin le-
sions. Currently, it is the method most commonly used for providing diagnostic accuracy
for cutaneous melanoma [Rezze et al., 2006].
Pattern Analysis seeks to identify specific patterns, which may be global or local. The
global features allow a quick preliminary categorization of a given pigmented skin le-
sion prior to more detailed assessment, and they are presented as arrangements of tex-
tured patterns covering most of the lesion. The local features represent individual or
grouped characteristics that appear in the lesion. Some conclusions from this method-
ology were extracted in the consensus mentioned [Argenziano et al., 2003]; the global
feature most predictive for the diagnosis of melanoma was the multicomponent pattern,
whereas the globular, cobblestone, homogeneous, and starburst patterns were most pre-
dictive for the diagnosis of benign melanocytic lesions. Regarding to local features, atyp-
ical pigmented network, irregular streaks, and regression structures were the features that
showed the highest association with melanoma, followed by irregular dots/globules, ir-
regular blotches, and blue-whitish veil. Vascular structures were not found to be signif-
icantly associated with melanoma. On the contrary, typical pigmented network, regular
dots/globules, regular streaks, and regular blotches were mostly associated with benign
melanocytic lesions.
Although the 7-Point Checklist method corresponds to a different diagnostic technique
than pattern analysis, it can be considered as a simplification of it, as it classifies 7 fea-
tures related to local patterns [Argenziano et al., 1998]. Such simplified algorithm was
designed to prevent non-experts from missing the detection of melanomas, even at the
cost of decreased specificity.
Due to the proven benefits of applying digital imaging to dermatology [Stoecker and
Moss, 1992,Argenziano et al., 2003], image processing research has directed a strong ef-
fort to develop Computer Aided Diagnosis (CAD) tools to assist physicians in their task of
analysing pigmented lesions, especially because a dermatologist is not always the physi-
cian that analyses them in a first trial. In 2009 Maglogianis and Doukas [Maglogiannis
and Doukas, 2009] presented an overview of CAD systems, describing how to extract
features through digital image processing methods and techniques for skin lesion classi-
fication. The special issue -Advances in skin cancer image analysis [Emre Celebi et al.,
2011]- summarized the progress that has taken place in this field, including works related
to multispectral imaging system, enhancement of dermoscopy images, detection of lesion
border and feature extraction. And the recent work from Korotkov and Garcia [Korotkov
and Garcia, 2012] presents an extensive review of computerized analysis of pigmented
skin lesions applied to microscopic (dermoscopic) and macroscopic (clinical) images.
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In this chapter an exhaustive review of methods devoted to quantify features in pattern
analysis is presented. In Section 4.2 a brief summary of the main techniques focused
on the extraction of local patterns, including those that quantify the features related to
7-Point Checklist, is presented. In Section 4.3 the 7-Point Checklist method is detailed.
When dealing with the detection and/or classification of global patterns, a few methods
have been published. A description of these methods is introduced in Section 4.4.
4.2 Local Patterns
The presence of specific dermoscopic features in different regions of the same lesion con-
tributes to make a diagnosis of melanocytic lesions and are called local patterns. They are
dermoscopic structures such as pigment network, dots and globules, streaks, blue-whitish
veil, regression structures, hypopigmentation and vascular structures, whose appearance
description is presented below [Argenziano et al., 2000]. The predominant presence
of some of these local patterns can determine some global patterns [Argenziano et al.,
2003,Argenziano et al., 2000].
• Pigment network. Delicate, regular grid of brownish lines over a diffuse light-
brown background.
• Dots/globules. Sharply circumscribed, usually round or oval, variously sized black,
brown or grey structures.
• Streaks. Brownish-black linear structures of variable thickness
• Blue-whitish veil. Grey-blue to whitish-blue, diffuse pigmentation associated with
pigment network alterations, dots/globules and/or streaks.
• Pigmentation. Dark-brown to grey-black, diffuse area that precludes recognition of
more subtle dermoscopic features such as pigment network or vascular structures.
• Hypopigmentation. Diffuse area of decreased pigmentation within an otherwise
ordinary pigmented lesion.
• Regression structures. White areas, blue areas and a combination of both. Virtually
indistinguishable from the blue-whitish veil.
• Vascular structures.
• Other criteria, such as milia-like cysts, comedo-like openings, blotches, Lacunas
network, etc.
Local patterns can be presented in the lesion with an irregular/regular or atypical/typ-
ical nature, implying malignancy or not. Fig.4.1 shows some examples of local patterns.
In the literature we can find numerous works that are focused on the automatic identi-
fication of local features. They are briefly explained in the subsections below.
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Figure 4.1 Example of local patterns..
4.2.1 Pigment network
The pigment network is the most studied local pattern. The reason is that it is the most
common local pattern inmelanocytic lesions, and the identification ofmelanocytic lesions
is the first step in the procedure of pigmented skin lesion diagnosis. A pigment network
can be typical, when the pattern is regularly meshed, narrowly spaced and its distribution
is more or less regular, or atypical, characterized by a black, brown, or grey, irregular
network, distributed irregularly throughout the lesion. An atypical network signals ma-
lignancy [Argenziano et al., 2000]. Fig. 4.2 shows the variability of its appearance.
In the last years several authors have focused on the automatic detection of this pattern.
Anantha et al. compared two statistical texture identification methods for detecting the
pigment network [Anantha et al., 2004]. The first method was the neighbouring grey-level
dependence matrix (NGLDM), and the second method used the lattice aperture waveform
set (LAWS). They analysed images of 64x64 pixels. The authors concluded that both
methods detect grossly any pigment networkwith reasonable accuracy, with slightly better
results obtained by the latter. 155 dermatoscopic images were analysed, including 62
malignant melanomas and 93 benign lesions. The success classification percentage was
around 78% and 65% for LAWS and NGLDM, respectively.
Fleming et al. [Fleming et al., 1998] and Grana et al. [Grana et al., 2006] presented
an approach that addressed the problem of detecting the pigment network based on the
Steger’s work [Steger, 1998] where a method for linear structure identification is pre-
sented. Line points detection was satisfied considering the lines of the pigment network
as ridges. As a consequence this set of points must satisfy at the same time two condi-
tions: the first order derivative should be zero, while the second order derivative should
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(a) (b)
(c) (d)
Figure 4.2 Example of lesions with pigment network. a) and b) present typical pigment
network, whereas c) and d) atypical..
have a high module value. The final network is obtained linking these points. Fleming
et al. [Fleming et al., 1998], following the procedure presented in [Steger, 1998], closed
lines through an analysis of the second derivative, which gave information about the ori-
entation of the line and the proximity between the points. However, in [Grana et al., 2006]
a set of morphological masks that rotated in different directions in order to identify the
terminations of the lines and, subsequently, line linking was used. After the network ex-
traction, the image was divided into 8 sectors oriented along the principal axes, in order
to provide some statistics on the network characteristics of the whole lesion and of every
eight thereof counting the number of meshes, along with the number of unclosed termina-
tions and the average line width. A set of 60 selected lesions was examined. Interestingly,
the authors classified each lesion with regard to the distribution of the pigment network as
no network pattern, partial network pattern if the lesion is partially covered with pigment
network and complete network pattern. An overall 88.3% network detection performance,
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without failed detections, was achieved.
Betta et al. proposed a method for the detection of atypical pigment network [Betta
et al., 2006]. The method was based on their previous work [Betta et al., 2005], where
the pigment network was detected but not classified as atypical/typical. The authors com-
bined two different techniques: structural and spectral analysis. The structural analysis
searched for primitive structures such as lines and/or points. To identify these local dis-
continuities the monochromatic image was compared with a median-filtered version of
it and then a close-opening operation was applied. In the spectral analysis the Fourier
transform of the monochromatic image was performed in order to determine the spatial
period of the texture. In this way, local discontinuities, not clearly associated with the
network, were disregarded. The result of this phase was a “regions with network” mask.
This mask in conjunction with the structural mask provided a “network image”, where
the areas belonging to the lesion and constituting the pigment network were highlighted.
Two indices related to the spatial and chromatic variability of these areas were presented
to quantify the possible atypical nature of the network. 30 images were processed to assess
the performance of this detection.
Leo et al. [Di Leo et al., 2008] extended the work proposed in [Betta et al., 2006]
to detect atypical pigmented network. Once the pigment network was detected follow-
ing [Betta et al., 2006], 13 colour and geometric features were extracted. C4.5 algorithm
was used as classifier. 173 digital dermoscopy images (77 atypical pigment network, 53
typical pigment network and 43 absent pigment network) obtained from the Interactive
Atlas of Dermoscopy [Argenziano et al., 2000] were used. 90 images were used for train-
ing and 83 images for testing. Sensitivity and specificity values greater than 85% were
reached.
Shrestha et al. presented a study [Shrestha et al., 2010] whose purpose was to identify
a method that could discriminate malignant melanoma with atypical pigment network
(APN), from benign dysplastic nevi, which generally do not have an APN, using tex-
ture measurements alone. In this study, a gray-level co-occurrence matrix (GLCM) is
constructed from the luminance plane. Five different GLCMs were constructed for each
image using pixel distances (d-values) of 6, 12, 20, 30, and 40. Five classical statistical
texture measures were calculated from each GLCM: energy, inertia, correlation, inverse
difference, and entropy. Both the average and the range of each of these measures were
computed, yielding 10 parameters related to texture. These parameters fed six different
classifiers (BayesNet, ADTree, DecisionStump, J48, NBTree, and Ran- dom Forest) in
order to determine whether an image presented pigment network or not. The method
was tested with 106 dermoscopy images including 28 melanomas and 78 benign dysplas-
tic nevi. The dataset is divided into APN areas and non-APN area. 10-fold validation is
employed to validate the method. The “correlation average” provided the highest discrim-
ination accuracy(95.4%). The best discrimination of melanomas is attained for a d-value
of 20.
Sadeghi et al. [Sadeghi et al., 2010] proposed a method based on the detection of the
“holes” of the network and follows the following steps: image enhancement, pigment
network detection, feature extraction, and classification in three classes. First, a two-
dimensional high-pass filter was applied to highlight texture features. Then, the lesion
was segmented using Wighton et al.’s method [Wighton et al., 2009] which employed
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supervised learning and the random walker algorithm. In the pigment network detection
step, a Laplacian of Gaussian (LOG) filter was used to detect sharp changes of intensity.
Then, the resulting binary image was converted into a graph using 8-connected neigh-
bouring. Cyclic structures were found in this graph, and noise or undesired cycles were
removed. Lines and holes of the pigment network were identified and 69 clinically in-
spired features were extracted: 20 structural features, including network thickness and
its variation within the lesion, as well as size of the holes and its variation along the
network; 2 geometric features to study the “uniformity” of the network; 37 chromatic fea-
tures; and 10 textural features, using the five classical statistical texture measurements,
also proposed in [Shrestha et al., 2010]. This allowed to classify the network into typical
or atypical type. These 69 features were fed into a classifier based on a powerful boosting
algorithm LogitBoost. A dataset consisting of 436 images (161 Absent, 154 Typical net-
work, 121 Atypical network) was used. The authors computed results for both the 3-class
(Absent, Typical or Atypical) and 2-class problems (Absent, Present). Ten-fold cross val-
idation was used to generate all results. An accuracy of 82% discriminating between
three classes and an accuracy of 93% discriminating between two classes were achieved.
In [Sadeghi et al., 2011], the same authors, according to the density of the pigment net-
work graph, classified a given image into Present or Absent. The method was evaluated
with 500 images obtaining an accuracy of 94.3%.
Skrovseth et al. also proposed a pattern recognition technique with supervised learning
to identify pigment network [Skrøvseth et al., 2010]. They selected a training set consist-
ing of a large number of small images containing either a sample of network or a sample
of other textures, either healthy skin or lesion regions. 20 different texture measures were
analysed and the three that contributed maximally to separate the two classes with a linear
classifier were selected. A new image is divided into overlapping subimages of the same
size as the training images. A pixel is classified as network if at least one of the subimages
it belongs to is classified as it.
Wighton et al. [Wighton et al., 2011] proposed the use of supervised learning andMAP
estimation for automated skin lesion diagnosis. The authors applied this method to three
task: segmentation, hair detection and identification of pigment network. Themethodwas
divided into three main steps. First, in a feature extraction stage, images were converted
to CIE L∗a∗b∗ [Rangayyan et al., 2011], and each colour channel was filtered with a series
of Gaussian and Laplacian of Gaussian filters at various scale (σ = 1.25,2.5,5,10,20), so
that a total of 30 features were obtained for each pixel. Secondly, after feature extraction,
Linear Discriminant Analysis (LDA) was used to reduce the dimensionality. Finally, the
posterior probabilities P(p|li) (p = pixel, li = class) in this subspace were modelled as
multivariate Gaussian distributions. In the training phase, parameters for multivariate
Gaussian distributions of each class were estimated. And in the labelling stage, individual
pixels from previously unseen images were assigned a label using MAP estimation. A
training dataset consisting in 20 images where pigment network was present across the
entire lesion and 20 images absent of pigment network was employed. All the images
belonged to the dermoscopy atlas presented in [Argenziano et al., 2000], where labels of
“present” or “absent” of pigment network are supplied for each image. Pixels from the
training images were assigned a label as “background”, “absent” or “present”. To label a
new unseen image, features were computed as in the training phase and the dimensionality
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of the feature space is reduced. To estimate the probability that a pixel p was labelled li,
P(li|p) , the authors assigned the most probable label according to MAP estimation.
Barata et al. [Barata et al., 2012] presented a work based on the use of directional filters.
The first step was to convert the colour image into a grey scale one to remove two types of
artefacts: hair and reflections caused by the dermatological gel. An inpainting technique
was applied. In the second step, regions with pigment network were detected using two
of its distinctive properties: intensity and geometry or spatial organization. A bank of
directional filters was applied to perform an enhancement of the network. The spatial
organization was implemented by connectivity among pixels. The result was a binary
net-mask. The final step aimed to assign a binary label to each image: with or without
pigment network. To accomplish this objective, features which characterize the topology
of the detected regions in a given image were extracted and used to train a classifier using
a boosting algorithm. The algorithm was tested on a dataset of 200 dermoscopic images
(88 with pigment network and 112 without) achieving a sensitivity of 91.1%, a specificity
of 82.1% and an accuracy of 86.2% in the classification with or without pigment network.
In Table 4.1 the classification results of the works reported in this section are summa-
rized.
Table 4.1 Results of pigment network detection..
Algorithm Classification Accuracy No. images
[Anantha et al., 2004] Absent/Present 78% 155
[Grana et al., 2006] No/Partial/Complete 88.3% 60
[Betta et al., 2006] Atypical/Typical - 30
[Di Leo et al., 2008] Atypical/Typical 85% 173
[Shrestha et al., 2010] Melanoma/No 95.4% 106
[Sadeghi et al., 2010] Absent/Present 93% 436
[Sadeghi et al., 2010] Absent/Atypical/Typical 82% 436
[Skrøvseth et al., 2010] Absent/Present (per-pixel) - -
[Wighton et al., 2011] Absent/Present (per-pixel) - 734
[Barata et al., 2012] Absent/Present 86.2% 200
4.2.2 Dots and Globules
Dots and globules are round or oval, variously sized black, brown or grey structures. It
is another dermoscopic structure which is difficult to discriminate from pigment network
[Sadeghi et al., 2010]. This could be the reasonwhy there are so fewworks in the literature
focused on its identification. Some examples of lesions with this structures are shown in
Fig. 4.3.
Yoshino et al. [Yoshino et al., 2004] presented an algorithm that used morphological
closing operation to detect dots. The closing operation used a linear structural element.
Afterwards, a thresholding is applied to detect dots.
Based on the classification described in [Ojala et al., 2002], [Skrøvseth et al., 2010]
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(a) (b)
Figure 4.3 Example of lesions with dots/globules..
computed a score for each pixel in a gray scale image. Given P surrounding pixels with
values gk, k = 1, ...,P at a radius R of a central pixel with gray value gc, the score of the
central pixel is calculated as Sc = ΣPk=1(gc−gk). The authors argue that this score will be
large for a dark spot, and therefore, a simple thresholding would give the position of the
dot.
Table 4.2 shows a summary of the works focused on the globules detection.
Table 4.2 Results of dots/globules detection..
Algorithm Classification Accuracy No. images
[Yoshino et al., 2004] Absent/Present - -
[Skrøvseth et al., 2010] Absent/Present - -
4.2.3 Streaks
Streaks are brownish-black linear structures of variable thickness that are found in benign
and malignant lesions. They are typically placed at the periphery of a lesion and are not
necessarily connected to the lines of the pigment network. Streaks can be irregular, when
they are unevenly distributed (malignant melanoma), or regular (symmetrical radial ar-
rangement over the entire lesion) [Braun et al., 2005]. An example of regular and irregular
streaks can be found in Fig. 4.4.
Beta et al. identified streaks as finger-like irregularities with uniform brown colour at
the lesion contour [Betta et al., 2005]. Therefore, they detected the simultaneous occur-
rence of two different structures: finger-like track of the lesion contour, and brown pig-
mentation in the same restricted region. For the first purpose, the colour image was con-
verted to an 8-bit gray-level image, and then three different binary images were obtained
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(a) (b)
Figure 4.4 Example of lesions with a) regular streaks b) irregular streaks..
by applying three different thresholds. The contours of these binary images were extracted
by a blob-finding algorithm. The best of the three extracted contours was selected man-
ually and divided into 16 parts. For each part, an irregularity ratio was evaluated. This
parameter represented the ratio between number of pixels of the detected contour in this
part and the number of pixels in the line connecting the extreme contour points of this
part. The contour in that region was assumed as irregular if the ratio was greater than a
threshold. On the other hand, brown pigmentation of those 16 subimages is analysed by
thresholding the hue component. Finally, the occurrence of streaks was assumed only if
both an irregular contour and a brown pigmentation were found in the same sub-image.
The authors presented experimental results for 10 images achieving a 90% of success rate.
A further evaluation was presented by Fabbrocinia et al. [Fabbrocinia et al., 2010]. They
used 23 and 30 images for training and test set, respectively. The two thresholds men-
tioned above were determined by a Receiver Operating Characteristic curve (ROC curve)
on the training image set. A sensitivity and a specificity of 86% and 88%, respectively,
were achieved.
A machine-learning approach to detect streaks which captures the quaternion tubular-
ness in the colour dermoscopic images was proposed in [Mirzaalian et al., 2012]. First,
tubularness filters [Frangi et al., 1998] to enhance streak structures in dermoscopic im-
ages were used. Given the estimated tubularness and direction of the streaks, a vector
field in order to quantify radial streaming pattern of the streaks was defined. Specifically,
they computed the amount of flux of the field passing through iso-distance contours of the
lesion, where each contour was the loci of the pixels which have equal distance from the
outer lesion contour. So, an appearance descriptor based on the mean and variance of the
flux through the different concentric bands of the lesion is constructed. The final step is
to learn how the extracted descriptors can best distinguish the three different classes: the
absence, presence of regular, or presence of irregular streaks in the dermoscopic images.
This task is performed with a SVM classifier with a database 99 dermoscopic images.
In [Sadeghi et al., 2012b], the authors followed four steps to locate streaks: preprocess-
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ing, blob detection, feature selection and two-class classification (absent-present). In the
preprocessing step, lesions were segmented, reoriented so that the major axis was parallel
to the x-axis and resized so that its major axis occupied 500 pixels. Lightness component
(L*) from L*a*b* colour representation was used for the rest of the analysis. Streaks can
be modelled as linear structures with a Gaussian cross-section profile near the border.
Therefore, in the blob detection, four Laplacian of Gaussian (LOG) filters with different
sizes, hsize = 3, 5, 7, 9, were employed to detect these linear structures. Candidate to
streaks were extracted in this step. Once they were detected, their orientations were esti-
mated using the Averaged Squared Gradient Flow (ASGF) algorithm [Kass and Witkin,
1987]. Finally, 25 features were extracted from the candidate linear streak structures and
from the lesion: one set of 12 features was based on properties of the detected candidate
streak lines and another feature set contained the 13 common colour and texture features
of the entire lesion. These 25 features were fed to a SimpleLogistic classifier, that classi-
fies a lesion into absence and presence of streaks. The method was tested with a database
of 300 dermoscopic images (105Absent and 195 Present) achieving an accuracy detection
of 0.815 using 10-fold cross validation.
Sadeghi et al. [Sadeghi et al., 2013] recently presented an extension of their previous
work [Sadeghi et al., 2012b]. In this version, they proposed an algorithm that classifies
a lesion into absence of streaks, regular streaks, and irregular streaks. The work aimed
to identify valid streak lines from the set of candidate streak lines obtained in [Sadeghi
et al., 2012b] in order to reduce false positive streaks such as hairs and skin lines. The
method also extends the analysis to identify the orientation and spatial arrangement of
streak lines. These novel geometric features are used to identify not only the presence
of streak lines, but whether or not they are Irregular or Regular; important for melanoma
diagnosis. Therefore, a total of 31 features are fed into a classifier, achieving an accuracy
of 76.1% when classifying 945 images into the three classes.
Table 4.3 summarizes the classification results of the works reported in this section.
Table 4.3 Results of streaks detection..
Algorithm Classification Accuracy No. images
[Betta et al., 2005] Absent/Present 90% 10
[Fabbrocinia et al., 2010] Absent/Present 86% 30
[Mirzaalian et al., 2012] Absent/Regular/Irregular 91% 99
[Sadeghi et al., 2013] Absent/Present 78.3% 945
[Sadeghi et al., 2013] Absent/Regular/Irregular 76.1% 945
4.2.4 Blue-whitish veil
Blue-whitish veil is characterized by a grey-blue to whitish-blue diffuse pigmentation.
Some examples of lesions that present this pattern are shown in Fig. 4.5.
Celebi et al. [Celebi et al., 2008a] proposed a machine learning approach to detect blue-
white veil in dermoscopy images based on a previous work [Celebi et al., 2006]. Fifteen
74 Chapter 4. Pattern analysis in dermoscopic images. Review
(a) (b)
Figure 4.5 Example of lesions with blue-whitish veil..
colour features and three texture features were extracted. The colour features involved ab-
solute colour features and relative colour features when compared to the average colour of
the background skin. The texture features were based on the Gray Level Co-occurrence
Matrix (GLCM). The classifier used was C4.5 algorithm. Only 2 out of the 18 features
were finally selected for the classification model, both belonging to colour features. The
classification results for manually selected test pixels yield a sensitivity of 84.33% and
a specificity of 96.19%. In a second experiment, the authors aimed to discriminate be-
tween melanoma and benign lesions based on the area of the blue-white veil detected.
They extracted three numeric values from the detected blue-white region: area, circular-
ity and ellipticity. A new classification model based on these features was generated using
C4.5 algorithm and 10-fold-cross validation. A sensitivity of 69.35% and a specificity of
89.97% for the entire image set (545 images) were obtained.
Leo et al. [Di Leo et al., 2009] focused on the detection of two different patterns, blue-
whitish veil and regression structures. Firstly, the lesion was subdivided into regions. The
colour image is converted via Principal Component Analysis (PCA) and a two dimen-
sional (2-D) histogram is computed with the two first principal components. The most
significant peaks in the 2-D histogram were found as representative colour in the input
image. All the pixels in the lesion were assigned to one of the main peaks via clustering,
so that a lesion map was created. Regions in the lesion map were subsequently classified
as present or absent of blue whitish veil and regression. To this aim geometric and colour
features were extracted and a Logistic Model Tree (LMT) was proposed as classifier. 210
digital dermoscopic images obtained from the Interactive Atlas of Dermoscopy [Argen-
ziano et al., 2000] were used. 70 and 50 cases corresponding to the presence of Blue
Veil and Regression area respectively were used as training set. 65 cases of Blue Veil and
40 cases of Regression structures were utilized for the test set. A sensitivity of 0.87 and
a specificity of 0.85 were obtained for the detection of blue veil and a sensitivity and a
specificity both equal to 0.85 for regression structures.
In a recent work, Arroyo et al. [Arroyo et al., 2011] also proposed supervised machine
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learning techniques to detect blue-white veil. To this aim, colour features were extracted
from each individual pixel and the classifier used was C4.5 algorithm, that generated the
decision tree. The authors used a database consisting of 887 images. 120 images were
selected to obtain the training data of the machine learning algorithms, 60 corresponding
to melanoma with the blue-white veil pattern and 60 corresponding to other cases. Colour
features were extracted from the pixels. After generating the pixel rules, these are applied
to all the images to detect candidate areas. A new classification model was generate to
obtain the rules that must satisfy the whole image to be a melanoma with blue-white veil.
For this purpose 12 features were extracted from the candidate area such as area, solidity
or ellipticity. The method achieved a sensitivity of 80.50% and a specificity of 90.93%
when the 887 images were classified.
Table 4.4 shows the classification results of the mentioned works.
Table 4.4 Results of blue-whitish veil detection.
Algorithm Classification Sensitivity Specificity No. images
[Celebi et al., 2008a] Absent/Present 84.33% 96.19% 100
[Celebi et al., 2008a] Melanoma/Benign 69.35% 89.97% 545
[Di Leo et al., 2009] Absent/Present 87% 85% 135
[Arroyo et al., 2011] Melanoma/Benign 80.50% 90.93% 887
4.2.5 Blotches
Blotches are dark structureless areas within pigmented lesions [Argenziano et al., 2003].
Blotches that are located asymmetrically within a lesion are indicative of malignant me-
lanoma [Khan et al., 2009].
Stoecker et al. [Stoecker et al., 2005] studied the effectiveness of the absolute and rela-
tive colour blotch features for melanoma/benign lesion discrimination over a dermoscopy
image set containing 165 melanomas and 347 benign lesions using a neural network ap-
proach. The authors proposed two approaches to detect the blotchy areas. The first method
used thresholds placed upon the values of the red, green, and blue (RGB) components of
the pixels within the lesions. The second method used relative colour thresholds, sub-
tracting the observed pixel value within the lesion from the background skin colour be-
fore applying relative thresholds. Then, several blotch indices were computed, including
the scaled distance between the largest blotch centroid and the lesion centroid, ratio of
total blotch areas to lesion area, ratio of largest blotch area to lesion area, total number of
blotches, size of largest blotch, and irregularity of largest blotch. It was determined that
relative colour were more effective than absolute colour giving a diagnostic accuracy of
about 77%.
In [Khan et al., 2009] new and existing blotch features for melanoma discrimination
are investigated. Four experiments were performed to achieve this aim. Blotch candidates
are first extracted using absolute and relative colour thresholds to construct blotch masks
proposed in [Stoecker et al., 2005]. Then, fuzzy logic techniques for extracting blotches
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based on blotch size were studied, where a fixed minimum blotch size was fuzzified to
detect an area candidate as a blotch only if its size exhibits a certain degree of association
with a fuzzy set representative of blotch size. To compute the second fuzzy set, the rel-
ative colour values at each pixel position inside of the blotchy areas were extracted from
melanoma lesions belonging to a training set of images. This fuzzy set provided the basis
for differentiating between melanoma and benign skin lesions. A third fuzzy set was con-
structed similarly, but using separate relative colour histograms for the red, green and blue
colour planes. These sets were also used for melanoma discrimination. Finally, a new set
of four asymmetry features were computed. The lesion border mask was divided into
four quadrants and a set of asymmetry features was computed. The work concluded that
features computed from blotches using the fuzzy logic techniques based on three plane
relative colour and blotch size yielded the highest diagnostic accuracy of 81.2%. 424
dermoscopy images (134 melanoma and 290 benign images) from three different sources
were used.
Madasu and Lovell [Madasu and Lovell, 2009] proposed an extension of Fuzzy Co-
Clustering Algorithm for Images (FCCI) technique [Hanmandlu et al., 2008] for detect-
ing blotches. Madasu and Lovell extended FCCI technique to include texture features as
additional clustering parameters. Texture features were computed using the normalized
entropy function. A set of 50 images were used for testing the proposed algorithm. The
authors claimed that the blotches are accurately located independently of their shape, size
or location within the image.
A summary of classification results of the three works presented is shown in Table 4.5.
Table 4.5 Results of blotches detection..
Algorithm Classification Accuracy No. images
[Stoecker et al., 2005] Melanoma/Benign 77% 512
[Khan et al., 2009] Melanoma/Benign 81.2%. 424
[Madasu and Lovell, 2009] Absent/Present - 50
4.2.6 Hypopigmentation
Hypopigmentation represents a diffuse area of decreased pigmentation within an other-
wise ordinary pigmented lesion. White areas in a melanoma tend to have a central posi-
tion. White areas in a nevus are located in the lesion periphery.
Dalal et al. [Dalal et al., 2011] proposed a method to discriminate melanomas from
benign nevi by automatically detecting white areas and measuring features of these white
areas. In order to identify white and hypopigmented areas, thresholds were determined
for each colour plane based on colour histogram analysis over a training set of images.
The lesion was segmented in concentric deciles. Overlays of white areas on the lesion
deciles were determined. Nine indices were calculated to characterize the automatically
detected white areas in a lesion. These indices included lesion decile ratios, normalized
number of white areas, absolute and relative size of largest white area, relative size of all
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(a) (b)
Figure 4.6 a) Nevu with hypopigmentation. b) Melanoma with hypopigmentation..
white areas, and white area eccentricity, dispersion, and irregularity. A neural network
was selected as classifier. 244 benign and malignant dermoscopy images with white areas
were selected. The methods used a randomly selected training set of 75 lesions and a test
set of 169 lesions.
Table 4.6 Results of hypopigmentation detection..
Algorithm Classification AUC No. images
[Dalal et al., 2011] Melanoma/Benign 95.2% 244
4.2.7 Regression structures
A regression structure is a white scarlike depigmentation irregularly distributed within
the lesion.
As mentioned above, in [Di Leo et al., 2009] regression structures and blue-whitish veil
were detected. The method is reported in Section 4.2.4. Table 4.7 shows the classification
result of this work.
Table 4.7 Results of regression structures detection..
Algorithm Classification Sensitivity Specificity No. images
[Di Leo et al., 2009] Absent/Present 85% 85% 90
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4.2.8 Vascular pattern
A vascular pattern, and more specifically, with atypical nature presents linear-irregular
or dotted vessels not clearly combined with regression structures and associated with
pigment network alterations, dots/globules and/or streaks.
Figure 4.7 Example of lesion with dotted vessels..
In [Betta et al., 2006], reported in Section 4.2.1, a method for the detection of atypical
vascular pattern is also proposed. Due to the difficulty to obtain a relevant number of
ELM images with the occurrence of this criterion, the training set was constituted by N
pixels selected as vascular patterns in a set of images containing occurrences of this crite-
rion. The Hue, Saturation and Luminance components was evaluated and the frequency
histograms corresponding to the three colour planes were determined. The pixel classifi-
cation depended on the value of its HSL components. However, the authors warned that
in some cases the algorithm gave rise to wrong detection, evidencing a low specificity.
4.3 7-Point Checklist method
Although the 7-point checklist method is a different diagnosis algorithm, it is considered
a simplification of the classic pattern analysis due to the low number of local features to
identify. This algorithm is applied once the lesion is diagnosed as melanocytic. It was
developed by Argenziano et al. [Argenziano et al., 1998]. The 7-Point Checklist is a score
system. This method uses seven specific criteria for melanoma. It includes three major
criteria:
• Atypical pigment network
• Blue-whitish veil
• Atypical vascular pattern
2 points are attributed to each of the former, and four minor criteria:
• Irregular streaks
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• Irregular pigmentation
• Irregular dots/globules
• Regression structures
1 point is attributed to each of them. A score of 3 or greater is associated with a high
likelihood of melanoma diagnosis at pathology evaluation.
Some works focused on the detection of one or several specific criteria can be found in
the literature [Betta et al., 2006,Di Leo et al., 2008,Betta et al., 2005,Fabbrocinia et al.,
2010,Di Leo et al., 2009]. These works have been explained in Section 4.2.
Di Leo et al. in [Di Leo et al., 2010a] and [Di Leo et al., 2010b], joined some methods
also mentioned in Section 4.2 in order to present an automatic implementation of the 7-
Point Checklist method. In [Di Leo et al., 2010a] the authors focused on the detection
of five criteria. It is in [Di Leo et al., 2010b] where the seven criteria of the method
were addressed: Atypical pigment network and Irregular dots/globule were detected by
the methods proposed in [Di Leo et al., 2008] and [Betta et al., 2006]; Blue-whitish veil,
Regression structures and Irregular pigmentation detection followed the steps proposed in
[Di Leo et al., 2009]; atypical vascular pattern was detected with [Betta et al., 2006]; and
Irregular streaks with the method presented in [Betta et al., 2005]. 300 images were used
for the evaluation. For each dermoscopic criterion a training and testing set were selected
from the database in order to train a classifier and/or carry out a statistical analysis. The
system distinguished between Melanoma and Benign lesions. The performance of the
automatic system was estimated through a comparison with the application of the 7-Point
Checklist diagnostic method by expert dermatologists to 287 images of the database. The
global sensitivity and specificity values of the software diagnostic tool were 0.83 and 0.76,
respectively.
Other authors [Iyatomi et al., 2007], [Capdehourat et al., 2011] focused their works
on machine learning approaches, where the feature extraction step was inspired on the 7
point checklist criteria.
4.4 Global pattern
Global features allow a quick preliminary categorization of a given pigmented skin lesion
prior to more detailed assessment, and they are presented as arrangements of textured
patterns covering most of the lesion.
The main global patterns are [Argenziano et al., 2000]:
• Reticular pattern. The most common global feature in melanocytic lesions is char-
acterized by a pigment network covering most parts of a given lesion. Basically,
the pigment network appears as a grid of thin brown lines over a diffuse light brown
background.
• Globular pattern. It is characterized by the presence of numerous, variously sized,
round to oval structures with various shades of brown and grey-black coloration.
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• Cobblestone pattern. It is quite similar to the globular one but is composed of
closely aggregated, larger somewhat angulated globules resembling a cobblestone.
• Homogeneous pattern. It appears as a diffuse, brown, grey-blue to grey-black or
reddish-black pigmentation in the absence of pigmented network or other distinc-
tive local features.
• Starbust pattern. It is characterized by the presence of pigmented streaks in a radial
arrangement at the edge of a given pigmented skin lesion.
• Parallel pattern. It is found exclusively in melanocitic lesions on skin of palms and
soles due to particular anatomic structures inherent to this location.
• Multicomponent pattern. It is a combination of three or more distinctive dermo-
scopic structures within a given lesion.
• Lacunar pattern. It is characterized by various to numerous, smooth-bordered,
round to oval, variously sized structures called red lacunas, whose morphologic
hallmark is their reddish, blue-purplish or black coloration.
• Unspecific pattern. In some instances, a pigmented lesion cannot be categorized
into one of the global patterns listed above, because its overall morphologic aspect
does not fit at all into these artificial, albeit rather distinctive categories. For this
type of lesion the term unspecific pattern is used.
In [Tanaka et al., 2004] and [Tanaka et al., 2008] an analysis of texture classified a
pattern into three categories: homogeneous, globular and reticular. The lesion area was
divided into small regions. 110 texture features of each sub-image were calculated. These
features were based on intensity histogram information, differential statistical features,
Fourier power spectrum, run-length matrix, coocurrence matrix and connected compo-
nents. 35 features were selected by discriminant analysis. As a result, the patterns were
classified into three categories with a 94% of classification success rate.
The work [Iyatomi et al., 2008] is only focused on the detection of parallel pattern. 428
image features were extracted, which included colour-related features, symmetry features,
border-related features and texture features. Then, using principal component analysis
(PCA), these features were transformed into 198 orthogonal principal components (PCs)
without information loss. The first 10 PCs more discriminative were selected. Four linear
classifiers were used for parallel ridge, parallel furrow and fibrillar pattern detection. In
addition, acral volar melanoma was also classified. The achieved results are shown in
Table 4.8.
In [Gola Isasi et al., 2011], the authors presented amethodwhich, in conjuctionwith the
ABCD rule, tried to detect three global patterns in order to increase diagnostic accuracy
of pigmented lesions. To this aim they developed three different algorithms. In the two
first ones, based on edge detection and mathematical morphology, they detected globular
and reticular patterns. In the third one, they performed colour analysis in the RGB colour
space with the aim of detecting the blue veil pattern. The algorithms were tested with a
database consisting of 20 images per global pattern. The proposed algorithms produced
an average accuracy above 85%.
4.4 Global pattern 81
Table 4.8 Classification results in [Iyatomi et al., 2008]. SE=Sensitivity, SP=specificity,
AUC=Area under the Receiver operating characteristic (ROC) curve.
Classifier SE(%) SP(%) AUC
Melanoma 100 95.9 0.993
Parallel ridge pattern 93.1 97.7 0.985
Parallel furrow pat-
tern
90.4 85.9 0.931
Fibrillar pattern 88 77.9 0.89
Table 4.9 Classification results in [Abbas et al., 2013]. SE=Sensitivity, SP=specificity,
AUC=Area under the Receiver operating characteristic (ROC) curve.
Pattern SE(%) SP(%) AUC
Reticular 87.11 97.96 0.981
Globular 86.25 97.21 0.997
Cobblestone 87.76 93.23 0.990
Homogeneous 90.47 95.10 0.996
Parallel 85.25 89.50 0.989
Starburst 89.62 90.14 0.966
Multicomponent 98.50 93.11 0.989
In their work, Abbas et al. [Abbas et al., 2013] extracted colour and texture features
from a dermoscopic image in order to classify it into its global pattern. Colour related
images were extracted from the CIECAM02 representation of the colour image. Tex-
ture was analysed by means of the steerable pyramids transform (SPT). Both groups of
features fed an AdaBoost MC classifier, which classified pigmented lesions into seven
different groups of global patterns: (a) Reticular pattern or pigmented network, (b) Glob-
ular pattern, (c) Cobblestone pattern, (d) Homogeneous pattern, (e) Parallel pattern, (f)
Starburst pattern, (g) Multicomponent pattern. In Table 4.9 results are summarized.
Serrano andAcha [Serrano andAcha, 2009]were pioneers in the classification of global
patterns following a model-based technique. They proposed a method to automatically
classify five types of global patterns (reticular, globular, cobblestone, homogeneous and
parallel), in which a Markov random field based texture modelling was performed. This
method is detailed in Section 5.2 and Section 5.4 of Chapter 5.
In [Sadeghi et al., 2012a] the authors also detected and classified five classes of global
lesion patterns (reticular, globular, cobblestone, homogeneous, and parallel ones). To
this purpose, an approach based on texton classification [Varma and Zisserman, 2003]
was followed, where texture features were modelled by the joint probability distribution
of filter responses. The texton-based classification was performed in the L*a*b* colour
space and in the gray-scale image using different filter banks. The procedure was divided
into two steps:
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Learning stage.
a) A set of 81 x 81 pixel images representing the five patterns were assembled.
b) Training images were convolved with a filter bank to generate filter responses.
c) Exemplar filter responses were chosen as textons (via K-Means clustering)
and were used to label each filter response in the training images.
d) The histogram of texton frequencies was used to form models corresponding
to the training images.
Classification stage.
a) The same procedure as in the training stage was followed to build the his-
togram corresponding to the unseen image.
b) This histogram was then compared with the models of the texton dictionary.
c) A nearest neighbour classifier was used and the Chi-square statistic was em-
ployed to measure distances.
The proposed set of filters was a filter bank composed by 18+ 18+ 2 filters to detect
average intensity, edges, spots, wave, meshes and ripples of dermatoscopic structures.
The correct classification rate attained was 86.8%.
4.5 Discussion
Pattern analysis is the method most commonly used for providing diagnostic accuracy for
cutaneous melanoma [Rezze et al., 2006]. In fact, it was deemed superior to the other
algorithms (i.e., ABCD Dermoscopy Rule, Menzies score, 7-Point Checklist) for diag-
nostic efficiency by experts from all over the world in the 2000 Consensus Net Meeting
on Dermoscopy (CNMD) [Argenziano et al., 2003].
Pattern analysis aims to detect local or global patterns in a pigmented lesion to deter-
mine if it is melanocytic and, in such a case, its malignancy [Argenziano et al., 2003]:
a) Detection of pigment network, aggregate globules, streaks, homogeneous blue or
parallel pattern are signs of melanocytic lesions.
b) Atypical pigment network, dots or streaks irregularly distributed, blue-white veil
or regression may be signs of melanoma.
The presence of specific dermoscopic features in different regions of the same lesion
contributes to make a diagnosis of melanocytic lesions and these features are called local
patterns. The predominant presence of some of these local patterns determines some
global patterns.
In the literature, many works devoted to detect local patterns have been published.
Most of the papers related to local patterns address the problem of the detection of the
pigmented network, which is the most common local pattern appearing in melanocytic
lesions. However, there are only a few works that addressed the global patterns detection.
The next chapter will be devoted to this issue.
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5 Model-based classification
methods of global patterns
Divide each difficulty into as many parts as is feasible and nec-
essary to resolve it.
Rene Descartes, 1637
Different methods of classification of global patterns in dermoscopic images are pro-posed in this chapter. These methods are based on modelling, applying this concept
in two senses: first a dermoscopic image is modelled by a finite symmetric conditional
Markov model (FSCM) applied to L∗a∗b∗ colour space and the estimated parameters of
this model are treated as features. In turn, the distribution of these features are supposed
that follow different models along a lesion: a Gaussian model, a Gaussian mixture model
and a bag-of-features histogram model. For each case, the classification is carried out by
an image retrieval approach with different distance metrics. The objective is to classify
a whole pigmented lesion into three possible patterns: globular, homogeneous and retic-
ular. An extensive evaluation of the performance of each method has been carried out
on an image database extracted from a public Atlas of Dermoscopy. The best classifica-
tion success rate is achieved by the Gaussian mixture model-based method with a 78.44%
success rate in average.
5.1 Introduction.
As it has been mentioned in Chapter 4, pattern analysis is the method most commonly
used for providing diagnostic accuracy for cutaneous melanoma and it seeks to identify
specific patterns, which may be global and local. Numerous works have focused on the
extraction of local patterns (Section 4.2 in Chapter 4), however, when dealing with the
detection and/or classification of global patterns, a few methods have been published in
the literature (Section 4.4 in Chapter 4). Tanaka et al. [Tanaka et al., 2008] presented an
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extraction of 110 texture features to classify a pattern into three categories: homogeneous,
globular and reticular. Gola et al. [Gola Isasi et al., 2011] presented a method based on
edge detection, mathematical morphology and colour analysis to detect three global pat-
terns (reticular, globular and homogeneous), but based on the predominant local pattern
identification: globules, pigment network and blue pigmentation. Abbas et al. [Abbas
et al., 2013] extracted colour features from the CIECAM02 representation and texture
features from steerable pyramids transform (SPT) from the dermoscopic image in order
to classify it into the seven global patterns. Serrano and Acha [Serrano and Acha, 2009]
were pioneers in the classification of global patterns following a model-based technique.
They proposed a method to automatically classify five types of global patterns (reticular,
globular, cobblestone, homogeneous and parallel), in which a Markov random field based
texture modelling was performed. Lately, Sadeghi et al. [Sadeghi et al., 2012a] modelled
the texture with the joint probability distribution of filter responses to detect five patterns.
However, these works classify patches extracted from a lesion instead of a whole lesion.
To the best of our knowledge only Mendoza et al. [Mendoza et al., 2009] classify a entire
lesion based on the model-based approach proposed by Serrano and Acha [Serrano and
Acha, 2009]. But the main weakness of this work is the use of a low number of images
from a private database.
The local features represent individual or grouped characteristics that appear in the
lesion. The global features allow a quick preliminary categorization of a given pigmented
skin lesion prior to more detailed assessment, and they are presented as arrangements of
textured patterns covering most of the lesion. The main global patterns are: Reticular
pattern, Globular pattern, Cobblestone pattern, Homogeneous pattern, Parallel pattern,
Starburst pattern and Multicomponent pattern.
Themain aim of this chapter is the classification of a entire pigmented lesion into Retic-
ular pattern, Globular pattern or Homogeneous pattern by texture analysis once the lesion
is segmented with the method proposed in Chapter 3. There are different reasons behind
this decision instead to address the classification of the seven patterns (Reticular, Globu-
lar, Cobblestone, Homogeneous, Parallel, Starburst and Multicomponent). Globules are
also predominant in the Cobblestone pattern, however they are larger and more closely
aggregated than in Globular pattern, for what can be considered a special case of Globu-
lar pattern. Consequently, in our database, images belonging to Cobblestone pattern have
been included in the Globular class. Regarding Parallel pattern, its automatic detection
does not have a significant interest for the clinical community because lesions with this
pattern are only located in palm or sole. Starburst pattern is characterized by the presence
of pigmented streaks at the edge of a given lesion. As our objective is the texture analysis
of an entire lesion, this type of lesion escapes from our study. Multicomponent pattern is
a combination of three or more distinctive dermoscopic structures within a lesion. There-
fore, the identification of different patterns, such as globular, homogeneous and reticular,
implies theMulticomponent pattern identification. Nevertheless, in this chapter an unique
label is assigned to the whole lesion and thus, multicomponent pattern detection is left as
future work.
In this workwe propose to identify the global pattern that a lesion presents bymodelling
in different ways. First, an image is modelled as a Markov random field in L∗a∗b∗ colour
space to obtain texture features. In turn, these texture features are supposed to follow
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different models: Gaussian model, Gaussian mixture model and a bag-of-visual words
histogram model. Different distance metrics between Gaussian and Gaussian mixture
distributions and between histograms are analysed. A k-Nearest Neighbour algorithm
based on these distance metrics is then applied, assigning to the test image the global
pattern of the closest training image.
An image database extracted from the Interactive Atlas of Dermoscopy [Argenziano
et al., 2000] is used for evaluation. The results of the proposed methods are compared
with the method proposed in [Mendoza et al., 2009] with our database.
The rest of the chapter is organized as follows: a review of how a textured image is
modelled as a Markov random field is found in Section 5.2; in Section 5.3 the proposed
classification methods are detailed; in Section 5.4 a review of the method proposed in
[Serrano andAcha, 2009] is presented and the results are presented in Section 5.6. Finally,
a discussion is presented.
5.2 Markov Random Field model
Models based on Markov random fields (MRF) have wide acceptance for solving texture
analysis problems [Cross and Jain, 1983] [Tuceryan and Jain., 1998]. They are able to
capture the local (spatial) contextual information in an image. These models assume that
the intensity at each pixel in the image depends on the intensities of the neighbouring
pixels [Tuceryan and Jain., 1998].
As suggested Xia et al. [Xia et al., 2006], in this thesis a finite symmetric conditional
Markov (FSCM) [Kashyap and Chellappa, 1983] model characterizes the observed image
to obtain texture features. These features are proposed as the basis of the different clas-
sification methods of global patterns in dermoscopic images proposed in the following
Section.
The MRF model is detailed as follows: an image is considered as a random fieldG, de-
fined on aW×H rectangular lattice S= {(i, j) : 1≤ i≤W,1≤ j ≤ H}, which is indexed
by the coordinate (i, j). The gray-scale values are represented by G= {Gs = gs : s ∈ S},
where s= (si,s j) denotes a specific site. However, in this work, as Serrano and Acha [Ser-
rano and Acha, 2009] proposed, the random variable Gs represents a colour pixel in the
L∗a∗b∗ colour space instead of gray-scale values with range [0 255]. Let an observed
patch g= {gs : s ∈ S} be an instance of G, defined in a square N×N center on each site
s. It can be described by a finite symmetric conditional model (FSCM) [Kashyap and
Chellappa, 1983] as follows:
gs = µs+ ∑
t∈ηg
θs,t
[
(gs+t −µs+t)+(gs−t −µs+t)
]
+ es (5.1)
where ηg = {t1, t2, t3, t4}= {(0,1),(1,0),(1,1),(−1,1)} is the set of shift vectors cor-
responding to the second order neighbourhood system, µs is the mean of the colour pixels
in the patch centred in site s,
{
θs,t : t ∈ ηg
}
is the set of correlation coefficients associ-
ated with the set of translations from every site s, and {es} is a stationary Gaussian noise
sequence with variance σ2s .
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Based on this FSCM model, a texture feature vector is defined as:
f = (µs, σ̂2s , θ̂s,t : t ∈ ηg) (5.2)
where µs is the mean of the colour pixels of the patch under study, σ̂2s is the estimation
of the noise variance, and the other four components, θ̂s,t , are the estimation of the corre-
lation coefficients. In this work these features are computed from the L∗a∗b∗ colour space.
Serrano and Acha [Serrano and Acha, 2009] analysed the use of this colour space in two
cases. In the first case, the six parameters obtained from L∗ component were supposed to
be independent from the 12 parameters calculated from a∗ and b∗ components, obtaining
a vector f decomposed into two parameters vectors fL and fab. And in the second case,
the feature vector was formed by 18 components, assuming independence between L∗, a∗
and b∗. Their results showed that the second assumption outperformed the first one. This
is reason why in this work we work with the following feature vector of 18 components:
f = (µL,µa,µb, σ̂2L , σ̂2a , σ̂2b , θ̂L,t , θ̂a,t , θ̂b,t : t ∈ ηg) (5.3)
The parameters of the FSCMmodel are estimated by the least-squares estimationmethod
proposed by Manjunath and Chellappa [Manjunath and Chellappa, 1991]. Consider a re-
gionN×N (patch) containing a single texture. LetΩ be the set of all the sites belonging to
the patch under consideration andΩI be the interior of the region ofΩ, i.e. ΩI =Ω−ΩB,
ΩB = {s= (si,s j),s ∈Ω and s± t /∈Ω for at least some t ∈ ηg } :
θ̂ =
[
∑
ΩI
QsQs
T
]−1[
∑
ΩI
Qsgs
]
(5.4)
σ̂2 =
1
N2∑ΩI
[
gs− θ̂TQs
]2
(5.5)
µ =
1
N2∑Ω
gs (5.6)
where Qs is defined by Qs= [gs+t+gs−t : t ∈ ηg] with dimensions (4×1×3) because
gs is a 3D colour pixel. Because we are processing colour images, the dimensions of the
parameters are (4×1×3) for θ̂ , (1×3) for σ̂2 and (1×3) for µ .
5.3 Proposed Model-based Classification methods
In this section the proposed model-based classification methods are detailed. The aim is
the classification of a whole lesion, not only of a sample or patch of it.
It is important to note that we work with two sets of images; the first is composed
by complete lesions and the second set by individual patches belonging to the lesions,
each patch from a different image. This second set will be used only as training set in
some methods, never as test set. In order to analyse a whole lesion, this is divided into
overlapping samples. The size of each patch is fixed to 81× 81 pixels, as well as each
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sample in the lesion. A displacement equal to 9 rows or/and 9 columns on the lesion
is applied to obtain the following sample (see Fig. 5.1 (d) (e)). In Fig. 5.1 individual
patches of the three global patterns under study as well as an example of a lesion divided
into overlapping samples can be seen. In Fig. 5.1 (d) and (e) the patches are obtained after
a displacement of 27 rows or/and 27 columns to a right visualization. Only the patches
without background or with a background area of up to 10 % the sample area are taken
into account.
5.3.1 Gaussian model-based method
This approach is based on the assumption that the MRF features of the patches or samples
constituting a test lesion (Fj) follow a multivariate Gaussian distribution model (Fj ∼
N(M j,Σ j)) with mean M j and covariance matrix Σ j:
Fj ∼ N(M j,Σ j) =
1√
(2pi)n|Σ j|
exp
(
−1
2
( f −M j)TΣ−1j ( f −M j)
)
(5.7)
where n is the dimension of the feature vector (n=18).
Apart from this assumption, two different scenarios regarding to the training sets have
been considered:
a) If individual patches are considered as the training set, MRF features of the patches
belonging to each class (Fλ ) are supposed to follow a multivariate Gaussian distri-
bution with mean Mλ and covariance matrix Σλ .
Fλ ∼ N(Mλ ,Σλ ) (5.8)
b) If full lesions constitute the training set, MRF features of the patches within each
training lesion (Fi) are supposed to follow a multivariate Gaussian distribution.
Fi ∼ N(Mi,Σi) (5.9)
Different distance metrics are used in order to compare the multivariate Gaussian dis-
tributions of the test lesion and those from the training sets. Symmetric Kullback Leibler
distance [Kullback, 1997], Bhattacharyya distance [Bhattacharyya., 1943] and Frechet
distance [Dowson and Landau, 1982], which is the closed form solution of the earth
movers distance (EMD) in the case of two Gaussian distributions, are analysed.
The closed form expression for the symmetric KL divergence between two multivariate
Gaussian distributions can be written as [Abou-Moustafa et al., 2010]:
SKL(Fi,Fj) =
1
2
uT (Σ−1i +Σ
−1
j )u+
1
2
(
tr(Σ−1i Σ j)+ tr(Σ
−1
j Σi)−2n)
)
(5.10)
where u= (Mi−M j).
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(a) (b) (c)
(d) (e)
(f)
Figure 5.1 Examples of the two image sets used. a) b) c) first set: individual patches.
81×81 dermoscopic individual patches belonging to a) globular pattern, b)
homogeneous pattern and c) reticular pattern. d) e) f) Second image set:
complete lesions. d) 81× 81 sample extracted from the whole lesion. e) A
displacement equal to 27 rows or/and 27 columns is applied to obtain the
following sample. f) Overlapping samples to analyse the whole lesion..
Bhattacharyya distance between two Gaussian kernels, is defined as:
B(Fi,Fj) =
1
8
uT
(Σi+Σ j
2
)−1
u+
1
2
ln
 |Σi+Σ j2 |√
|Σi||Σ j|
 (5.11)
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Frechet distance is computed as:
Fr(Fi,Fj) =
√(
uTu+ tr(Σi+Σ j−2
√
ΣiΣ j)
)
(5.12)
The k-Nearest Neighbour algorithm (KNN)with the aforementioned distances has been
applied for the final classification. In the first scenario, a test image is identified with the
pattern closest to it. In the second case, a KNN approach is applied so that the test image
is assigned to the class of the training image closest to it.
5.3.2 Gaussian mixture model-based methods
According to Sfikas et al. [Sfikas et al., 2005], in the context of image retrieval, it is advan-
tageous to model the feature data using parametric probability density function models,
such us Gaussian mixture models (GMM). In this approach MRF features extracted from
patches constituting a test lesion are supposed to follow a Gaussian mixture model. This
model represents a probability density function (PDF) as:
p( f ) =
K
∑
j=1
pi jN(M j,Σ j) (5.13)
whereK stands for the number of Gaussian kernels mixed,M j and Σ j are the mean vectors
and the covariance matrices of Gaussian kernel j and pi j are the mixing weights. These
parameters and weights are estimated iteratively from the input MRF features using the
expectation-maximization (EM) algorithm [Mclachlan and Peel, 2000]. In this approach
the number of the Gaussian components for every Gaussian mixture model (GMM) was
empirically chosen to be three.
Based on this assumption, other two suppositions, regarding to the training sets, are
considered, similarly to Section 5.3.1:
a) The MRF features of the individual training patches belonging to each class follow
a Gaussian mixture distribution.
pλ ( f ) =
L
∑
iλ=1
piiλN(Miλ ,Σiλ ) (5.14)
where λ represents each global pattern, L stands for the number of Gaussian ker-
nels mixed for each pattern, Miλ and Σiλ are the mean vectors and the covariance
matrices of Gaussian kernel iλ and piiλ are the mixing weights.
b) The training set now consists of full lesions that are supposed to follow a Gaussian
mixture distribution.
p′( f ) =
L
∑
i=1
pi ′iN(M′i ,Σ′i) (5.15)
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As in the previous approach (see Section 5.3.1), the idea is to compare the Gaussian
mixture model of a test lesion with the mixture distribution corresponding to the training
sets. To this purpose different distance metrics between Gaussian mixture models are
used: the symmetric Kullback Leibler divergence [Sfikas et al., 2005], the Bhattacharyya-
based distance metric [Sfikas et al., 2005], the earth movers distance (EMD) [Greenspan
et al., 2004] and a distance metric proposed by Sfikas et al. [Sfikas et al., 2005]. This
metric is computed as:
The symmetric Kullback Leibler divergence for GMMs can be computed as:
SKL(p, p′) = | 1
2N ∑f∼p
lnp( f )− 1
2N ∑f∼p
lnp′( f )+
+
1
2N ∑f∼p′
lnp( f )− 1
2N ∑f∼p′
lnp′( f )| (5.16)
where N is the minimum number of data samples (features vectors from the patches)
and p( f ) and p′( f ) are estimated iteratively with expectation maximization (EM) [Sfikas
et al., 2005].
The Bhattacharyya-based distance metric is computed as:
BhGMM(p, p′) =
L
∑
i=1
K
∑
j=1
pi jpi ′iB(p j, p′i) (5.17)
where p, p′ are Gaussian mixture models consisting of K and L kernels respectively.
p j, p′i denote the kernel parameters and pi j, pi ′i are the mixing weights. B denotes the
Bhattacharyya distance between two Gaussian kernels (Equation (5.11)).
The earth movers distance (EMD) for GMMs is computed as:
EMD(p, p′) =
∑Li=1∑
K
j=1 fi jFr(p j, p
′
i)
∑Li=1∑
K
j=1 fi j
(5.18)
L
∑
i=1
K
∑
j=1
fi j = min
(
K
∑
j=1
pi j,
L
∑
i=1
pi ′i
)
(5.19)
where Fr(p j, p′i) is the Frechet distance between p j and p′i (Equation (5.12)).
The distance metric proposed by Sfikas et al. [Sfikas et al., 2005] to compare Gaussian
Mixture is computed as:
C2(p, p′) =−log

2∑i, j piipi ′j
√
|Vi j |
eki j |Σi||Σ′j |
∑i, j
{
piipi j
√
|Vi j |
eki j |Σi||Σ j |
}
+∑i, j
{
pi ′ipi ′j
√
|Vi j |
eki j |Σ′i||Σ′j |
}
 (5.20)
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Vi j =
(
Σ−1i +Σ′j
−1
)−1
(5.21)
ki j =MTi Σ
−1
i (Mi−M′j)+M′Tj Σ′j−1(M′j−Mi) (5.22)
pi,pi ′ the mixing weights, i and j are indexes on the Gaussian kernels, andM,Σ andM′,Σ′
are mean and covariance matrices for the kernels of Gaussian mixture p( f ) and p′( f )
respectively.
As in the previous Section, a k-Nearest Neighbor algorithm is applied. In the first case,
a test image is identified with the closest pattern according to the four distances proposed
above and in the second case the test image is assigned to the pattern of the closest training
image.
5.3.3 Bag of features
The last approach is based on the representation of an image as a bag of features (BoF).
This approach finds its origin, on the one hand, in the texture recognition by textons
[Julesz, 1981] [Varma and Zisserman, 2003] (basic elements of texture) and, on the other
hand, in the bag of words scheme used for text categorization and text retrieval [Lewis,
1998]. The idea is to model an image as a frequency histogram of visual words (bag of
features). These visual words are built from the quantization of descriptors (in our case
the descriptors are MRF features) of local patches sampled from the training set. This
quantization is usually carried out by a clustering algorithm such as k-means. The cen-
troid of each cluster represents a visual word. The set of visual words forms a codebook.
The bag of features representation is widely used in computer vision for classification of
natural scenes [Csurka et al., 2004] or biomedical images such as histology images [Cruz-
Roa et al., 2011] or different tissues [Wang et al., 2013]. However, to the best to our
knowledge, only a few works can be found in the literature that use bag of features applied
to pigmented lesions. Situ et al. [Situ et al., 2008] [Situ et al., 2010] applied this approach
to classify lesions between malignant and benign. Recently, Barata et al. [Barata et al.,
2013] also proposed a binary classification between malignant and benign lesions using
bag of features focusing in different strategies for the extraction of interest regions from
which features are extracted. Sadeghi et al [Sadeghi et al., 2012a] used an approach based
on textons and applied to filter bank responses for each pixel to identify different global
patterns, however only individual patches are classified, not whole image.
In our case, for each global pattern, the MRF features of the patches of the train-
ing lesions form a n-dimensional space. Specifically, we have No patches per image×
No training images per class n-dimensional vectors per class located in this space (n =
18). These n-dimensional vectors belonging to the same class are clustered by K-means
algorithm, obtaining K centroids or visual words for each pattern. These 3*K (3 patterns
under study) visual words form the codebook. Then, all the patches from all training
images are reassigned to the closest visual word of the codebook. An histogram with
the frequency of occurrences of each centroid or visual word is formed for each training
image.
In Fig. 5.2 an overview of the proposed BoF approach to image classification is shown.
94 Chapter 5. Model-based classification methods of global patterns
In the classification step, overlapping patches are extracted from a new test image and a n-
dimensional vector with MRF features is estimated from each patch. Each n-dimensional
vector is assigned to the nearest centroid of the codebook, forming a histogram of fre-
quencies of clusters (bag of features). Finally, a classifier is applied to identify the pattern
that this model belongs to, regarding to the models from the training image (see Fig. 5.2).
Figure 5.2 Overview of the BoF approach to image classification.
A K-Nearest Neighbor algorithm (KNN) with different histogram dissimilarity mea-
sures is proposed as classifier. Five common dissimilarity measures between two his-
togramsH = hi andK = ki (i represents bins) are used [Rubner et al., 2000]: earth movers
distance (EMD), χ2 Statistics, histogram intersection, Kullback-Leibler divergence and
Kolmogorov-Smirnov distance. Below their computation is indicated.
Earth Movers Distance: Let P= (p1,wp1), ...,(pm,wpm) be the first histogram with m
bins, where pi is the bin representative andwpi is theweight of the bin;Q=(q1,wq1), ...,(qm,wqm)
the second histogram with n bins; di j is the ground distance between pi and qi defined as
norm L1; and fi j the flow between pi and qi subject to the following constraints:
fi j ≥ 0, 1≤ i≤ m,1≤ j ≤ n
n
∑
j=1
fi j ≤ wpi , 1≤ i≤ m
m
∑
i=1
fi j ≤ wq j , 1≤ i≤ m
m
∑
i=1
n
∑
j=1
fi j = min
(
m
∑
i=1
wpi ,
n
∑
j=1
wq j
)
(5.23)
5.4 Classification method by computation of posterior probability 95
EMD(P,Q) =
∑mi=1∑
n
j=1 di j fi j
∑mi=1∑
n
j=1 fi j
(5.24)
χ2 Statistics:
dχ2(H,K) =∑
i
(hi−mi)2
mi
(5.25)
mi =
hi+ ki
2
(5.26)
Histogram Intersection:
d∩(H,K) = 1− ∑i
min(hi,ki)
∑i ki
(5.27)
Kullback-Leibler Divergence:
dKL(H,K) =∑
i
hilog
hi
ki
(5.28)
Kolmogorov-Smirnov distance:
dKS(H,K) = maxi(|ĥi− k̂i|) (5.29)
where ĥi = ∑ j≤i h j is the cumulative histogram of hi, and similarity for ki.
According to [Csurka et al., 2004], on natural image classification the larger the code-
book size the better. However, Tomassi et al. [Tommasi et al., 2008] found that the size
of the codebook is not a significant aspect in a medical image classification task. In this
work different codebook sizes are evaluated (see Fig 5.6 of Section 5.6 ).
5.4 Classification method by computation of posterior probability
The proposed methods are compared with the method proposed in [Mendoza et al., 2009],
which it is based on [Serrano and Acha, 2009], applied to our database. In this Section,
a review of the technique proposed in [Serrano and Acha, 2009] is carried out. First, it is
important to note that in this method both the training set and the test set are composed
by individual patches. However, [Mendoza et al., 2009] considered a lesion divided by
overlapping patches, and the final classification of whole lesion was made by polling
process.
The method is based on the MAP-MRF framework [Dubes and Jain, 1989] that sug-
gested that the optimal pattern under a feature set f can be obtained by maximizing the
posterior probability. The following assumption is introduced to calculate this probabil-
ity: the features of the training patches F of each class, follows a multivariate Gaussian
distribution N(Mλ ,Σλ ) with mean vector Mλ and covariance matrix Σλ , corresponding
to the pattern λ belongs to. λ is an instance of a random variable Λ, taking values from a
finite set R= {1,2,3}. MRF features of the training patches belonging to each class form
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a Gaussian distribution as:
N(Mλ ,Σλ ) =
=
1√
(2pi)n|Σλ |
exp
(
−1
2
( f −Mλ )TΣ−1λ ( f −Mλ )
)
(5.30)
where n is the dimension of the feature vector (n= 18).
Therefore, in order to classify each sample of the test lesion with feature vector f into
the pattern it belongs to, the maximum a posteriori (MAP) criterion is applied together
with the assumption that the three possible global patterns (globular, homogeneous and
reticular) are equally probable, what results in the maximum likelihood (ML) criterion.
Then:
λˆ = argmaxλ∈ΛP(F = f |λ ) (5.31)
where f is the vector of MRF features for the patch to be classified. This ML problem
can then be solved by minimizing the following energy:
λˆ =minλ∈ΛE( f ,λ ) =
=minλ∈Λ{(( f −Mλ )TΣ−1λ ( f −Mλ )+ ln((2pi)n|Σλ |)} (5.32)
In [Mendoza et al., 2009], each patch of the lesion is classified in this way and the
whole lesion is assigned to the global pattern most voted.
5.5 Image Database
The image database used in this work is formed by 30 images of each type of pattern, a to-
tal of 90 images. As it has already been mentioned, globules are predominant in Globular
and Cobblestone pattern, however, for the second case, they are larger and more closely
aggregated than in Globular pattern, for what can be considered a special case of Glob-
ular pattern. 8 images of the 30 categorized as globular pattern, belong to Cobblestone
pattern.
All images were extracted from the Interactive Atlas of Dermoscopy, published by Edra
Medical Publishing New Media [Argenziano et al., 2000], which is a multimedia project
for medical education with images of pigmented skin lesions from different centres and
hospitals.
Considering that the global pattern is determined by the dermatoscopic feature predom-
inant in the lesion, its automated classification becomes hard due to the possible presence
of different patterns in the same lesion. An example can be seen in Fig. 5.3 (a), where
the lesion was classified as globular, however, the inferior part of the lesion is reticular.
Fig. 5.3 (b) shows a lesion whose classification was reticular, but also presents globules
and homogeneous areas.
Besides this intrinsic difficulty, the images from this Atlas of Dermoscopy present two
difficulties for their automatic classification: intra-class variability, lesions belonging to
the same global pattern with very different appearance, and inter-class similarity, lesions
5.6 Evaluation and results 97
(a) (b) (c)
Figure 5.3 Examples of images from the database. (a) Image classified as globular pat-
tern. (b) Image classified as reticular pattern. (c) Image classified as homo-
geneous pattern..
belonging to the different global pattern with certain similar appearance.
Moreover, the virtual Consensus Net Meeting on Dermoscopy (CNMD) [Argenziano
et al., 2003] was organized to investigate the interobserver and intraobserver reproducibil-
ity and validity of the various features and diagnostic algorithm. The reproducibility was
assessed according to the method of Fleiss et al. [Fleiss, 1981] to calculate the κ statistics.
Its interpretation is: a value of 1.0 indicates perfect agreement and values less than 0.4
are poor. 128 dermoscopic images of pigmented skin lesions were selected to include
in this study. The interobserver reproducibility was computed among 40 observers. To
test for intraobserver agreement, 20 lesions were randomly selected and included for re-
examination. The results presented for diagnostic of Global patterns were κ = 0.43 for
interobserver agreement and κ = 0.55 for intraobserver agreement. These results show
the difficulty in the diagnosis of global patterns.
In this work, the reference truth has taken according to the diagnosis presented in the
Interactive Atlas of Dermoscopy [Argenziano et al., 2000].
5.6 Evaluation and results
To evaluate the performance of the proposed methods a k-fold cross validation is used.
There are two goals in cross-validation [Refaeilzadeh et al., 2009]: To estimate perfor-
mance of the learned model from available data using one algorithm. In other words, to
gauge the generalization of an algorithm. And to compare the performance of different
algorithms and find out the best algorithm for the available data.
In k-fold cross-validation, the image database is randomly partitioned into k equal size
groups or splits. Of the k groups, a single groups is used as the validation data for testing
the model, and the remaining k-1 groups are used as training data. The cross-validation
process is then repeated k times (folds), with each of the k groups used exactly once as
the validation data. The k results from the folds then are averaged to produce a single
estimation. The advantage of this method is that all images are used for both training and
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Figure 5.4 Performance of the two methods proposed in Section 5.3.1 (GM1 and GM2)
when using different distance metrics between probability density functions:
Bhattacharyya distance (Batt.), earth movers distance (EMD) and Kullback
Leibler divergence(Kul.). y-axis shows the accuracy of the classification
methods. .
validation, and each image is used for validation exactly once.
However, due to the variability of our database, as mentioned in Section 5.5, the choice
of the k splits has a high influence in the results. A full cross-validation, i.e. performing
all-possible ways of partitioning, would give an accurate estimation, but it is computa-
tionally too expensive. Therefore, repeating k-fold cross-validation r-times using differ-
ent random splits for each run, provides a good Monte-Carlo estimate of the full cross-
validation [Kohavi, 1995]. In this work, we used a 20-times 3-fold cross-validation.
For all the methods, a comparative study of the proposed metrics was performed.
The performance of the three distance metrics proposed in the two methods based on
multivariate Gaussian model (GM1 when the training set are the individual patches and
GM2 when the training set are the entire lesions), is presented in Fig 5.4. It can be seen
that a different distance outperforms the rest for each method. For the first method, Bhat-
tacharyya is superior than the rest, however, in the second scenario EMD offers better
performance. Similarly, for the methods proposed in Section 5.3.2, the distance proposed
in [Sfikas et al., 2005] outperforms the rest in the first scenario whereas in the second case
EMD outperforms the rest of distances (see Fig. 5.5).
Regarding the Bag of Features approach (Section 5.3.3), Fig. 5.6 shows the perfor-
mance for the different histogram dissimilaritymeasures: earthmovers distance (EMD),χ2
statistic (χ2), histogram intersection (Hist.), Kolmogorov-Smirnov distance (Kol.) and
Kullback-Leibler divergence(Kul.). They have been evaluated with different number of
centroids or visual words. In view of the results in Fig. 5.6, it seems that the number of
visual words does not significantly influence the success rate. However, χ2 distance using
20 centroids per class (60 visual words in total) achieved the best result.
Table 5.1 shows the accuracy of the classification for all proposed methods. Only those
with the highest classification rate obtained in Fig. 5.4, Fig. 5.5 and Fig. 5.6 are presented.
In addition, the individual accuracy in the identification of each global pattern is shown.
In general, homogeneous pattern is identified with a success rate of over 90% in all cases,
decreasing this rate for globular and reticular pattern identification. It can be conclude
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Figure 5.5 Performance of the two methods proposed in Section 5.3.2 (GMM1 and
GMM2) when using different distance metrics between Gaussian mixture
models: Bhattacharyya-based (Batt.), earth movers distance (EMD), Kull-
back Leibler divergence(Kul.) and a distance proposed in [Sfikas et al., 2005]
(C2). y-axis shows the accuracy of the classification methods. .
Figure 5.6 Performance of the Bag of Features approach when different codebook
sizes are used. KNN on different histogram dissimilarity measures:
earth movers distance (EMD), χ2 statistic (χ2), histogram intersection
(Hist.), Kolmogorov-Smirnov distance (Kol.) and Kullback-Leibler diver-
gence(Kul.) y-axis shows the accuracy of the classification methods. .
that Gaussian mixture model-based methods outperform the rest in average.
The method proposed in [Mendoza et al., 2009] has been included in the evaluation
(see Table 5.1). The results show that the proposal has significantly better performance.
A further evaluation was performed. Once three global patterns were correctly classi-
fied, we include the multicomponent pattern in the study, which is characterized by the
presence of three or more patterns. 30 images of melanomas with multicomponent pat-
tern were chosen randomly from the Interactive Atlas of Dermoscopy [Argenziano et al.,
2000]. Examples of melanoma are shown in Fig. 5.7. The evaluation has been performed
using the method based on Gaussian mixture. As the multicomponent pattern is a combi-
nation of various patterns the extraction of patches here is not convenient since a sample
of the lesion cannot contain the different textures from all dermoscopic features that the
lesion presents. Therefore, we only applied the GMM2 method assuming that training
set is constituted by lesions. Table 5.2 presents the results. Although the success rate in
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Table 5.1 Results of classification for the proposed methods compared with the method
proposed in [Mendoza et al., 2009]. Bold text indicate the better success rates
obtained. .
Method Globular Homogeneous Reticular Average
GM1 (Batt.) 70.50 % 90.67% 61.33% 74.16%
GM2 (EMD) 62.50% 99.66% 68.67% 76.94%
GMM1 (C2) 62.00% 98.00% 75.33 % 78.44%
GMM2 (EMD) 66.50% 99.67% 69.00% 78.38%
BoF (χ2) 66.50% 97.67% 60.00% 74.72%
E [Mendoza et al., 2009] 52.83% 74.83% 53.83% 60.50%
(a) (b) (c)
Figure 5.7 Examples of melanomas images with multicomponent pattern..
Table 5.2 Results of classification for the GMM2methods when lesions with multicom-
ponent pattern are included in the study. .
Method Glob. Homog. Retic. Multic. Average
GMM2 (EMD) 64.33% 95.83% 67.00% 64.5% 72.91%
average has decreases in 5.4% a good classification is still reached. What demonstrates
the good performance of modelling.
5.7 Summary and conclusions
In this chapter classification methods of global dermoscopic patterns have been proposed.
The aim is to classify each lesion with a global pattern. This unique-label classification
is motivated by the fact that a lesion is characterized by a global pattern and by one or
more local patterns. The majority of the classification approaches in the literature are
based on a feature extraction step followed by a classifier whose inputs are the features
extracted. On the contrary, we propose techniques based on modelling in different senses.
First, an image is modelled by a Markov random field on the L∗a∗b∗ colour space. The
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estimated parameters of this model are treated as features. And then, these features within
a lesion are supposed to follow three different models. In the first one, it is supposed that
a lesion follows a multivariate Gaussian distribution. The idea is to measure distances
between Gaussian models (GM) and the to apply a KNN algorithm. The second approach
proposed remains the same idea but supposing Gaussian mixture models (GMMs). As
in the previous case different distance metrics between GMMs are analysed. The third
model-based classification technique is a Bag of Features approach, where a image is
modelled by a frequencies histogram of visual words. In this case, different distances
between histograms have been studied.
For the evaluation a database from the Interactive Atlas of Dermoscopy [Argenziano
et al., 2000]. A comparative study between the classification success rates obtained by all
methods is presented. In view the results, it can be concluded that the methods based on
the assumption that MRF features, which characterize a lesion and consequently a global
pattern, follow a Gaussian Mixture model outperform the rest, obtaining a 78,44% on
average when three global patterns (reticular, globular/cobblestone, homogeneous) are
classified. A further evaluation was performed. 30 images of melanomas with multi-
component pattern were included achieving for this case a 72,91%. This result shows the
potential of this system for early melanoma diagnosis.
Moreover, the proposed model-based methods have been compared with the method
of a previous work proposed by Serrano and Acha [Serrano and Acha, 2009], in which
individual patches were classified into five global patterns, and later applied to whole
lesion by Mendoza et al. [Mendoza et al., 2009]. The results evidence the superiority of
the methods here proposed.
5.8 Discussion
The first novelty presented in this chapter is that features within a lesion are modelled. In
other words, a multidimensional histogram is formed with the features within a lesion and
this histogram is modelled with a particular density model. Then, classification is perform
via comparison of histogram or density models, with specific dissimilarity functions.
Serrano et al. [Serrano and Acha, 2009] used MRF features in L∗a∗b∗ to model global
patterns in patches. But then they modelled as a Gaussian distribution of MRF features
within a class in a database. Differently, in this work, for the first time, the distribution of
MRF features within a lesion is analysed.
The second novelty consist in applying the concept of bag of visual words to MRF
features of pigmented lesions. It is a very convenient approach to analyse very sparse
histogram in a n-dimensional space. Previously, in [Sadeghi et al., 2012a] the concept
of textons to the problem of global pattern classification was applied. Nevertheless, dif-
ferently from our approach, they applied the textons concept to pixels within a patch and
they used as features the output of filter banks. In our proposal bag of features approach
is applied to MRF features of the different patches within a lesion.
Finally, it should be outlined that no previous attempts of global pattern model-based
classification of full lesions into global patterns can be found in the literature.
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6 Summary and conclusions
¿Tomas algo para ser feliz? Sí, decisiones
Autor desconocido
This thesis presents different techniques within the image processing framework to
solve two biomedical computing challenges: neuromuscular diseases classification from
fluorescece miscroscopic images of muscle biopsies and pattern classification for pig-
mented lesions in dermoscopic images.
The first part of this thesis addresses the neuromuscular diseases classification prob-
lem. A system for diagnostic support of muscular dystrophies and neurogenic atrophies
is presented thoroughly in Chapter 2. The main conclusions of this work are summarized
in the following points.
The system proposed includes the main steps constituting a computer-aided diag-
nosis system: segmentation, feature extraction, feature selection and classification.
Simple techniques used in each step have achieved a successful solution to the prob-
lem raised obtaining a high success rate in the classification.
The segmentation algorithm proposed uses mathematical morphology and a wa-
tershed transformation. A Dice index of 0.967 and a Jaccard index of 0.934, in
average, are achieved.
The main novelty of the system lies in the feature extraction step. Not only features
related to the characteristics that the pathologist takes into account for diagnosis
but features with inherent properties that escape to the evaluation of the pathologist
are extracted. In this sense, an extraction of structural information based on the
representation of a biopsy as a graph, where the nodes are represented by each
fibre and two nodes are connected if two fibres are adjacent, has been proposed.
Specially important is the study of the effectiveness of the two set of features pro-
posed. It is concluded that the best set of features to distinguish between controls
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and muscular dystrophies is that derived from the features that the physicians take
into account in their diagnosis. This fact is justified by clear differences between
the biopsies belonging to these two groups. However, the addition of new features
undetectable by the human visual inspection improves the identification of biop-
sies with atrophic pattern. This is due to the fact that biopsies affected by atrophy
present similar characteristics to control biopsies. This finding represents a break-
through in the early diagnosis of muscular atrophies.
A severity grading study has been performed for biopsies of distrophic pattern by
applying a principal component analysis. The Pearson correlation is used to study
if there is a relationship between the location in the PCA graph and the affection
degree of a biopsy. The high value (0.875) obtained indicate that PCA can be con-
sidered as a way to analyse the affectation degree.
In future works the study will be extended to other neuromuscular diseases. The final
aim is the development of a user interface with the purpose that any neurologist, pathol-
ogist or researcher can analyse their own images using our method. This would provide
a useful service to the biomedical community both for diagnosis and research activities.
The second part of this thesis deals with pattern analysis in pigmented lesions from
dermoscopic images in an attempt to diagnose the malignity of these lesions.
The first step was to develop a segmentation algorithm (Chapter 3) to isolate the
lesion from the background skin as a necessary step before classification. The main
challenge was to achieve an algorithm to be correlated with human colour percep-
tion. The segmentation method proposed is based on a perceptually adapted gra-
dient integrated in a level-set framework for edge detection in colour images. Dif-
ferent gradients based on three colour differences (CIELAB, CIE94, CIEDE2000)
were tested. CIE94 based edge detector proved to have the highest correlation with
what the human eye can perceive. Its application in pigmented lesion segmenta-
tion resulted to be successful despite the great variety of lesion shapes, sizes, and
colours along with different skin types and textures. The main advantages in the
segmentation method proposed are the application of the procedure without requir-
ing a preprocessing to remove artefacts, the inclusion of colour information and
its automatic nature. The last aspect becomes crucial if the final objective is the
development of a CAD system.
Thereafter, this thesis tries to emulate pattern analysis, the technique of diagnosis
of pigmented skin lesions considered superior to other algorithms. Pattern analysis
seeks to identify specific patterns, which may be global and local. An extensive
review of algorithmic methods found in literature that automatically detect these
patterns in dermoscopic images of pigmented lesions is presented in Chapter 4. It
is concluded that numerous works have focused on the extraction of local patterns,
however, when dealing with the detection and/or classification of global patterns,
only a few methods have been published in the literature.
Considering the previous conclusion, novel global pattern classification methods
are proposed in Chapter 5. These methods are based on modelling techniques. First
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a dermoscopic image ismodelled byMarkov randomfields applied to L∗a∗b∗ colour
space and the estimated parameters of this model are treated as features. In turn,
the distribution of these features are supposed that follow different models along a
lesion: a Gaussian model, a Gaussian mixture model and a bag-of-features model.
The aim is to identify four global patterns: reticular, globular, cobblestone and
homogeneous, whose diagnostic significance varies. The reticular pattern is found
in benign acquired melanocytic nevi in general and in thin melanomas in particular,
as well as in dermatofibroma. The globular and the cobblestone pattern can be
found in Clark nevi, Unna nevi and seborrheic keratosis. The homogeneous pattern
represents the dermoscopic hallmark of blue nevus, although it may also be present
in Clark nevi, dermal nevi, metastatic melanomas and basal cell carcinomas. It
is concluded that the best classification success rate is achieved by the Gaussian
mixture model-based method with a 78.44% success rate in average. A further
evaluation includes the categorization of multicomponent pattern, the pattern most
usual in melanoma. Their promising results (72.91% of success rate) show the
potential of this system for early melanoma diagnosis.
The next step towards the development of a computer-aided diagnosis system for pig-
mented lesions is local pattern detection, what will permit a more detailed assessment of
pigmented skin lesions.
In general, this thesis presents a wide range of image processing techniques to meet
different biomedical challenges. Both simple techniques that together allow the develop-
ment of a complex system to achieve a successful solution to a given problem, and novel
techniques that open the way to future research lines.

CHAPTER 7
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7 Conclusiones
¿Tomas algo para ser feliz? Sí, decisiones
Autor desconocido
Esta tesis presenta diferentes técnicas de procesamiento de imagen para aplicaciones
biomédicas. En concreto, una clasificación de enfermedades neuromusculares a partir de
imágenes de microscopía de fluorescencia de biopsias musculares y una clasificación de
patrones en lesiones pigmentadas en imágenes demoscópicas.
La primera parte de esta tesis aborda el problema de clasificación de enfermedades
neuromusculares. En el capítulo 2 se presenta un sistema para apoyo al diagnóstico de
distrofias musculares y atrofias neurógenas. Las principales conclusiones de este trabajo
se resumen en los siguientes puntos.
El sistema propuesto incluye los principales pasos constituyentes de un sistema de
diagnóstico asistido por ordenador: segmentación, extracción de características,
selección de características y clasificación. El uso de técnicas simples en cada uno
de los pasos propuestos ha permitido alcanzar una solución exitosa al problema
planteado.
El algoritmo de segmentación propuesto usa morfología matemática y una trans-
formada watershed. Se consigue un valor medio del índice de Dice de 0.967 y de
0.934 para el índice de Jaccard.
La principal novedad del sistema reside en el paso de selección de características.
Se extraen no solo aquellas que el patólogo tiene en cuenta para diagnosticar sino
características con propiedades que se escapan de la evaluación del patólogo. En
este sentido, se propone una extracción de información estructural de la biopsia
basada en la representación de su estructura como un grafo, en el que los nodos
representan las fibras musculares y dos nodos están conectados si dos fibras son
adyacentes.
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Especialmente importante es el estudio de la efectividad de los dos conjuntos de car-
acterísticas propuestos. Se concluye que el conjunto más discriminatorio entre con-
troles (sin enfermedad) y distrofias musculares es aquel que deriva de los descrip-
tores que los especialistas tienen en cuentan para tomar su diagnóstico. Este hecho
se justifica por las claras diferencias existentes entre las biopsias pertenecientes a
estos dos grupos. Sin embargo, la adicción de nuevas características no detectables
por inspección visual mejoran la identificación de las biopsias con un patrón atró-
fico. Esto se debe a que este tipo de biopsias presenta características similares a las
biopsias control. Este hallazgo representa un gran avance en el diagnóstico precoz
de las atrofias neurógenas.
Se ha llevado a cabo también un estudio de la severidad de las biopsias con patrón
distrófico mediante la aplicación de un análisis de componente principales (PCA).
Se ha empleado un coeficiente de correlación de Pearson para estudiar si existe
alguna relación entre la localización de las biopsias en el gráfico PCA y el grado de
afectación que presenta la biopsia. El alto valor obtenido (0.875) indica que PCA
puede considerarse una manera de análisis del grado de afectación.
En trabajos futuros el sistema se extenderá a otras enfermedades neuromusculares. El
objetivo final es el desarrollo de una interfaz de usuario en la que cualquier neurólogo,
patólogo o investigador puede analizar sus propias imágenes con nuestro método. Esto
proporcionaría una servicio útil a la comunidad biomédica tanto para el diagnóstico como
para la investigación.
La segunda parte de esta tesis trata del análisis de patrones en lesiones pigmentadas
a partir de imágenes demoscópicas en un intento de diagnosticar la malignidad de estas
lesiones.
El primer paso fue el desarrollo de un algoritmo de segmentación (Capítulo 3) para
aislar la lesión de la piel circundante como paso previo a la clasificación. El princi-
pal reto fue conseguir un algoritmo con alta correlación con la percepción humana
del color. El método de segmentación propuesto se basa en un gradiente percep-
tualmente adaptado integrado en una técnica de level set para detección de bordes
en imágenes en color. Se analizaron diferentes gradientes basados en tres difer-
encias de color (CIELAB, CIE94,CIEDE2000). El detector de bordes basado en
CIE94 obtuvo la correlación más alta con lo que el ojo humano puede percibir. Su
aplicación para segmentación de lesiones pigmentadas resultó exitosa a pesar de la
gran variedad en forma, tamaño, textura y tipos de piel que las lesiones presentan.
Las principales ventajas del método de segmentación propuesto son la aplicación
del procedimiento sin la necesidad de un preprocesamiento para eliminar artefac-
tos, la inclusión de información de color y su naturaleza automática. Éste último
aspecto se convierte en crucial si el objetivo final es el desarrollo de un sistema de
diagnóstico asistido por ordenador.
A partir de entonces, la tesis intenta emular el método de análisis de patrones, la
técnica de diagnóstico de lesiones pigmentadas de la piel más empleada por los
especialistas. Este método identifica patrones específicos, los cuales pueden ser
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locales y globales. En el Capítulo 4 se presenta una extensa revisión de los méto-
dos algorítmicos publicados en la literatura que detectan automáticamente estos
patrones. Se concluye que existen numerosos trabajos que se centran en la extrac-
ción de patrones locales, sin embargo, solo unos pocos abordan el problema de la
clasificación de patrones globales.
Considerando la conclusión previa, en el Capítulo 5 se proponen métodos de clasi-
ficación de patrones globales en lesiones pigmentas. Estos métodos se basan en
el análisis de textura mediante técnicas de modelado. Primero una imagen de-
moscópica se modela mediante campos aleatorios de Markov, los parámetros es-
timados de este modelo se consideran características. Después, se supone que la
distribución de estas características a lo largo de una lesión sigue diferentes mod-
elos: un modelo gaussiano, un modelo de mezcla de gaussianas y un modelo de
bolsa de características. El objetivo es identificar tres patrones: reticular, globu-
lar y empedrado (considerado un solo patrón) y homogéneo. El patrón reticular se
encuentra en nevos melanocíticos benignos en general y en melanoma delgado en
particular, así como en dermatofibroma. El patrón globular y el patrón empedrado
se encuentran en el nevo de Clark, nevo de Unna y en queratosis seborreica. El pa-
trón homogéneo representa el sello dermatoscópico del nevo azul, aunque también
puede estar presente en nevos de Clark, nevos dérmicos, melanomas metastáticos y
carcinomas de células basales. Se llegó a la conclusión de que el método basado en
modelo de mezcla de gaussianas consigue la mejor tasa de éxito de clasificación,
con un valor en promedio de un 78,44%. Además se incluye una evaluación adi-
cional en la que se clasifica melanomas con patrón multicomponente. Sus resulta-
dos prometedores (72,91 % de tasa de éxito) muestran el potencial de este sistema
para el diagnóstico precoz del melanoma.
El siguiente paso hacia el desarrollo de un sistema de diagnóstico asistido por orde-
nador para lesiones pigmentadas es la detección de patrones locales, lo que permitirá una
evaluación más detallada de dichas lesiones.
En general, esta tesis presenta una amplia gama de técnicas de procesamiento de imá-
genes para satisfacer diferentes retos biomédicos. Se presenta tanto técnicas simples que
en conjunto permiten el desarrollo de un sistema complejo para alcanzar una solución sat-
isfactoria a un problema dado, como nuevas técnicas que abren camino a futuras líneas
de investigación.
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