In the present paper we de…ne a q-analogue of the modi…ed Bernstein-Kantorovich operators introduced by Özarslan and Duman (Numer. Funct. Anal. Optim. 37:92-105,2016). We establish the shape preserving properties of these operators e.g. monotonicity and convexity and study the rate of convergence by means of Lipschitz class and Peetre's K-functional and degree of approximation with the aid of a smoothing process e.g Steklov mean. Further, we introduce the bivariate case of modi…ed q-Bernstein-Kantorovich operators and study the degree of approximation in terms of the partial and total modulus of continuity and Peetre's K-functional. Finally, we introduce the associated GBS (Generalized Boolean Sum) operators and investigate the approximation of the Bögel continuous and Bögel di¤erentiable functions by using the mixed modulus of smoothness and Lipschitz class.
Introduction
Let : I ! R be an integrable function, I being [0,1] and p n;k (x) denote the usual Bernstein function given by p n;k (x) = n k x k (1 x) n k ; 0 x 1; k = 0; 1; 2; :::n:
Then the classical Bernstein-Kantorovich operator is de…ned by K n ( ; x) = (n + 1) n X k=0 p n;k (x) Z k+1 n+1 k n+1 (s)ds:
The above operator may also be expressed as follows: For > 0, replacing s in the above equation with s , the positivity and linearity of K n is preserved and it generates a new sequence of positive linear operators, so called modi…ed Bernstein-Kantorovich operators de…ned by Özarslan and Duman [24] as follows:
K n ( ; x) = n X k=0 p n;k (x)
It is observed that when = 1, the above operator includes the classical Bernstein-Kantorovich operators (1.1). Kajla and Goyal [19] studied modi…ed Bernstein-Kantorovich operators for functions of one and two variables and established some approximation properties. For more signi…cant contribution on Kantorovich type modi…cation of positive linear operators, we refer to the papers ( [1] , [3] , [2] , [6] , [16] , [18] , [27] ). In the last decade, several researchers have studied the q-analogues of positive linear operators and established many interesting approximation properties. In 1987, …rst the classical Bernstein operators based on q-integers were de-…ned by Lupas [20] . After a decade, Phillips [25] introduced another q-analogue of Bernstein polynomials which became more popular. Inspired by them, researchers introduced similar q-analogues of several positive linear operators and established many interesting approximation properties. For a detailed account of the work in this direction we refer the reader to the references [4, 7] . Before introducing our operators, for the sake of completeness we mention some basic de…nitions of q-calculus. For q > 0, and each nonnegative integer k, the q-integer [k] and the q-factorial [k]! are, respectively, given by For the integers n; k satisfying n k 0. The q-binomial coe¢ cients are de…ned by
The q-analogue of integration, introduced by Thomae [28] in the interval [0,a] is de…ned by Z a 0 (t)d q t := (1 q) 1 X n=1 (aq n ); 0 < q < 1:
For any x 2 [0; 1); 0 < q < 1, we adopt the convention [x] q = 1 q x 1 q (see [21] ).
For each positive integer n; 0 < q < 1 and 2 C(I), endowed with the uniform norm k k = sup t2I j (t)j, Phillips [25] proposed the following q-Bernstein polynomials,
[k] q [n] q p n;k (q; x):
Following the above de…nition, for 2 C(I) endowed with the uniform norm k:k, we de…ne the q-analogue of the operators (1.2) as follows:
The aim of the present paper is to establish the shape preserving properties and obtain the degree of approximation for the operators (1.4) by means of the Lipschitz class and the Peetre's K-functional. Next, we de…ne the bivariate case for the operators (1.4) and investigate the rate of convergence with the aid of the modulus of continuity and the Peetre's K-functional. Lastly, we study the GBS operators of the modi…ed q-Bernstein-Kantorovich type and study the approximation of Bögel continuous and Bögel di¤erentiable functions.
Preliminaries
In order to prove the main results of the paper, we shall require the following auxiliary results. Lemma 1. The moments of the operators (1.4), are given by i) K n;q (1; x) = 1;
ii) K n;q (t; x) =
[n]qx
Proof. Using the de…nition of q-analogue of integration given by (1.3), the proof of the lemma is straight forward hence we omit the details.
As a consequence of the above lemma, we have Lemma 2. The central moments of the operators (1:4), for j x (t) = (t x) j , where j=0,1,..4 are given by
Remark 1. For every n 2 N; > 0 and x 2 I, we have
In what follows, let (q n ) be a sequence in (0; 1) such that lim n!1 q n = 1 and lim n!1 q n n = c; 0 c < 1:
Remark 2. From Lemma 2, after simple calculations, one has i) lim n!1 [n] qn K n;qn ( 1
Lemma 3. For 2 C(I) and x 2 I, we have kK n;qn ( ; :)k k k :
Proof. Using Lemma 1, for every x 2 I we have,
from which the desired result is immediate.
Lemma 4. For n 2 N; > 0 and x 2 I, we have
Proof. From relation (2.1) it follows
3. Shape preserving properties of the operators K n;q
In this section are studied monotonicity and convexity of the q-Bernstein-Kantorovich operators. Recently, properties regarding monotonicity of certain Bernstein-type operators in quantum calculus were proved in [23] . De…nition 2. For any arbitrary function , the q-derivative is de…ned by The q-derivative of Kantorovich operator (1.4) can be written as follows:
(3.1) Theorem 1. i) If is increasing (decreasing) function on I, then the operator K n;qn is q-increasing (q-decreasing). ii) If is convex function on I, then the operator K n;qn is q-convex.
Proof. i) Since the function is increasing, using relation (3.1) it follows that K n;qn is q-increasing. Therefore, D 2 qn K n;qn ( ; x) 0, and the proof is complete.
Direct Estimates
First we prove the uniform convergence theorem for the operators (1:4).
Theorem 2. Let 2 C(I). Then lim n!1 K n;qn ( ; x) = (x), uniformly in I.
Proof. From Lemma 1, it follows that K n;qn (e i ; x) ! e i (x); as n ! 1 uniformly in I, for i = 0; 1; 2. Hence applying Bohman-Korovkin Theorem [15] , we obtain the required result.
Example 1. Let f (x) = 14x 3 20x 2 + 8x 1, = 0:8, q n = 1 1 n and n 2 f20; 40; 60g. Denote E n;qn (f ; x) = K n;qn (f ; x) f (x) , the error function of approximation by K n;qn operators. The convergence of the operators K n;qn to the function f is illustrated in Figure 1 . The error of approximation E n;qn is given in Figure 2 . Also, in Table 1 we computed the error of approximation for K 20;qn , K 40;qn and K 60;qn at certain points. From Figure 1 , it is clear that as n increases, the approximation of K n;qn ( ; x) to becomes better. Further from Figure 2 and Table 1 , it follows that the error of approximation decreases as n increases. Next, we establish a Voronovskaja type asymptotic result for the operators K n;qn : Let C r (I) denote the space of r-times continuously di¤erentiable functions on I:
uniformly in x 2 I.
Proof. By the Taylor's expansion of , we have
where lies between s and x. Operating by K n;qn to the equation (4.1), we obtain K n;qn ( ; x) (x) = K n;qn ((s x); x) 0 (x) + K n;qn (s x) 2 ; x 1 2 00 (x)
Using the well known properties of modulus of continuity, we have j 00 ( ) 00 (x)j ! 00 ; j xj 1 + js xj ! 00 ; ; > 0: Therefore, jK n;qn (s x) 2 00 ( ) 00 (x) ; x j K n;qn (s x) 2 j 00 ( ) 00 (x)j; x !( 00 ; )K n;qn ((s x) 2 + 1 js xj 3 ); x :
Using Cauchy-Schwarz inequality, properties (ii) and (iii) of Remark 2 and choosing
uniformly in x 2 I. Hence,
[n] qn jK n;qn (s x) 2 00 ( ) 00 (x) ; x j = ! 00 ; [n] [n] qn K n;qn (s x) 2 00 ( ) 00 (x) ; x = 0;
uniformly in x 2 I. Thus, from equation (4.2) and Remark 2, we get
uniformly in x 2 I. This completes the proof.
Global Approximation Theorems
First we obtain a global approximation theorem for the operators (1.4) in terms of the second order modulus of continuity by using a smoothing process, e.g. Steklov mean. For 2 C(I), the Steklov mean is de…ned as
It is known that for the function h (x), there hold the following properties: Proof. Using the Steklov mean h (x) given by (5.1), we may write
2) Hence using Lemma 3 and property (a) of Steklov mean, we have
Since 00 h 2 C(I), by Taylor's expansion we have
where lies between s and x. Then, applying Cauchy-Schwarz inequality
Now, applying property (b) of Steklov mean, we obtain 
Applying the operator K n;qn on both sides of the above relation, we get
Using the well known property of modulus of continuity
Therefore,
Using Cauchy-Schwarz inequality, we have
n;qn (x), the required result is obtained.
Theorem 6. For all 2 C(I) and n 2 N , there exists a constant C > 0 such that
Proof. For x 2 I; consider the auxiliary operators de…ned by
It is clear that the operator K n;qn ( ; x) is linear, in view of Lemma 1, K n;qn (1; x) = 1 and
For every g 2 W 2 (I) = fg 2 C(I) : g 00 2 C(I)g and s 2 I, from the Taylor's theorem we have
Operating by K n;qn (:; x) on the above equation and using (5.5), we have
kg 00 n;qn ; 8x 2 I:
For all 2 C(I); in view of Lemma 3 and (5.5), we get
Now, for 2 C(I) and any g 2 W 2 (I), using (5.6) and (5.7)
Now, taking the in…mum on the right hand side over all g 2 W 2 (I),
where K 2 (f; ) := inf kf gk + kg 00 k : g 2 W 2 (I) :
Finally, using the relation between K-functional and second order modulus of smoothness [14] , we get be the space of Lipschitz continuous functions. In the following result we establish the degree of approximation by the operators K n;qn for the functions in Lip M (r). Proof. By the de…nition of Lipschitz function of order r, we have jK n;qn ( ; x) (x)j K n;qn (j (s) (x)j; x) n X k=0 p n;k (q n ; x)
Applying Hölder's inequality and Lemma 1, we get
from which the required result is straight forward.
Construction of the bivariate operators
Now we proceed to study the approximation of continuous functions of two variables by the bivariate extension of the operators K n;qn . For I 2 = I I, let C(I 2 ) be the space of all real valued continuous functions on I 2 , endowed with the norm given by k k C(I 2 ) = sup (t;s)2I 2 j (t; s)j. For 2 C(I 2 ), the bivariate extension of the operator (1.4) is de…ned as K 1; 2 n1;n2 ( ; q n1 ; q n2 ; x; y) = n1 X k1=0 n2 X k2=0 p 1 ; 2 n1;n2;k1;k2 (q n1 ; q n2 ; x; y)
where p 1; 2 n1;n2;k1;k2 (q n1 ; q n2 ; x; y) = n 1 k 1 qn 1 x k1 (1 x) n1 k1 qn 1 : n 2 k 2 qn 2 y k2 (1 y) n2 k2 qn 2 ; x; y 2 I: 
Proof. This lemma follows easily by using Lemma 1 and the de…nition of bivariate Bernstein-Kantorovich operators, therefore the details are omitted.
Approximation properties of bivariate operators
In this section, we establish the degree of approximation of the operators given by (6.1) in the space of continuous functions on compact set I 2 := I I: For 2 C(I 2 ); endowed with sup norm jj jj C(I 2 ) = sup (t;s)2I 2 j (t; s)j the total modulus of continuity for the bivariate case is de…ned as follows:
. The partial moduli of continuity with respect to x and y is given by uniformly in J 1 J 2 , then the sequence L m;n (g) converges to g uniformly on J 1 J 2 for any g 2 C(J 1 J 2 Denote E 1 ; 2 n1;n2 (f ; x; y) = K 1; 2 n1;n2 (f ; q n1 ; q n2 ; x; y) f (x; y) , the error function of approximation byK 1; 2 n1;n2 operators. The error of approximation E 1; 2 n1;n2 is given in Figure 3 . It is observed that the operatorsK 1; 2 n1;n2 (f ) converge towards the function f by increasing the values of n i , i = 1; 2. n1;n2 (red for n 1 = n 2 = 10, blue for n 1 = n 2 = 40) Theorem 9. For 2 C(I 2 ), there holds the following inequality kK 1; 2 n1;n2 ( ; q n1 ; q n2 ; :; :) k C(I 2 ) 2 ! 1 ( ; sup ;
which yields the desired result. Now, we establish the degree of approximation for the bivariate operators (6.1) with the aid of Lipschitz class. For 0 < 1 1 and 0 < 2 1 and 2 C(I 2 ) we de…ne the Lipschitz class Lip M ( 1 ; 2 ) for the bivariate case as follows: Applying the Hölder's inequality with (p 1 ; q 1 ) = 2 1 ; 2 2 1 and (p 2 ; q 2 ) = 2 2 ; 2 2 2 ; we have This completes the proof.
Let C 1 (I 2 ) be the space of continuous functions in I 2 whose …rst order partial derivatives are continuous in I 2 . In the next theorem, we obtain the degree of approximation by the operators de…ned in (6.1), for the functions in C 1 (I 2 ). Theorem 11. Let 2 C 1 (I 2 ).Then, we have
n2;qn 2 (y) Let C 2 I 2 = f 2 C I 2 : (i;j) 2 C I 2 ; 1 i; j 2g, where (i;j) is the (i; j) th order partial derivative with respect to x; y of , endowed with the norm
j (x; y)j; j 0 x (x; y)j; j 0 y (x; y)j; j 00 xx (x; y)j; j 00 xy (x; y)j; j 00 yy (x; y)j :
Now, we proceed to determine the order of approximation of the sequenceK 1 ; 2 n1;n2 ( ; :; :) to the function 2 C I 2 in terms of the Peetre's K-functional given by
It is known [13] that the inequality
holds for all > 0, where the constant M 1 is independent of , and
jhj ; jkj is the second order modulus of continuity for the bivariate case. and M > 0 is a constant.
Proof. We de…ne the following auxiliary operator b K 1; 2 n1;n2 ( ; q n1 ; q n2 ; x; y) =K 1; 2 n1;n2 ( ; q n1 ; q n2 ; x; y) + (x; y)
;n2 (e 10 ; q n1 ; q n2 ; x; y) = x , b K 1; 2 n1;n2 (e 01 ; q n1 ; q n2 ; x; y) = y, we get b K 1 ; 2 n1;n2 ((t x); q n1 ; q n2 ; x; y) = 0; b K 1; 2 n1;n2 ((s y); q n1 ; q n2 ; x; y) = 0:
Let g 2 C 2 I 2 and (t; s) 2 I 2 . Then by Taylor's formula g(t; s) g(x; y) = g(t; y) g(x; y) + g(t; s) g(t; y)
Applying the operator b K 1; 2 n1;n2 (:; q n1 ; q n2 ; x; y) on both sides of the above relation and using (7.3), we obtain b K 1 ; 2 n1;n2 (g; q n1 ; q n2 ; x; y) g(x; y)
Z t x (t u) @ 2 g(u; y) @u 2 du; q n1 ; q n2 ; x; y = F 1; 2 n1;n2;qn 1 ;qn 2 (x; y)kgk C 2 (I 2 ) :
Also, from equation (7.3), we have j b K 1; 2 n1;n2 ( ; q n1 ; q n2 ; x; y)j jK 1 ; 2 n1;n2 ( ; q n1 ; q n2 ; x; y)j + j (x; y)j
Hence for all 2 C(I 2 ) and g 2 C 2 (I 2 ), using (7.4) and (7.5) we get jK 1; 2 n1;n2 ( ; q n1 ; q n2 ; x; y) (x; y)j b K 1; 2 n1;n2 ( ; q n1 ; q n2 ; x; y) (x; y)
n1;n2 (( g); q n1 ; q n2 ;x; y)j+j b K 1; 2 n1;n2 (g;q n1 ; q n2 ;x; y) g(x; y)j+jg(x; y) (x; y)j
gk C(I 2 ) + j b K n1;n2 (g; q n1 ; q n2 ; x; y) g(x; y)j
gk C(I 2 ) + F 1; 2 n1;n2;qn 1 ;qn 2 (x; y)kgk C 2 (I 2 ) + !( ; j 1;1 n1;qn 1 (x)j; j 2;1 n2;qn 2 (y)j);
Taking the in…mum on the right-hand side over all g 2 C 2 (I 2 ) and using inequality ( This completes the proof.
Construction of GBS operators of q-Bernstein-Kantorovich type
The continuity and the di¤erentiability of a function in Bögel space were …rst discussed by Bögel in [10] and [12] . After that, several researchers have studied B-continuity and B-di¤erentiability to obtain some approximation results of GBS of bivariate positive linear operators. For related papers we refer the reader to [17, 5, 9] and the references therein.
First of all we study some basic de…nitions and notations: A real-valued function over the rectangle I 2 is said to be B-continuous if for every (t; s) 2 I 2 there holds lim where the supremum is taken over all (t; s) 2 I 2 ; (h 1 ; h 2 ) 2 R + 0 R + 0 ; in such a way that (x + h 1 ; y + h 2 ) 2 I 2 , 0 < jh 1 j 1 ; 0 < jh 2 j 2 . The mixed modulus of continuity including the upper bounds and the total modulus of continuity were …rst discussed by Marchaud [22] .
A real valued function de…ned over the rectangle I 2 is said to be uniformly B-continuous function if and only if In this section, we introduce the GBS case for the operators de…ned in (6.1). For every 2 C b (I 2 ); the GBS operator associated with the operatorK 1; 2 n1;n2 is de…ned as follows:
n1;n2 ( ; q n1 ; q n2 ; x; y) =K 1; 2 n1;n2 ( (x; s)+ (t; y) (t; s); q n1 ; q n2 ; x; y): (8.1)
is a linear operator Also,Ũ 1 ; 2 n1;n2 ( ; q n1 ; q n2 ; x; y) =K 1 ; 2 n1;n2 (x; y) (t;s) (x; y); q n1 ; q n2 ; x; y :
Example 3. Let f (x; y) = y 2 2 p 3(3xy 2 +x 2 +y 2 2x y+1) 6xy, n i = 10, i = 2, q i = 1 1 n i ; i = 1; 2. In Figure 4 we compareK 1 ; 2 n1;n2 and its GBS type operator. We note thatŨ 1; 2 n1;n2 gives a better approximation than the operatorK 1; 2 n1;n2 . Let us denote E 1 ; 2 n1;n2 (f ; x; y) = K 1; 2 n1;n2 (f ; q 1 ; q 2 ; x; y) f (x; y) andẼ 1; 2 n1;n2 (f ; x; y) = Ũ 1; 2 n1;n2 (f ; q 1 ; q 2 ; x; y) f (x; y) , the error functions of approximation byK 1 ; 2 n1;n2 andŨ 1 ; 2 n1;n2 . In Figure 5 we compare the error of approximation for these two operators. Also, in Table 2 we compute the error of approximation forK 1; 2 n1;n2 and U 1 ; 2 n1;n2 at certain points. n1;n2 (:; q n1 ; q n2 ; x; y) be the GBS-operators associated withK 1 ; 2 n1;n2 and the following conditions are satis…ed: (1)Ũ 1; 2 n1;n2 (e 00 ; q n1 ; q n2 ; x; y) = 1; (2)Ũ 1; 2 n1;n2 (e 10 ; q n1 ; q n2 ; x; y) = x + u m;n (x; y); (3)Ũ 1; 2 n1;n2 (e 01 ; q n1 ; q n2 ; x; y) = y + v m;n (x; y); (4)Ũ 1; 2 n1;n2 (e 20 + e 02 ; q n1 ; q n2 ; x; y) = x 2 + y 2 + w m;n (x; y); for all (x; y) 2 I 2 : If all the sequences u n1;n2 (x; y), v n1;n2 (x; y) and w n1;n2 (x; y) converge to zero as n i ! 1; i = 1; 2 uniformly in I 2 , then the sequence fŨ 1; 2 n1;n2 ( ; q n1 ; q n2 ; x; y)g converges to , as n i ! 1; i = 1; 2 uniformly in I 2 for all 2 C b (I 2 ).
As a consequence of the above theorem, we have Theorem 14. For 2 C B (I 2 ), the operatorŨ 1; 2 n1;n2 ( ; q n1 ; q n2 ; x; y) converges to , as n ! 1 uniformly in I 2 .
Theorem 15. For every 2 C b I 2 , at each point (x; y) 2 I 2 , the operator (8.1) veri…es the following inequality In our next theorem, we obtain the approximation properties of the operators U 1; 2 n1;n2 ( ; :; :) by means of the Lipschitz-class for Bögel continuous function which is de…ned as follows: n2;qn 2 (y)) 2 =2 :
Proof. By the de…nition ofŨ 1 ; 2 n1;n2 ( ; q n1 ; q n2 ; ; ) and using the linearity of the operatorK 1; 2 n1;n2 ( ; q n1 ; q n2 ; ; ); we may writẽ U 1; 2 n1;n2 ( ; q n1 ; q n2 ; x; y) =K 1; 2 n1;n2 ( (x; s) + (t; y) (t; s); q n1 ; q n2 ; x; y) =K 1; 2 n1;n2 (x; y) (t;s) (x; y) ; q n1 ; q n2 ; x; y = (x; y)K 1; 2 n1;n2 (e 00 ; q n1 ; q n2 ; x; y) K 1; 2 n1;n2 (t;s) (x; y) ; q n1 ; q n2 ; x; y : By our hypothesis, we get Ũ 1; 2 n1;n2 ( ; q n1 ; q n2 ; x; y) (x; y) K 1; 2 n1;n2 (t;s) (x; y) ; q n1 ; q n2 ; x; y MK 1; 2 n1;n2 jt xj 1 js yj 2 ; q n1 ; q n2 ; x; y = MK 1; 2 n1;n2 jt xj 1 ; q n1 ; q n2 ; x; y K 1; 2 n1;n2 js yj 2 ; q n1 ; q n2 ; x; y :
Now, applying the Hölder's inequality with (p 1 ; q 1 ) = (2= 1 ; 2= (2 1 )) and (p 2 ; q 2 ) = (2= 2 ; 2= (2 2 )) ; we obtain jŨ 1; 2 n1;n2 ( ; q n1 ; q n2 ; x; y) (x; y)j M K 1 n1 (t x) 2 ; q n1 ; x 1=2 K 1 n1 (e 0 ; q n1 ; x) ( 
where C is a certain positive constant.
Proof. Since 2 D b (I 2 ), we have the identity (t;s) (x; y) = (t x)(s y)D B ( 1 ; 2 ); where 1 ; 2 lie between t and x, and s and y respectively. It is clear that Since D B 2 B(I 2 ); by above relations, we can write jK 1; 2 n1;n2 ( (t;s) (x; y); q n1 ; q n2 ; x; y)j = jK 1 ; 2 n1;n2 ((t x)(s y)D B ( 1 ; 2 ); q n1 ; q n2 ; x; y)j K 1; 2 n1;n2 (jt xjjs yjj ( 1 ; 2 ) D B (x; y)j; q n1 ; q n2 ; x; y) +K 1; 2 n1;n2 (jt xjjs yj(jD B ( 1 ; y)j + jD B (x; 2 )j + jD B (x; y)j); q n1 ; q n2 ; x; y) K 1; 2 n1;n2 (jt xjjs yj! mixed (D B ; j 1 xj; j 2 yj); q n1 ; q n2 ; x; y) +3jjD B jj 1K 1; 2 n1;n2 (jt xjjs yj; q n1 ; q n2 ; x; y):
By the above inequality, using the linearity ofK 1; 2 n1;n2 ( ; :; :) and applying the Cauchy-Schwarz inequality we obtain jŨ 
