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Abstract
The introduction of cellular wireless systems in the 1980s has resulted in a continuous and
growing demand for personal communication services. This demand has made larger capacity
systems necessary. With the interest from both the research community and industry in wireless
code-division multiple-access (CDMA) systems, the application of multiuser detection (MUD)
techniques to wireless systems is becoming increasingly important. MUD is an important area
of interest to help obtain the significant increase in capacity needed for future wireless services.
The standardisation of direct-sequence CDMA (DS-CDMA) systems in the third generation of
mobile communication systems has raised even more interest in exploiting the capabilities and
capacity of this type of technology. However, the conventional DS-CDMA system has the ma-
jor problem of multiple-access interference (MAI). The MAI is unavoidable because receivers
deal with information which is transmitted not by a single source but by several uncoordinated
and geographically separated sources. As a result, the capacity of these systems is inherently in-
terference limited by other users. To overcome these limitations, MUD emerges as a promising
approach to increase the system capacity.
This thesis addresses the problem of improving the downlink capacity of a coded DS-CDMA
system with the use of MUD techniques at the mobile terminal receiver. The optimum multiuser
receiver scheme is far too computational intensive for practical use. Therefore, the aim of this
thesis is to investigate sub-optimal multiuser receiver schemes that can exploit the advantages
of MUD but also simplify its implementation. The attention is primarily focused on iterative
MUD receiver schemes which apply the turbo multiuser detection principle. Essentially this
principle consists of an iterative exchange of extrinsic information among the receiver modules
to achieve improved performance.
In this thesis, the implementation of an iterative receiver based on a linear MUD technique and
a cancellation scheme over an additive white Gaussian noise (AWGN) channel is first proposed
and analysed. The interference analysis shows that good performance is achieved using a low-
complexity receiver structure. In more realistic mobile channels, however, this type of receiver
suffers from the presence of higher levels of interference resulting in poor receiver performance.
The reason for this is that in such scenarios the desired signals are no longer linearly separable.
Therefore, non-linear detection techniques are required to provide better performance. With
this purpose, a hybrid iterative multiuser receiver is investigated for the case of a stationary
multipath channel. The incorporation of antenna arrays is an effective and practical technique to
provide a significant capacity gain over conventional single-antenna systems. In this context, a
novel space-time iterative multiuser receiver is proposed which achieves a large improvement in
spectral efficiency and performance over multipath fading channels. In addition, it is shown that
this architecture can be implemented without a prohibitive complexity cost. The exploitation
of the iterative principle can be used to approach the capacity bounds of a coded DS-CDMA
system. Using the Shannon’s sphere packing bound, a comparison is presented to illustrate how
closely a practical system can approach the theoretical limits of system performance.
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The need to communicate with others has always existed. In primitive times different civilisa-
tions found different ways to cope with their problems. We can guess that man used drawing on
walls, grunts and possible hand signs to communicate with others. Man found that voice had a
limited distance. Thus one of the first long distance communication was maybe done by using
drums where the sound could be heard a long distances providing a warning of danger or other
sort of messages.
In 1837 Samuel Morse invented the telegraph and by the end of the 19th century Gugliemo
Marconi established what is considered the first successful and practical radio system. Never-
theless, it was not until the 1940s when commercial mobile telephony began and then the point
where we can establish the first roots of cellular communications. What it is certain is that
every major telecommunications company and manufacturer knew about the cellular idea by
the middle 1960s.
The first generation analog cellular system began in 1978 when The Bahrain Telephone Com-
pany operated a commercial cellular telephone system. It was the first time in the world that
individuals started using what we think of as traditional, mobile cellular radio. Then in 1981
the first multinational cellular system took place in Europe, when the Nordic Mobile Telephone
System (NMT450) began operating in Denmark, Sweden, Finland and Norway. Few years
later other European countries were also operating radio telephone systems but with a major
problem of incompatibility between each other. As a result, it brought about a new technology
called Global System for Mobile communications (GSM) [4, 5] to build a uniform European
wide cellular system in a new radio band (900 MHz). The system was designed to be fully
digital with a new service that would incorporate the best thinking of the time. On the other
hand, around 1990 North America carriers were facing problems of capacity due to the signi-
ficant increase of customers and the few resources available. A partial solution to this problem
soon came up when the North America cellular network incorporated the IS-54B standard (up-
dated afterwards as IS-136) [6]. The IS-54 increased capacity by digital means: sampling,
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digitising, and the multiplexing conversations, using a technique called time-division multiple-
access (TDMA). This method separated calls by time, placing parts of individual conversations
on the same frequency, one after the next. It tripled call capacity.
In the early 1990s the cellular telephone deployment was already world wide offering a wide
variety of wireless services. In America the leading technology was IS-54 while GSM domin-
ated in Europe and many other countries. With a slightly different direction Japan went with
Japanese Digital Cellular (or Personal digital Cellular) in 1991 [5, 6]. All these early digital
schemes were using TDMA. Nevertheless, as a result of the booming of cellular business, by
1993 in North America were again running out of capacity, despite the movement to IS-54. In
1994 Qualcomm proposed a cellular system and standard based on spread spectrum techno-
logy to increase capacity. It was called IS-95 [7]. This code-division multiple-access (CDMA)
based system would be all digital and promised a significant increased in capacity over existing
cellular systems.
In late 1990s even more wireless channel were needed in America. Existing cellular bands
had no more room. New services and many more frequencies were needed to handle all the
customers. So a new block of higher frequencies in the radio spectrum was licensed for wireless
use. After much study the Federal Communications Commission (FCC) started auctioning
spectrum in the newly PCS (Personal Communication Service) band [8]. PCS were all digital
using TDMA or CDMA.
By now the trend is to form a global standard for mobile communications [9]. In this dir-
ection different regulatory organisations such as the International Telecommunication Union
(ITU) and European Telecommunications Standards Institute (ETSI) are coordinating global
telecommunication networks and services. As a result huge importance has been given to the
development of new technology such as the third generation of mobile communications systems
known as Universal Mobile Telecommunication Systems (UMTS) in Europe and International
Mobile Communications (IMT-2000) elsewhere, or with the generic term 3G worldwide [10–
17]. 3G systems aim to provide enhanced voice, text and data services to the user. The main be-
nefit of the 3G technologies will be substantially enhanced capacity, quality and data rates than
are currently available. This will enable the provision of advanced services transparently to the
end user (irrespective of the underlying network and technology, by means of seamless roaming
between different networks) and will bridge the gap between the wireless world and the comput-
ing/Internet world, making inter-operation apparently seamless. The third generation networks
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should be in a position to support real-time video, high-speed multimedia and mobile Internet
access. All this should be possible by means of highly evolved air interfaces, packet core net-
works, and increased availability of spectrum. Currently programs such as ACTS (Advanced
Communications Technologies Services) will strive to ensure that current mobile services are
extended to include multimedia and broadband services and that convenient light weight, com-
pact and power efficient terminals adapt automatically to whatever air-interference parameters
are appropriate to the user’s location, mobility and desired services.
The remaining of this chapter is organised in the following sections: Firstly, Section 1.1 will
present a general overview of wireless communications with a primary emphasis on mobile
cellular communications which is the main area of study in this thesis. Following this, in
Section 1.2 is addressed the motivation of the work. And finally, the thesis layout and the main
results of this work are discussed in Sections 1.3 and 1.4 respectively.
1.1 Wireless mobile communications
Nowadays wireless communication is used widely in many communication systems: mobile
telephony, satellite networks, digital radio/television broadcasting, fixed wireless local loops,
etc. Particularly, wireless mobile communications has exploded in popularity because of the
fact that it simplifies and revolutionises communications. The success of mobile communic-
ations lies in the ability to provide instant connectivity anytime and anywhere and the ability
to provide high-speed data services to the mobile user. The quality and speeds available in the
mobile environment must match the fixed networks if the convergence of the mobile wireless
and fixed communication networks is to happen in the real sense. So, the challenges for the
mobile networks lie in making the movement from one network to another as transparent to the
user as possible and the availability of high speed reliable data services along with high quality
voice. A range of successful mobile technologies exists today in various parts of the world and
every technology must evolve to fulfill all these requirements. In this work we are particularly
interested in the cellular mobile environment, therefore, our attention will be primarily focused
to this research area. Next section gives a brief introduction to the cellular concepts describing




In the early mobile radio systems a large coverage was attained by placing an antenna with a
high-power transmitter in one of the highest point of the coverage area for instance, on top of
a hill or a high building. Nevertheless, it meant that only a small number of users could be
allocated in a large area due to the few available radio frequencies. So any attempt to reuse the
same frequencies throughout the system would result in interference.
Thus, the need of higher capacity with limited radio channel brought into the cellular concept
[18]. A cellular mobile communications system uses a large number of low-power wireless
transmitters to create cells which are the basic geographic service area of a wireless commu-
nications system. Figure 1.1 illustrates the structure of a cellular communication system. Each
cell consists of a base station (BS) transmitting over a small geographic area usually depicted
as an hexagon (the true shape of a cell is not a perfect hexagon due to constraints impose by the
terrain). According to the density and demand of mobile users (MS) within a certain region, the
cell size is determined. The base stations in turn are connected to a central called the mobile
switching centre (MSC) which provides connectivity between the public switched telephone
network (PSTN) and the base stations. Thus a global communication network is formed with











Figure 1.1: Structure of a cellular communication system
An obstacle in the cellular network arises when a mobile user travel from one cell to another
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during a call. To ensure that mutual interferences between users remains low, adjacent cells do
not use the same radio frequency channel, then when a user moves out from a cell the call has
to be transferred to another stronger frequency channel (which becomes the new cell where the
user is moving in). This process is known as hand-off or hand-over, changing a call from one
cell to another without being notice by the users.
Another important concept inside the established cellular systems is the frequency planning or
frequency reuse. Due to the reduce number of radio frequency channels available for mobile
systems, a reuse of the frequency channels had to be implemented into the cellular concept.
This reuse process means that the radio frequency channels used in one cell can also be reused
in another cell some distance away. Usually clusters of cells (no frequency channels are reused
in a cluster) are reused in a regular pattern during the entire coverage area as it shown in Figure
1.2. Hence, the frequency reuse factor in a system is determined by the available frequency
channels, i.e for the particular case depicted in Figure 1.2 the frequency reuse factor of the
system is 1/7.




















Figure 1.2: Frequency reuse pattern in a cellular system
1.1.2 Mobile cellular environment
A cellular communication system provides with a full duplex communication between the mo-
bile user and the base stations to carry through a normal conversation talk (back and forth). To
achieve this type of radio transmission the mobile users and the base station both need circuitry
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to transmit on one frequency while receiving on another. The radio link from the base station
to the mobile phone (BS   MS) is usually referred as downlink (or forward link) and the in-
verse process (MS   BS) is called uplink (or reverse link), see Figure 1.3. In the downlink, all
the users’ signals are transmitted by the same single source, base station, therefore the signals
received at each mobile terminal are synchronous. On the other hand, in the uplink the signals
received in the base station are asynchronous as now the transmissions are yielded by several




Figure 1.3: Radio channels used in the transmission of information inside a cell.
In a cellular system interference is the major limiting factor in increasing capacity. Some of
the interference sources are for example: other base station transmitting in the same frequency
band, another mobile user in the same cell, a call in progress in a neighbouring cell, impairments
caused by the propagation of radio waves, etc. As a result, different type of system interference
are yielded in the network. Among those interferences the most important are the following:
Co-channel interference (CCI). This type of interference is caused by the interference between
co-channel cells (cells with the same frequency channel) due to the frequency reuse. To reduce
CCI, co-channel cells must be separated by a minimum distance to provide sufficient isolation
due to propagation distance.
Adjacent channel interference (ACI). This other type of interference results when two fre-
quency channel are adjacent in the frequency spectrum and one of them is leaking into the
passband causing interfering into the adjacent channel. ACI is mainly provoked by imperfect
receiver filters. This problem can be minimised with a careful filtering and channel assignments
(assigning channels to a cell which are not adjacent in frequency).
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Intersymbol interference (ISI). When the signal travels through a channel, objects in the
transmission path can create multiple echoes of the transmitted signal. These echoes occur at
the receiver and overlap in successive time slots. This is known as intersymbol interference.
Equalisers at the receiver can be used to compensate the effect of ISI created by multipath
within time dispersive channels.
Fading. One consequence of transmitting a signal through a time-varying multipath channel
is to confront at the receiver with a signal fading (amplitude variations in the received signal).
Hence not only the propagation delays but also the random impulse responses of the channel
will provoke some attenuation and time spread of the signal transmitted.
Thermal noise. Finally, the additive thermal noise is a factor that always corrupts a transmitted
signal through a communication channel. Generally this thermal noise is assumed to be an
additive white Gaussian noise (AWGN).
Therefore, not only sophisticated systems are needed but also advanced signal processing tech-
niques in the receivers are required to overcome these type of interferences. Many mobile
technologies exist today each having influence in specific parts of the world. GSM, TDMA (IS
136), and CDMA (IS 95) are the main technologies in the second generation mobile market
[4], [6, 7]. GSM by far has been the most successful standard in terms of its coverage. All
these systems have different features and capabilities. Although both GSM and TDMA based
networks use time division multiplexing on the air interfaces, their channel sizes, structures and
core networks are different. CDMA has an entirely different air interface.
In the following sections a brief description of the existing standards in multiple access techno-
logies is presented.
1.1.3 Multiple access channels
A multiuser communication system is a multiple access channel where a large number of users
share a common communication channel to transmit information to a receiver. In general,
multiple access systems require that messages corresponding to different transmitting sources,
which are sent simultaneously through the same communication channel, be separated in some
fashion so that they do not interfere with one another. This is usually accomplished by making
the messages orthogonal to one another in the dimensions of frequency, time or space.
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Within the wireless communication there are several different ways in which multiple users
can send information through the communication channel. The first multiple access technique
implemented in cellular radio environment is known as frequency division multiple access
(FDMA). FDMA is a method that divides the frequency band allocated for wireless cellular
communication into frequency non-overlapping sub-channels. Each individual sub-channel
can carry a voice conversation, or with digital service, carry digital data. Therefore, each sub-
channel can be assigned to only one user at a time (during the whole period of time for the
call) as is shown in Figure 1.4. Although FDMA is the only multiple access technique which
can handle both analog and digital transmissions, an obvious disadvantage in FDMA is that the
frequency spectrum is not used efficiently as no user can share the same frequency band at the
same time and guard bands have to be maintained between adjacent signals spectra to minimise
cross talk between sub-channels. Clearly, it yields a constraint in the maximum bit rate per
channel (an essential characteristic in future communication services) as increasing the bit rate












Figure 1.4: Frequency division multiple access (FDMA)
FDMA is a basic technology in the analog Advance Mobile Phone Service (AMPS), the most
widely installed cellular phone system in North America. Also it is used in other systems
as the UK’s Total Access Communication system (TACS), Nordic Mobile Telephone System
(NMT450) and Nippon Telephone and Telegraph (NTT). These systems are often referred as
the first generation analog cellular systems [18, 19].
A second generation of mobile communications brought along the technology to deploy di-
gital communication to cellular radio environment. With this generation another method of
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multiple access appeared, namely time division multiple access (TDMA). TDMA is a digital
transmission technology that allows a number of users to access and share a common radio-
frequency (RF) channel without interfering by allocating unique time slots to each user within
each channel. So different users can transmit or receive messages, one after the next in the
same bandwidth but in different time slots. Figure 1.5 shows a general TDMA system struc-
ture. In addition to increasing the efficiency of transmission, TDMA offers a number of other
advantages over standard cellular technologies. First and foremost, it can be easily adapted to
the transmission of data as well as voice communication. Furthermore, it permits utilisation of
all the advantages of digital techniques: digital speech interpolation, source and channel cod-
ing, etc. Nevertheless, one of the disadvantages is that it requires a significant amount of signal
processing for synchronisation as the transmission of all users must be exactly synchronised.
Additionally, TDMA needs guard times (the equivalent to guard bands in FDMA) between time
intervals to reduce clock instabilities and transmission time delay.
call 7 call 8 call 9 call 7 call 8
call 1 call 2 call 3 call 1 call 2











Figure 1.5: Time division multiple access (TDMA)
Second generation of cellular systems are based on TDMA. Among those systems are the
European Global System for Mobile communications (GSM) [4], the North America cellular
network with the standard IS-54 and the Japanese Digital Cellular (or Personal Digital Cellular)
[19].
Another multiple access technology which was designed to increase both the system capacity
and the service quality is called code-division multiple access (CDMA). CDMA is a form of
spread spectrum technology, a family of digital communication techniques that have been used
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in military applications for many years [20–22]. It spreads the information contained in a par-
ticular signal of interest over a much greater bandwidth than the original signal at the same data
rate. The capabilities of the spread spectrum technique for both anti-jam and low probability of












Figure 1.6: Code division multiple access (CDMA)
When CDMA is implemented in cellular systems, all users share a common channel in time and
frequency. Figure 1.6 shows a general scheme of a CDMA system. CDMA has many forms,
however direct sequence (DS) CDMA has been the method of choice as it is showed with its
standardisation (IS-95) [7]. In this scheme, each user modulates its data with a special and
unique code or spreading sequence (pseudo-random modulation), which allows the users’ data
to be distinguished at the receiver. In contrast to FDMA and TDMA, where the users’ commu-
nication channels are separated in frequency or time, in a DS-CDMA system the users’ data are
distinguished by the separation (cross-correlation) between their spreading sequences. Then as
long as there is sufficient separation between the codes the noise level, called multiple access
interference or simply MAI, will be low enough to recover the desired user’s signal. Therefore,
DS-CDMA can be either orthogonal or non-orthogonal depending on the spreading sequences.
If orthogonal spreading sequences are used and it is assumed that there is no time delay caused
by the communication channel, the received signals of the users appear as orthogonal. However,
in practice this orthogonality is a very difficult task, if not impossible to achieve, due to the lack
of precise synchronism and impairments in the communication channel.
CDMA systems are the latest technology on the market and are already taking the shine off
TDMA in terms of cost and call quality [23]. Since CDMA offers greater capacity and variable
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data rates depending on the audio activity, many more users can be fit into a given frequency
spectrum and higher audio quality can be provided. The current CDMA systems boast at least
three times the capacity of TDMA and GSM systems. The fact that CDMA shares frequencies
with neighbouring cell base stations allows for easier installation of extra capacity, since extra
capacity can be achieved by simply adding extra cell sites and shrinking power levels of nearby
sites. However, the downside of CDMA is the complexity of deciphering and extracting the re-
ceived signals, especially if there are multiple signal paths (reflections) between the mobile user
and the cell base station which yields ISI. As a result, CDMA phones and cell site equipment
are more expensive than TDMA equivalents.
1.2 Motivation of the work
As we look toward the future the demand of new mobile wireless services such as video phones,
orbiting satellites repeaters, wrist watch sized radio and especially the mobile Internet upon
us, seems to be limited only by our imaginations. Thus, an increasingly demand of further
developments in the field of wireless communications are required to satisfied those services.
And even more efforts are required in order to provide a communication service from one
person to another in any place at any time by only using a flexible and small unit at minimum
cost, with good quality and security [9], i.e converting the world into a global communication
village. Tremendous potential exists but until networks are built and other problems are solved
that potential remain unfulfilled.
Over the last years, DS-CDMA technology has not been just another option for the second
generation of digital systems (together with TDMA and GSM) but it is also the basis of third
generation systems due to its capabilities to support enhanced capacity and data services, two
key elements of third generation wireless [24]. By the time this thesis was written, Wideband
CDMA (WCDMA) and CDMA2000 were the third generation systems about to be launched
into the market. These two systems support much higher data rate (   128 kbps) and both are
compatible with current CDMA systems. Therefore, this research work will be mainly focused
on DS-CDMA systems throughout as this technology will be a driving force in the wireless
revolution.
Thus, the DS-CDMA’s standardisation has raised even more interest in exploiting the capabilit-
ies and capacity of this type of technology. Nevertheless, it has the major problem of multiuser
11
Introduction
interference which limits significantly the system capacity. Multiuser detection techniques are
essential for achieving near optimal performance in communication systems. Therefore the
addition of multiuser detection capabilities to the various elements of networks promises to be
key for enabling the significant increases in capacity needed for future network services.
As the field has matured, non-ideal situations have been gradually incorporated into analysis
and simulations to assess their impact on system performance. With the advent of high per-
formance mixed-signal devices, high-speed processors, reconfigurable computing devices, and
the incorporation of advance receiver concepts, the practical implementation of advance multi-
user receivers will be more feasible into future systems. Today, a significant research activity
is carrying out to solve several of the practical and theoretical open issues that still exists in
the field of multiuser detection. Then motivated by this growing demand of requirements, in
this thesis is presented an investigation on various multi-user receiver structures with focusing
primarily in structures that apply the turbo multiuser detection principle to improve the spec-
tral efficiency and performance of cellular systems. The objective of the work presented is to
investigate and develop signal processing methods which can provide a final multiuser receiver
structure with a satisfactory tradeoff between complexity and performance.
1.3 Thesis outline
This thesis is organised in eight chapters as it is described in the flow diagram of Figure 1.7. The
introduction chapter of this thesis gives a general overview of wireless mobile communications
with a primary interest in the cellular mobile environment. The general ideas behind the cellular
concepts, which includes the existing standards in multiple access techniques, are discussed.
Due to its capabilities to support enhanced capacity and data services, CDMA systems are
the basis technology for the third generation of mobile systems. However, it has the major
problem of multiuser interference. The motivation for the work developed in this thesis is then
addressed.
Chapter two develops a framework for understanding the DS-CDMA communication system.
It begins presenting the fundamentals of spread spectrum techniques which represent the basis
of CDMA technologies. Since DS-CDMA systems are the main concern in this work, direct-
sequence spread spectrum technique is only discussed. A general DS-CDMA system model
with FEC coding is then introduced. A description of the basic elements in a DS-CDMA sys-
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tem, i.e transmitter, communication channel and receiver, are presented in detail. FEC coding
using convolutional codes is a popular choice in current communication systems. A description
of this type of FEC coding is then given. It is also included a detailed discussion of a sub-class
of convolutional codes, namely turbo codes, due to its direct implication in the development of
this research work. A general description of the communication channel model is also covered.
The receiver element is described next. In this chapter the conventional detector is only dis-
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the correlation with other users give rise to MAI. Finally, the decoding process for the type of
FEC codes considered are described.
Chapter three addresses the turbo multiuser detection principle. Firstly, it is shown that the
capacity of a conventional DS-CDMA system is inherently interference limited by other users.
Therefore, MUD techniques represent a potential scheme to overcome this interference and
consequently to increase the system capacity. A general overview of MUD is then presented.
Various MUD techniques are reviewed and compared. In a DS-CDMA system with FEC cod-
ing, the optimal multiuser receiver structure uses an optimal mapping from the received signals
to the original uncoded symbols (multiuser detection and FEC decoding jointly). However,
this optimum scheme has a prohibitive computational complexity. To mitigate this complexity
issue a sub-optimal multiuser receiver scheme based on a partitioned structure is considered. It
is then shown that the serial concatenation of the channel coding with the DS-CDMA channel
can perform well using the iterative principle as proposed in turbo codes. Following this, the
turbo multiuser detection principle is introduced.
In chapter four an iterative multiuser receiver for the downlink of a FEC coded DS-CDMA
system operating in a AWGN channel is introduced. Similar to turbo codes, this receiver per-
forms signal detection and decoding separately, but exchanging soft information in an iterative
fashion. Based on a linear detection technique, two approaches are proposed and investigated:
firstly, a Wiener detector is considered for the signal detection. Traditionally, it is assumed that
single FEC coded bits are independent between each other but it is shown that the turbo prin-
ciple can be introduced if this condition is removed. Secondly, the iterative receiver structure
is investigated by incorporating a single stage of parallel interference cancellation scheme after
the Wiener detector. In this case the turbo principle is introduced via the cancellation scheme.
Simulations results using pseudo-random spreading codes are discussed.
The model of the synchronous DS-CDMA channel developed to this point assumes that a single
path is received from the transmitted signal at the mobile receiver. A more realistic model is,
however, one which receives multiple signal paths from the transmitted signal. Chapter five
takes the model introduced in chapter four and extends it to incorporate multipath propagation.
A hybrid iterative multiuser receiver for this scenario is then introduced. It is assumed that
the multipath channel spans only one neighbouring data bit. The approach proposed combines
a linear MUD technique at the first iteration with a non-linear technique on further iterations.
Performance and complexity of this receiver are analysed via simulation results.
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Chapter 6 exploits the turbo multiuser detection principle to approach to the capacity bounds
of a FEC coded DS-CDMA system in a AWGN channel. Using the Shannon’s sphere packing
bound, the capacity limits for a FEC coded DS-CDMA system are formulated for a given data
rate and a given data block size. The achievable performance of a simulated FEC coded DS-
CDMA system using an iterative multiuser receiver is also investigated. A comparison between
the performance of the simulated system using pseudo-random codes and its theoretical limits
are presented. This is analysed and discussed in detail.
A novel space-time architecture for the downlink of a FEC coded DS-CDMA system is pro-
posed in chapter seven. It is shown that the synchronous DS-CDMA model with FEC coding
can be extended to incorporate antenna arrays. Due to the constraints in size, cost and weight
at the mobile receiver only one receive antenna is considered. In particular this architecture
exploits the spatial and temporal capabilities of the system to design the transmitter and re-
ceiver. In this chapter MUD, transmit diversity via space time coding and the turbo multiuser
detection principle are combined in an efficient way to enhance the system capacity over flat
and multipath fading channels. In addition, the reuse of orthogonal codes are suggested as a
method to enhance further the system capacity. Analysis and simulation results are provided to
demonstrate the spectral efficiency and performance improvement in the system. The complex-
ity of the multiuser receiver scheme is also analysed in detail and is found that this architecture
can be implemented without a prohibitive complexity cost.
Finally, chapter eight concludes this thesis. It reviews and highlights the contributions that have
been presented in this thesis and the importance of these to solving the DS-CDMA multiple
access interference problem. Suggestions for future work are also discussed in this final chapter.
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FEC coded DS-CDMA systems
The interest of this thesis is the analysis and design of advanced multiuser receivers for DS-
CDMA systems with forward error correction (FEC) coding. The main concern in this thesis is
the application of the turbo multiuser detection principle in the receiver design to increase the
system capacity. Hence, in order to establish and discuss the contributions of this thesis, it is
necessary to present a description of the communication system of interest. This chapter gives
a review of key concepts from the existing literature in order to firmly establish the setting for
the following chapters.
First, section 2.1 presents the fundamentals of spread spectrum techniques. Section 2.2 intro-
duces a general DS-CDMA system model with forward error correction (FEC) coding which
consists of three basic elements: transmitter, communication channel and receiver. A descrip-
tion of these elements are given in sections 2.3, 2.4 and 2.5 respectively. Finally, Section 2.6
finishes the chapter with a summary.
2.1 Spread spectrum systems
Spread spectrum (SS) is defined as a communication technique in which the intended data
signal occupies a much larger bandwidth than the minimum required to transmit that signal.
This is accomplished by means of spreading the data signal with a unique code (wideband
signal) which is independent of the data signal. The receiver, which is synchronised with the
transmitter and with knowledge about the code, is then capable of despreading and recovering
the desired signal [22], [25, 26].
The main parameter in a spread spectrum system is the processing gain or spreading factor
(N) which is the ratio of the transmitted bandwidth to the information bandwidth         .
This parameter determines the number of users that can be allowed in a system, the amount
of multi-path effect reduction, the difficulty to jam or detect a signal, etc. For spread spectrum
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systems it is advantageous to have a processing gain as high as possible. A number of important
properties in spread spectrum systems are discussed below:
Multiple access capabilities. In a multiuser system where all users transmit spread spectrum
signals at the same time, the receiver can still distinguish between users, providing that there
is sufficiently low cross-correlation among the users spreading codes. When correlating the
received signal with the code of a particular user, the data signal of that user is only despread as
its power is much larger than the remaining interfering power (other spread spectrum signals).
Interference rejection. At the receiver, the effect of cross-correlating the spreading code with
a narrowband interference signal is to spread the power of the narrowband signal. Therefore,
a rejection capability is achieved as the power of the interfering signal appears as background
noise compared with the despread data signal.
Reduction of multipath effects. High time resolution is attained by the correlation detection
of wideband signals. Differences in the time of arrival of the wideband signal, on the order of
the reciprocal of the signal bandwidth, are detectable. This property can be used to suppress
multipath effects.
Low power spectral density. As the data signal is spread over a large frequency band, the
power spectral density is getting very small, so other communications systems do not suffer
from this kind of communications. However the Gaussian noise level is the same as that of a
narrowband signal of bandwidth
 
.
Privacy and low probability of interception. The probability that an undesired user can detect
the message of another user is very low as the spreading codes are unknown. Also due to its
low power spectral density, the spread spectrum signal is difficult to detect.
Random access possibilities. In any situation the whole frequency spectrum is used and users
can have access at any arbitrary time.
Different spread spectrum techniques can be used in communications systems such as: Direct-
Sequence (DS), Frequency-Hopping (FH), Time-Hopping (TH), Multi-Carrier CDMA (MC-
CDMA) and chirp modulation. As DS-CDMA systems are the main concern in this work,
a brief description of this technique is presented here, an overview of more general spread
spectrum techniques can be found in [22], [25], [27, 28].
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2.1.1 Direct-sequence systems
A direct sequence (DS) spread spectrum technique is performed by multiplying a radio fre-
quency (RF) carrier and a pseudo-noise (PN) digital signal. Figure 2.1 shows a basic DS/SS
system for both the transmitter and the receiver. First the PN code is modulated onto the data
signal, using one of several modulation techniques (e.g BPSK, QPSK, etc). Then the PN mod-
ulated data signal and the RF carrier are multiplied. This process causes that the RF signal to
be replaced with a very wide bandwidth signal with the spectral equivalent of a noise signal. In
the reception of the signal, the receiver must not only know the code sequence to despread the















Figure 2.1: DS/SS system.
The multiplication in the time domain of the data signal by the PN code sequence results in







represent the duration of one chip in the PN code and one
symbol in the data signal respectively). Therefore, the effects of increasing the data rate from
 (symbol level) to   (chip level) are a reduction in the amplitude spectrum (from  to   )
and an expansion of the signal in the frequency domain. Since the wide bandwidth of the PN
codes allows us to reduce the amplitude spectrum to noise levels (without loss information),
the generated signals appears as background noise in the frequency domain. From another
perspective, the bandwidth of the data signal is basically spread by a factor        , which
corresponds to the processing gain in the DS/SS system. In this type of systems the length of
the code is the same as the processing gain. Several families of PN codes exist and some of
them will be addressed in section 2.3.2. To illustrate the spread spectrum concepts, Figure 2.2
and Figure 2.3 show a sketch of the time-domain and frequency-domain representation of the
signals in the DS/SS system of Figure 2.1.
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Figure 2.3: Frequency domain representation of the received signal in a DS system.
From the viewpoint of a CDMA system, the most important properties of a spread spectrum
technique are: multiple access capabilities, multipath interference rejection, narrowband inter-
ference rejection, and secure and privacy capabilities. For simplicity and a better understanding,
the carrier will be omitted for all further discussions and then our analysis will be centred only
on the baseband equivalent system.
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2.2 FEC Coded DS-CDMA System
The capabilities of the spread spectrum techniques make of this a technology suitable for mul-
tiuser application. Particularly, a DS-CDMA system is one of the most widely used schemes.
In a DS-CDMA system all users share the same communication channel overlapping the trans-
mitted signals both in time and frequency. To separate and detect the intended data signal a
unique spreading waveform is assigned to each of the users in the system. A general scheme
of a FEC coded DS-CDMA system model for downlink is depicted in Figure 2.4. The scheme
shows a discrete-time DS-CDMA communication system with FEC coding for  active users.
FEC coded signals are treated in this work not only as a medium of resistance to the degrada-
tions introduced by the communication channel (physical medium) but also because it plays an







































Figure 2.4: Coded DS-CDMA system model for the downlink (base station to mobile).
In this model each user transmits an input data stream,
   	   
 	  ; with  
         
and  
          , where each individual data bit is first encoded with a rate   and then
passed through a modulation function. At the encoder output each user transmit     coded
bits
  !  
    
	  where  
             identifies the coded bit interval and  as defined
before. To reduce the effect of error bursts at the input of the decoder channel, interleaving (  )
is incorporated at the encoder output as is shown in Figure 2.4. The resulting interleaved coded
bits are then spreading by a unique PN code sequence,   ! . The nth chip of the spreading
code   !  is defined as         
           , where  is the processing gain of the system
and  
     . A mathematical representation of the transmitted signal at time  is
20







         !   (2.1)
where 
  denotes the transmitted power of the uth user. For the downlink, the signals are passed
synchronously through the same communication channel since the users’ signals are transmitted
by the same source (base station). At the receiver side, the received signal,        !    ! ,
results from the convolution of the the channel response and the transmitted signal, represented
by  ! , plus the additive white Gaussian noise (AWGN),  ! . Finally, the intended signal
is extracted from !  by despreading the signal with the same code used in the transmitter.
If orthogonal spreading codes are used, i.e. 
 !    !    for   
      where
   , no mutual interference exist between users in the system and then only the impairments
from the channel are the noise sources. However, in practical systems this orthogonality is
destroyed by the communication channel (section 2.4 addresses this problem) generating CCI
for other users in the system. This type of interference is called multiple access interference
(MAI). Unfortunately, the MAI increases proportionally with the number of users which de-
grades significantly the system performance. To reduce complexity, MAI from a single cell is
only considered in this work.
The major problem in a DS-CDMA system is then of interference due to the fact that both
channel impairments and mutual interference between users are the principal impediments to
reliable communication. Work in this area is mainly at mitigating these effects. Only the con-
ventional detector, which follows a single user detection strategy, is discussed in this chapter.
Multiuser detection however could achieves a significant capacity improvement over the con-
ventional detector. However, the receiver design from the multiuser detection viewpoint is not
addressed until next chapter. A description of each element that comprises the DS-CDMA
system is given in the following sections.
2.3 Transmitter
As shown in Figure 2.4, a basic transmitter scheme consists primarily of the FEC encoder
and spreading functions for each of the users in the system. Nowadays, fundamental signal
processing operations in any communication system are modulation and FEC coding. One of
the reasons of using FEC coding is to increase the robustness of data transmission over the
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distortions and disturbances of the physical channel (propagation of radio waves in free space).
Since the physical channel provokes a degradation in the system performance, in terms of the
bit error rate (BER), FEC coding is used to reduce the required signal to noise ratio (SNR) for a
fixed BER. A measure of the advantage between a FEC coded system and an uncoded system is
given by the FEC coding gain [29]. From another perspective, it means that the system capacity
is incremented since a relaxation in the power budget is attained (i.e. a reduction in hardware
costs, less transmitted power required, etc.).
2.3.1 Channel coding
There exist several channel coding schemes, however, we are only concern of those with an
error control scheme. The basic function of error control coding in a digital communication
system is to reduce the number of errors in the reception of a signal. The quantification of this
is obtained by taking the ratio of the number of error bits to the total number of bits received
(BER). A type of error control coding (or FEC coding) is widely used in current communication
systems which includes several cellular systems such as GSM [4]. Hence, this work will be
focused only to use this type of error control coding.
The FEC encoder consists of the addition of redundant bits (called check or parity bits) to the
transmitted data signal. This is done in such a way that at the receiver the channel decoder uses
these redundant bits to correct errors yielded by the communication channel. The proportion of
information bits,  , in the code sequence,   , is called the code rate,         . FEC coding
has been classified into block codes and convolutional codes. In the case of block codes, the
codewords are built by adding     redundant bits to blocks of  data bits. These redundant bits
can be obtained from a linear transformation that depends on the  data bits. Therefore, it results
in an encoder that does not have memory since each block is treated independently. Commonly,
these codes are referred as      block codes. Some of the commonly used block codes are
Hamming codes, Golay codes, BCH codes, and Reed Solomon codes. There are many ways to
decode block codes and estimate the  information bits. However, these type of codes will not
be discussed here but can be studied in Coding Theory [29]. On the other hand, convolutional
codes different to block codes does have memory due to the dependency of the codewords with
not only the current data block but also on one or more previous blocks. This dependency is
yielded by the convolution operation performed in the encoder between the input data block
and the impulse response of the encoder. Convolutional coding has been more widely accepted
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in wireless communication for its properties in continuous transmission (primarily used for real
time error correction). Hence, convolutional codes are only of interest in this thesis. Since the
realisation of this thesis has its fundamentals in a subclass of convolutional codes, namely turbo
codes, a special attention is focused in this powerful FEC coding technique.
The remaining of this section is only devoted to describe the channel encoding. The decoding
process for this sort of codes is addressed in section 2.5.2.
2.3.1.1 Convolutional codes
In general, a convolutional encoder consists of a  stages shift register and associated com-
binatorial logic that performs module two addition (binary codes). The combinatorial logic
is usually composed of exclusive-or gates. The convolutional codes are generated by shifting
blocks of  input binary bits at a time into a shift register. Then by using a number of algebraic
function generators (sets of exclusive-or gates), a number of   output binary bits (codeword
length) are yielded from each block of  bits. This results in an encoder with a rate,        .
The total number of input data blocks in the shift register,  , is known as the constraint length
...1 l2 ...1 l2 ...1 l2...1 l2
n
l data bits
n  coded bits
ν
Combinatorial logic





1 2 3 4
Figure 2.5: General convolutional encoder structure.
of the code and the term     is the memory of the code. In addition, the codes are said to
be linear since only delays (shift register) and module-2 adders are implemented in the encoder
structure. Figure 2.5 illustrates the general structure of a convolutional encoder which in a short
form can be described as        code.
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For a better understanding of the encoder structure, let us consider the following example. This
particular example consists in encoding the data input      using a convolutional code of rate
   with constraint length  . Figure 2.6 shows the two different ways that the    code












Figure 2.6: Illustration of the convolutional encoder (2,1,3) with: a) exclusive-or gates b) sim-
plified version of a).
generators of this encoder are represented by
%     
   and %       or simply 
 in octal
notation. These generators, also called polynomial generators, correspond to the connections
of the shift register with the upper and lower modulo-two adders, respectively. The binary
representation of the generators means simply the omission or inclusion of a connection to the
relevant shift register element. To demonstrate its operation, the state of various parts of the
encoder during successive clock periods is shown in Table 2.1. It is assumed that the encoder
starts with zeros in the shift register.
         
1 0 0 1 1
1 1 0 0 1
0 1 1 0 1
0 0 1 1 1
1 0 0 1 1
Table 2.1: NSC encoding process for an input sequence 11001
Also a convolutional encoder can be classified as a systematic or non-systematic. While system-
atic codes are accomplished when the current input block appear unchanged in the current code
block, in the case of the non-systematic codes this restriction is not applied. In the previous
example a non-systematic convolutional code (NSC) was analysed.
A more complex structure in the convolutional encoder is implemented by including feedback
in the encoder (in a similar way to an infinite impulse response filter (IIR)). Again for simplicity
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a (2,1,3) code is shown in Figure 2.7, the corresponding status of the encoding process is given
in Table 2.2. This form of encoding is known as recursive convolutional code . Note that a
recursive convolutional code can be systematic or non-systematic. In the example a recursive
and systematic convolutional (RSC) code with polynomial generators  is illustrated.
+








Input Outputz z−1 −1
Figure 2.7: RSC encoder
           
1 1 0 0 1 1
0 1 1 0 0 1
0 0 1 1 0 1
1 0 0 1 1 1
1 1 0 0 1 1
Table 2.2: RSC encoding process for an input sequence 10011
2.3.1.2 Turbo codes
Perhaps the most important development in channel coding theory, in recent years, has been
the introduction of turbo codes [30]. This error correcting code is able to transmit information
across the channel with arbitrary low bit error rate (BER). It has been shown that a turbo code
can achieve performance within 0.7 dB of the AWGN channel capacity. This code is a parallel
concatenation of two component convolutional codes separated by a random interleaver that
combines concepts such as iterative decoding and soft input soft output (SISO) decoding [3, 31–
36].
The original turbo encoder scheme consists of a combination of two convolutional codes in a
parallel concatenation [37]. A more general structure is extended to include more than two
convolutional codes either in a parallel or serial concatenation [38–41]. In Figure 2.8 is presen-
ted the turbo encoder scheme as given in its original form. This turbo encoder consists of two
RSC codes in a parallel concatenation. Both encoders (RSC 1 and RSC 2) receive the same
binary data bits in a continuous or block fashion but arranged in a different sequence due to
25
FEC coded DS-CDMA systems
the presence of a random interleaver. The reason for using an interleaver is to “randomise”
the locations of errors introduced in transmission (burst errors) which are generated by the first
decoder, allowing them be corrected by the second decoder [35, 42]. The output of the turbo
encoder is formed by multiplexing the data bits and the parity bits of the two RSC encoders.
The basic rate of the overall code is a rate       but it can be increased by puncturing, as
it is done in the original turbo codes [30].

























Figure 2.8: Turbo encoder structure for a rate    .
The description for the decoding structures is addressed in section 2.5.2.3.
2.3.2 Spreading sequences
The spreading sequences generation is the first step in understanding CDMA mobile com-
munications. In cellular radio communication, the autocorrelation and the cross-correlation
properties of the spreading sequences are used to achieve multiple access communications.
A receiver for a DS-CDMA system uses a synchronised replica of the spreading sequence
used for a desired transmitter to recover the original information. This operation will cause
that other transmitters’ signals (using different spreading sequences) to remain spread over the
communication channel and will cause minimal interference to the desired signal due to the
noise like properties of the spreading sequences. However, this emphasises the need for low
cross-correlation between the spreading sequences, otherwise the MAI term will dominate the
correlator output. The MAI also increases with the number of users active in the system and
is very susceptible to power variation among users using the conventional detector. MAI can
cause high bit error rates and ultimately decrease system capacity. Although orthogonal se-
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quences can be applied to eliminate totally the MAI term because of the zero cross-correlation
property, this is a very difficult task to maintain in a practical DS-CDMA system due to the
presence of a dispersive communication channel. Even in synchronous systems the multipath
effect does not allow us to ensure orthogonality at the receiver front end.
In practice, pseudo-random or pseudo-noise (PN) sequences are used to spread the signal spec-
trum because they achieve several signalling properties such as, are easy to generate and are
difficult to reconstruct from a short segment. To simplify the implementation, periodic PN se-
quences are employed. Hence, a PN sequence is a sequence of chips, e.g
    , which appears
to be random but is in fact perfectly deterministic. The randomness property is treating in the
sense that a PN sequence appears to have been generated from a random or non deterministic
experiment such as a fair coin tossing experiment (head could result in    and tail in    ).
In this class of sequences, there are maximal length sequences (m-sequences), gold codes and
Kasami sequences which are used in current wireless systems. In this thesis we shall think
about a DS-CDMA system with the use of short PN sequences. This comes from the fact that
systems with long sequences are relatively unsuited for multiuser detectors.
Although PN sequences are the choice for practical systems, unless otherwise stated, we will
consider instead random codes as the main spreading sequences for the work presented in this
thesis. This type of sequences are chosen due to the following characteristics:
  Statistically a random sequence is equivalent to using PN sequence of period much
greater than the spreading length (  ).
  The multipath effect in the properties of a spreading sequence (inter-chip interference)
can be modelled by random sequences.
  The performance of a synchronous system with random sequences is on average the same
that of an asynchronous system.
A random sequence can be generated by selecting independently each chip of the sequence
which can take the value
    with equal probability. With the purpose of comparison in the
analysis and simulations to assess the system performance, orthogonal codes will be incor-
porated for some discussions. One of the most common orthogonal sequences are the Walsh
codes [43]. In general, the spreading code vector will be defined throughout this thesis as

 !        !      !   
   !#" where  relates the user in the system,  the processing
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gain and





 to obtain between any two spreading codes of a DS-CDMA system the following
correlation properties

 !    !  
    if     (autocorrelation)
    if     (cross-correlation)
where   are the indexes that identify any two users in the system.
2.4 Communication channel
The radio propagation channel is often the dominant factor limiting the performance of any
wireless system. Modelling of wave propagation phenomena is the key to a successful state of
the art design, because it provides mechanism to test and evaluate methods for mitigating the
impairment effects before a single piece of expensive hardware has to be built and validated in
the field. In current systems such as in IMT 2000 and cdmaone, the impulse response of the
channel is estimated in several different ways, for example using pilot channels. Therefore, the
channel impulse response can be assumed to be known mainly because the radio propagation
characteristics is not a problem tackled in this work. Studies in the effect of multipath for
the downlink in a DS-CDMA system can be found in [44, 45]. In this work we have reduced
the complexity of the problem by giving to all users the same channel conditions and thereby
the same spreading code length. A general description of the communication channel model
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Figure 2.9: Communication channel model.
is illustrated in Figure 2.9, where    represents a delay of one chip. Denoting the channel
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input by the time series   
	    
	        
	       , and the impulse response of the
channel by
         , the channel output  
	 at discrete time 	 (chip level) is given as
 
	          
	       , where  comprises the duration of the channel impulse response
in chips. Assuming perfect time synchronisation between the transmitter and the receiver, the
mathematical model for the received signal at discrete time  (bit level) can be expressed in a
matrix notation as follow
!   &  ' !   &       '     	   ! (2.2)
where the channel response matrix to the transmission of the    vector ' ! is given by the
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 in (2.2) represents the effect of ISI from the signal at the preceding
discrete time, where
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Considering the particular case of     and the amplitude of the channel response as the unit,
equation (2.2) is reduced to the conventional DS-CDMA system over an AWGN channel given
as






    !   !   ! (2.3)
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where  ! denotes the white Gaussian noise with double sided power spectral density    
   .
2.5 Receiver
In this section we describe the conventional DS-CDMA detector structure with FEC decoding.
In the particular case where the signals from different users are uncorrelated, the conventional
detector (or single-user detector) is optimum [46]. However, in practise the signals from differ-
ent users will be correlated which means that the conventional detector will be suboptimum.
2.5.1 Single-user detector
The conventional detector or RAKE detector [47] for the received signal given in (2.2) is a bank
of    correlators (called fingers) for each user, as shown in Figure 2.10 where    is a delay





















Figure 2.10: The conventional DS-CDMA detector for user   with FEC decoding
signal at the receiver but with a delay of one chip between each other. These replicas are
then combined to yield a single soft estimate of the transmitted data symbols. Since each finger
detects one user without regard to the existence of the other users whose interference is assumed
to be Gaussian, the optimal combining weights are the path coefficients of the channel. This
is equivalent to an    branch diversity system with maximum ratio combining (MRC) [48].
Therefore, the output of the RAKE detector for the uth user is mathematically represented as
  !          
 ! !       (2.4)
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where !       is a delay version of the received signal     (with   as the chip period).
Considering that each transmitted signal arrives at the receiver over a single path (no multipath,
i.e     ) and with a channel coefficient amplitude       , the conventional detector for the
uth user is reduced to implement a single matched filter detector which gives as an output
  !   
    !
  
    '     
 !  ! 
  
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    !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where the correlations with all the others users (     ) give rise to the MAI term and the correl-
ation with the thermal noise yields the noise term      . In the particular case of uncorrelated
users,        for all     . Nevertheless, the existence of MAI (        ) has a significant
impact in the capacity and performance of the conventional detector. This drawback arises as
the conventional detector follows a single-user strategy which treats other users as noise. Due
to the problem with the conventional detector mentioned above, a different type of detector has
been derived. These detectors, which do not treat other users as noise, but as digital signals are
called multiuser detectors. The study of multiuser detection techniques will be addressed in the
next chapter.
2.5.2 FEC decoding
Following the encoder descriptions in section 2.3.1 for convolutional codes and turbo codes, this
section presents the decoding algorithms for this type of codes. The main decoding strategy for
convolutional codes is based on the widely used Viterbi algorithm (VA) [49],[50]. However,
the introduction of turbo codes [30] have brought an increased interest to another method of
decoding, namely the maximum a posteriori (MAP) algorithm [2] (also known as the BCJR
algorithm). There are a few important difference between these two approaches. For instance,
the VA is a maximum likelihood algorithm that finds the most probable data sequence that was
transmitted, while the MAP algorithm finds the most probable data bit to have been transmitted
given a coded sequence. The MAP algorithm is considerably more complex than the VA.
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On the other hand, there are two primary decoding strategies for turbo codes. They are based
on the MAP algorithm or a soft input VA (SOVA). Regardless of which algorithm is implemen-
ted, the turbo decoder requires the use of two component decoders that operate in an iterative
manner. In this thesis, the MAP will be adopted for the turbo decoder structure. An outline of
VA and MAP algorithms is given in sections 2.5.2.1 and 2.5.2.2 respectively. Lastly, the turbo
decoder structure is presented in section 2.5.2.3. Special attention is given to this scheme since
it represents the basis of the work presented in this thesis.
2.5.2.1 Viterbi algorithm
The task of a decoder is to recover the transmitted coded bit stream from the received noisy
signal. Since the original transmitted signal can never be recovered with certainty, the VA is a
means of tracing all the possible data sequences and selecting the one which is most likely to
have been transmitted, hence the term maximum likelihood sequence estimation (MLSE) [49].
Perhaps the single most important concept to aid in understanding the VA is the trellis diagram
[51]. Figure 2.11 shows the trellis diagram for the example of the convolutional encoder illus-
trated in Figure 2.6, i.e a 	  NSC code with generators 
 . It is assumed that the initial




















































data bits / coded bits
Figure 2.11: Trellis diagram for a convolutional code 	 
 and generators 
 .
suited to a channel in which the transmitted signal is mainly corrupted by AWGN. Given a
received sequence of symbols corrupted by AWGN, the VA searches every path through the
trellis diagram and determines the sequence that is closest in distance to the received sequence
of noisy symbols. The decoder can perform either soft (Euclidean distance) or hard (Hamming
distance) decisions as the distance measure, if soft decisions are used the VA is the optimal
MLSE in AWGN.
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To keep things simple we describe the VA for our example rate with       . Let assume
that each time the pair of received noisy symbols corresponding to one transmitted data bit
are     	      where  
   
   indicates the stage in the trellis diagram with 
as the number of transmitted data bits. To compute the sequence that most closely resemble
the received signal sequence, the VA first recursively computes the survivor path entering each
state. The survivor path for a given state is the sequence of symbols, entering the given state,
that is closest in distance to the received noisy symbols. The distance between the survivor path
and the sequence with the noisy symbols is called the path metric for that state. Assuming soft
decoding decisions, the transition metric between state   to state  at time  is defined as the
Euclidean distance







  !        	!       
   
      (2.6)
where
     ! 
   	   is the tth output coded bit in the transition from state   to state  with
             and   is the energy of each coded bit. If 
   	  defines the path metric
for state  at time  and  the set of states that have transitions to state  , then

           
   	           	    (2.7)
Let   
  be the state that results in the minimum metric. Then the transition from state   to
state  at time  is appended to the survivor path of state   at time    in order to form the
updated survivor path of state  at time  . Following the same process, the path metrics and the
survivor path are updated for all states at each stage of the trellis. Hence, at the end of the trellis,
the survivor path can be traced from the state that has the minimum path metric backward. If
the register in the encoder is flushed with zeros, the most likely path is traced from the state  
(s=1). For long data sequences, or continuous data (     ), the VA is neither practical or
desirable due to the memory constraints and decoder delay. Therefore, the length of the survivor
path is usually kept to practical values according to the application. Research has shown [52]
that any traceback depth of      increases delay and decoder memory requirements, while
not significantly improving the performance of the decoder.
The VA has been frequently used in different applications such as space communications, satel-
lites, detection in digital communications, etc. Many radio channels are AWGN channels, but
many, particularly terrestrial radio channels also have other impairments, such as multipath, se-
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lective fading and interference. Transmitters and receivers can add noise signals to the desired
signal as well. Although convolutional coding with VA decoding might be useful in dealing
with those other problems, it may not be the most optimal technique. For a deeper understand-
ing of the VA the reader is advised to consult [29, 46, 49].
2.5.2.2 MAP algorithm
The MAP algorithm [2] estimates the a posteriori probabilities (APP) of the states and trans-
itions of a Markov source observed through a noisy discrete memoryless channel. The decoding
algorithm for convolutional codes is then shown to be a special case of this problem as shown
in Figure 2.11.
To describe the operation of the MAP algorithm consider a convolutional code of rate   
     with constraint length  . Let  	  
  	   ;  
       be the ith data bit in the data
block and
 !  
    	  ;  
         be the tth coded bit. Given the noise observation
vector
          , the MAP decoder can compute the following APPs

   	        
   	     
     
     (2.8)

            
   !     
     
    	   (2.9)
The APPs in (2.8) and (2.9) can be computed as the sum of the probabilities of all trellis trans-
itions from time    to time  that are generated by  	     (data bit) or produce  !   
(coded bit). If
 
defines the state at time  and 
   the indexes for any of the      possible
states, the APP for a data bit at time  is given as

   	     
      
 

        
       
    (2.10)
where
  represents the set of all state transitions for which the input bit  	  is  , i.e   if
    or   if      . On the other hand, the APP for a coded bit at time  is denoted by

   !     
      
  

        
       
    (2.11)
where similarly
  represents the set of all state transitions for which the output coded bit  ! 
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is equal to

      .
By using the Bayes’ theorem each valid state transition in the trellis diagram can be computed
as

             
 
     
  	   	

     (2.12)
where
  	   	   
        
          (2.13)
is the joint probability of
     and       

. The properties of the Markov process can be
used to partition the joint probability which becomes
  	           	
           	   	  (2.14)
    	
    




         	   
      
   
       
 
  	   
     
       (2.15)
and where     	
  (also known as the forward recursion) computes the probability of state
 
    

based on the values received before time  , 

  . The function            com-
putes the transition probability based on the current received values,
 
, and
  	  (known as
the backward recursion) is the probability of state
     based on the values received after
time  ,    .
Assuming that
 
  is a known condition, events after time    do not depend on
    and
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then the forward probability   	  can be recursively calculated as follow
  	    
   

        
       

     
 

    

      
   
       
  

   
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     	
  (2.16)
where
	  implies the set of states   at time     that are connected to the state  at time  .
Similarly, the values for the backward probabilities
  		 are computed recursively starting with
the values of
  		 ,
  		   
  

            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   	               (2.17)
where
	
 implies the set of states 

at time     that are connected to the state  at time  . The
initial conditions for the  ’s and  ’s are defined as follow
  	   
    if     
 otherwise
(2.18)
  	  
    if     
 otherwise
(2.19)
these conditions basically states that the encoding process starts from the state
      and
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finishes in the state
      . In the case that the trellis termination is not performed, the 
recursion probability can be initialised either using
  	          or   	     	 for all
 .
The transition probability at time  can also be determined by using Bayes’ theorem
         	   
      
   
       
 
  
       
       
  
    
            
 
  
       
       
 
   
       
   
    
         (2.20)
where the noisy received symbols at time  are denoted as         	   	   	        and
      	   	  	 
        	  	              
           determine the conditional
probabilities of the output coded bits associated with the transition from state
 
    

to state
     . The transition state probabilities 
       
       
  of the trellis are defined by the
encoder input statistics. Generally, 
    	      = 
              and since there are
two possible transitions from each state, 
       
       
       .
Once the joint probability of each state transition,
  		 , is calculated from (2.14), the APP for
the ith data bit under the hypothesis of
 	      is computed as

   	      
            	   	
    
 
      	         	   	        	     (2.21)
where the term 
     in (2.21) can be seen as a normalising factor. Based on the fact that

   	     
   	          it can be observed that this term cancels out as shown in
(2.21). Similarly, the APP for the hypothesis
 	     is obtained. Using also equation (2.21),
the APP for the coded bits can be determined; however, they are calculated for a different set
of state transitions which are given by
  instead of   .
Therefore, an outline of the decoder operation is then:
1) Initialisation of   	  and   		 ;          , according to (2.18) and (2.19).
2) Given
 
, the decoder computes the transition probability          	 using (2.20) and
the forward probability   		 using (2.16). The calculated values of   		 are stored for
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all  and  .
3) Once the complete sequence
  has been received, the decoder can then recursively
computes the backward probability
  	  using (2.17). When the   	  have been com-
puted for all  and all  , the joint probabilities   	     are obtained using (2.14). Finally,
the APP for a decoded bit is then calculated using (2.21). Thus if a hard decision is
performed in the decoder, the output for a decoded bit at time  is given as
 	   
    if 
   	      
      




A comparison of the Viterbi and MAP algorithms in decoding convolutional codes is
presented in Figure 2.12. The figure shows the bit error rate (BER) performance for a
AWGN channel as a function of the signal to noise ratio, measured in terms of the     ,
for a 	 
 NSC code with generators  . The size of the data block is    
data bits. Monte Carlo simulations are provided to obtain the numerical results.



















Figure 2.12: Performance comparison of Viterbi and MAP algorithms for a   
 nsc code
with generators  .
The simulations show that both algorithms perform identically although the MAP algorithm
is more computationally intensive than the VA. Recently, the introduction of turbo codes have
brought an increased interest to the MAP algorithm which is very well suited in the iterative
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decoding scheme. A description of the turbo decoder structure is presented in next section.
2.5.2.3 Turbo decoding
The particular success of turbo codes relies essentially on its powerful decoding structure which
achieves performance close to the theoretical Shannon capacity limits. As described in section
2.3.1.2, the turbo encoder consists of two or more components codes (parallel or serial), separ-
ated by interleavers. This section presents the decoding strategy of turbo codes for the parallel
concatenation of two components codes, other type of turbo codes structures can be found in
[53]. The turbo code decoder iterates between the decoders for the component codes, improv-
ing data estimates on each iteration. The concept behind turbo decoding is to pass soft decisions
(called extrinsic information) rather than hard decisions from the output of one decoder to the
input of the other. The MAP decoder algorithm provides the best decoding method of determin-
ing soft-input soft-output (SISO) decisions. The preferred form for this SISO information is as
the log likelihood ratio (LLR). Alternative SISO decoders are the SOVA [54], the log-MAP and
the max-log-MAP algorithms [55] which are simplified versions of the MAP algorithm which














































Figure 2.13: Block diagram of a turbo code decoder.
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In Figure 2.13, the block diagram of the iterative decoder is shown. It is based on two SISO
MAP decoders, an interleaver and deinterleaver operations. The SISO MAP decoders are a
four-port device, with two inputs and two outputs. It accepts as inputs a vector of received sym-
bol values from the channel,
  , and a vector of a priori LLRs,     " , for the corresponding
data bits. As its outputs, it delivers a vector with an estimate of the data bits,

, and a vector
of a posteriori LLRs after decoding,
    " . The estimates  are given by the sign of the a
posteriori LLRs.
Consider a turbo code of rate        , as described in section 2.3.1.2, where  	  
 	  ; 
     is the ith data bit in the data block and  	         	     is the ith codeword
transmitted with
 ! 
       ;  
        . Notice that puncturing is considered and
therefore some output bits from the component codes are deleted as shown in Figure 2.8. When
the redundant information of a given encoder is not transmitted (punctured code), the corres-
ponding decoder LLR input is set to zero. Let
         be the noise observation
vector with
       	      as the noisy received codeword at time  . The generalised
form of the a posteriori LLR for the ith data bit,
 	  , is defined as

    	 #"      
         
   
        
  
      
    
  	     
   
  	            
   	     
   	       (2.23)
SISO MAP decoder. The inputs to the SISO MAP decoder   at time  becomes   and

    	 #" , where 
    	  " represents the a priori LLR information provided by the SISO MAP
decoder  . The output a posteriori LLR for the ith data bit  	  is

    	 #"       
   	      
  
   	     
      (2.24)
In the case of the SISO MAP decoder   , the estimates of the data bits are not performed.
The APPs required in eq. (2.24) are obtained by using the MAP algorithm described earlier
in section 2.5.2.2. However, these estimates also take into account the a priori information,

    	 #" . The transition probability 
       
       
  , as required in (2.20), depends
directly on the a priori probability of the data bit
 	  . In conventional decoders it is assumed
that 
   	        
   	      and therefore the second term in (2.23) does not contribute
in the output LLR. For turbo decoding, a deinterleaved version of the a posteriori LLRs from
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the SISO MAP decoder  ( 
    	  " which becomes 
    	 #" ) is used as a priori information in
the following form

       
       
        

   	 #" 
       

   	 #"  (2.25)
if 
   	      
     
       
      , and

       
       
            

   	 #"  (2.26)
if 
   	     
            
      . In the first iteration this information is not available,
therefore 
     #" is set to  , i.e 
       
       
      for any transition in the trellis.
Note that the MAP decoder requires estimates of the noise variance.
The operation of the second SISO MAP decoder is identical to the first but where the input a
priori LLR, 
     #" , is provided from the output of the SISO MAP decoder   , 
    	 #" .
Extrinsic information. Exchanging soft information, 
    	  " and 
    	 #" , in the iterative
decoding does improve the performance of turbo codes with iterations, however, a better per-
formance can be obtained if correlations between the constituent codes of the turbo decoder can
be mitigated. Since the RSC codes are systematics (
     	    	  ), the transition probability
      	 
     	     in (2.20) is independent of the trellis structure and states. Therefore,
for the first SISO MAP decoder equation (2.24) can be decomposed into

    	 #"   
    	  "  
    	 #"  
    	 #" (2.27)
where 
    	 #" is called the extrinsic LLR information and 
     #" is known as the reliability
constant [3]. The variables 
    	  " and 
    	  " are defined as

     #"             
  	    	      
  	    

     #"              	 
  	     	       	 
  	      
and 
    	  " is the a priori LLR which is provided by the second SISO MAP decoder. Thus, a
less correlated decoder components can be obtained by only exchanging extrinsic LLR inform-
ation 
   	  " instead of the a posteriori LLR information, 
    	 #" , since it represents extra
knowledge that is gleaned from the decoding process. Also due to the presence of interleaving
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between decoders, extrinsic information and channel observations are weakly correlated. The
extrinsic LLR information of bit
   from the SISO MAP decoder   is therefore

    	 #"   
    	  " 
    	 #" 
    	 #" (2.28)
Similarly, the extrinsic information of bit
   for the SISO MAP decoder  is

    	  "   
    	 #"  
    	  " 
    	 #"  (2.29)
The difference between the decoding exchanging extrinsic, 
    	 #" , or complete 
    	 #" in-
formation is that using complete information the BER performance saturates on a floor much
higher that the one using extrinsic information [53].
Iterative decoding. As shown in Figure 2.13 the SISO MAP decoder   computes 
     " ,
then the reliability constant, 
    	 #" , and the a priori LLR information, 
     #" , are subtrac-
ted to provide with the extrinsic information from the first SISO MAP decoder, 
    	 #" , see
(2.28). On the other hand, the SISO MAP decoder 2 takes as input the channel observations and
the extrinsic information 
    	 #" , which after interleaving, becomes the a priori information

    	 #" to the SISO MAP decoder 2. Note that the received systematic information for the
second SISO MAP decoder is an interleaved version of      	 , see Figure 2.8. The SISO
MAP decoder 2 generates 
    	 #" . The extrinsic information 
     #" from the SISO MAP
decoder 2 is obtained by using (2.29). The deinterleaving version of 
    	 #" yields the a pri-
ori information 
    	 #" which is fed to the SISO MAP decoder   . The iterative process then
continues. When a desired number of iteration have been performed in the turbo decoder, a
decision is made using 
    	 #" , to yield the estimate output  	 
 	   
    if 
    	 #"   
 otherwise
(2.30)
Figure 2.14 shows the performance of Berrou et al. code [30] for a AWGN channel, after
   and    decoder iterations. This particular codes is implemented for a rate        
(see Figure 2.8), constraint length     and generators  	 in octal notation. The inter-
leaver consists of a    matrix where bits are written and read following the nonuniform
rule given in [30]. The SISO MAP decoders are used with a data block length of     
bits.
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The channel capacity [46] formula for an AWGN channel is given as
             (2.31)
where

is the available bandwidth, and     is the information to noise energy ratio. Al-




	       (2.32)
The capacity limits in (2.32) show basically the lowest possible bit signal-to-noise ratio (SNR),
   , required to achieve arbitrarily small error probability over the AWGN channel using




    
        
 
(2.33)
where this theoretical limit is obtained by assuming no constraint on block size, i.e approaching
this limit require that the block size grows arbitrarily large. Therefore, it is then evident that the
error performance of a turbo code with a rate    and a block size of     bits is within
  dB from the Shannon limit as is shown in Figure 2.14.
























Figure 2.14: BER vs     for Berrou et al. code with different number of decoder iterations.
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2.6 Summary
In this chapter, a brief review of the basic principles of spread spectrum technology was presen-
ted. Particularly, we have focused our attention to DS-CDMA systems which represent one of
the main spread spectrum technologies for the third generation of wireless communications. A
general scheme for the downlink of a DS-CDMA system together with the mathematical mod-
els of the signals have been defined. The structure of the transmitter has also been described
which comprises the channel coding and the spreading sequences. Random codes and ortho-
gonal codes have been discussed as the spreading codes in the system. The communication
channel, which represents the main limiting factor in the performance of any wireless system,
has also been described. Finally, the receiver structure is addressed where the conventional DS-
CDMA detector structure with FEC decoding is described. The study of multiuser detection
techniques will be presented in next chapter. The FEC channel coding has also been reviewed
but limited only to convolutional codes. Since the basis of this thesis has its fundamentals in a
subclass of convolutional codes, i.e turbo codes, a special attention has been given to this type
of FEC coding technique. Two type of decoding methods have been discussed which are the
VA and MAP algorithms. When the decoding of a single convolutional code is considered, it is
shown that MAP and VA perform identically. Originally the VA [49] appeared as a simplified
version (less computationally intensive) of the MAP algorithm and then became a better choice
for practical applications. However, MAP has shown to be more suitable in the decoding of
turbo codes. Since the VA neglects some of the information during the decoding process, a
loss in performance is obtained when the VA is implemented in the turbo decoder structure.
Therefore and in order to exploit all the potential at the receiver, we will make use of the MAP




The objective of this chapter is to introduce the turbo multiuser detection principle. Mainly
this chapter aims to provide the fundamentals of multiuser detection. The first section (3.1)
presents an introduction to multiuser DS-CDMA communication systems. Since the capacity
of a multiuser DS-CDMA system is mainly limited by interference, mitigating this effect will
provide a significant increase in capacity. A promising approach to combat this interference is
to use multiuser detection. A general overview of this area is given in section 3.2. Due to the
high complexity of the optimal multiuser detector, sub-optimum multiuser detector structures
are needed. A brief description of several multiuser detection techniques which includes the
optimum detector is also presented in section 3.2. Reviewing the turbo decoding structure, it is
established that the application of the serial turbo coding structure into the multiuser detection
area with the name of turbo multiuser detection. Replacing the inner code of a serial turbo
codes with a DS-CDMA channel results in an encoder structure that can perform well using the
iterative principle. This new type of multiuser receiver for FEC coded DS-CDMA systems is
introduced in section 3.3.
3.1 Introduction
In a DS-CDMA communication system with  users, the capacity of the system depends on
the level of cooperation among the users in the system. When the receiver of each user follows
a single-user detection strategy (conventional detector), other users’ signals appear as interfer-
ence at the receiver of each user. Assuming a memoryless channel where each user transmits a
pseudo-random signal of average power 
 , it is clear, therefore, that each user is corrupted by
interference of power    	 
 . The channel capacity formula per user for the AWGN channel
is then
          
   	 
      





is the available bandwidth. Since
 
is the rate in bits/s, then 
       . If the
number of users is large it can be shown [46] that using the conventional detector the total
system capacity
     	 does not increased with  .
On the other hand, spreading codes and timing information of multiple users can be jointly used
to detect each individual user. This is called multiuser detection (cooperative users). Assuming
that each user is assigned a rate
 




       

      
     (3.2)
When all rates in the DS-CDMA system are identical to

, equation (3.2) reduces to
	    
      	    
where
         is the total rate achieved by the  users per unit of bandwidth. Note
that
 
increases as   increases and therefore, it can be shown [46] that the total system
capacity goes to infinity with  .
The conventional detector described in section 2.5.1, is a bank of correlators as shown in Figure
2.10. For synchronous transmissions, the cross-correlation between pairs of spreading codes is
defined as
        ! 

  !  (3.3)
where      and   ! are defined as in section 2.3.2 with    
      . Under the
assumption of a memoryless channel, the output of the conventional detector for user  as
given in equation (2.5) is
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        !     
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   (3.4)
the success of this detector depends on the correlation properties between the spreading codes.
If        for all     (orthogonal codes) the conventional detector becomes optimal.
However, orthogonality is a difficult task to maintain in practical DS-CDMA systems mainly
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because of two factors:
1) Since several uncoordinated and geographically separated users transmit information at
the same time (asynchronous transmissions), orthogonality is difficult to achieve.
2) In DS-CDMA systems the presence of intersymbol interference (ISI) due to the multipath
nature of the wireless channels makes it impossible to maintain the orthogonality in the
system.
When the number of interfering users increases, the contribution of MAI becomes the limiting
factor on the capacity and performance of the system. One way of suppressing this interfer-
ence is to increase the processing gain when the number of users is large. However, this also
increases the bandwidth required.
Another important factor that contributes to MAI is the presence of users with unequal levels
of power. This problem arises when all mobile users transmit signals toward the base station
with the same power, without taking into account the propagation loss from the base station.
Mobile users that are closer to the base station will cause significant interference to the mobile
users that are further from the base station because of the non zero cross-correlation between
spreading codes assigned to users. This effect is known as near/far effect. Because of this effect,
well-defined power control is essential for proper functioning of the conventional DS-CDMA
system.
Since the conventional DS-CDMA system is mainly limited by interference, mitigating the
effect of MAI can provide a significant increase in the system capacity. Research efforts to
mitigate this effect embrace several areas such as:
  Code Waveform Design. This approach leads to the design of spreading codes with
low levels of cross-correlation properties. As noted earlier, the asynchronism and mul-
tipath problems of practical conventional DS-CDMA communication systems, make is
impossible to maintain orthogonality between the users’ signals even if orthogonal codes
are used. Time shifts of most orthogonal waveforms are not self-orthogonal.
  Power Control. In conventional DS-CDMA systems, power control allows users to
share resources of the system equally between themselves to mitigate the near/far effect.
In most modern systems, both base stations and mobiles have the capability to dynamic
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adjustment their transmit powers. Power control techniques can be mainly classified as
follows: 1) Open-loop power control (OLPC) and 2) Closed-loop power control (CLPC).
OLPC technique is used initially for the mobiles to adjust their transmitted power ac-
cording to the power levels received from the base station. CLPC is used by the base
station to send power control instructions to the mobile based on the power level it re-
ceives from the mobile. In the event that power control is not used, the capacity of the
DS-CDMA mobile system is very low, even lower than that of mobile systems based
on FDMA. Therefore, power control is an essential feature for a proper operation of a
modern CDMA high-capacity cellular radio system using the conventional detector.
  FEC coding. The design of more powerful forward error correction codes allows more
acceptable error rate performance at lower signal to interference ratio levels.
  Sectored/Adaptive Antennas. By directing the reception of the desired signal over a
narrow angle, the antenna enhances only the desired signal and attenuates the MAI from
the other incident angles. The direction of the antenna can be fixed (sectored antennas),
or adjusted dynamically (adaptive antennas). In the latter case, the antennas are directed
to a desired user by using adaptive signal processing.
  Multiuser detection. Multiuser receivers for DS-CDMA systems aim to jointly detect
signals to increase the capacity of such systems. The conventional DS-CDMA detector
treats other user as noise, but multiuser receivers attempt to mitigate the interference from
other users for their mutual benefit. Multiuser detection is also used to alleviate the near
far problem. This allows the use of less power control updates. The complexity prob-
lem of the optimum multiuser receiver leads us to investigate sub-optimum approaches.
This research has focused on finding approaches with the best possible trade off between
complexity and performance.
3.2 Multiuser detection
Multiuser detection (MUD) is a promising approach to provide more efficient use of the avail-
able frequency spectrum and overcoming the limitations of the conventional DS-CDMA de-
tector.
Potential benefits of using MUD in a cellular system are significant increase in capacity. However,
there are two main limitations on the benefits of MUD which are: 1) inter-cell interference and
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2) multiuser receiver complexity on the downlink. In cellular DS-CDMA systems, the uplink
and the downlink utilise different frequency bands. However, due to the frequency planning (see
section 1.1) the same pair of frequencies are reused in neighbouring cells, resulting in inter-cell
interference which is added to the interference within a cell (intra-cell interference). Significant
reduction in capacity can occur if this interference is not mitigated. For the sake of simplicity,
we assume null inter-cell interference in the work presented in this thesis, i.e only intra-cell in-
terference is considered. A second limitation of MUD is the receiver complexity. With respect
to downlink transmissions, a major concern is the constraints in cost, size and weight of the
receiver. Therefore, there is a need to provide mobile multiuser receivers that have reasonable
computational complexity and acceptable performance to ensure practical implementation. On
the other hand, for uplink transmissions (where the detection of multiple users is required in
any case) these issues are relaxed since base stations of current systems allow the extra signal
processing required. Hence, improving the capacity of the uplink does not improve the overall
capacity of the system. In the work presented here, multiuser receivers are only considered for
the downlink of a DS-CDMA system.
MUD

























Figure 3.1: General classification of multiuser detection structures.
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A general overview of MUD is presented in Figure 3.1. This area of research can be divided
mainly into three categories: joint detection (JD), interference cancellation (IC) schemes and
structures with combined schemes. The first category is usually a bank of conventional detect-
ors followed by filters that performs linear or non-linear transformations. As compared to the
conventional detector, joint detection structures are generally computationally more expensive
due to complex matrix calculations and inversions. The IC schemes are mainly characterised
by the regeneration and subtraction of interference based on the data estimates. Finally, a third
category of MUD can be considered as the group of multiuser detectors that combine detection
techniques from the two groups of MUD mentioned above.
To simplify the discussion on the multiuser detector structures, we will assume throughout this
chapter a conventional synchronous DS-CDMA system model over an AWGN channel (no
multipath). Thus equation (2.3) which represents the AWGN channel output can be expressed
in a matrix notation as follow
         !    ! (3.5)
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and          !     !    ! #"

are
the users’ data and noise components respectively. The elements of the noise vector are con-
sidered independent and identically distributed (i.i.d) Gaussian noise samples with zero mean
and two-sided power spectral density equals to        . During the following sections
50
Turbo Multiuser Detection
we will present some of the established multiuser detector structures. Later on this thesis, the
model given in (3.5) will be extended to include multipath propagation.
3.2.1 Joint detection
In this section a concise summary is given of some of the most important JD techniques pro-
posed in the literature. The most widely recognised joint multiuser receiver so far, is the op-
timal multiuser detector or maximum likelihood (ML) detector introduced by Verdú in 1986
[56]. However, its prohibitive computational complexity which grows exponentially with the
number of users,       , makes of this structure much too complex for practical DS-CDMA
systems. Due to the large differences in performance and complexity between the conventional
detector and the ML detector, over the last 15 years or so, most of the search has been in find-
ing sub-optimal multiuser detectors that show good performance/complexity tradeoffs. Despite
the high complexity of the ML, its performance serves as a benchmark for the comparison
with other sub-optimal multiuser detector structures. These sub-optimal structures are divided
into two classes, namely linear and non-linear detection methods. A brief description of these
detector are given in the following sections.
3.2.1.1 Optimum multiuser detector
The optimum multiuser detector are divided into two detection categories, namely jointly op-
timum and individually optimum multiuser detector. The jointly optimum multiuser detector
is defined as the receiver that selects the most likely transmitted vector of symbols
 !  , given
that !  was received. In other words, the minimum probability of sequence error decision is
obtained by selecting the vector
 ! that maximises the joint a posteriori probability (APP)
   !  
 !   . The objective of the individually optimum multiuser detector, on the other hand,
is to find the most likely transmitted symbol
  ! ;  
  
	  , i.e to maximise the APP
    ! 
 !   . The two decision criteria either for jointly or individually detection are the MAP
and the ML criteria. Since the individually optimum multiuser detector achieves the minimum
probability of error for each user, we focus our attention to the analysis on only this type of
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detector structure. Mathematically, the MAP decision criterion is given as
       arg max         
  !     
     
  arg max       


   !  
 !   (3.6)
where
	  is the set of vectors  !  with   !    . Using Bayes’ theorem the APP in (3.6) can
be expressed as
  !    arg max       


      
  !      !  
   !   (3.7)
where       
  !  is the conditional probability of the observed signal, !  , given   ! , and
    !   is the a priori probability of  ! being transmitted. Since         is not dependent
on
     , it can be neglected from equation (3.7) resulting
       arg max       

 
  !  
  !      !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The probability function       
  !  can be computed as
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with                   
   "

as the received vector at time  and ' !                      "

is the channel input when transmitted
 ! .
In the case of the ML criterion, the a priori probability of
 !  , i.e      !  for all  
  	  , is not taken into account as it is assumed that all symbols occur with equal
probability. Therefore, (3.8) is simplified to
       arg max       

 
  ! 
  !    (3.11)
where
	  is defined as before. It is clear, however, that if the a priori probabilities are equal,
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the result of both the MAP and the ML criteria will be the same.
In other words, the optimum multiuser detector searches through all possible combinations in    and selects the one closest to the received signal ! based on the Euclidean distance.
This Euclidean distance can be calculated either at the chip level (3.10) or at the bit level. The
decision rule of the ML multiuser detector with equal a priori information and using (3.10) can
be then written as
  !   
    if            
       	  




The resulting complexity of the ML multiuser detector is therefore       for a synchronous
DS-CDMA system in a AWGN channel.
RBF detector. In [57] it was shown that the individually optimum multiuser detector for a syn-
chronous DS-CDMA system can be implemented with a radial basis function (RBF) network
when all of the system parameters are known (number of users and their spreading codes). The
RBF network or detector outputs a linear combination of    , with  as the number of users,
non-linear weighted basis functions, each of which is applied to the received vector ! . The
structure of the RBF detector is shown in Figure 3.2. Mathematically, the RBF detector output
can be expressed as
              
   
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 ;  
       is a radially symmetric scalar non-linear function (normally a
Gaussian kernel function [58]) with      and   as the lth centre and lth weight that optimise






is the Euclidean distance between the vectors
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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    represents the noise free
received vectors for all possible combinations of the data vector
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 . The decision rule for the
RBF detector is then given as












     ! 

 




where   is substituted by the value of   ! (either    or    ) associated with the lth centre
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Figure 3.2: Chip rate structure of the radial basis function detector.
The optimum RBF multiuser detector can also be applied when the received signal are pre-
processed by the conventional detector, i.e detection at the bit rate. Without pre-processing
the received signal, the noise components are neither correlated with the signal nor other noise
components, therefore, the Euclidean distance is the optimum measure for the chip rate RBF
detector. However, due to pre-processing the noise components becomes correlated [46, 58]
and then the Euclidean distance measure non-optimum. Hence, the bit rate RBF detector, using
the Mahalanobis distance [59] rather than Euclidean distance, will reflect the correlated nature
of the noise components. Thus,
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Similarly to the ML detector, the complexity of the RBF detector (either at the chip or bit rate)
is       for an AWGN channel.
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3.2.1.2 Linear multiuser detectors
Due to the complexity of the optimum multiuser detector, a number of reduced complexity de-
tectors based on linear techniques have been proposed. This group of detectors mitigate interfer-
ences by applying a linear transformation to the output vector of the conventional DS-CDMA
detector. In this section we review the two most common linear detectors, the decorrelator
and minimum mean squared error (MMSE) detectors. First, the decorrelator detector [60–64]
(which is analogous to the zero-forcing equaliser [46]) is a transformation which applies the
inverse of the correlation matrix leaving the received signal without interference. However, a
drawback of this detector is that it causes noise enhancement. The second detector is the MMSE
detector [63–65] which takes into account the background noise and utilises knowledge of the
received signal powers.
To represent the output vector of the conventional detector (bank of  matched filters), equation
(3.5) is multiplied by
 
resulting
         !    !  (3.15)
where
 
is the correlation matrix, and  !  is the vector with the correlated noise created by
the bank of matched filters.
Decorrelator detector. By inspection of (3.15) and considering that the correlation matrix
 
is positive definite (i.e invertible), it is clear that by multiplying both sides of (3.15) with the
inverse of
 
the users signals in the system can be decoupled. Thus, the soft estimate of the
decorrelator detector is
            !          
  	     !     

!  (3.16)
where now   

   is a noise vector with zero mean and covariance matrix 
  

        , and
               !  
     #"

. Reviewing (3.16), we can see that the user  (uth component
of
 ! ) does not contain interference from other users in the system, therefore, the MAI is
completely eliminated by the decorrelator detector. Substantial performance gain is provided
by this detector over the conventional detector. Another significant feature is that it does not
need to estimate the received users amplitudes. Moreover, since the level power of the users are
independent from each other, the decorrelator detector yields the optimum near-far resistance
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performance metric. Furthermore, its complexity, which is linear with the number of users
   (excluding the cost of re-computation of     ), is significantly lower that the optimum
multiuser detector.
On the other hand, there are two significant disadvantages of this detector. Firstly, it causes
noise enhancement which can be observed from the term
     ! in (3.16). It has been shown
in [66] that the noise power associated with the noise term
     ! is always greater or equal
to the noise term at the output of the conventional detector. Therefore, it can occur that if
the MAI is weak, the conventional detector can outperform the decorrelator. This is simply
because the MAI terms is smaller than the noise enhanced term in (3.16). The second and
more significant drawback, is the need to invert the matrix
 
(usually a difficult operation
in real time). For synchronous systems, where detection can be performed at a bit basis, the
problem is somewhat simplified to invert a    matrix. However, for asynchronous systems,
the dimensions of this matrix increase with the message length which could be very large.
Consequently, the computation required is substantially increased. This situation can even get
worse in multipath channels where the paths are treated as separate users. Several suboptimal
approaches to implementing the decorrelator detector have already been suggested [67–69].
Minimum mean squared error (MMSE) detector. Similar to the decorrelator detector, the
MMSE detector applies a linear transformation to the output of the conventional detector (3.15).
However, as distinct from the decorrelator, the MMSE detector takes into account the back-
ground noise and utilises knowledge of the received signal power. The MMSE detector at-
tempts to strike a balance between the residual interference and the noise enhancement. This
transformation is chosen to minimise the mean-square error between its output and the data, i.e
min       
 






is the   transformation matrix. Thus, the soft estimate vector of the MMSE
detector is given as [70]
 !                  !  (3.17)
The MMSE detector minimises the squared error in the presence of channel noise, and becomes
the decorrelator detector when no noise is present. Performance is very similar to the decorrel-
ator solution when the SNR is relatively high (      ), but MMSE is better at low SNR’s. On
56
Turbo Multiuser Detection
the other hand, if the MAI is small as compared with the noise, the MMSE detector approaches
the conventional detector. The analogy to the MMSE detector is the MMSE linear equaliser
[46], used to combat ISI for a single-user channel.
Some of the important drawbacks of this detector are that it requires an estimate of the received
amplitudes and that its performance depends on the power of the interfering users (there is some
loss in resistance to the near-far problem). In terms of complexity, the MMSE detector faces,
like the decorrelator detector, the problem of implementing matrix inversion. Therefore, most
of the sub-optimal approaches to implementing the decorrelator detector are applicable to the
MMSE detector as well.
From another perspective, the DS-CDMA receiver structure can alternatively be confined to
being a finite impulse response (FIR) filter. Therefore, the MMSE detector can also be imple-
mented with a single-user FIR filter without the need of pre-processing the received signal with
the conventional detector. Considering the received signal as given in (3.5), the Wiener filter
theory [71, 72] states that the optimal set of weights for a FIR   is given by
       
  (3.18)
where the    matrix    is the autocorrelation matrix of the input signal !  . Assuming
that the data from different users are independent, i.e    !    !  "    with     and    
  	  , then it can be shown [73] that









is the   matrix with the codes,       is a $  diagonal matrix with   as
defined in (3.5), and


is the identity matrix with dimensions    . The     vector    
represents the desired response, i.e
 
    
       for the uth user. The soft estimate of the
Wiener detector output for the uth user is then given as
  !    
 !
  




   
    !   (3.20)
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3.2.1.3 Non-linear multiuser receivers
Linear multiuser detection techniques generally overcome the problem of complexity, however,
the presence of high levels of MAI and/or ISI generates poor performance in the receiver. This
degradation is mainly caused by the fact that in such scenarios the desired signals are no longer
linearly separable [74]. Therefore, non-linear detection approaches have to be considered. Re-
cently, a new family of detectors, based on a tree search technique, have been studied ex-
tensively. In general, tree search based sub-optimal detectors provide with the next best per-
formance to the optimum multiuser detector but with a significant reduction in complexity. A
number of this type of detectors have been proposed for improving performance. These include
the following detector structures:
Pre-selection maximum likelihood (PSML) multiuser detector. This approach is a reduced-
complexity ML detector that uses two distinct stages in approximating the ML solution [75].











Figure 3.3: PSML multiuser detector structure.
detector, the PSML detector uses an initial stage to assess the received signal in order to confine
the search to a smaller number of possible combinations. The function of the initial stage is
to generate soft estimates of the interfering users which are used to provide with a measure
of how likely they can be correctly detected. The initial detector, which provides with the
soft estimates of the users’ symbols, is implemented by a linear detection technique, i.e the
conventional detector, decorrelator, or MMSE detectors. Based on these estimates, a metric of
how likely each symbol can be detected correctly is obtained by using the magnitude of the
likelihood ratio

    
 . This metric is then used to establish an order of precedence between
the users. After the initial stage, a hard decision is made on those users’ symbols with the
highest metrics (more likely to be correct). On the other hand, those symbols with lower





values are kept as soft estimates for the second stage of the detector. The second stage of the
detector is the optimum multiuser detector with reduced complexity as the number of possible
combinations have been reduced by the hard decision made by the initial stage. It was shown
in [75] that the PSML detector approximated the ML solution with significant less complexity
at the expense of small degradation performance.
M-Algorithm and T-Algorithm detectors. Like the VA, the M or T algorithms [76] are
breadth-first trellis search algorithms that differ only in the criterion used to discard paths.
At a particular trellis depth, the VA discards all but the minimum metric path to each trellis
stage. The M-algorithm instead maintains the M paths of minimum metrics. Then a search
through all M remaining paths is applied to yield the soft outputs of the M-algorithm detector.
In the case of the T-algorithm, the criterion to discard paths is different. It first finds the overall
best path of minimum metric and then rejects all paths whose metrics exceed this minimum
metric by more than a threshold T. The number of paths kept by the T-algorithm is variable.
A derivative from this two techniques can be found in the hybrid MT-algorithm detector [76].
As the number of surviving paths may occasionally be very large, the hybrid MT-algorithm is
normally a good compromise as it ensures that the number of paths is kept within a maximum
threshold that maintains the complexity at a manageable level.
Greedy detector. One of the most recent multiuser detector algorithm is the greedy detector
(GD) which was proposed in [77]. This algorithm utilises the coefficients of the user’s symbols
in the maximum likelihood metric as weights to indicate the order in which symbols can be es-
timated. Based on theses coefficients, this detector forms a modified trellis tree with complexity
much lower than that needed for the optimum multiuser detector. Significant performance gain
is achieved by the GD with a complexity only of the order of      as compared to the   
of the optimum multiuser detector.
3.2.2 Interference cancellation schemes
A second way to perform MUD is using an interference cancellation scheme. This category of
detectors can be classified mainly into three sub-categories: parallel interference cancellation
(PIC), successive interference cancellation (SIC) and hybrid interference cancellation (HIC).
The basic principle of these schemes is to estimate at the receiver the MAI generated by each
user in order to subtract it.
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PIC detector. If the power and codes of all interfering users are known, the PIC detector
[64, 78] yields an estimate of all MAI for each user and then subtracts them in a parallel scheme.
Figure 3.4 shows one stage of a PIC detector for  users. The initial bit estimates,
  ! for  
  	  , are provided by the output of a bank of conventional detectors. These estimates
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Figure 3.4: First stage of a PIC detector for  users.
Figure 3.4, interference cancellation is then performed on the received signal to provide the
input to a second bank of conventional detectors. Thus, a new set of soft estimates are yielded
by the second bank of conventional detectors in this first stage of parallel cancellation. The
process can be repeated for multiple stages by taking the estimates at the output of one stage as
the input of a new stage of parallel cancellation.
SIC detector. As distinct from PIC detector, the SIC detector [61, 64] takes a serial approach to
cancelling interference as shown in Figure 3.5. The first operation in the SIC detector consists
of sorting the users’ signals out in a descending order according to theirs powers (not shown)
which are estimated from the output of the conventional detector. The first stage in this detector
is to regenerate the transmitted signal of the strongest user (in terms of powers and assuming
knowledge of the spreading code). This regenerated signal provides an estimate of the MAI
caused by the strongest user,
     , which is then subtracted from the total received signal !  ,
yielding a partially cleaned version of the received signal   ! . If the user estimate is accurate,
the remaining users see less MAI in the next stages. Thus, this new version of the received
signal can be used to detect the next strongest user in the system. This process is repeated
until all users are detected. Note that in each stage the estimate of the users are obtained by
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making a decision at the output of the conventional detector. The benefit of sorting the signals
out in a descending order is because the strongest users can give the most accurate estimate and
















Figure 3.5: First stage of a SIC detector.
The SIC detector can provide a significant improvement over the conventional detector. However,
its performance is poor under equal power conditions since a wrong order of users results in
drastic performance loss. Furthermore, for every stage of cancellation a delay of one bit is
required, therefore, the scheme must operate is such a way that the delays can be tolerated.
A comparison between the PIC and SIC detectors can be found in [79]. Also for a more de-
tailed discussion in the advantages/disadvantages of these detectors, the reader is referred to
[61, 64, 67–69, 79].
Hybrid detector. This group of subtractive interference cancellation schemes combine certain
positive features of the SIC and PIC detector into a hybrid scheme. The main advantage of
these schemes is that at the expense of some performance degradation, they offer significant
delay and hardware reduction over the conventional SIC and PIC. Some examples of this type
of structures are the schemes proposed in [61, 64, 67–69, 79].
3.2.3 Combined schemes
A third group of multiuser detectors embraces those schemes that combine a linear transform-
ation with subtractive cancellation schemes. Examples of this detection schemes are: the zero-
forcing decision-feedback (ZF-DF) detector, decorrelator/PIC, MMSE/PIC , etc, [61, 64, 69,
78–81] .
The ZF-DF detector is analogous to the decision-feedback equalisers in ISI channels [46]. That
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is, a linear transformation is performed at an initial stage followed by a form of SIC detec-
tion. Using Cholesky decomposition, the linear operation is able to partially decorrelates the
users without enhancing the noise. The SIC operates by making decision and subtracting the
interference in a descending order of the signal strength. It is clear that the success of any
cancellation scheme relies on the initial data estimates. If these estimates are not reliable, error
propagation will occur and consequently the system will collapse. Therefore, as compared to
the conventional SIC detector, the ZF-DF provides with a more powerful SIC operation since a
more reliable initial stage is considered. Ranking the users prior to filtering is important so that
the most reliable user is the first to be cancelled.
The decorrelator/PIC is another approach to combine detection structures. This form of de-
tector is a multistage PIC scheme that uses a decorrelator at the first stage in order to generate
the initial decision statistics. This type of receiver has shown to outperform the conventional
decorrelator in a number of situation of practical interest. However, the performance of these
detection schemes depends heavily on the initial data estimates, other combined schemes with
a more powerful initial stage may provide better improvements, for example, MMSE/PIC de-
tector.
3.2.4 Discussion
Due to the poor BER performance of the conventional detector and the prohibitive complexity
of the optimum multiuser detector for DS-CDMA systems, a significant number of sub-optimal
multiuser receiver have been proposed to provide with better performance/complexity tradeoffs
[64, 65, 70, 82]. Firstly, multiuser receivers based on linear techniques were proposed such as
the decorrelator and MMSE detectors [63]. A second multiuser receiver approach is that based
on an interference cancellation scheme [61]. This type of structures are for example, the PIC
and SIC detectors. A comparison in BER performance and computationally complexity of this
type of receivers can be found in [79]. Hybrid or combined structures between linear detection
techniques and interference cancellation schemes normally provides an enhanced receiver per-
formance. This improvement is obtained from the combination of certain positive features from
two or more of these detection techniques. All of these receivers give significant improvement
over the conventional detector and under certain conditions they can even give a performance
close to that of the optimum multiuser detector. Recently, multiuser detector structures based on
a tree-search have been proposed in the literature [75–77]. In general, these are low-complexity
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sub-optimal multiuser detector structures which provide with good performance, comparable
to the optimum detector but with a much lower complexity. In this thesis, we will investigate
those MUD techniques that can be implemented together with the turbo multiuser detection
principle. In next section the turbo multiuser detection principle will be defined.
3.3 Turbo multiuser detection principle
In early years, the design of a multiuser receiver had only considered FEC coding has an addi-
tional gain but not until recently has this become as part of the multiuser receiver structure [83].
Similarly to the optimum detector [70], the optimal multiuser receiver can be formulated for a
DS-CDMA system with FEC coding as shown in [84]. However, the even higher complexity of
this receiver         which depends not only exponentially with the number of users but also
with the constraint length of the encoder, makes this receiver too complex for implementation.
It points to the use of sub-optimal multiuser approaches with FEC coding to attempt to attain
high performance levels in the system.
First, the multiuser receiver with FEC coding can be partitioned to mitigate complexity, as
proposed in [83], but where coding is considered by generating suitable input metrics for the
decoding function. This will be discussed in more detail in section 3.3.2. As noted earlier,
turbo codes is now widely recognised as a very general and powerful concept in communic-
ation theory, with applications that go beyond the practical decoding of these near channel
capacity codes. The turbo principle is used to describe the iterative exchange of soft inform-
ation between different blocks in a communication receiver in order to improve the overall
system performance. There are two main type of codes that have been developed, parallel turbo
codes [30] and serial turbo codes [39]. Reviewing the turbo decoding techniques it can be es-
tablished that the serial turbo coding structure is easy to adapt to the multiuser detection area.
In order to introduce the turbo MUD principle we will briefly overview the serial turbo encoder
and decoder in next section. This will lead us to introduce in section 3.3.2 the turbo multiuser
detection principle.
3.3.1 Serial turbo codes
A serial turbo code is the serial concatenation of two convolutional codes, referred to as the
inner and outer codes, which are separated by a random interleaver. The output of the outer
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encoder is fed to the interleaver and the output of the interleaver is input to the inner encoder.
The output of the inner encoder is then transmitted over the communication channel. The
product of the rates of the two convolutional encoders is the overall rate of the serial encoder.








Figure 3.6: Serial turbo encoder structure.
Similar to the decoding of parallel turbo codes (see section 2.5.2.3), the serial turbo decoding
structure utilises concepts of soft-input/soft-output (SISO) decoding and random interleaving.
The important difference is that each individual FEC decoder, which is implemented by a SISO
MAP decoder [85], computes the LLRs not only of the data bits but also for the coded bits
which are used as a priori information for the next decoding component in the scheme.
The serial turbo decoding structure receives the channel output bits and first decodes them with
the inner SISO MAP decoder as shown in Figure 3.7. The inner SISO MAP decoder also takes
as input the a priori LLR, 
     #" , which are set to zero for the first iteration (on subsequent
iterations this is provided by the outer SISO MAP decoder). The inner SISO MAP decoder
computes the extrinsic LLRs for every coded bit
 ! labelled as 
     #" . After deinterleaving,
this extrinsic LLRs are then taken as a priori information to the outer SISO MAP decoder
which are denoted by 
   !  " in Figure 3.7. Unlike the inner SISO MAP decoder, the outer
SISO MAP decoder is provided with only the LLR’s of the coded bits. This input is the a priori
input from the inner SISO MAP decoder. As the outer SISO MAP decoder does not transmit
data directly over the channel there is no input metric information available. The outer SISO
MAP decoder takes the a priori LLR information, 
   !#" , and uses it to yield both the final
hard output on the data bits,
   (after enough iterations have been performed), as well as soft
a posteriori probability information for the coded bits, 
   !#" . After interleaving, the LLRs
of the a posteriori probabilities for the coded bits from the outer SISO MAP decoder, 
     #" ,
are fed into the inner SISO MAP decoder as the a priori information on the next iteration. Once
a desired number of iterations have been completed or a desired performance is achieved, the
outer SISO MAP decoder outputs the LLRs for the data bits 



























Figure 3.7: Serial turbo decoder structure.
is made according to
 	   
    if 
    	 #"   
 otherwise
(3.21)
3.3.2 Turbo principle applied to MUD
In the context of this thesis, MUD refers to the detection of data from multiple users when
observed in a non-orthogonal multiplexed wireless channel (DS-CDMA system). The basic
idea of MUD is to exploit the cross-correlations among the signals to be detected in order to
improve the data detection process. On the other hand, FEC coding exploits the dependencies
among successive channel symbols to improve the detection of a single stream of data symbols.
Currently many of the wireless systems, such as the third generation systems, involve both
FEC coding and non-orthogonal multiplexed channels. A typical configuration of this is a
convolutional encoder followed by an interleaver and a DS-CDMA modulator for the channel
symbols. In the previous section, we discussed the use of convolutional codes in the serial turbo
code structure. However, a number of channels can also be represented by a linear sequential
operation rather than convolutional codes. Particularly, it can be viewed that by replacing the
inner code of the serial turbo codes with a DS-CDMA system results in an encoder structure
that can perform well using the iterative principle. Figure 3.8 shows such an encoder structure.
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Figure 3.8: Channel coding concatenation with a DS-CDMA channel.
shown in Figure 3.9. First the DS-CDMA signals are despread (using the conventional detector
or a multiuser detector) and deinterleaved to provide the input to the channel decoder. In a
similar way to the serial turbo decoder, the FEC decoder generates a final output decision after
a desired number of iterations. It also outputs extrinsic soft a posteriori information which is
interleaved and input to the multiuser detector as a priori information on the next iteration. The
process repeats for the desired number of iterations, after which the FEC decoder outputs a













Figure 3.9: Iterative detector/decoder structure (turbo multiuser detection principle).
ciple refers to joint the channel coding (outer code) and multiuser detection (inner code) using
an iterative exchange of soft information [86–93]. Thus we have established the application
of the turbo principle into the area of multiuser detection. Like turbo decoding, the iterative
approach to joint multiuser detection and channel coding have shown considerable promise for
achieving performance close to the Shannon limit. The main purpose in this thesis is then to
investigate the application of the turbo multiuser detection principle on some of the multiuser
receiver structures already established. This approach taken aims to look for an advance multi-




3.3.3 Iterative multiuser receiver
As mentioned earlier, an overall optimal detector/decoder uses an optimal mapping from the
received signals to the original data symbols (multiuser detection and FEC coding jointly)
[84]. However, this results in a prohibitive complexity,         , which rises exponential in the
product of the the number of users  and the constraint length of the convolutional code  . In
[83] a sub-optimal scheme that perform symbol detection and decoding separately is proposed,
see also Figure 3.10. The complexity of this partitioned structure is reduced to              .
Both multiuser detection and channel decoding typically involve very complex algorithms, and
so complexity issues often dominate the study of these problems. In particular this complexity













Figure 3.10: Partitioned multiuser receiver structure.
In [88] an iterative multiuser receiver for DS-CDMA system with FEC coding is presented.
This receiver is derived from the serial concatenation of a metric generator (MAP criterion)
for the joint received signal and a block of  single-user turbo decoders. Figure 3.11 shows
this iterative multiuser receiver system. The receiver takes the conventional detector output and
generates the conditional channel probabilities   !  
      which are multivariate Gaussian
conditional probabilities [46]. Then the metric generator calculates the marginal probabilities
  ! 
       for the uth decoder. The FEC decoders generate the a posteriori coded bit prob-
abilities,     !  
 !   , which are then used as a priori information for the metric generator on
the next iteration. After a number of desired iterations a hard decision of the uth user data bit
at time  ,      , is output by the single-user FEC decoder. The implementation of the MAP
criterion for the metric generator provides with the optimum multiuser detector performance
while turbo codes are the most powerful FEC coding scheme proposed so far. Therefore, the
use of this iterative scheme will achieve the lowest BER performance for a partitioned multiuser
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receiver. Although the complexity of this structure is still too high for a practical implement-
ation, especially for a large number of users, it is useful for understanding the turbo multiuser
detection principle but also as a benchmark in the receiver performance/complexity tradeoff. In
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Figure 3.11: Iterative multiuser receiver.
Like turbo decoding, an essential issue in an iterative scheme is the way of exchanging in-
formation between the detection stage and the block of FEC decoders. Given the received
signal, ! see (3.5), the metric generator detector outputs single-user a posteriori informa-
tion (LLRs) which are then supplied, after deinterleaving, as a priori information to the FEC
decoders, 
    !  " ;  
   




      #" , which are used after interleaving as a priori information,

    !  " , into the metric generator on each iteration. Similar to turbo codes the main idea is
to exchange soft information (across the users and across the FEC coded bits) by using a SISO




The MAP decision rule for the metric generator sets
 !    arg max       !

  !            (3.22)
However, the metric generator requires to generate single-user decoder metrics for the block of
FEC decoders. This soft information can be obtained by computing the LLR of the conditional
probabilities given as

   ! #"    

  ! 
   !     	
  ! 
   !     	   (3.23)
Using Bayes theorem the metric generator output (LLR) for user  as shown in [88] is given by
the conditional probabilities       
   !      with  
   
    which are expressed as
      
            
        
  ! 






         (3.24)
where      !  is the a priori probability in the metric generator on each iteration and   !  
  ! 
is the joint likelihood generated by the multivariate Gaussian probability density function as
given below
  !  
         
         
	     	          (3.25)
    is the noise free input vectors for the input data vector b(t).
3.3.3.2 Single-user turbo decoder
Using turbo codes as the FEC coding gives a very powerful decoding stage. A description of
this decoding structure has already been given in section 2.5.2.3. However, the turbo decoder
structure needs to be modified slightly to accept soft input probabilities and produce suitable
soft output probabilities for the a priori input to the metric generator. Since we are considering
exactly the same FEC decoder for each user in the system, the following discussion is based
solely on the decoding process for the uth user.
The turbo decoder for the uth user receives as input and after interleaving the LLR, 
     !#" ,
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which is generated by the multiuser detector. This information is used directly into the first
SISO MAP decoder as follow
         	   
       
       
 
   
         
    ! 

   !      (3.26)
where
  !  
   !      
     	     
           
  if               
  if       (3.27)
the noisy received symbols at time  are denoted as         	  	   	        and where
the product is over all coded bits that produce the transition of the SISO decoder from state 
to state   . In turbo codes the first SISO MAP decoder does not take any a priori information
on the first iteration of the turbo decoding scheme, i.e 
       
       
       . On
subsequent iterations of the turbo decoder, the second SISO MAP decoder provides with a
priori information for the systematic bits in the first SISO MAP decoder. Note that in the
multiuser receiver structure there are two iterative processes, one for the FEC coding using
turbo codes and a second for the multiuser receiver where the latter corresponds to the turbo
multiuser detection principle.
As an output the turbo decoder must produce an update of the LLRs for the coded bits,


   !  " ,
as well as for the data bits,


     #" . The LLRs of the coded bits after interleaving are used
as the a priori probabilities in the metric generator output, see (3.24). As described in section
2.5.2.3, all bits that were input to the turbo decoder (not just the data bits) can also be updated
with the SISO MAP decoder modules. Then after a desired number of iterations in the turbo de-
coder, the output LLRs


   !#" are calculated using the outputs of both SISO MAP decoders,
that is, as the turbo code is punctured, the redundant LLRs codes bit are taken alternately from
the first and second SISO MAP decoders according to the punctured scheme described in [30].
The LLRs for the data bits are taken from the output of the second SISO MAP decoder.
3.3.3.3 Iterative scheme in the multiuser receiver
In a similar fashion than turbo codes, the single-user turbo decoder output probabilities,     !  
 
 !   , after interleaving are assigned as the a priori probabilities in the metric generator (see
(3.24)) on every iteration, i.e     !           !    
 !   for  




       . On the first iteration the a priori probabilities in the metric generator are set to
    !          , i.e all coded bit sequences are assumed to be equiprobable. At the last
multiuser iteration at the receiver, the FEC decoders computes the a posteriori LLR of the data
bits which are used to make a decision on the decoded bit as follow
 	   
    if 




This chapter has shown that using the conventional detector the capacity of a DS-CDMA sys-
tem does not increase with the number of users. Therefore, multiuser detection emerges as
a very promising area to increase the capacity of a DS-CDMA system. A general review in
this area has been presented with a description of various of the existing multiuser detectors.
MUD can be divided into joint detection, cancellation schemes and combined schemes. Firstly,
joint detection techniques are introduced, starting from the optimum multiuser detector. Due
to the complexity of the optimal multiuser detector sub-optimal structures are also discussed
which include those with linear (Decorrelator, MMSE) and non-linear (PSML, Greedy, M and
T algorithms) detection methods. Multiuser detector structures based on cancellation scheme
(PIC and SIC) or combined detection schemes (Decorrelator/PIC, MMSE/PIC) are also ad-
dressed. Recently a new type of multiuser receiver based on the turbo decoding principle has
been proposed. In this chapter the principles of the serial turbo code encoding and decoding
have been explained. It is shown that by replacing the inner code of the serial turbo codes with
a DS-CDMA channel results in an encoder structure that can perform well using the iterative
principle. The application of the turbo principle can be then established in the area of multiuser
detection with the turbo multiuser detection principle. An overview of this principle together
with its fundamentals are discussed. This class of receivers exploits the iterative technique of
turbo codes to exchange soft information between the detection process and the FEC decoders.
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An Iterative Multiuser Receiver in a
AWGN Channel
In chapter 3 the turbo multiuser detection principle is introduced. Due to the prohibitive com-
plexity of an overall multiuser receiver (detection/decoding), the turbo multiuser detection prin-
ciple emerges as a very promising approach to mitigate this issue of complexity. As stated
earlier in this thesis, we are interested in developing a multiuser receiver based on the turbo
principle.
In the downlink of a DS-CDMA system the signals received at each mobile terminal are syn-
chronous due to the fact that the base station broadcasts to all users simultaneously. When or-
thogonal codes arrive at the mobile terminal the conventional detector achieves the single-user
performance under these ideal conditions, i.e no multiple access interference and no multipath.
However, time dispersive channels are common in wireless mobile channels which destroys the
orthogonal property in the system. Under this scenario pseudo-random spreading codes can be
a better choice to model the channel conditions as they provide an average interference level
which is noise like when the number of users is large.
Therefore, in this chapter we investigate the downlink of DS-CDMA system with FEC coding
that employs pseudo-random spreading codes in an AWGN channel. The description of this
channel model is presented in the next section. Following the next section (4.2) we investigate
the implementation of linear detection techniques in order to provide a sensible detection stage
that can incorporate the turbo multiuser detection principle in its structure. Based on this search,
we propose a new iterative multiuser receiver. This new structure has not only the benefit
of reducing complexity at the receiver but also exploits the iterative principle to improve the
receiver performance in a similar way to turbo codes.
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4.1 System model
We model the downlink of a discrete-time DS-CDMA communication system with FEC coding
for  active users. It is assumed both bit and chip synchronous with the samples taken at the
chip rate. Figure 4.1 depicts the system model. The uth user transmits data blocks of i.i.d1
binary data,
   	   ;  
      ,  
   
	  , where   	  will be referred to as
the ith data bit of user  . To reduce the complexity in the receiver, the FEC coding considered
here is limited to one convolutional code. To mitigate the effect of error bursts at the input of
every FEC decoder, the sequence of coded bits at the output of each encoder is interleaved using
a distinct random pattern. The random interleaver is a permutation that maps the sequence of
    FEC coded bits into the same sequence of data but with a new order, i.e., for each 
there is a corresponding random integer  !  without repetition (     ! ) [32, 33, 35, 42].
Every interleaver has a corresponding deinterleaver that acts on the interleaved sequence of
FEC coded bits and puts them back into its original order. On the other hand, the spreading
codes are reselected independently in a pseudo-random fashion on a bit by bit basis (channel
coded bits) for every user. This is statistically equivalent to using random sequences. It is


































Figure 4.1: DS-CDMA system model with FEC coding in a AWGN channel.
assumed that all the users transmit with equal and constant power. At time  the output of the
channel is given exactly as denoted in (3.5).
1 independent and identically distributed
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4.2 Iterative multiuser receiver
In [84] an optimal iterative multiuser detector for synchronous coded CDMA, based on iterative
techniques for cross-entropy minimisation is introduced. A practical suboptimal implementa-
tion is also presented. However, the computational complexity of this practical structure is
          which is still prohibitive for systems with large number of users. In section 3.3.3,
a similar structure is described but where the complexity is even higher due to the utilisation of
turbo codes as the FEC coding. Therefore, the purpose of this section is to develop a low com-
plexity iterative multiuser receiver based on a partitioned structure for a FEC coded DS-CDMA















Figure 4.2: Iterative multiuser receiver structure.
4.2.1 Multiuser detector
It is clear that when the RBF detector is applied in the partitioned multiuser detector/decoder
structure, the complexity in the receiver for medium to large number of users is mainly de-
termined by the detection stage,       . Therefore, a number of reduced complexity multiuser
detectors based on linear techniques have been proposed. The conventional detector is the op-
timal detector only in an AWGN channel but has a very poor performance when the level of
MAI from other users in the system is high. On the other hand, it is well known that the Wiener
detector gives better performance than any other linear detection in isolation and that combined
with a single stage of parallel interference cancellation (PIC) scheme can give even better per-
formance that either technique on is own [94]. Therefore, in this chapter we investigate the
structure of a multiuser receiver based on two detection schemes, Wiener detector and Wiener
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detector followed by a single stage of a PIC scheme.
4.2.1.1 Wiener detector
Figure 4.3 shows an iterative multiuser receiver using the Wiener detector at the front end of
the receiver. The Wiener detector is an  tap FIR filter, where  is the processing gain, with
the weights of this filter given by
        
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Figure 4.3: Iterative multiuser receiver structure using only the Wiener detector.

is the autocorrelation matrix of the input signal, 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where   " denotes the expected value. Traditionally, it is assumed that the data modulation
on each coded bit is independent, i.e     !   !#"      !  "      #"    with     ;
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  
   	  , however, in this scheme we remove such assumption and therefore,
   !#"    !  "    for all  and  . This condition will allow us to introduce the turbo
multiuser detection principle as it will be shown later on this chapter. Consequently, the auto-
correlation matrix  
 
is then defined as
      










and   as given in section 3.2.1.2 but where now the diagonal matrix representing
the received power of the users,
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  in (4.1) denotes the cross-correlation between the received signal, r(t), and the
desired user data bit,
  !  , which is given by
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Under the same assumptions that in (4.2), that is,    !    !#"    for all  and  , the cross-
correlation vector
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The Wiener detector output for the uth user can be therefore defined as follow
  !   
 !  (4.7)
A comprehensive review of this multiuser detector can be found in [73].
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Single-user Wiener detector output. The problem faced when designing a partitioned mul-
tiuser detector/decoder with an iterative structure is that of generating the correct single-user
input probability information for the FEC decoders and of supplying appropriate a priori in-
formation to the multiuser detector on each iteration.
Using the Wiener detector, the single-user output probability information is obtained from the
conditional probabilities,     ! 
   !     , with  
       . These probabilities are cal-
culated assuming Gaussian noise at the Wiener detector output. The scalar   !  denotes the
Wiener detector output for the uth user with mean 
      and variance          
        

      (see appendix B.1). Therefore the single-user input probability information for the FEC
decoders is provided in the form of LLR as follow

    !  "    

    ! 
   !     	
    ! 
   !      	   (4.8)
4.2.1.2 Wiener detector with a single stage of PIC
A second multiuser detector structure comprises the Wiener detector followed by a single stage
of a PIC scheme. We exploit this combined scheme not only to improve performance in the
multiuser receiver but also as an alternative structure to bring forward the multiuser detection
principle as it will be shown later on this chapter. Therefore, the Wiener detector together
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Figure 4.4: Iterative multiuser receiver structure using Wiener detector and a single stage of
parallel cancellation scheme.
77
An Iterative Multiuser Receiver in a AWGN Channel
with a PIC scheme is also investigated in the structure of the iterative multiuser receiver whose
structure is depicted in Figure 4.4.
Like in turbo decoding, an essential issue in an iterative structure is not to perform any hard
decisions during the detection/decoding process. If a user coded bit is detected incorrectly,
a hard decision will increase the multiple access interference caused by this detection error.
Hence, in the structure of Figure 4.4 the Wiener detector delivers an initial soft estimates of the
users FEC coded bits,
   !  ;  
      ,  
         , which are then passed
to the PIC scheme. For the uth user this soft estimate is obtained by forming the expectation of
the users’ coded bits as follow
  !        #"   
       
     (4.9)
where     represents the a priori probability of transmitted either      or       . The con-
ditional probabilities at the Wiener detector output,        
   !      ;  
   
	  ,  
      , are calculated similarly to section 4.2.1.1 but in this case we assume that    !    !  "  
 with     ,    
       . These conditional probabilities are then assigned as the a
priori probabilities required in (4.9).
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Figure 4.5: Wiener detector followed by the PIC scheme.
Using the PIC scheme the soft estimate of the interfering users coded bits (MAI) are spreading
and then subtracted from the received signal     . The resulted signal is passed through the
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conventional detector whose output is denoted as
  !       !     !#"    !  (4.10)
where  





  ! 
corresponds to the soft estimates of the interfering users which are given as
  !       !   
  !   
              #" . Lastly,   !  denotes a Gaussian noise sample with zero mean
and variance   .
Single-user PIC detector output. In the case of the PIC detector, the single-user output ex-
trinsic information is given in terms of the following LLRs

     !#"          !  
   !          ! 
          	  (4.11)
where        
   !      is the conditional probability at the output of the PIC scheme. Since
the PIC scheme output for the uth user can be modelled on the first iteration by an equivalent
AWGN channel, this output can then be written as follow
  !      !      !  (4.12)
with    !  is a Gaussian noise sample with zero mean and variance (see appendix B.2)





        (4.13)
     denotes the cross-correlation factor between user  and user   .
4.2.2 FEC coding
To reduce the complexity in the iterative multiuser receiver convolutional codes are chosen for
the channel coding. Thus the FEC decoder for the uth user consists of a single SISO MAP
decoder. As shown in Figure 4.2, the multiuser detector output for the uth user after deinter-
leaving, 
    !  " , is fed as input to a single SISO MAP decoder. This information is used
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directly in the MAP’s branch decoder metric calculation which is modified as in [87–92] to
         	   
       
       
 
   
           
   
  !   
   !    (4.14)
where the product is over all the   FEC coded bits,   ! , value that produce the transition of
the MAP decoder from state   to state  . Like the SCCC solution [39] the SISO MAP decoder
does not take any a priori information for the data bits, i.e 
        
       
       . As




   !#" ;  
   
	  , based on the soft information provided from the
multiuser detector. This extrinsic information is the information about the coded bits gleaned
from the a priori information about the other code bits based on the trellis structure of the code.
Also the SISO MAP decoder computes the a posteriori LLRs of the uncoded bits,


     #" .
Note that the LLR of the uncoded bits is computed only at the last iteration. Finally, the data
bit of user  ,   	  , is then decoded according to (3.28).
4.2.3 Iterative principle
The general structure of a partitioned iterative multiuser receiver consists of a SISO multiuser
detector followed by a block of  SISO FEC decoders. These two modules are separated by
interleavers and deinterleavers. When users share information suitably, a joint detection pro-
cess results with an improved performance over a system without joint detection. In the turbo
decoding scheme, the output a posteriori probability of the first SISO MAP decoder is used as
a priori information for the second SISO MAP decoder. Equally the output a posteriori prob-
ability from the second SISO MAP decoder is fed to the first SISO MAP decoder during each
iteration in. In a similar fashion, the SISO multiuser detector in the iterative multiuser receiver
scheme delivers single-user probabilities (given in the form of LLR, 
    !#" ) for every user
coded bit which are fed to the SISO MAP decoders. The iterative principle is thus incorpor-
ated in the receiver structure by using the a posteriori probabilities (interleaving version) of the
users coded bits from the SISO MAP decoders output,


      #" ;  
   	  , as a priori
probabilities in the SISO multiuser detector.
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4.2.3.1 Iterative multiuser receiver with Wiener detection
Considering only the Wiener detector in the iterative multiuser receiver structure, as shown in




    ! #" (provided from the SISO MAP decoders and after interleaving), to obtain the
expectation value of the users’ coded bits, i.e
           !#" . Using (4.9), we can compute




    !#" as follow
    !       
              
                
  if                  
  if       . (4.15)
The resulted expectation values are then substituted into (4.4) and (4.6) to compute an updated




  which are used to
estimates the users’ coded bits on subsequent iterations. For the first iteration, we set the
multiuser receiver a priori information to     !          , that is, 
     !#"    for
all  
      . Finally, after a desired number of iterations the SISO MAP decoders
performs a hard decision on the LLRs of the data bits,


     #" to recover the original uncoded
data stream, that is
  	   
    if 
      #"   
 otherwise.
(4.16)
4.2.3.2 Iterative multiuser receiver with Wiener detection and a single stage of PIC
Figure 4.4 shows the iterative multiuser receiver structure with the incorporation of the PIC
scheme in the detection stage. For the first iteration, the Wiener detector provides the initial
probabilities which are then used as a priori probabilities (       
   !                   )
in (4.9) to compute soft estimates of the interfering users coded bits at the PIC output. Similar
to the previous section, the iterative principle is incorporated by using the interleaving version
of the a posteriori LLRs for the users coded bits at the SISO MAP decoders output,


     !#" ,
with  
   	  , as a priori probabilities in the PIC scheme rather than the Wiener
detector output as shown in Figure 4.4. These a priori probabilities,


       #" , are then used
to produce soft estimates at the PIC output for the interfering users coded bits on subsequent
iterations. At the last iteration, the SISO MAP decoder computes the a posteriori LLR of every
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     #" , which is then used to make a decision on the decoded data bit based on
equation (4.16).
4.3 Complexity analysis
In this section an analysis of the complexity is presented for the two iterative multiuser de-
tector/decoder structures presented in this chapter. This is important to determine those parts
of the receiver which require more computational resources. The complexity analysis consists
of determining the number of operations (measured in terms of multiplications and divisions)
required for the multiuser detector, SISO MAP decoder and LLR calculation per data bit trans-
mitted and per iteration. We assign the variable  to be the equivalent to the computational
complexity of the exponential operation, the number of users equal to  , the processing gain
equal to  , the number of paths out of each code state equal to   , and   as the code rate
of the FEC coding. Table 4.1 and 4.2 show the complexity of the iterative multiuser receiver
structures in terms of those variables.
Procedure multiplications and divisions per data bit
Wiener detector         
  	         	      	 
LLR calculation        
SISO MAP decoder

           
Table 4.1: Iterative multiuser receiver using Wiener detection
Table 4.1 shows the complexity of the modules in the proposed iterative multiuser receiver illus-
trated in Figure 4.3. A major concern in the complexity of the Wiener detector is the inversion
of the matrix,  

, whose complexity is denoted as      . This matrix requires knowledge
of the spreading users codes and the noise variance   . Since the users codes are known, it
can be seen that      mainly changes according to the value of   and the expectation values
   !#" . Therefore, the inverse of    is required every time the expectation values are up-
dated. Secondly, the complexity of a single SISO MAP decoder for a constituent convolutional
codes of constraint length  is in the order of         . Normally  is chosen small to reduce
the complexity of the channel decoder. Finally, the LLR calculations are linearly dependent on
the number of users and the processing gain.
Table 4.2 shows the complexity of the iterative multiuser receiver structure proposed in Figure
4.4. This structure assumes that    ! #"    ,  
   	  , therefore, the autocorrelation
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Procedure multiplications and divisions per data bit
Wiener detector               
PIC scheme      




            
Table 4.2: Iterative multiuser receiver complexity using Wiener detection and a PIC scheme
matrix

and the cross-correlation vector
 
  do not require the calculation of the expectation
values for the users’ coded bits. This will reduce the complexity in the Wiener detector as
compare with the structure in Figure 4.3. Thus     will change only according to the noise
variance parameter   . Although an extra stage is incorporated (PIC scheme), for a number
of iteration   1 the complexity of the iterative multiuser receiver is reduced to the complexity
only in the PIC scheme and the block of SISO MAP decoders.
4.4 Simulation results
Monte Carlo simulations are used to illustrate the performance of the iterative multiuser re-
ceiver structures proposed in this chapter for the downlink of a DS-CDMA system over an
AWGN channel. Equal-power users are assumed in the system. Simulation results throughout

















Figure 4.6: Number of users against BER for       and     	 using Wiener
detector as the detector of the the iterative multiuser detector/decoder.
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this section show the average BER performance over all the users in the system. The FEC cod-
ing technique employed for each user consists of a non-recursive non-systematic convolutional
code (nsc) with rate         , constraint length     , and generators  in octal notation.
The channel decoder is implemented by the SISO MAP algorithm. The constituent MAP de-
coder assumes a starting state of zero with the convolutional codes are not terminated (that is
an equiprobable final state). The data block size is set to     	   data bits. In the simulations,
the spreading codes of length  are chosen in a pseudo-random fashion on a bit by bit bit basis.
Also a unique random interleaver of length        coded bits is assigned to each user. It
is assumed that the receiver knows the noise variance   and the user spreading codes exactly.




















Figure 4.7: Number of users against BER for        and     	 using Wiener
detector with soft cancellation scheme in the iterative multiuser receiver.
Figure 4.6 show the BER performance as a function of the number of users for   ,  and 
iterations in the multiuser receiver structure proposed in Figure 4.3. Similarly, 4.7 show the
performance corresponding to the scheme in Figure 4.4 but where up to  iterations are applied.
Comparing the results, it is clear that using the Wiener detector followed by the PIC scheme
provides with a much better performance gain that using only the Wiener detector on its own.
Although an improvement is obtained by increasing the number of iterations in the scheme of
Figure 4.3, the gain is small compared with the performance using the scheme in 4.4. From
the latter, we can observe that for a multiuser iteration number    the multiuser receiver
performance remains closely to a constant value (single-user bound) up to a number of users
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15 users − it=1
15 users − it=2
15 users − it=3
Figure 4.8: Iterative multiuser receiver performance using a Wiener detector.
equal to the processing gain, i.e     . The incorporation of more users in the system
       pushes the receiver performance away from the single-user bound, as is expected.
On the other hand, Figures 4.8 and 4.9 show the BER performance of the system as a function
of the     and the number of iterations on the receiver. The simulations are performed with
a processing gain     	 and with     	 active users. Figure 4.8 presents the simulation
results using the scheme proposed in Figure 4.3. It can be seen that with  and  iterations in the
receiver the performance is improved slightly. However, the gain achieved is not significant.
The performance for the scheme proposed in Figure 4.4 is shown in Figure 4.9. These sim-
ulation results show that the multiuser receiver achieves near single-user performance in this
highly loaded system, a result within 0.4 dB of single-user performance is obtained at a BER of
     . Similar to turbo codes, the major improvement of the receiver occurs in the second and
third multiuser iterations. It is important to highlight the crucial effect of the receiver perform-
ance at the first multiuser iteration since it indicates whether it will converge to the single-user
performance.
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15 users − it=1
15 users − it=2
15 users − it=3
15 users − it=4
15 users − it=5
Figure 4.9: Iterative multiuser receiver performance using Wiener detector with a soft cancel-
lation scheme.
4.5 Summary
In this chapter, an iterative multiuser receiver technique is proposed. In a similar fashion to
turbo codes, this receiver performs signal detection and decoding separately, but exchanging
soft information in an iterative fashion. Due to the complexity of the optimal joint receiver, an
iterative multiuser receiver has been analysed using low-complexity detection techniques.
Firstly, an iterative receiver with Wiener detection is proposed in order to apply the turbo prin-
ciple. However, simulation results indicate that a small gain is obtained by iterating between the
Wiener detector and a block of FEC decoders. The reason for this is a weak multiuser detection
stage.
A second iterative multiuser receiver structure is investigated using a more powerful detec-
tion technique which consists of the Wiener detector followed by a single stage of PIC. It
is shown that this scheme performs close to the single-user performance even for large sys-
tem loads. The complexity of the optimal joint receiver is well known to be exponential
with the number of users and the constraint length of the FEC code. By applying this low-
complexity multiuser receiver, the complexity reduces then from         to a factor propor-
tional to
 
                          as shown in table 4.2. Thus, the main con-
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tribution in this chapter is the application of the turbo multiuser detection principle in the re-
ceiver of a synchronous FEC coded DS-CDMA system that employs pseudo-random spreading
codes in an AWGN channel.
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Chapter 5
An Iterative Multiuser Receiver in a
Multipath Fading Channel
In the previous chapter we have discussed the design of an iterative receiver for a FEC coded
DS-CDMA system over an AWGN channel. It was shown that the proposed receiver struc-
ture achieves good performance with a low-complexity structure. In a more realistic mobile
channel, however, multiple paths are received from the signal that is transmitted through the
channel. This phenomenon introduces ISI which is another of the major interference factors
for a DS-CDMA system that significantly degradates the system performance. In this chapter
we investigate the structure of an iterative multiuser receiver with the distortion of a multipath
fading channel.
The next section introduces the FEC coded DS-CDMA system model for a multipath fading
channel. Section 5.2 looks at the hybrid iterative multiuser receiver (HIMR) which is a parti-
tioned receiver that iterates between multiuser signal detection and channel coding using two
different MUD schemes and a block of single-user FEC decoders. A linear MUD structure is
applied in the first iteration of the scheme then a sub-optimum RBF detector is incorporated for
the MUD on subsequent iterations. In section 5.3 the complexity of the proposed HIMR is ana-
lysed. Finally, simulation results and conclusions are drawn in section 5.4 and 5.5 respectively.
5.1 System model
In this section the downlink of a DS-CDMA with FEC coding over a stationary multipath
channel is described. The system model is shown in Figure 2.4 of section 2.1. Denoting the
channel input by the time series    	      	        
	      and the impulse response of
the channel by
         the output of the channel sampled at the chip rate can be denoted
as
 
	           
	      (5.1)
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where  comprises the duration of the channel impulse response in chips. Following a sim-
ilar approach to the model described in section 2.1, a DS-CDMA system with  active users
is considered. Each user transmits data blocks of length  ,    	   ;  
   
    ,  
  	  . The FEC coding for the uth user consists of a convolutional codes of rate  
and constraint length  . Every user’s encoder output is then interleaved and modulated using
the mapping    -1,        . This produces the coded, interleaved and modulated stream of
bits,
       ;  
   
      . Before transmission, the coded bits for user  are then
spread by random codes of length  . At time  , the spreading code for the uth user is de-
noted by the vector   ! whose elements are given as      ! 
                  with 







ISI from previous symbol (     chips)α
αISI from next symbol (     chips)
N+     chipsα
Figure 5.1: ISI effect when the multipath channel spans only one neighbouring data symbol.
ceiver, the transmitted signal propagates through the multipath fading channel. Assuming also
that the multipath channel spans only one neighbouring data bit, the receiver signal at time  is
then given by (2.2). However, the energy from the current data bit continues  chips after the
current bit has been transmitted as shown in Figure 5.1. Therefore, an alternative mathematical
model that has a time span to capture all the energy from the current information bit transmitted
can be expressed as
 !    &    !   !  (5.2)
where all the energy corresponding to the current data symbol transmitted is in the vector  ! 
with dimensions    	   . The channel matrix &  with dimensions    	    
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    and  !  both with dimensions       are the information and
noise vectors respectively. These vector are represented by
     


  !  	
  ! 
  !   	
...
   !  	
   ! 
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     	
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The noise samples in  ! are assumed to be Gaussian with mean zero and variance   .
5.2 Iterative multiuser receiver
In a DS-CDMA system the presence of ISI due to the multipath nature of the wireless channels
and together with MAI constitute the major impediments to the overall system performance. In
[84], the optimal multiuser receiver for the asynchronous Convolutionally coded DS-CDMA
was formulated on a non-dispersive AWGN channel. However, the prohibitive complexity of
this receiver,         , which rises exponentially with the number of users  and the encoder
constraint length  , makes this structure far from practical. This complexity can be reduced to
             by performing symbol detection and decoding separately (partitioned receiver).
Since   is normally small, the receiver complexity is basically dominated by the multiuser
detector structure (       ). Therefore, even with a small number of users in the system the
complexity of this structure becomes impractical.
Linear multiuser detection techniques generally overcome the complexity problem in the re-
ceiver, but the presence of high levels of MAI and/or ISI results in a poor receiver performance.
This degradation is mainly caused by the fact that in such scenarios the desired signals are
no longer linearly separable [74]. Therefore, non-linear receiver techniques are required to
provide better performance. However, non-linear receivers usually involve a high complexity
which motivates the current research into a search for sub-optimum non-linear receiver struc-
tures of comparable performance to that of the full complexity receiver but at a significantly
reduced complexity.
In the last few years, several sub-optimal multiuser detectors, based on non-linear structures,
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have been proposed [76, 77, 95, 96]. It has been shown that the next best performance to the
optimum multiuser detector, but with a much lower complexity, is achieved by sub-optimal
multiuser detectors based on a tree-search structure [77, 95, 97]. Since the full complexity RBF
multiuser detector is based on searching through all the possible combinations of inputs to find
the nearest match to the received data, tree-search detectors confines the search to only a subset
of these combinations. An attractive tree-search structure based on a pre-selection technique
was proposed in [95], a brief description of the PSML detector is also given in section 3.2.1.3.
The PSML detector uses an initial stage to establish the preliminary information of all the coded
bits belonging to the unwanted users. Then this information is used to provide a measure of
how likely the user’s coded bits can be correctly detected, as shown in Figure 3.3. This metric
is then passed on to a second stage of the PSML detector where a reduced search is performed
over those coded bits which are most likely incorrectly detected by the initial stage. There are
different criteria that can be used to implement the PSML detector, those are defined in [95].
In [57], it was shown that the RBF detector can be implemented as the optimal multiuser de-
tector for a synchronous DS-CDMA system over an AWGN channel. However, for a multipath
channel and under the assumption that ISI spans only one neighbouring symbol, the complexity
of the RBF detector is proportional to      [98]. This choice comes from the fact that the influ-
ence of the bits beyond one neighbouring symbol is just too small to be worth considering. In
this manner, the RBF detector structure becomes sub-optimal for the multipath channel . With
this in mind, in this chapter we investigate an iterative multiuser receiver based on a reduced-
complexity RBF detector. Similar to [95], we make use of a pre-selection scheme to reduced
the search in the RBF detector for the most likely data transmitted. On the other hand, in order
to exploit fully the turbo multiuser detection principle, instead of using powerful FEC cod-
ing techniques, for example turbo codes, it may in fact be better to use a simpler FEC coding
channel combined with a more advanced MUD techniques to overcome the system interfer-
ence. Therefore, we investigate here an iterative multiuser receiver structure with a particular
emphasis on the detection process rather than on the channel coding.
In this chapter, we propose a hybrid iterative multiuser receiver that exploits the turbo multiuser
detection principle not only to improve the BER performance but also to reduce the receiver
complexity. This hybrid structure uses a moderate-complexity multiuser detector structure at
the first iteration and then a sub-optimal RBF (SRBF) detector for further iterations in the
receiver as shown in Figure 5.2. The objective of the first stage is to identify by means of a
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pre-selection technique those users’ coded bits that are most likely to be correctly detected.
Based upon these confidence values a reduced-complexity method is applied to the multiuser
detector for subsequent iterations. The structure of the HIMR consists of a SISO multiuser
detector followed by a block of SISO MAP decoders which operate separately but exchanging
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Figure 5.2: Hybrid iterative multiuser receiver.
as a structure that uses two different multiuser detection schemes: a moderate-complexity linear
detector at the first iteration and the non-linear SRBF detector for subsequent iterations.
5.2.1 Multiuser detection for the first iteration
The initial SISO multiuser detector, which comprises a moderate-complexity detector, can be
implemented using any linear detection technique, that is, MF, Decorrelator or Wiener detector.
This initial detector is used to provide LLR information of the users’ coded bits to the FEC
decoders at the first iteration in the receiver. The SRBF detector consists of a pre-selection
stage which is used to establish a priori information about the users’ coded bits. This a priori
information is then fed into the reduced-complexity RBF detector to simplify the search for the
most likely bits transmitted. Therefore, the better the performance of the initial stage the more
reliable the information provided to the SRBF detector. In Figure 5.2 we consider the initial
stage to be the moderate-complexity detector followed by the FEC decoding channel. This will
give more reliable information to feed into the SRBF detector which is applied on subsequent
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iteration.
It is well known that Wiener detector provides the best performance among those linear detec-
tion techniques and this is what we will use as the moderate-complexity linear detector. Similar
to section 4.2.1.1 the output of the uth user using the Wiener detector is defined as in (4.7), i.e,
  !    
 ! where ! is the received signal and   the vector with the weights of the
Wiener detector. Assuming that the FEC coded bits are independent, the weights are calculated





lation of the autocorrelation matrix

. Therefore, the single-user LLR outputs for the Wiener
detector are then expressed as

   !  "    

    ! 
   !     	
    ! 
   !      	   (5.3)
where the conditional probabilities     !  
   !     with  
       are calculated under
the assumption of Gaussian noise at the Wiener detector output. The scalar   !  represents the
Wiener detector output corresponding to the uth user with mean 
      and variance       
  
         
      (see appendix B.1).
5.2.2 FEC coding
The channel decoding consists of a block of  single-user SISO MAP decoders. The input se-
quence to the uth single-user SISO MAP decoder is given as
 
     !#"  which corresponds to
the deinterleaved version of
 
   ! #"  with          . The LLR at time  , 
     !#" ,
is then used directly into the MAP’s branch decoder metric calculation which is modified to
         	   
       
       
 
    
          
   
  !   
   !    (5.4)
where the product is over all the   FEC coded bits,   ! , values that produce the transition
of the MAP decoder from state   to state  . The conditional probabilities in (5.4) are obtained
from 
       #" by using (4.15). The SISO MAP decoder does not take any a priori information
for the data bits, i.e 
       
       
       . As shown in section 2.5.2.2, the SISO MAP
decoder algorithm computes as outputs the a posteriori LLRs of the FEC coded bits,


    ! #" ;
 
  
	  , based on the information provided from the multiuser detector,  
    !#"  .
This extrinsic information about the users coded bits is gleaned from the a priori information
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about the other code bits based on the trellis structure of the code. Also the SISO MAP decoder
can compute the a posteriori LLRs of the uncoded bits,


    	  " which is performed only at
the last iteration. The data bit
  ! is then decoded according to
  	   
    if 




A pre-selection technique is applied to reduced the complexity of the SRBF detector. We make
use of the pre-selection technique to reduce the complexity of the RBF detector at time  based
upon the LLRs
 
    !  "  of the users coded bits provided from the FEC decoders. The
absolute value of these LLRs, are used to yield confidence values for each of the FEC coded
bits in the vector
    at time  . These confidence values are then supplied to the multiuser
detector so they can be used to reduce the complexity. Under the assumptions given in section
5.2, the ISI spans only to the previous and next symbols, then the dimensions of
    is  .The
basic idea is to treat every component in
 ! as a virtual user, and therefore there are  virtual
users in the vector
 ! . In the multipath scenario the vector used to obtain the centres of the
RBF detector is then given as
     


  !  	
  ! 
  !   	
...
   !  	
   ! 




The confidence of each coded bit provides a measure of how likely these bits can be correctly
detected. The function of this stage is then to establish an order of precedence among all these
confidence values. A large confidence value will mean that that bit can be detected correctly
with a very high probability. Therefore, those bits with a high confidence value can be fixed to
   in the case that 
    !#"    or    otherwise. To illustrate this technique an example for
the case of two users (  virtual users) is examined, we shall consider that the vector     has
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been received with the following confidence values
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In this particular example a full search in the SRBF detector to find the most likely transmitted
information would consider   possible combinations. However, a constraint in complexity can
be given to allow only a desired level of complexity in the detector. For example, fixing the
search to only  bits in the vector  !  (those virtual users with the lowest confidence values as
indicated in (5.6)), the total search would be reduced to complexity    . Therefore, the search
in the SRBF detector is done only for those bits with the lowest confidence of being correctly
detected, in our example the vector
 !      
   !       !  	 

 !     " would be sent to
the reduced-complexity RBF detector as shown in Figure 5.2.
5.2.4 Multiuser detection for an iteration  1
The structure of the receiver for an iteration     is obtained by replacing the Wiener detector
with the SRBF detector which includes the pre-selection technique and a reduced-complexity
RBF detector as shown in Figure 5.2. On the first iteration all FEC coded bits for every user
are assumed to be equiprobable and therefore it is not convenient to use the SRBF at this point
because it would be required to implement the SRBF with full complexity.
As shown in section 3.2.1.1, the decision rule of the RBF detector is given by (3.13). To provide
the input probabilistic requirements of the single-user decoders, the SRBF delivers the LLR of
a transmitted    and a transmitted    for every FEC coded bit of every user
   ! 
   !      	
   ! 
   !      	  

              
    	 
      

               
    	     	  
(5.7)
where the conditional probabilities are generated by the multivariate Gaussian probability dens-
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ity function [46] as given below
   !   !              

   
    
         	     	          (5.8)
where
 
         . The received input vector consisting of $  chips spaced input samples
is denoted as
 !   

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while the lth centre in the SRBF network for
        ,  
       , is given as











and   is the noise variance.
5.2.5 Turbo multiuser detection principle
The iterative scheme for the multiuser receiver is shown in Figure 5.2. For the first iteration
the moderate-complexity detector is performed by the Wiener detector. The detector takes as
input the channel output,  !  , and generates as its outputs the LLR for every user coded bit,
i.e 
      #" ;  
         and  
   	  which are obtained using (5.3). The
input to the uth SISO MAP decoder, after deinterleaving, is given by the LLR 
       #" . It
delivers as output an update of the LLR’s of the coded bits,


      #" , as well as the LLR’s
of the data bits,


    !#" . The a posteriori FEC coded bit probabilities, 
   !#" , obtained
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from the output of the SISO MAP decoders are then used as a priori information for the SRBF
detector. The SRBF detector is then applied as the multiuser detector on subsequent iterations,
see Figure 5.2. The turbo multiuser detection principle can be applied to the SRBF detector by
using (3.24) to express the conditional probability      	 
   !     , i.e
   ! 
            
        
   !  






         (5.11)
where the a priori probabilities for the FEC coded bits,      !     ;  
   	  , are
taken from the the output of the SISO MAP decoders from the previous iteration, i.e
    !       
               
               
  if                  
  if       . (5.12)
Therefore, for an iteration     the LLRs required at the single-user SISO MAP decoders are
provided from the output of the SRBF detector which are obtained using (5.7). When the
required number of iterations have been completed a hard decision is output by the single-user
SISO MAP decoders to recover the original uncoded data stream, that is
 	   
    if 




In this section the computational complexity of the hybrid iterative multiuser receiver is de-
scribed. The receiver complexity is determined by the number of operations required per in-
formation bit per bit transmitted for the Wiener detector, SRBF detector, FEC decoders and
LLR calculations. As considered in chapter 4, an operation is defined as a real multiplication
or division. Due to the significant number of comparisons required, we have also included this
operation in the complexity analysis. Table 5.1 shows the complexity of the iterative multiuser
receiver structure where we have assigned the variable  to be the equivalent to the computa-
tional complexity of the exponential operation,  the number of active users,  the spreading
code length,  the number of paths out of each state in the trellis,   the FEC encoder rate
and  the duration of the channel impulse response in chips.
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Procedure multiplications, divisions and comparisons per data bit
Wiener detector                 	      
LLR calculation    
SISO MAP decoder            
SRBF detector    
   
        
Table 5.1: Complexity of iterative multiuser receiver components
In terms of complexity the Wiener detector has a complexity proportional to          . The
FEC decoder which consists of a single SISO MAP decoder has a complexity that increases
exponentially with the encoder memory        , but   is normally chosen small to reduce this
complexity. On the other hand, the LLR calculations have a complexity in the order      .
It can then be shown that the full complexity in the hybrid iterative multiuser receiver is mainly
dominated by the complexity of the SRBF detector which comprises the pre-selection stage and
the reduced-complexity RBF detector. Although in the pre-selection stage only comparisons are
required, the structure in the SRBF detector has a complexity proportional to   operations per
information bit interval where  is the desired level of complexity in the SRBF detector. By
taking the number of centres (   ) in the SRBF detector as the measure of complexity, we will
show in next section that using the pre-selection technique and the turbo multiuser detection
principle, we not only get good performance but a significant complexity reduction is obtained
in the SRBF detector structure as compared with the full complexity of SRBF detector. As
mentioned before, the full complexity of the SRBF is in the order of      as the influence of bits
beyond one neighbouring symbol are neglected.
5.4 Simulation results
In this section Monte Carlo simulations are presented to illustrate the performance of the hybrid
iterative multiuser receiver in terms of the BER averaged over all users. It is assumed that the
channel model is both chip and bit synchronous (downlink) with perfect power control. It is
also assumed that every user employs a non-recursive nsc code of rate        , constraint
length     , and generators  	 in octal notation. Each user transmits a block of     
data bits. A unique pseudo-random interleaver is used for each of the users. In the simulations,
the spreading codes of length  are chosen in a pseudo-random fashion on a bit by bit basis. A
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stationary multipath channel with impulse response,
 	        	                
    (5.14)
is considered in the simulations.




















Figure 5.3 shows the BER performance of the HIMR against number of iterations. The simu-
lations were performed with a spreading code length of     and with     active users
for        . We show the cases when the complexity in the SRBF detector is kept
constant at   where  
     . Note that the full complexity of the SRBF detector for
the multipath channel is    when  users are considered in the system. In Figure 5.3 the sim-
ulation indicated by su refers to the single-user performance with full complexity in the SRBF
detector. From the simulations it can be seen that the SRBF suffers performance degradation
if the complexity is set too low. For example, the curve corresponding to   refers to the case
when the complexity (number of centres) in the SRBF detector is kept constant at  . Clearly,
a large number of hard decisions in the vector of virtual users
 !  increases the probability
of making a wrong decision. This causes a significant degradation in the performance of the
receiver. Therefore, by reducing the number of hard decisions in the vector
 !  , i.e increas-
ing the number of centres in the SRBF detector, a better BER performance is expected by the
iterative multiuser receiver as it is shown in Figure 5.3. It is also evident that a negligible im-
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provement in performance is achieved in the HIMR when the number of centres considered in
the SRBF detector goes beyond    . This indicates that the performance of the SRBF detector
with full complexity can be achieved despite some of the centres in the RBF network have not
been considered at all. Therefore, by applying the hybrid structure proposed in Figure 5.2 we
are avoiding many unnecessary operations.






















A second simulation is carried out to illustrate the HIMR BER performance as a function of
   . The HIMR performance is presented in Figure 5.4 for different number of multiuser
iterations. Based on the results obtained in Figure 5.3, the desired complexity for the SRBF
detector is kept constant at    in a system with     and     . Again the simulation
indicated by su refers to the case of the single-user performance with full complexity in the
SRBF detector. From the results it can be seen that with only

iterations in the receiver, the
system performance approaches to the single-user performance in a system with  users and
    providing an     .
5.5 Summary
In this chapter, a hybrid iterative multiuser receiver for a multipath DS-CDMA system with
FEC coding is derived. This receiver performs signal detection and decoding separately, but
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exchanging information in an iterative fashion. A hybrid scheme is proposed to replace the
full complexity SRBF detector in the signal detection stage. This scheme uses a linear detector
(Wiener detector) on the first iteration of the receiver and then for further iterations a sub-
optimal reduced complexity RBF detector is applied. The implementation of a linear detector
on the first iteration is used to establish a level of confidence related to how likely the transmit-
ted information can be correctly detected. Based on a pre-selection technique this information
is used to reduce the complexity of the SRBF detector which is applied in subsequent iterations
of the receiver. It is shown that the complexity in the hybrid receiver is mainly dominated by
the complexity in the SRBF detector. Simulation results show that the hybrid receiver can still
perform close to the full complexity SRBF detector despite the large reduction in complexity.
For example, in the case presented in section 5.4, the complexity of the SRBF is reduced from
      
   to        operations per bit detected.
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Chapter 6
DS-CDMA System Performance as a
Function of Block Size
The development of the turbo multiuser detection principle has attracted new interest in try-
ing to understand how closely practical systems can approach the theoretical limits on system
performance. This chapter considers Shannon’s sphere-packing bound for analysing the theor-
etical and practical performance of a DS-CDMA system. These limits will serve as a useful
performance benchmark where practical systems of a given rate   and information block size
 can be compared.
A brief introduction to this chapter is given in the first section (6.1). In section 6.2.1 an outline of
the fundamentals of the Shannon’s sphere packing lower bound is presented. The formulation
of the capacity bounds for a DS-CDMA system, based on Shannon’s bound, are developed
in section 6.2.2. In section 6.3 the performance evaluation of a simulated DS-CDMA system
which applies the turbo multiuser detection principle in the receiver structure is considered.
A comparison between the theoretical bounds and the performance achieved by the simulated
DS-CDMA system is shown in section 6.4. Finally, a summary of the chapter is given in section
6.5.
6.1 Introduction
A synchronous CDMA system based on direct sequence spread spectrum technique offers con-
siderable advantage over narrowband systems in terms of robustness to multipath. The devel-
opment of such schemes are mainly for capacity reasons, therefore, in the information theory
of a multiple access channel one of the principal goals is to find its capacity limit. This limit
represents the set of information rates at which simultaneous reliable communication of the
messages of each user is possible. However, practical applications impose constraints on the
maximum block length of the information data bits. It is well known that the Shannon’s sphere
packing bound establishes a lower bound on the error probability for codes with a particular
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block size. In this chapter, we reformulate Shannon’s bound for a DS-CDMA system and com-
pare the behaviour of this bound to the simulated error probabilities achieved by a practical
DS-CDMA communication system.
With the advent of turbo codes, a significant amount of work has been carried out in iterative
techniques for multiuser receivers. We make use of this approach to show the comparison
between the theoretical bounds and the performance achieved by the DS-CDMA system. We
compare the   required to achieve a particular codeword error probability, 
  , operating
over an AWGN channel.
6.2 Capacity limits
It is well known that the Shannon’s sphere packing bound establishes a lower bound on the error
probability for codes with a particular block size [99]. The development of this bound assumes
a spherical block code that consists of a collection of   equal power codewords where  is
the number of information symbols. Each codeword is represented by a sequence of   code
symbols (geometrically it represents a point in an    dimensional Euclidean space) with a
signal power   
 per codeword (each codeword is on the surface of a hypersphere of radius    
 ). The communication channel adds to each channel symbol a Gaussian random variable
with distribution        .
In a typical communication system, additional functions such as error control coding (channel
coding) and a suitable modulation scheme are both enveloped in Shannon’s bound, as shown
in Figure 6.1. Therefore, the code rate,   , can then be defined as the ratio of the number of
information symbols,  , to the number of channel symbols,   , where the amount of informa-
tion,  , is measured in bits. Thus, the code rate,        , is the number of information bits
per channel symbol.
6.2.1 Shannon’s bound
In what follows, an outline of the fundamentals of the Shannon’s sphere packing lower bound
is discussed. In this section we present only those expressions of interest to our problem, the
more general development of these bounds is analysed in [99].
The fundamental sphere packing lower bound can be expressed in the following form
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Figure 6.1: (a) Shannon’s model and (b) a typical communication system model

             (6.1)
where 
 is the codeword error probability,            is the amplitude corresponding
to the signal to noise ratio per channel symbol. The scalar           is the probability that
an    dimensional Gaussian random vector with mean (     
 and covariance 
      
(identity matrix of dimension      ) falls outside an    dimensional cone of half angle 
around its mean and
  is the angle such that the    dimensional cone of half angle   satisfies
	          
	    	   
     (6.2)
where
	     	    denotes the ratio of the solid angle within an    dimensional cone of
half angle
  to the total solid angle of    dimensional Euclidean space (full solid angle of a
hypersphere). As given in [99], the expressions for the solid angle function,
	        , and the
probability function,           , are denoted by
	         


    




     
 
	             (6.3)
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and
           
 

    
       	                    


           
                   
            
(6.4)
where      is the gamma function defined by the integral







     
Rather than the integrals in (6.3) and (6.4) where no closed form expression exists, asymptotic
expressions can be derived for these bounds when   is large, [99]. These approximations are
denoted in the following form
	      	  
   
   	 	 






   (6.5)
and
             
%                           
                    %        
 
      %            
    (6.6)
where
%        
  
       
       . Therefore, a lower bound on the error perform-
ance of a code of rate   can be computed using (6.2), (6.5) and (6.6).
6.2.2 Bounds in a CDMA channel
The incorporation of the CDMA channel into the communication model, where the spreading
is imposed, yields a multiple access communication channel that can be interpreted in a similar
manner to Shannon’s model as shown in Figure 6.2. However, this representation instead yields
an overall “code” rate that is now defined as the ratio of the number of information symbols
produced for all users in the system,   , to the number of channel symbols,    , where the
channel symbols are given at the chip rate. Therefore, the code rate of this new representation
is given by
         

   (6.7)
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Figure 6.2: (a) Shannon’s model without spreading (b) a DS-CDMA communication system
model with FEC coding
where  is the number of users in the system,  represents the information block size (in bits)
per user,   the number of FEC coded symbols per information block and  is the number
of chips per coded symbol (spreading factor). Assuming a multiuser detection strategy where
the multiuser receiver knows exactly the spreading codes of all users and jointly demodulates
and detects all users’ signals, each channel symbol is then corrupted only by Gaussian noise
with variance   . Consequently, the Shannon’s sphere packing bound is also applicable to this
multiple access model but with a signalling rate   instead of   as presented in its original
derivation.
A lower bound for the communication model illustrated in Figure 6.2 can be obtained by apply-
ing the Shannon’s sphere packing lower bound for a code rate   . Therefore, using equations
(6.2), (6.5), (6.6) the bounds for a FEC coded DS-CDMA system with a rate   are obtained.
These asymptotic bounds allow us to determine the minimum     required given a partic-
ular signalling rate (   ) and a desired codeword error probability ( 
  ) as a function of the
information block length (  ). In section 6.4 these bounds will be showed as a function of the
information block size and the number of users in the DS-CDMA system.
107
DS-CDMA System Performance as a Function of Block Size
6.3 Performance of a simulated DS-CDMA system
In this section we consider the simulation of a discrete time FEC coded DS-CDMA system
in an AWGN channel as shown in Figure 4.1. The communication model consists of  act-
ive users that transmit simultaneously and synchronous (both chip and coded bit) through the
channel. Every user transmits blocks of  data bits, that is,    	   ;  
   
   and 
      . The information data bits,    	   , for user  ,      	 , are Con-
volutionally encoded with a code rate   and then interleaved using a pseudo-random pattern.
The interleaved coded bits of the uth user are BPSK symbol mapped, yielding the coded bits   !   ;  
        where      
       . Each coded bit,      , is then modulated
by a spreading code   !  , whose components are given as      !  
                with 
    . The received signal,     , at the bit rate is represented by equation (3.5).
6.3.1 Iterative multiuser receiver
As mentioned earlier, an overall optimal detector/decoder in a DS-CDMA system with FEC
coding is using an optimal mapping from the received signals to the original data symbols
(multiuser detection and FEC coding jointly) [84]. However, this results in a prohibitive com-
plexity,         , which rises exponential in the product of the the number of users  and the
constraint length of the convolutional code  . The analysis of a jointly optimum multiuser
receiver and FEC coding will yield the minimum achievable error probability and optimum
asymptotic multiuser efficiency in this type of scheme. However, the implementation of this
structure is far too complex even for simulation purposes. Therefore, due to this complexity
restriction we consider a sub-optimal multiuser receiver based on an iterative scheme as shown
in Figure (6.3).
In this section we implement the iterative multiuser receiver with the serial concatenation of
the RBF detector and a block of  single-user turbo decoders as presented in Figure (6.3).
The use of this scheme will achieve the lowest BER performance for a sub-optimal multiuser
receiver with a partitioned structure. The use of the RBF detector will provide us with the
best performance for a multiuser detector. On the other hand, turbo codes is one of the most
powerful FEC coding scheme proposed so far and therefore we make use of it in the iterative
scheme. The complexity of this structure is still too high for real implementation, especially
for a large number of users, however it will be useful for understanding the gaps between a
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Figure 6.3: Iterative multiuser receiver.
practical system and its theoretical bounds. Also this structure can be used as a benchmark in
the performance/complexity tradeoff of sub-optimal multiuser receivers.
Similar to previous chapters, a particular attention is focused on the exchange of information
through the iterative scheme. Given the received signal, !  (see (3.5)), the RBF detector
outputs single-user a posteriori information (LLRs) which are then supplied, after deinterleav-
ing, as a priori information to the FEC turbo decoders, 
    !  " ;  
    	  . Equally,
every single-user FEC turbo decoder provides a posteriori information,


    !#" , which are
used after interleaving as a priori information,


    !#" , into the multiuser detector on each
iteration.
6.3.1.1 RBF detector
As described in section 3.2.1.1, the RBF detector can be implemented as the optimum multiuser
detector over the AWGN channel. Using (3.13) and setting   to either    or    subject to the
value of
  !  in  ! , a binary decision at the output of the RBF detector would be
  !                    

 !    ! 

                  

 !    !  

     (6.8)
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where   ! and    !  (centres of the RBF network) are the noise free input vectors for all
possible input data bits given
  !     and           respectively. The noise variance
is denoted by   . However, single-user input probability information is required for the FEC
turbo decoders. This probability information is obtained in the RBF detector by computing the
LLR of the conditional probabilities given as

   ! #"    

  ! 
   !     	
  ! 
   !     	   (6.9)
Using Bayes theorem, the conditional probability   ! 
          with  
        can be
expressed as
      
            
        
  ! 






        (6.10)
where the conditional probability   !  
      is the likelihood of the received sequence, r(t),
based on the hypothesis that b(t) is transmitted. This joint likelihood is generated by the mul-
tivariate Gaussian probability density function [46] as given below
  ! 
  !      
          	     	          (6.11)
where   ! is the noise free input vectors for the input data vector  !  in the case that
  !     with  
       . It can be shown that (6.8) and (6.9) are equivalent if a hard
decision is performed (in (6.9)
  !      if 
     !#"    , otherwise   !       ). In (6.10)
     !  represents the a priori information in the multiuser detector on each iteration. In
turbo decoding, the output probability of the first MAP decoder is used as a priori information
for the second MAP decoder.
6.3.1.2 Single-user turbo decoder
The turbo decoder for the uth user receives as input and after interleaving the LLR, 
     !#" ,
which is generated by the RBF detector. This information is used directly in the first SISO
MAP decoder as follows:
         	   
       
       
 
   
         
    ! 

   !      (6.12)
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where
      
           
             
               
  if                   
  if        (6.13)
The noisy received symbols at time  are denoted as        	              and
where the product is over all   FEC coded bits that produce the transition of the SISO decoder
from the state at time     ,   , to the state at time  ,  . Since the implementation of the single-
user turbo decoders for the scheme in Figure (6.3) is equivalent to that given in section 2.5.2.3,
we omit the description of this stage.
6.3.1.3 Iterative principle
In a similar fashion to turbo codes, the single-user turbo decoder output probabilities,         
 
 !   , after interleaving are assigned as the a priori probabilities in the RBF detector on
every multiuser iteration, i.e     !            !     
 !  for  
   	  and 
        . Notice that the iterative multiuser receiver structure in Figure (6.3) comprises two
different iterative schemes in its structure; one in the FEC decoder (turbo decoder iterations)
and a second one in the multiuser receiver (multiuser iteration between the detector and the
decoders). On the first multiuser iteration the a priori probabilities in the RBF detector are set
to     !     	              	      , i.e all FEC coded bit sequences are assumed to be
equiprobable. At the last multiuser iteration at the receiver, the FEC turbo decoders computes
the a posteriori LLR of the data bits which are used to make a decision on the decoded bit as
follow
 	   
    if 




In this section, the performance of the iterative multiuser receiver is presented for the DS-
CDMA system in an AWGN channel. Figure 6.4 shows the average BER performance of
the iterative multiuser receiver as a function of the     and the multiuser iterations. In
the simulations, a DS-CDMA system with     active users and processing gain    
are considered. FEC is provided to every user by using a turbo code of rate        and
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5 users − it=2
5 users − it=3
5 users − it=4
Figure 6.4: Receiver performance for     ,     synchronous DS-CDMA channel.
generators
%     and %      in octal notation. The block size of the data bits for each
user is     . In the decoder structure the number of turbo decoder iterations was set to
4. Thus, it can be seen in Figure 6.4 that with  users in the system the iterative multiuser
receiver can achieve a performance near to the single-user bound after

multiuser iterations.
The simulations were performed with random spreading codes. For this example no effort is
made to determine the best combination of turbo decoder iterations and multiuser iterations,
instead we would rather highlight the turbo multiuser detection principle.
6.4 Comparison
To enable us to compare with the bounds derived in section 6.2, we analyse and simulate the
DS-CDMA system introduced in the previous section in an identical scenario. For practical
applications, it is clear that the computational complexity of the iterative multiuser receiver
is still prohibitive, however it will be useful to get on understanding how closely a practical
system can approach the theoretical limits.
The simulation results are shown in Figure 6.5. The parameters used to compare the achievable
performance of this practical system with the theoretical bounds are:        ,     , with
    ,  and 	 attaining a 
      . Pseudo-random sequences are employed to spread the
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signals of the users. The FEC coding includes a turbo encoder with constraint length    
and generators
%     , %      . The same turbo encoder is employed for all users. A
combination of  turbo decoder iterations and  multiuser iterations are applied in the receiver
structure. This choice of iterations number was considered after several tests where it was
shown that the influence of higher number of iterations was too small to be worth considering.
The performance is measured by averaging the codeword error rate (or frame error rate FER)
across all the users. Because of the large number of calculations required some simulations for






































Figure 6.5: Asymptotic bounds for a DS-CDMA system as a function of the information block
length for       ,     and     ,  and 	 achieving a 
      .
These results show us that a small block length for these systems puts up the minimum    
required for reliable communications. Also it is illustrated that increasing  (the number of
users) also increases the minimum     required for reliable communications. From the
simulation results it can be noted that for     (i.e. 	 users) the minimum     required
does not show a similar behaviour as the cases when    . The reason for this is the
behaviour of the FEC coding performance when the multiuser interference gets very high. The
improvement in the BER performance with larger block sizes is a well known characteristic
of turbo codes (also for the FER is illustrated). However, it does not continue at low signal
to interference plus noise ratios, which is the case in our simulation results for 9 users in the
system.
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6.5 Summary
In this chapter we have derived and examined the capacity bounds for a FEC coded DS-CDMA
system in an AWGN channel. Using the Shannnon’s sphere packing lower bound, the capacity
limits for a DS-CDMA system are formulated given the rate  and the information block
size  . These limits are compared with the achievable capacity of a simulated DS-CDMA
system based on an iterative multiuser receiver. The structure of this iterative multiuser receiver
comprises the serial concatenation of the RBF detector and a block of FEC turbo decoders that
exchange information in an iterative fashion. This approach shows that the performance of
this type of system has a similar relationship between block length and required    as that
given by Shannon’s sphere packing bound. It has also been found that by using the iterative
multiuser receiver the total spectral efficiency in the system is similar to an orthogonal DS-
CDMA system. Even though the computational complexity of the suggested iterative multiuser
receiver is far too complex to be practical it does show how closely a practical system can





The increasing demand for wireless services is driving the development of enhanced mobile
communication systems in order to address current and future wireless service needs. Im-
provement of downlink capacity is one of the main challenges facing the effort towards 3G
evolution. Poor performance due to the communication channel conditions is one of the prob-
lems associated with this type of model. Therefore, research efforts embraces techniques that
enhance system performance. Multiuser detection (MUD) and transmit diversity (TD) are two
of the key contributing technologies to addressing this problem. In this chapter, we investig-
ate a novel space-time architecture for the downlink of a FEC coded DS-CDMA system that
combines these two technologies to increase the system capacity.
The next section gives an introduction to this chapter. Section 7.2 introduces the suggested
space-time communication system architecture. Section 7.3 looks into a particular technique
to reduce the ISI effect which is faced in most practical systems. A description of the en-
coder/decoder schemes that provides with the desired transmit diversity gain in the system is
given in Section 7.4. Section 7.5 shows the structure of the iterative scheme implemented in the
multiuser receiver. The complexity of the proposed system architecture is analysed in Section
7.6. Simulation results are presented in Section 7.7. Finally, in Section 7.8 some conclusions
are drawn.
7.1 Introduction
The rapid growth in mobile wireless communications creates the need for increasing system
capacity, data rates, and multimedia services. Antenna array techniques and multiuser de-
tection are very promising approaches for obtaining substantial capacity increases in wireless
channels. In the last few years, MUD techniques based on iterative schemes have shown to
provide a significant performance gain compared to the conventional receiver as demonstrated
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in previous chapters. On the other hand, antenna arrays have also shown to be an effective
and practical technique to provide spatial diversity, allowing a significant capacity gain over
conventional single-antenna systems [100–105]. This spatial diversity is introduced into the
signal by transmitting through multiple antennas. For downlink transmissions a major concern
is with constraints in cost and size of the receiver. Therefore, transmit diversity techniques
tend to provide an effective solution to these scenarios. In this work, transmit diversity is sug-
gested via space time coding (STC) [106–109]. STC is a method for enhancing the level of
diversity presented to the receiver in a wireless link, using transmit diversity in order to more
efficiently combat the signal fading inherent in wireless communication channels. In general,
coding with space and time redundancy is accomplished by finding an efficient way to allocate
different symbols to different antennas while containing some type of redundancy for forward
error correction.
Recently, an efficient STC scheme [110] called space-time transmit diversity (STTD), has at-
tracted a lot of attention simply because it represents a practical way to improve the perform-
ance of current wireless systems. This technique maximises the diversity gain by transmitting
through multiple antennas and uses a very simple receiver over a flat fading channel. Thus,
motivated by the spatial and temporal capabilities of a DS-CDMA system, in this chapter, we
investigate the potential for a high capacity space-time FEC coded DS-CDMA system by com-
bining MUD and STC. We also suggest the reuse of orthogonal codes to increase the system
spectral efficiency.
7.2 System model
We consider a FEC coded DS-CDMA communication system operating with  transmit an-
tennas and only   receive antenna (suitable for a mobile downlink) as shown in Fig. 7.1 (a). To
reduce the signal processing required in the mobile receiver, the system is implemented with
only one receive antenna. The fundamentals will be provided to extend this model to the gen-
eral case of multiple receive antennas. In this chapter, the system performance is considered
over two different types of communication channel: flat fading and multipath fading. A number
of  active users operates in the system. The total number of users can be seen as two groups of
users transmitting information with the same orthogonal spreading codes used by both groups.
To be able to separate the groups, each group is given a separation code   or   as shown in
Fig. 7.1 (b). The number of users in the system are split into two groups of  and  users
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respectively. Every user in the system transmits blocks of  data bits for FEC purposes. For
the rest of this chapter we will refer to this stream as a data block. For the uth user every data
block,
   	   ;  
      ,  
   
	  , is first encoded by a convolutional encoder
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Figure 7.1: (a) Space-Time FEC Coded DS-CDMA system architecture and (b) block of
spreading FEC coded signals.
To reduce the effect of burst errors in the input of the FEC decoders, pseudo-random inter-
leaving is applied to the resulting FEC coded bit stream. After interleaving, the stream of
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FEC coded bits by the uth user appears as
   !  ;  
      with        
   
	  .
Codes of length  are used to spread every user’s interleaved FEC coded bits. The multiplexed
spreading signals from both groups are then combined to provide with the input to the STTD
encoder which at time  can be written as
' !     !  (7.1)
where the user’s data vector with dimensions     is denoted by         !     ! 
   ! #"

.




                                











where the nth chip of the spreading and separation code employed by the uth user is defined as
          
         for    and                
         for        , with      ,
    

      as the nth element of the group separation code and  
      . For the
rest of this chapter ' !  will be referred to as the STC symbol. In order to simplify the notation
we have also removed the index  in the elements of the spreading codes, i.e. for the uth user
        is replaced by      .
The data stream
 ' !   ;  
   
    is then partitioned into blocks of STC symbols
which are fed to the STTD encoder to yield the data sequence to be transmitted through the 
antennas. To guarantee that the overall transmit power is independent of the number of transmit
antennas, a factor of

  	 is applied to each of the antennas’ signals before transmission. This
factor is included in our system by defining the uth user amplitude as
  ! 
     	    	  .
Similar to section 5.1, we are assuming that the multipath channel spans only one neighbouring







      
	      (7.3)
where the summations indicate the number of transmit antennas and the channel propagation
length (in chips) respectively. To describe the channel output let us first consider the case of
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transmitting with only one antenna (      ). Therefore, with one transmit antenna the chan-
nel input is given directly by the data stream
 ' !  . Assuming perfect time synchronisation
between transmitter and receiver, the received signal which captures all the energy from the
information symbol transmitted at time  can alternatively be written as
    &
   '     	  &

 ' !  &

  ' !  	   !  (7.4)
where the components of the       vector   are the received signal sampled at the
chip rate and
    is a       vector with zero mean complex Gaussian noise elements
of variance   . The channel response matrix to the transmission of ' !  is denoted by the
        Toeplitz matrix
&    


        
           
...
. . . . . .
...






&    '     	 and &

  '     	 in (7.4) represent the effect of ISI from the next
and previous transmitted symbols. The matrices
&    and &

  denote       
Toeplitz matrices given by
&     


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  
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and
&     


                 
            ... . . . . . . ...
         
      
...
. . . . . .
...





When the system transmission is considered over a flat fading channel (     ), the received
signal in (7.4) is simplified to
!       ' !    !
where     is a     vector of zero mean complex Gaussian noise samples with variance   .
7.3 Reducing the effect of ISI
Orthogonal frequency Division Multiplexing (OFDM) is a modulation technique that resists the
effects of a multipath channel when provided with a cyclic prefix (CP) [46]. OFDM uses a CP to
preserve orthogonality between narrowband carriers. In a similar fashion, a CP can be appended
to each STC symbol of the system introduced in Figure 7.1 to avoid the effect of ISI. Figure 7.2
illustrates the effect of incorporating a cyclic prefix for the special case of transmitting with
only one antenna (      ). The two transmit antennas case and the generalisation to more
antennas is considered in the next sections. Since ISI occurs only on the first  samples of   ,
the ISI effect can be eliminated by simply ignoring the first  samples in the reception of the
data vector
   as shown in Figure 7.2. Therefore, after neglecting the first  samples of the
vector
   , the resulting     vector at the receiver side can be denoted as
                 &  ' !    !  (7.5)
120











N samples α samples 
ignored
Figure 7.2: Effect of ISI when a cyclic prefix is incorporated.
where the channel response matrix




                                 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and the noise vector  ! with dimensions    contains zero-mean complex Gaussian noise
samples with variance   .
7.4 Space-time diversity gain
Space-time coding can be implemented either in a trellis form or block form. Space-time trellis
coding (STTC) [106] is a recent transmit diversity technique that combines signal processing
at the receiver with a specific design of coding technique for multiple transmit antennas. Sig-
nificant space-time diversity gain is achieved by applying this technique. However, space-time
transmit diversity (STTD) [110] is a more remarkable and recent scheme for transmission using
two transmit antennas. Despite a loss in performance compared to STTC, the decoding com-
plexity of STTD is much less than STTC. Therefore, in terms of simplicity and performance the
STTD scheme is perhaps a better choice for providing space-time diversity gain in real systems.
The generalisation of the STTD scheme for more than two transmit antennas is addressed in
[111]. For the sake of simplicity, we will focus our attention (unless otherwise stated) mainly
121
Space-Time Iterative Multiuser Receiver
on the case of two transmit antennas and one receive antenna. However, we will provide and
establish the fundamentals to extend the scheme to more than two transmit antennas.
7.4.1 STTD encoder for a flat fading channel
Conventional STC encoders with  transmit antennas require the same number of STC symbol
periods to transmit a block of  STC symbols. To clarify exactly how individual STC symbols
are sent from the transmitter applying the STTD scheme, Figure 7.3 show a layout of the STC



























STC symbol STC symbolsat time t at time t
Figure 7.3: Block transmission through the STC encoder using (a) one transmit antenna (   
  ) and (b) two transmit antennas (     ).
For comparison purposes, Figure 7.3 (a) shows the scheme for a block transmission using only
one transmit antenna. With  transmit antennas the scheme is that given in Figure 7.3 (b). Note
that when      , the STTD encoder output sequence is given directly by its input, i.e the
stream of STC symbols
 ' !   ,          . For the case of     , the STC symbols
transmitted at the tth time slot are '    and ' !   	 from antenna   and  respectively. In
the next time slot, 	'     	 is transmitted from antenna   and ' !  from antenna  . The
generalisation of the STTD scheme for more than two transmit antennas can be found in [111].
7.4.2 STTD encoder for a multipath fading channel
As described in section 7.3, the ISI effect from the multipath channel can be reduced by in-
corporating a cyclic prefix (CP) of length equal to the channel length (  ) to each STC symbol.
Figure 7.4 shows the layout of the STC symbols through the transmit antennas when the CP is
incorporated. Again for comparison purposes the one transmit antenna case is also illustrated.
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The CP at time  and antenna  , where  
  
   , is defined as
cyclic prefix
     ' !            (7.7)






































at time t at time t
Figure 7.4: STC encoder scheme for   and  transmit antennas with the addition of cyclic
prefixes.
be later described (see section 7.4.4), a real precoding matrix is incorporated into the signal
transmitted from each antenna. Therefore, the tth STC symbol can be now rewritten as follow
' !       ! (7.8)
where the CP has been incorporated into the precoding matrix
  
. The mth matrix
  
is a





where the precoding matrix
  
with dimensions    is used to obtain the desired space-
time diversity gain as it will be shown in next sections. The    precoding matrix    , used
to incorporate the cyclic prefix, is defined as the last  rows of    . The matrix  and vector    are given as defined in section 7.1.
However, a potential drawback of this scheme is the addition of a CP per STC symbol per
transmit antenna, with a length at least equal to the channel length. This reduction of the
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data throughput is then reflected in a reduction in the overall spectral efficiency of the system.
To mitigate this effect we introduce a variation in the scheme by expanding the length of the
transmission block from  to     STC symbols, with  
    . This variation is
to reduce the penalty incurred by incorporating a cyclic prefix to every STC symbol. As a
result, only one cyclic prefix will be required every  STC symbols. This new concept can
be incorporated in our system by considering a new data stream
 '     ;  
        
instead of
 ' !  ;  
       . The basic idea is to treat every element in  '     , which
consists of  STC symbols, as a new virtual STC symbol. Therefore, there are only    virtual
STC symbols for every data block. For this new data scheme, the pth element is defined as
'             (7.10)
where
     


 ! !   	




is a concatenated vector with dimensions   	   . The      matrix  is a



















in which the   matrix  is defined by (7.2) and   is a   null matrix. Similar to (7.8),
a real precoding matrix denoted by
 
is included to obtain the desired space-time diversity
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a block matrix of dimensions     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with
  





















as a    null matrix. Lastly, the incorporation of the cyclic prefix is denoted by the
     matrix    which is defined as the last  rows of    . Notice that only one cyclic

























































Figure 7.5: STC encoder scheme with     and a block transmission using (a)      (con-
ventional technique) and (b)     .
To illustrate this new transmission scheme some examples are presented in Figure 7.5. Firstly,
Figure 7.5 (a) shows the scheme for a block transmission using      and     , i.e the number
of STC symbols is equal to the number of virtual STC symbols (conventional technique). On
the other hand, a scheme using     is illustrated in Figure 7.5 (b), notice that in this case only
the first STC symbol of every virtual STC symbol requires the incorporation of a cyclic prefix.
Therefore, at the pth time slot, the virtual STC symbols
'    and '    	 are transmitted
from antenna   and  respectively. In the next time slot, i.e (p+1)th time slot,  '     	 is
now transmitted from antenna   and '   from antenna  . It is clear that by setting      ,
the STTD encoder scheme incorporate one CP per STC symbol transmitted. The criterion for
selecting  will depend on two conditions: 1) how rapidly the channel changes and 2) the
acceptable receiver complexity. In the following sections the relationship between  and these
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two conditions will be explained.
7.4.3 STTD decoder for a flat fading channel
In this section, a flat fading channel is first considered to describe the STTD decoder scheme.
With no loss in the generality and in order to illustrate the STTD decoding process, we assume
that     . It is also assumed that the channel is constant across two consecutive STC symbols
and that there is a perfect synchronisation between the transmitter and the receiver. For a flat
fading channel the block transmission with     is given in Figure 7.3 (b). Therefore, the
received signals from the tth and (t+1)th time slots can be denoted as
        '         ' !   	   !
          '    
    ' !   	   !   	 (7.15)
where   and     with dimensions    are the received signals sampled at the chip rate
during time  and     respectively. The channel effect from the mth transmit antenna to the
received antenna is modelled by the Rayleigh-distributed random variable
    with  
    
(no multipath,     ). The noise vectors  !  and  !   	 with dimensions    contains
zero-mean complex Gaussian noise samples with variance   . For convenience, equation (7.15)
can be rewritten in an alternative form by conjugating !   	 and combining the received signal
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 as the identity matrix of dimensions   . In order to
achieve the desired space diversity gain we define
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and then multiplying (7.16) by  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where   ! ,   !   	 are the estimates of ' !  and ' !   	 respectively. Notice that  
  is
given as  
     
   




 as the   identity matrix and 
     
   
    

  as the
spatial diversity. Taking out the contribution of the signal at time slot  in (7.18) and using (7.1)
to replace ' !  , we get
  !      !  	 ! (7.19)
where 	    is a     noise vector. Therefore, we can finish this section by drawing analogies
between equation (7.19) and a synchronous DS-CDMA system over an AWGN channel. Since
the elements in     and      	 are complex Gaussian samples, this implies that the elements
in 	    are also complex Gaussian samples with zero mean and variance           






   as shown in appendix B.3.1.
7.4.4 STTD decoder for a multipath fading channel
Let us consider now the STTD decoder scheme when the transmit signals are propagated
through a multipath fading channel. For simplicity we carry on the analysis for the case of
    and     whose block of transmission is presented in Figure 7.5 (b). Therefore, the
received signal at the pth time slot is denoted by the 
       vector   which includes
the effect of the cyclic prefix. Following a similar procedure to that described in section 7.3 to
reduce the ISI effect, i.e neglecting the first  samples of   , the resulting     vectors from
the pth and (p+1)th time slots are denoted as
             
   
                   
   
or equivalently
    &           & 
             
       &  
  

      &     
              (7.20)
where the channel responses from each transmit antenna to the receiver antenna are represen-
ted by the matrices
&
with      . Similar to (7.6) the mth matrix & is denoted by a
   circulant and Toeplitz matrix with a first row                    
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    " . The properties of these channel matrices allow us to diagonalise them by the FFT
basis vectors, i.e
&
can be substituted by




denotes a    mat-
rix whose elements are given as         exp 
	           , with       
   
and  
 as the Hermitian transpose operation.   is a 
   diagonal matrix with
               exp   	       as its diagonal entries and zero elsewhere. Finally, the
vectors
  and      in (7.20) are    complex Gaussian noise vectors.
For convenience the conjugate of
    , denoted by  , is applied in (7.20) and the concatenated
vectors





    by 

in (7.20), we obtain
 
        
        
 
          
  
           
    

      
   

     

      (7.21)
In order to obtain the desired space-time diversity gain, we choose the    precoding
matrices
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     
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      






Therefore, using (7.13), (7.14) and (7.22) the matrices
   and    are obtained. The reason for
selecting these precoding matrices is to ensure orthogonality between the signals transmitted




 which is then used to represent
 
   and 
     in the following form

  














   






   
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It is clear then that by defining
  








and multiplying (7.23) by
  
      
 , we obtain





     


     




   





  ,     are the estimates of   and     respectively. The matrix  is a     








as a    null matrix. Considering the contribution only of the signal at the pth
time slot in equation (7.25), we get
         (7.26)
where   is a     noise vector given as       
   
   
  

         
     
 
     " .
Since




!   	 "

(see (7.11)) is a concatenated vector and
         , we
can further partition (7.26) to extract only the signal related to
 ! , i.e as a function of time
index  , resulting in
        !      (7.27)
with
 ! the noise vector given by the first  samples of   . Similar to the previous section,
we can draw analogies between equation (7.27) and a synchronous DS-CDMA system over
an AWGN channel. The elements in
  are complex Gaussian samples then consequently the
elements in
 ! are also complex Gaussian samples with zero mean and covariance matrix
given by (see appendix B.3.2)

          
   
   
  

      
  (7.28)
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The analogy between the model in (7.27) and a synchronous DS-CDMA model for an AWGN
channel is then evident. Following the STTD encoding schemes studied in [111] for more that
two transmit antennas, a similar process can be used to generalise the procedure presented in
this section for     .
7.5 Iterative multiuser receiver
The system signals represented in equations (7.19) and (7.27) can be well interpreted as con-
ventional synchronous DS-CDMA systems over an AWGN channel. In this particular case,
MAI from the non-orthogonal users and additive noise are the system interference. Therefore,
MUD is an approach that can be applied to mitigate these system impairments as suggested
in chapter 3. An attractive multiuser receiver structure based on an iterative scheme has been
proposed in [92] for interference mitigation in this type of system. In this section, we show that
the basic principle is also applicable to the system model introduced in Figure 7.1.
The iterative multiuser receiver structure in [92] has already been described in Figure (4.4)
of chapter

but where now the input signal is given by the STTD decoder output,   !  (see
equations (7.19) and (7.27)), instead of !  . As described before, the receiver structure at the
first iteration consists of the Wiener detector followed by a single stage of PIC and a block of
single FEC decoders. The Wiener detector takes as its input the STTD decoder output,   ! ,
and computes as its output an initial estimate of the logarithm of likelihood (    ) ratio of the
interleaved FEC coded bits for the interfering users,


    !  " with     ,  
      .
The PIC scheme takes the Wiener detector outputs as a priori information and yields at its
output an improved estimate of    for the users interleaved FEC coded bits, 
    !  " with 
  	  . The decoding stage, on the other hand, is implemented by a block of identical
single SISO MAP decoders. For the uth user, this SISO MAP decoder takes as a priori input
the    of the FEC coded bits, 
    !#" , from the PIC output (after deinterleaving), and
computes at its output the a posteriori    of the FEC coded bits, 
    !  " , as well as the
a posteriori    of the data bits, 
    	  " . The iterative principle is incorporating into the
receiver structure by using the a posteriori    from the FEC decoders outputs, 
    !#" ,
as the a priori    required at the PIC scheme input for iterations greater than   . The stream
of    values for the FEC coded bits at the FEC decoders output are interleaved to yield
the appropriate ordering of the data stream at the input of the PIC scheme. Thus, the PIC
scheme and the block of single SISO MAP decoders exchange soft information in an iterative
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fashion to improve the performance of the multiuser receiver. Finally, after a desired number of
iterations, the SISO MAP decoders perform a hard decision on the LLRs,


    	 #" , to recover
the original uncoded data stream. Next we describe each of these modules in the context of the
system model introduced in Figure 7.1.
7.5.1 Wiener detector
The LLR output of the Wiener detector for the uth user is formed as

   !#"           ! 
   !      	 
    ! 
   !       	  (7.29)
where the conditional probabilities,     !  
   !      with  
    	     	  , are calculated
assuming Gaussian noise at the output. The scalar        
    !    denotes the real part
of the Wiener detector output for the uth user with mean 
      and noise variance       
  
                (see Appendix B.1). The weights of the  tap Wiener filter for the uth
user,                
   "

are given by








     represents the autocorrelation matrix of the input signal with dimensions    which is
defined as
               
 . The matrix  is a    matrix with its leading diagonal
the power of the users,
	 , and zero elsewhere. The matrix 
 is the    identity matrix
and     the noise variance from the real part of 	 !  in (7.19) (flat fading channel) or     in
(7.27) (multipath fading channel). Since both 	 ! and  !  are Gaussian samples with zero
mean and covariance matrix

    ,     can be estimated from independent channel realizations
and therefore can be precomputed and stored in advance for different cases of signal to noise
ratio. The cross-correlation vector
 
  is defined as the combination of the user spreading and
separation codes (uth column of the matrix

) multiplied by the user power (
	 ).
7.5.2 PIC scheme
The parallel interference cancellation scheme takes soft estimates of the interfering users and
subtracts them from the received signal,   ! . A matched filter (MF) operation is then applied
to generate the output of the PIC scheme. For the uth user, this quantity is expressed in the
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following form
           !    ! #"       (7.30)
where  

denotes the uth row of the autocorrelation matrix given as
  
, the vector
  ! 
corresponds to the soft estimates of the interfering users which are given as
  !       !   
  !   
            !#" . The soft estimate of user  is formed as
  !   
            
     !                 (7.31)
where the conditional probabilities,        
   !     , are taking as the a priori probabilities
    !     required in (7.31), i.e     !            ! 
          with  
    	     	  .
Since users from the same group remain orthogonal, we set to zero their contribution in the
vector
     . Lastly,      represents a Gaussian noise sample with zero mean and variance
    . Since the PIC scheme output for the uth user can be modelled on the first iteration by an
equivalent AWGN, this output is written in the following form
  !      !      !  (7.32)
with    !  as a Gaussian noise sample with zero mean and variance (see Appendix B.2)





         (7.33)
    denotes the cross-correlation factor between user  and user  with    
   	  .
Finally, the PIC scheme output for user  is then given by

   !#"           ! 
   !      	 
    ! 
   !       	    (7.34)
7.5.3 Single FEC decoders
FEC coding is provided by employing convolutional codes. The FEC decoder for the uth user
consists of a single SISO MAP decoder. As shown in Figure 4.4, the    at the output of
the PIC scheme, 
    !  " , are deinterleaved and then passed onto the SISO MAP decoder as a
132
Space-Time Iterative Multiuser Receiver
priori information, 
    !#" . Similar to before, this information is used directly in the MAP’s
branch metric calculation, i.e
             
               
 
   
         
   
      
   !    (7.35)
where the product is over all the   FEC coded bits,   !  , values that produce the transition of
the MAP decoder from state   to state  . The MAP decoder algorithm generates as outputs the
a posteriori    of the data bits, 




   !  " as shown in sections 2.5.2.2 and 2.5.2.3. Thus, the    outputs 
    !#" for  
  	  and  
           after interleaving are fed as the a priori information
required at the PIC scheme input for an iteration greater than   . Based on the    for user  ,

     	 #" , a hard decision is performed on the last iteration to recover the uncoded data bits as
shown in (3.28).
7.6 Complexity
Since the signal processing required at the transmitter can be easily accommodated in the base
stations of current systems, we focus our attention only to the complexity of the receiver struc-
ture. In this section, no efforts are made to reduced the computational complexity of the space-
time iterative multiuser receiver, instead we highlight the practical implementation of this re-
ceiver architecture.
7.6.1 STTD decoder complexity






of the received data block),
 

and   
     (see section 7.4.4). Since  is known, it can be
precomputed and stored in advance. Also  
     can be simplified by the fact that 
  is
a diagonal matrix whose diagonal entries are given by the magnitude of the diagonal elements
from the matrices
 
with       . Therefore, the computation of   
     is
then reduced to the scalar inversion of its diagonal elements. It can then be established that
the STTD decoder complexity per user is independent of  (the number of users) and mainly
determined by the multiplication of matrices,           . Since users may be either static or




     needs to be updated at a higher rate than the
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channel Doppler.
In the particular case of a flat fading channel the complexity of this stage is reduced to the
multiplication of the matrix  
     
 . Since  is a diagonal matrix, further reduction
in complexity is achieved by substituting

                   


instead of  
     where the
identity matrix I has the same dimensions as

.
7.6.2 Iterative multiuser receiver complexity
The complexity per bit per user per iteration of the proposed iterative multiuser receiver is
mainly determined by the following operations. Firstly, the major concern in complexity of the
Wiener detector is the inversion of the matrix
     , whose complexity is       with  as the
processing gain. This matrix requires knowledge of the spreading and separation users codes






 mainly changes according to the value of     . However, the noise variance





precomputed and stored in advance for different cases of     . Secondly, the complexity of the
constituent convolutional codes of memory  is    %     . Normally  is chosen small to reduce
the complexity of this stage. Finally, other complexity factors of importance are the complexity
contribution from the PIC scheme, which is linear with the number of interfering users
%
and
the processing gain  ,    %   , and the operations required to compute the likelihood metric
calculations. For an iteration number     , the complexity of the iterative multiuser receiver
is reduced to the complexity in the PIC scheme and the SISO MAP decoders. Notice that the
complexity in the iterative multiuser receiver structure is independent of the communication
channel. In the case of a flat fading channel the input to this stage is given by equation (7.19),
while in the multipath fading channel case this is provided by equation (7.27).
7.7 Performance evaluation
Monte Carlo simulations are provided to illustrate the performance of the space-time FEC
coded DS-CDMA system proposed in Figure 7.1. To evaluate the performance, the down-
link of a synchronous DS-CDMA system with  transmit antennas and   receive antenna is
considered. Unless otherwise stated, Walsh codes of length      are used to spread the users
signals. The channel coefficients,
    with       and    	 
   , are sim-
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ulated as independent Rayleigh fading random variables. The time-varying impulse response
of the channel is power normalised to be    	 	 . It is assumed that the receiver has perfect
knowledge of the fading coefficients.
The model shown in Figure 7.1 allows us to simulate a system with  active users divided into
two groups. The separation of the user groups can be done in two different ways: 1) each group
with the same number of users, i.e         , or 2) a group with  users where    
if     or     if     , and a second group with  users where      if    
otherwise    . A search through a number of random codes is performed to obtain the group
separation codes,   and   , of length  . The decision rule to select the separation codes is to
have a maximum normalised cross-correlation of 

     
  .





















Figure 7.6: Space-time iterative multiuser receiver BER performance against number of users
 in a DS-CDMA system using     with        .
7.7.1 Simulation results for a flat fading channel
Let us first evaluate the system performance under the consideration of using     antennas
to transmit the multiplexed signals over a flat fading channel (     ). Every user transmits data
blocks of      data bits which are then encoded by a recursive systematic convolutional
(RSC) code of rate       , constraint length     and generators  	 in octal notation.
Figure 7.6 shows the average BER performance of the space-time iterative multiuser receiver
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as a function of the number of users  and the number of iterations in the receiver structure.
In this case each group in the system is considered to have the same number of users, i.e
        . The system is evaluated using        . It is observed from Figure 7.6
that with only

iterations in the receiver structure, the system can accommodate up to about
     users achieving near single-user performance. This represents a system highly loaded
as a total of   users are allocated using a processing gain of      . When      some
degradation appears in the system.
The simulation results in Figure 7.7 shows the average BER performance against the    
for a different number of iterations in the receiver using     . Based on the results of
Figure 7.6 the number of users is fixed to      divided into two groups, each of  	 users
(     ). To illustrate the diversity gain achieved by using the transmit diversity scheme,
Figure 7.7 compares the single-user performance for the cases of      and     transmit
antennas.













1 user − M=1
1 user − M=2
24 users − it=1
24 users − it=2
24 users − it=3
24 users − it=4
24 users − it=5
Figure 7.7: Space-time iterative multiuser receiver BER performance against     for a DS-
CDMA system over a flat fading channel with     and      (      
   )
It is seen from the results that significant performance gain is achieved by the proposed space-
time DS-CDMA system compared to the conventional DS-CDMA system. Results show that
with

iterations this highly loaded system in a flat fading channel achieves near single-user
performance with diversity from two transmit antennas.
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7.7.2 Simulation results for a multipath fading channel
In this section, simulation results are presented for the space-time iterative multiuser receiver
over a multipath fading channel. For the rest of this section we will assume that the ISI spans
   of the symbol period, i.e     . To illustrate the effect of expanding the STTD encoder
input block length as suggested in section 7.4.2, we first present the single-user BER perform-
ance versus signal to noise ratio (measured in terms of     ) with no FEC coding. Figure
7.8 shows the single-user performance in a multipath fading channel for the cases of   and 
transmit antennas.














 l=1 − M=1        
 l=2 − M=1        
 l=4 − M=1        
Theoretical − M=2
 l=1 − M=2        
 l=2 − M=2        
 l=4 − M=2        
Figure 7.8: Theoretical and simulated comparison for the single-user BER performance versus
 over a multipath fading channel assuming     . The results are obtained
for   and  transmit antennas using      and  .
The curves in Figure 7.8 shows the BER performance for a given number of transmit antennas
when the STTD encoder input block is set to      ,     and     . From (7.27), after
despreading, an expression is derived for the BER performance. Therefore the theoretical per-
formance is also provided to compare with these results. This theoretical BER performance is
given as
     erf
 
 
     (7.36)
where the noise power is defined as      
 
     with  and 
    as given in equations
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(7.12) and (7.28) respectively. An average over    independent channel realisations were
used to obtain the theoretical BER performance. From the numerical results it can be seen
that for a given number of transmit antennas the same performance is obtained in the system
regardless of the STTD encoder input block length. Since only one cyclic prefix is required
every  STC symbols a reduction in the penalty of incorporating cyclic prefixes is achieved.
Therefore the higher the block length  the better the throughput in the system.














equal groups (K=Q) − it=1
unequal groups (K>Q) − it=1
equal groups (K=Q) − it=2
unequal groups (K>Q) − it=2
Figure 7.9: BER versus number of users for a        over a multipath fading channel
with     . The system is implemented for     ,      with   and  iterations
in the multiuser receiver.
As mentioned earlier in this section, the total number of active users in the system can be
separated in two different ways. To show the system performance under these two schemes,
some simulation results are presented in Figure 7.9. FEC coding is implemented by using a
RSC code of rate        , constraint length     and generators  in octal notation.
Every user transmits data blocks of     data bits. These results show that when unequal
groups (     ) are considered a better BER performance is obtained in the multiuser receiver.
The cases of   and  multiuser iterations are illustrated. With unequal groups the system can
serve up to   orthogonal users and the MAI effect does not appear in the system until     .
Even though the BER performance for individuals users can initially differ in each group (the
group with  users faces more MAI that the group with  users), however, this phenomenon
is only experienced in the first few iterations of the multiuser receiver as will be shown next.
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Figure 7.10: BER against     for the space-time coded DS-CDMA system over a multipath
fading channel with     . The system is implemented using     ,     ,
     ,      ,      ,     and up to  iterations in the multiuser
receiver structure.
Simulation results in Figure 7.10 shows now the average BER performance against     and
the number of iterations in the multiuser receiver. The simulations are performed for a system
with     users divided into a group of      and a group of      users. The system is
implemented for     and     . Results show that with only four iterations in the multiuser
receiver this highly loaded system over a multipath fading channel achieves near single-user
performance, i.e a probability of error of      with an     of  dB.
Group with Group with iterations
 users  users
Best user 0.00107 0.00094 4
Worst user 0.00254 0.00144 4
Table 7.1: Individual user BER performance for       dB.
If we examine the best and worst users, in terms of the BER, from each group after

iter-
ation the results for        dB show that all users converge to about the same average
performance as is shown in Table     . This means that no penalty is occurred in individual
performances by splitting the users into unequal groups.
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7.8 Summary
In this chapter, it has been derived a high capacity space-time FEC coded DS-CDMA system.
A space-time iterative multiuser receiver has been proposed to improve the performance and
capacity of the system. The main contribution in this work is to combine efficiently MUD and
STC techniques to design a receiver capable of mitigating the system impairments. Significant
diversity gain is achieved in flat and multipath fading channels by using multiple transmit an-
tennas as compared to the conventional single-antenna systems. The reuse of orthogonal codes
is also investigated as a method to enhance further the system capacity.
Numerical results have shown an acceptable performance for systems highly loaded (   users
for a system using a processing gain equal to   ) over a multipath fading channel where the
ISI spans    of the data symbol. If we were to incorporate cyclic prefixes for each symbol to
combat multipath, a reduction in the overall data rate would be yielded. To reduce this penalty
a variation in the STTD encoder scheme has been proposed, for instance in the particular case
presented in this chapter (choosing     ) the overall data rate is reduced by only      instead
of    as suggested by the conventional scheme (choosing      ). This penalty can be reduced
further if  is made larger still, but at the expense of increasing the complexity at the receiver.
It has been assumed that the channel is invariant within a block of symbols, which may not be
true for larger blocks. It has also been shown that similar results are obtained by considering a




The aim of the work presented here was to improve the downlink capacity of DS-CDMA sys-
tems by implementing MUD techniques at the mobile receiver. This thesis focuses primarily on
new multiuser receiver design using the turbo multiuser detection principle. In this final chapter
the main conclusions from the novel findings and future research directions on this work are
presented. The following section summarises the work that has been conducted in this thesis
which highlights the contributions of this research work. Finally, further research options of
this work are discussed in section 8.2.
8.1 Summary and Thesis Contributions
In the last few years, the iterative processing principle used in turbo codes [30] has been suc-
cessfully applied to a wide variety of problems in wireless communication channels. The ap-
proach taken in this thesis is to investigate this principle from the MUD point of view. The aim
here is to provide a practical way to increase the possible wireless channel capacity of a DS-
CDMA system. Currently, it is a common practise to use MUD in the base stations (uplink),
however for 3G cellular, the downlink will be the bottleneck due to constraints in cost, size and
weight at the mobile receivers. As the field has matured, non-ideal situations have been gradu-
ally incorporated into analysis and simulations to assess their impact on system performance.
Today, with the advent of high performance mixed-signal devices, high speed processors, and
a better understanding of joint detection structures, the practical implementation of multiuser
receivers is actually becoming feasible at the mobile handset.
In chapter 2 we presented a review of key concepts from the existing literature of the commu-
nication system of interest. We first review the basic principles of spread spectrum technology
and then introduced a general scheme for the downlink of a DS-CDMA system with FEC cod-
ing. A detailed description of the basic elements in the communication system, i.e. transmitter,
communication channel and receiver, is presented. In this chapter the detection of the users
is only addressed from the viewpoint of a conventional detector which follows a single user
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strategy. The FEC channel coding is also reviewed with a particular interest in turbo codes due
to its relationship with the work in this thesis.
In chapter 3 we introduce the turbo multiuser detection principle. A general overview of MUD
detection is first presented. Various established MUD techniques are reviewed and compared.
It is shown that the optimal multiuser receiver which performs jointly MUD and FEC decod-
ing uses an optimal mapping from the received signals to the original uncoded data symbols.
However, it is shown that the computational complexity of this multiuser receiver makes this
structure far too complex for practical systems. The prohibitive complexity of this optimum
multiuser receiver points to the use of a partitioned scheme that performs signal detection and
FEC decoding separately. This implies that the system model can be seen as the serial concat-
enation of the channel coding (outer code) and the DS-CDMA channel (inner code) where soft
information can be exchanged in the same fashion as turbo codes to improve its performance.
In this context, an iterative multiuser receiver for the AWGN channel is introduced in chapter
4 of this thesis. This receiver structure suggests applying a Wiener detector at the front end
followed by a block of single FEC decoders. A problem faced when designing a partitioned
multiuser receiver with an iterative structure is that of generating the correct single-user input
probability information for the FEC decoders and of supplying appropriate a priori information
to the multiuser detector on each iteration. An accurate noise variance estimate at the Wiener
detector output is developed to yield the single-user probabilities required. On the other hand,
the iterative principle is introduced by using the output probabilities from the FEC decoders
to re-compute the autocorrelation matrix of the input signal in the Wiener detector stage. This
is possible by removing the condition of independence between the user’s FEC coded bits as
shown in section 4.2.1.1. The results show, however, that only a small performance gain is
obtained through the iterations in this receiver. With a similar structure, an alternative iterative
multiuser receiver is proposed [92]. This new structure incorporates after the Wiener detector
a single stage of PIC which aims to provide a more powerful detection stage. In this occa-
sion, a soft-input soft-output PIC scheme based on the single-user probability information is
derived to use with the iterative principle. It allows us to obtain and subtract from the desired
user an estimate of the MAI which is improved with the number of iterations at the receiver.
Also an accurate noise variance estimates at the PIC scheme is developed. It has been shown
that this receiver achieves a significant performance improvement over conventional receivers.
Furthermore, an overall low-complexity structure is obtained.
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The problem with the results in chapter 4 is that we assume a system where a single path is
received from the transmitted signal. This almost never occurs in practice so the purpose of
chapter 5 is to develop an iterative multiuser receiver that can still remove the system interfer-
ences in a multipath channel. The iterative multiuser receiver discussed in chapter 4 applies a
Wiener detector at the receiver front end. Linear MUD techniques usually overcome complexity
problems but the presence of high levels of MAI and/or ISI due to the multipath scenario results
in a poor performance. Such environments make linear techniques incapable of separating the
users signals. Therefore, non-linear techniques emerge as the method to improve the receiver
performance. Thus, an iterative multiuser receiver based on a hybrid approach is proposed and
investigated in chapter 5 for a stationary multipath channel [112]. This receiver explores com-
plexity reduction of the RBF detector by using a scheme based on a pre-selection technique.
At the first iteration a Wiener detector is used for detection but this is used solely to establish a
level of confidence related to how likely the transmitted information is correctly detected. For
further iterations, a reduced complexity RBF detector which includes a pre-selection technique
is introduced. The pre-selection approach is developed based on the probability information
provided from the FEC decoder outputs in the previous iteration. The iterative multiuser re-
ceiver is analysed in terms of performance and complexity. The results revealed that this hybrid
receiver almost completely removes the channel interferences despite a large reduction in the
receiver complexity as compared to the receiver structure when the full complexity of the RBF
detector is included.
In chapter 6, it has been shown that the theoretical limits of a FEC coded DS-CDMA system
can be approached by a practical system using the iterative principle [113]. Accordingly, the
emphasis is placed on using an iterative multiuser receiver to resolve the interference system
problems operating in an AWGN channel. The particular iterative receiver structure considered
comprises the concatenation of the RBF detector and a block of FEC turbo decoders. The
achievable system performance is investigated with the use of random spreading sequences. A
lower bound for a FEC coded DS-CDMA system is derived from the Shannon’s sphere packing
bound given a data rate  and a data block size  . It has been found that the relationship
between block size and the required     is similar to that given by the Shannon’s sphere
packing bound. From the results, it is determined that the total spectral efficiency of the simu-
lated FEC coded DS-CDMA system is similar to that of an orthogonal system when     .
Despite the impractical structure of the receiver considered, its performance is represented as a
benchmark for practical systems.
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Finally, in chapter 7 the previous work is extended by proposing a novel space-time FEC coded
DS-CDMA system which includes antenna arrays [114], [115]. The system spectral efficiency
is further enhanced by suggesting a reuse of orthogonal codes. This chapter investigates the per-
formance results for a space-time iterative multiuser receiver operating in two different chan-
nels: flat fading and multipath fading. In addition, the STTD technique is described and ana-
lysed in both communication channels. The advantage of this technique is its simplicity with
regard to its implementation to achieve additional gains over single-antenna systems. Adaption
and development of the STTD scheme to reduce the ISI using cyclic prefixes is performed.
Also a modified STTD transmission scheme is developed to reduced the penalty of incorpor-
ating cyclic prefixes. Results show that a highly spectral efficient DS-CDMA system can be
designed by combining MUD and multiple antennas. In particular, we show that near single-
user performance can be achieved in a system highly loaded (  users with a processing gain
of   ) operating in a multipath fading channel where the ISI spans 25 % of the data symbol.
Additional diversity gains equal to the number of transmit antennas are obtained. Furthermore,
a complexity analysis for this receiver is also described. It shows that the receiver architecture
can be implemented without a prohibitive complexity.
8.2 Suggestions for future work
Since the invention of Turbo Codes in the past decade, the principle of iterative receivers has
been used for various problems in wireless communications. In this thesis, we have only ad-
dressed this principle from the viewpoint of multiuser detection. We have studied several in-
teresting iterative multiuser receiver structures which show significant promise in capacity for
wireless communication systems. However, there are still open issues concerning the work
done in this thesis. In what follows, we present certain points that we consider of great interest
for further research work in this topic.
  An important feature which is not considered in this thesis is channel estimation. It
would be worth to assess the performance degradation of the various iterative multiuser
receivers due to the estimates of the channel parameters.
  For simplicity, certain simplifications and assumptions have been adopted throughout
this work. In this thesis, the study of the iterative multiuser receivers is restricted to
the binary transmission scheme. However, multi-level transmission schemes are used in
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some communication systems in order to increase the bit rate. Therefore, future work in
iterative receivers for multi-level transmission scheme would be of great importance.
  An iterative multiuser receiver based on a reduced-complexity RBF detector is addressed
in chapter 5. We have shown that using the turbo multiuser detection principle not only
performance is improved but also complexity reduction is achieved. However, the results
are only obtained using a short spreading factor. For future research, it would be in-
teresting to evaluate the performance and complexity of this iterative multiuser receiver
using larger spreading factors. Further complexity reduction in the iterative multiuser
receiver could be attempted by exploiting the structural symmetries underlying the gen-
eration mechanism of the clusters (centres in the RBF detector) of the received symbols
as suggested in [116].
  A non-trivial problem which still remains unsolved is the determination of a closed form
solution to the convergence of the iterative multiuser receivers.
  Spatial processing using multiple antennas provides diversity gain which can signific-
antly improve the system capacity and network economics. In chapter 7, we have ex-
tended temporal processing techniques to incorporate spatial domain processing. A rel-
atively new but promising area in this direction is the proper exploitation of the coding
dimension to achieve better performance of existing space-time algorithms.
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Appendix A
Derivation of the Wiener detector
components
A.1 Autocorrelation matrix
To show the value of matrix
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for all  
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in the case that      with     
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Derivation of the Wiener detector components
Note that we are assuming that     !#"    , for  
   
  . Therefore, we can show that by
using (A.4) and (A.5) to compute all the elements in
 
, the resulted matrix can be rearrenged
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or equivalently
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The    matrix  represents the spreading codes matrix and 
 the identity matrix with dimen-
sions   . Using a similar procedure, it can be shown that the generalisation of the matrix
is given by (A.6) but where now 
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is the    spreading codes matrix and 
 the $  identity matrix.
A.2 Crosscorrelation vector
Considering again the example described in appendix A.1, i.e     and     , for the uth
user the crosscorrelation vector denoted by
 
  is given by
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Derivation of the Wiener detector components
where    !  with  
    is the received signal at the chip rate. For      and using (A.2)
to substitute    !  in (A.9) we obtain
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  can be further simplified to
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It is then straightforward to show that the crosscorrelation vector for the uth user in a system
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B.1 Wiener detector output
The minimum mean square error (MMSE) of the Wiener detector output for the uth user is
given as
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#" (B.1)
where   " denotes the expected value. The variance of the Wiener detector output is given by
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On the other hand, the Wiener detector output for the uth user is   !   
 ! , therefore,
substituting      in (B.1) we obtain
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since         
  , then (B.3) can be further simplified to
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therefore, by subtracting equation (B.1) from equation (B.2) and substituting     as given
in (B.4), we get
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B.2 PIC detector output
From (4.12) in section 4.2.1.2 the variance of    !  is given as
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where again E[] denotes the expected value and    !  is given by
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with     as the cross-correlation factor between user  and user  . Assuming that    !#"   
but     !  "    for       and using (B.7), we get
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therefore it can be shown that the variance   is then given by
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B.3 STTD decoder output
B.3.1 Flat fading channel
In a flat fading channel the output of the STTD decoder is shown in equation (7.18) of section
7.4.3. The matrix

is defined in (7.17) where
        
 ;  
     with the identity matrix


of equal dimensions than
 
. Therefore, the noise vector in (7.18) can also be expressed as
follow
 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Thus, it is easy to show that the noise vector at time  can be denoted as
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Therefore, the variance of the nth element in 	    , denoted by     !  with  
      ,
is defined as
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where E[] denotes the expected value. Since  !  and  ! are noise vectors with zero-mean
complex Gaussian noise samples and variance   , then we can obtain     as follow
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where    ! and    !   	 are the nth samples from the noise vectors    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B.3.2 Multipath fading channel
In the case of the multipath fading channel, the STTD decoder output is represented by equation
(7.27), where the noise vector at time  ,     , is given by the first  samples of   which is
defined as
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     " is substituted by   . Thus, the covariance of   is given by
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considering that
  and      contains zero-mean complex Gaussian noise samples, (B.16) is
simplified to
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 " (B.17)
substituting (B.15) into (B.15) we get
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Considering that
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substituting (B.19) into (B.18) and taking the expectation we get
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Theoretical − M=2
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26 users − it=1
26 users − it=2
26 users − it=3
26 users − it=4
26 users − it=5
single user
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