Abstract
Introduction
The work presented in this paper is part of a project on multi-view 3D modeling based on scene regularities. Scene regularities like coplanarity of points or lines, perpendicularity and parallelism of lines or planes etc. are increasingly used for interactive 3D modeling of man-made scenes [1, 2, 3, 12, 13, 15] . Typically, the entire scene (often a building) is depicted by hand in one or several images; geometric constraints representing scene regularities enable a 3D reconstruction of the scene. This approach is feasible and gives good results if the scene consists of a limited number of "primitives" and if its geometry can be described well enough by geometric constraints like the ones mentioned.
If the environment to be modeled is large and cluttered, it is usually not feasible to depict all the primitives needed for a 3D model. Also, useful geometric constraints might often only be provided for a fraction of the environment. In such circumstances, one natural solution for 3D modeling is triangulation, based on feature correspondences obtained by image matching. Beside the matching, camera calibration and relative camera pose have to be obtained. A complete automatization of this process is of course desirable, but it is questionable if current systems are performing well enough for cluttered large scenes. Also, there will always persist a certain failure rate; so, a user might prefer to trade a limited amount of interaction for a higher reliability of the results.
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We follow a different approach, as described in the following. Given a set (or a sequence) of images of an environment, we first want to use scene regularities (and associated features depicted in images by a user) to calibrate the views and estimate their relative pose. Once this is achieved, the calibration and pose information give us multi-view constraints for automatically matching and triangulating other features than those used to capture the scene regularities.
Attractive "primitives" for calibration and pose estimation are planar objects with known metric structure: each image of such an object provides two constraints on calibration and, if calibration can be fully determined, relative pose up to two solutions in general [6] . Especially rectangles are very useful since determining their metric structure is done by simply measuring their edge lengths and since they abound in man-made environments.
Pose estimation from planar objects turns out to be rather harder than camera calibration: calibration constraints based on the projection of planar objects with known metric structure [8, 9, 14, 17, 18, 19] can be accumulated over many images. As for pose estimation however, the goal is to obtain relative camera (and plane) pose in a global reference frame: estimation of relative pose of two cameras seeing the same plane is rather easy (see e.g. [6] and references therein for algorithms), but estimating simultaneously the pose of m cameras, each one seeing one or only a few of n planes, is not trivial. We are not aware of general methods for this task in the literature, although it is quite probable that developments have been made in the photogrammetric community. However, photogrammetric techniques are often designed for strong camera network geometries or for situations where at least approximate pose information is already available.
The paper is organized as follows. The problem of multiview multi-plane pose estimation is formulated in x2. A method for the basic one-view one-plane case is given in x3. A factorization-based method for the multi-view multiplane situation is presented in x4. Experimental results are shown in x5, followed by conclusions.
Problem Formulation
The problem at hand is to estimate the relative pose of m cameras and n planes, based on projections of the planes (i.e. features on the planes) in (some of) the cameras. In the following, we only deal with point features, but our ideas may be extended to other features. We suppose that the metric structure of the planes is known, i.e. that the coordinates of points on a plane are known in some Euclidean reference frame attached to the plane. Using this information, the cameras may be calibrated, e.g. using our algorithm described in [14] . In the following we thus suppose that the cameras are calibrated. We now describe the coordinate transformations that lead from 2D point coordinates of points on a plane to the coordinates of their projections in an image. Let Q jk be the kth point on the jth plane, given by coordinates (X jk Y jk ). The camera model used throughout the paper is perspective projection, i.e. the coordinates of the projected point are:
where K i is the calibration matrix of view i.
The aim of the algorithms presented in this paper is to determine camera and plane pose, i.e. the R i t i S j and v j , from the calibration matrices K i , the metric structure of the planes, represented by the (X jk Y jk ), and the image points q ijk . The computations are based on homographies for camera-plane pairs that represent the perspective projections of the planes onto the image planes. The homography H ij for camera i and plane j is (this is simply the matrix of equation (1), without the third column):
where S j is the 3 2 submatrix of S j consisting of its first two columns. Since calibration is known, we may compute
The algorithms described in the following determine pose using these homographies M ij . The basic constraint used is that the first two columns of any M ij are the first two columns of a rotation matrix, up to scale.
The homographies are computed from point matches between planes and the images, by a linear method analogous to the 8-point method for the fundamental matrix [4] .
Basic Case: One Plane Seen in One View
Suppose the view is calibrated and the homography H (we omit the subscripts in this section) has been computed. As shown above, we can compute the matrix M ; R S 3 2 (Rv + t) 3 1 Of course, we can only compute relative pose, i.e. a rotation matrix T and a vector w such that: T = RS In practice, it is easy to disambiguate between these two: the two solutions for w correspond to optical centers on either side of the plane. Thus, it is sufficient to know which side of a plane is visible (assuming that a planar object has only one visible side). We achieve this e.g. by giving the coordinates of points on the plane in a reference frame whose positive Z axis (the axis perpendicular to the plane) shows toward the "visibility half-space", and then choosing the pose whose w has a negative third coefficient, or vice versa.
If noise is present, M will not be exactly of the form shown above, and we have to determine some "best" T and w. As usual in this case, the criterion used is the Frobenius matrix norm k k F (root of sum of squared matrix coefficients). Concretely, the problem may be formulated as:
It is easy to show, along the lines of [5] , that the optimal solution for the rotation T can be obtained independently from and w, and that these may then be obtained from T.
The optimal solution for T is obtained by solving the following subproblem:
In words, we determine the rotation matrix T whose first two columns are closest to those of M, in the sense of the Frobenius norm. Note that this is different from the formulation chosen by Zhang [19] , who finds the rotation matrix closest to the 3 3 matrix consisting of M and a third column computed (more or less) as the cross product of these first two columns. It can be shown that this approach does not solve the original problem (4) optimally. Problem (5) is easily solved using Singular Value Decomposition (SVD). Let M 3 2 = U 3 2 2 2 V T 2 2 be the SVD of M. The optimal "amputated" rotation T is then:
The third column of T may then be computed in the same manner as described above for the noise free case.
Having solved for T, the optimal scale factor and vector w are obtained as:
Again, there are two solutions in general which can be disambiguated as discussed for the noise free case. We do not claim that the method presented in this section is original, but describe it here since it is an important part of the method described in the next section.
Multi-View Multi-Plane Pose
The method of the previous section may be used to determine the relative pose for m cameras observing a single plane or n planes being observed by a single camera, by applying it for individual camera-plane pairs and stitching together the results. However, if more than one camera observe more than one plane, the situation is more complicated. In the following, we present a method that uses the relative pose information obtained for individual cameraplane pairs simultaneously to determine global relative pose of cameras and planes. We first assume that all planes are visible in all cameras. The case of missing data is dealt with in x4.2.
In the following, we first compute the rotational part of the pose, followed in x4.3 by the translations.
Rotational Part of Pose
Let T ij represent the rotational part of the relative pose between camera i and plane j, as computed using the method of x3. We may group all equations of type (2) . . .
This equation motivates the idea of solving for the R i and S j by factorization: the matrix W is (in absence of noise) of rank 3 and its three non zero singular values are all equal. If noise is present, we may estimate the matrix W 0 with these properties that is closest to W in the sense of the Frobenius norm, as follows. Let W = U V T be the SVD of W. Let U 0 (V 0 ) be the matrix consisting of the first three columns of U (V). The optimal W 0 is then given by W 0 = U 0 V 0 T .
Since U 0 and V 0 have the same dimensions as R and S in equation (6), we may try to extract the rotation matrices R i and S j from them. The factorization does not guarantee that the 3 3 submatrices of U 0 and V 0 are valid rotations. Thus, we determine the R i and S j as the rotation matrices that are closest to the according submatrices in U 0 and V 0 . This is described in [5] . One issue to discuss is the possibility of ambiguities in the factorization, i.e. the existence of matrices A such that (U 0 A) A ;1 V 0 T is a valid solution for our problem. Since the two matrices resulting from the factorization have to be collections of rotation matrices, it can be shown that the only possible ambiguities correspond to A being a rotation matrix. This is no problem here, since naturally the R i and S j can only be determined up to a global rotation.
Another important issue is numerical condition. The matrix to be factorized is a collection of rotation matrices, thus automatically well balanced, i.e. its coefficients are in average of the same magnitude. Also, the three non zero singular values are equal (in the noise free case), suggesting that even in the noisy case the condition should be good.
Computing Missing Data
Our method suffers, as all factorization approaches, from the problem of missing data: in practice we will often meet the case where several planes are not visible in several cameras, thus the matrix to be factorized is not entirely defined. Solutions to this problem have been proposed [7, 11, 16] ; these are either of an ad hoc or heuristic nature or rely on an initialization by some (unclear) means. We propose another ad hoc approach for our problem. Our situation is not too bad, since the missing entries in the matrix to be factorized are 3 3 rotation matrices, thus providing some useful constraints for their determination.
The computation of the missing rotation T ij between a camera i and a plane j is based on the following observation. If we know, for some i 0 and j 0 , the rotations T i 0 j 0 T i 0 j and T ij 0 , then we can compute T ij as (cf. equation (2)):
If several such combinations are available, we may compute T ij as their "average". To do so, we simply add up the individual estimations of T ij to a matrix A and compute T ij as the rotation matrix that best approximates A, in the sense of the Frobenius norm (see [5] ). Computation of missing data has usually to be done in a cumulative manner, i.e. some of the T ij can only be computed using other matrices that were missing at the outset but have been computed as shown above.
Translational Part of Pose
Having computed the rotational part of camera and plane pose, the translational part may be determined as follows.
Let w ij represent the translational part of the relative pose between camera i and plane j, as computed using the method in x3. From equation (3) 
where summation is over all available camera-plane pairs.
The partial derivatives of criterion (7) 
Criterion (7) . . .
We use a special method to solve this sparse system. The solution is of course only determined up to translation: adding a 3-vector to all the v j and subtracting it from all the t 0 i does not affect criterion (7).
Complete Algorithm
1. Compute homographies between planes and images. 2. If the cameras are not calibrated yet, calibrate them using one of the methods in [8, 14, 17, 18, 19] . 3. Estimate relative pose between pairs of planes and cameras as described in x3. 4 . Compute missing data as described in x4.2. 7. Optional, but recommended: simultaneous (nonlinear) optimization of pose and calibration parameters (including distortion). Not explained in detail here (lack of space), but rather straightforward to implement.
Experimental Results
We have tested our methods with image sequences of different types. First, images of a calibration grid were used to evaluate their performance with respect to the number of images used. Second, planar patterns printed on paper were attached to all the walls of a room. This scene is a test for our methods in the case of a high amount of missing data. The third image sequence is of the same type as the second one, however the planar objects used for calibration and pose estimation were part of the scene (rectangular objects like windows, doors, computer screens etc.).
Calibration Grid
The input to our methods were the coordinates of circular targets in each of the three planes of the grid, and the corresponding image coordinates. For each zoom setting, a total of 12 homographies could be computed. From these, the camera was calibrated and pose estimated using the methods in x3 and x4, followed by non-linear optimization.
In figure 1 , some results are presented for the zoom position corresponding to shortest focal length (and largest optical distortion). The upper two curves show the absolute errors (in degrees) of the angles between the three planes of the grid, computed from the estimated pose. With the minimum case of a single view, the error is about 1:4 for both the "linear" method (x4) and after optimization ("Linear+LM" in the graph). Adding views leads to an error of about 1 for the linear method (which seems to be a limit here, maybe due to the neglection of optical distortion) and a linear decrease of the error after optimization, reaching a tenth of a degree when four views are used.
The lower two curves show the average distance errors for the full 3D reconstruction of the calibration grid. Since we know the coordinates of the targets in each of the three planes of the object, and we estimate the pose of the planes, we can obtain a full 3D reconstruction, i.e. full 3D coordinates of the targets. The error (residuals after alignment with the ground truth by rigid transformation) is practically constant and equal to a tenth of a percent, regardless of the number of images and optimization. 
Indoor Scenes
We took a set of about 400 images of an indoor scene (see examples in figure 2 ). The edges of 14 rectangular objects in the scene (windows, drawers, a door, blackboard, computer screens, etc., cf. figure 3) were measured, giving their metric structure. In 151 of the images, one or more of these planar objects were visible and in 84, two or more objects. In these images, the 4 corners of the objects were marked by hand. This is the input to our algorithms.
In a first step, the calibration method of [14] was applied to calibrate the 84 views simultaneously. Then, relative pose between each view and the objects seen in it was computed using the method of x3. From the totality of 84 14 = 1176 image-plane pairs, the relative pose of 218 pairs could be determined from the available images, i.e. the amount of missing data was about 81 %. Global pose was estimated using the algorithm of x4.4. The result was used to obtain a textured VRML model of the planar objects used for calibration and pose estimation ( figure 3 shows a rendering). Qualitatively, the reconstruction captures very well the shape of the room in which the images where taken. The accuracy of the reconstruction is not very high: angles between neighboring planar objects (the angles between the infinite planes supporting the objects) are in average estimated with an error of about 6 . This is rather weak as for photogrammetric standards. However, the global pose is good enough to think of using it for wide-baseline matching using adaptive windows: approximately knowing the relative pose between views, matching windows can be transferred via projective mappings computed from pose and calibration, based on the assumption of locally planar object surfaces. Initial matching experiments are encouraging.
Overall, we consider this experiment as a really hard test: the input data is rather minimal (4 points per plane) and poor (some of the objects were not really planar, extraction of features in the images was quite inaccurate, the objects appear usually very small in the images); the imaging geometry is weak ( 80 % of missing data); no special illumination was used, etc. So, the accuracy of our results might be as good as one might expect under these conditions.
In a second experiment, a few planar patterns, printed on paper using a laser printer, were attached to the walls of a room. Owing to higher accuracy in feature extraction, the average error of angles between neighboring patterns was about 3 . The amount of missing data was again over 80 % and the patterns occupied only about 3 % of the images.
Conclusion and Perspectives
We have presented methods for plane-based pose estimation. Beside a method for the basic one-view one-plane case, a factorization-based method for the multi-view multiplane case was presented.
Our experimental results suggest that our method may be applied successfully even when the amount of missing data is very high. In "calibration scenarios" the estimated pose can certainly be used as starting point for optimizing calibration and pose. However, the global goal of our work is not calibration but the 3D reconstruction of complicated man-made environments. Our thread of thought is that the process should be initialized by a limited amount of user interaction, followed by automatic processes. The type of user interaction described in this paper (depicting some salient objects in the images) enables a good camera calibration and an approximate global pose estimation. The recovered pose might be good enough to be used for wide baseline matching using adaptive windows (according to initial experiments). This is what we are currently working on. Our hope (and conviction) is that a few additional matches per image (beside the hand picked ones) should be enough to increase the quality of the pose by a sufficient amount in order to make e.g. voxel coloring approaches [10] for 3D reconstruction feasible.
