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ABSTRACT
We consider a gravity current released from a lock into an ambient flui of smaller density, that, from the beginning or after some horizontal
propagation X1, propagates along an inclined (up- or down-) bottom. The flo (assumed in the inertial-buoyancy regime) is modeled by the
shallow-water (SW) equations with a jump condition applied at the nose (front). The behavior of the current is dominated by the slope angle,
θ, but is also affected by additional dimensionless parameters: the aspect ratio of the lock x0/h0, the height ratio of the ambient to lock, H/h0,
and the distance of the backwall from the beginning of the slope, X1/x0. We show that the stability of the interface, reflecte by the value of the
bulk Richardson number, Ri, is essential in the interpretation and modeling. In the upslope flow Ri increases and hence entrainment/mixing
effects are unimportant. In the downslope flow the current firs accelerates and Ri decreases; this enhances entrainment and drag, which then
decelerate the current. We show that the accelerating-decelerating downstream current is reproduced well by a SW model combined with a
simple closure for the entrainment and drag. A comparison of the theoretical results with previously published experimental data for both
upslope flo and downslope flo show fair agreement.
I. INTRODUCTION
Gravity currents (GCs) are ubiquitous in many geophysical and
environmental flow such as salt intrusions into lakes and estuaries,
glacial runoff into the ocean, turbidity currents in coastal regions,
cold downhill airflow in mountain areas, or snow avalanches. In
oceans, dense currents descend the continental slope for long dis-
tances before encountering the ocean bottom or interleaving at
their level of neutral buoyancy (e.g., Ref. 1). In mountain areas,
the dynamics of the atmospheric boundary layer is dominated by
downslope currents. In enclosed mountain valleys, pollutants emit-
ted by traffic heating/cooling systems, and industry transported by
katabatic winds are mainly trapped at low altitudes (Ref. 11) with
well-known important consequences on human health. Avalanches
are natural hazards that are observed quite frequently in winter and
spring and which cause relevant damages to our infrastructures such
as buildings, roads, and electric power transmission and can cost life
to humans. While the generating mechanism of avalanches remains
quite unpredictable, their development is strongly dependent on
the characteristics of the terrain as the slope angle variations (e.g.,
Ref. 15).
The typical gravity current of one density (ρc) is released from
a lock of length x0 and height h0 into another flui of a different
density (ρa) and is driven by the reduced gravity g′ = (ρc/ρa − 1)g,
where g is the gravitational acceleration and we assume ρc > ρa. Let
xN(t) denote the horizontal distance of propagation as a function of
time and uN(t) denote the corresponding speed of propagation of
the nose (front).
In many cases of interest, the gravity current (GC) encounters
a topography, i.e., an upslope or downslope.2,5,10,16,28 These prob-
lems have received recent attention in the works of Refs. 22, 8,
and 21. These studies emphasize the experimental observation and
are therefore focused on a rather restricted range of parameters.
Indeed, the dimensions of typical laboratory tanks pose severe limi-
tations on the size of the lock, length of the inclined slope, and angle
θ. For a comprehensive understanding and prediction of the flow
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a general model, built on clear-cut equations of motion, accept-
ing realistic initial and boundary conditions, and not reliant on
adjustable constants, is necessary. Unfortunately, such a model has
not been presented and tested, to the best of our knowledge.
The experiments (e.g., Refs. 22 and 8) reveal that in downs-
lope flow the current firs accelerates and then decelerates. These
observations are routinely compared with the model (referred to as
“power law” or “thermal theory”) of Ref. 3 xN ≙ ξ0+K(g′h0x0)1/3(t+
τ0)2/3 (dimensional), where ξ0, τ0 are adjustable constants, and the
dimensionless K is given by a formula which contains the entrain-
ment and drag coefficient E, Cd and some adjustable shape-factors.
Thermal theory describes both the acceleration phase and the equi-
librium state of the current; herein, the common approach is based
on a balance between the momentum and mass conservation equa-
tions of the finit volume released gravity current. This assessment
is based on the following limiting assumptions: (1) geometric sim-
plification of the shape of the finit volume released flo (e.g., half-
ellipse, rectangle), (2) self-similarity, and (3) empirical estimates of
entrainment and drag coefficients
For the upslope current, the authors of Ref. 21 developed an
approximation that predicts constant deceleration and hence pro-
vided a simple algebraic estimate to the position where the current
stops (uN = 0), under the assumption that the speed at the base
of the slope is known. This, again, employs some bold assump-
tions (e.g., the nose Froude number is a constant). It is worthy to
emphasize the differences between the ingredients of the down-slope
and up-slope propagation formulas of Refs. 3 and 21: the firs uses
entrainment and drag but ignores the front Fr condition; the sec-
ond uses the front Fr condition but discards entrainment and drag.
This is intriguing because essentially this is the same gravity current,
released from the same lock. Here, we attempt to close this gap of
knowledge.
Our starting point is the horizontal current. There is evidence
that for a high-Reynolds-number gravity current, the shallow-water
(SW) theory with a Fr number jump condition at xN predicts well
the dam-break process after release from the lock (see Ref. 30). The
SW equations can be applied to nonhorizontal boundaries. How-
ever, it turns out that the interpretation of the flo in the presence of
|θ| > 0 and the elucidation of the differences between the up- and
down-slope cases are not straightforward. To this end, solutions of
the SW equations (by finit difference method) are needed, and, at a
later stage, the reason for significan entrainment and the extension
of the SWmodel must be addressed. Support to this unifie theoret-
ical approach is sought in comparisons with available experimental
data. This is the objective of our paper.
We note that SWmodels for an inclined bottom have been used
by Ref. 20. However, that work was focused on a special configura
tion of full-depth lock in a tank with an open top, incorporated from
the beginning adjustable parameters, and lacked a clear-cut Fr jump
condition. This precludes the insights and versatility attainable by
the present simpler SWmodel.
The paper is organized as follows. The shallow-water formu-
lation is presented in Sec. II, and the finite-differenc method used
for the solution is presented in Sec. III. Theoretical predictions for
down-slope and up-slope cases are discussed in Secs. III A and
III B. Comparisons with experiments, presented in Sec. IV, show
good agreement for the upslope case but less satisfactory per-
formance for the downslope case. The reasons are discussed in
Sec. IV B 1, and it is shown that the remedy for the downslope con-
figuratio is an extended SW model which includes the effects of
entrainment and drag. Concluding remarks are given in Sec. V.
II. FORMULATION
Consider a gravity current created by release of a fixe volume
constant density ρc and kinematic viscosity ν into an ambient flui of
constant density ρa. The system is sketched in Fig. 1. The current is
propagating in the x-direction in a channel with a partially inclined
FIG. 1. Schematic description of the cur-
rent released from a lock of length x0
and height h0 in a channel of height H(x)
with a horizontal top and a bottom slope
starting at x = X1. tan θ = −dH/dx.
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bottom. The height of the channel H(x) is dependent on x and is
assumed to be constant for x ≤ X1 and to be a linear function of x for
x > X1.
The system under consideration is sketched in Fig. 1: the
top and the bottom of the half-infinit channel are at z = 0 and
z =H(x). Gravity acts in the z direction. At time t = 0, a given volume
of flui of density ρc > ρa, initially at rest in reservoir of height h0 and
length x0, is instantaneously released into the ambient fluid A two-
dimensional {x, z} Cartesian coordinate system with corresponding
{u, w} velocity components is employed. The fluid are assumed to
be separated by a sharp, nonentraining interface (this will be recon-
sidered later). Let the subscripts c and a denote the current and
the ambient domains. The height of the current is h(x, t), and that
of the ambient flui is ha(x, t) = H(x) − h(x, t). The SW approx-
imation assumes that the current is thin (formally, h0/x0 ≪ 1),
and hence the motion can be represented by the z-averaged (over
the thickness of the layer) velocity of the current u(x, t) and of the
ambient flui ua(x, t). The task is to obtain the equations of motion.
The methodology has been discussed in the literature (e.g., Refs. 30
and 31). Here, we briefl show some details which are of importance
to the nonhorizontal bottom configuration
Let p denote the pressure. The SW approximation implies that
in the vertical direction, the velocity and acceleration are small, and
therefore, the pressure (a) obeys the hydrostatic balance and (b) is
continuous at the interface z = h(x, t). This can be expressed as
pa(x, z, t) ≙ Φ(x, t);
pc(x, z, t) ≙ Δρg(z − ha) +Φ(x, t), (2.1)
where Δρ = ρc − ρa.
The pressure gradient in the current does not dependent on z,
and it can be written as
∂pc
∂x
≙ −Δρg ∂ha
∂x
+ ∂Φ(x, t)
∂x
. (2.2)
The Reynolds number of the flow Re = hNuN/ν, where the sub-
script N denotes value associated with the “nose” of the current, is
assumed large. Since the viscous terms are negligible, the x-pressure
gradient is balanced by the inertial terms. The resulting set of conti-
nuity equations and inertial-pressure (x-momentum balance) of the
problem are
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂h
∂t
+ ∂
∂x
(uh) ≙ 0,
∂ha
∂t
+ ∂
∂x
(uaha) ≙ 0,
∂u
∂t
+ ∂
∂x
(12u2) ≙ − 1ρc [−Δρg ∂ha∂x + ∂Φ∂x ],
∂ua
∂t
+ ∂
∂x
(12u2a) ≙ − 1ρa ∂Φ∂x .
(2.3)
The firs two equations in system (2.3) represent conservation of
volume in each layer, and the next two equations represent bal-
ance of horizontal momentum in a hydrostatic pressure fiel in each
layer.
A useful reduction of system (2.3) is obtained by the elimina-
tion of the ambient-layer variables. The upper boundary is consid-
ered a fixe top, and there is no flo through the x = 0 backwall. This
yields
h + ha ≙ H(x) (2.4)
and
uh + uaha ≙ 0. (2.5)
Combining (2.3) with (2.4) and (2.5) provides, after some alge-
bra, the set of governing equations for the variables h(x, t) and
u(x, t) of the current,
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∂h
∂t
+ ∂
∂x
(uh) ≙ 0,
∂u
∂t
[1 + ρaρc a1 − a ] + u∂u∂x [1 − ρaρc a(1 + a)(1 − a)2 ] + ∂h∂x [Δρρc g − ρaρc u2 1H(1 − a)3 ] ≙ dHdx [Δρρc g − ρaρc u2 a2H(1 − a)3 ]. (2.6)
Here, a(x) ≙ h
H(x) . Recall that tan θ ∼ −dH/dx. For the noninclined
bottom, H = const., θ = 0, the last term of the second equation of
(2.6) vanishes, and system (2.6) reduces to the standard two-layer
non-Boussinesq system of equations [see Ref. 31, Eqs. (2.1) and
(2.3)]. On the other hand, the inclination contributes a significan
forcing term∝ tan θ in the momentum equation.
It is convenient to use dimensionless variables define as fol-
lows (here, the dimensional variables are denoted by an asterisk):
{x∗, z∗,h∗,H∗, t∗,u∗} ≙ {x0x,h0z,h0h,h0H,Tt,Uu}, (2.7)
where
U ≙
√
Δρ
ρc gh0; T ≙ x0U . (2.8)
In the characteristic dimensionless form, the equations become
( h
u
)
t
+ ( u h
B (1 − 2A)u)( hu)
x
≙ ⎛⎝
0
C ⋅ dH
dx
⎞
⎠. (2.9)
Here,
A ≙ 11 − a + Ra Ra1 − a ,
B ≙ 11 − a + Ra[1 − a − RH(1 − a)2 u2],
C ≙ 11 − a + Ra[1 − a − RH(1 − a)2 u2a2],
(2.10)
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and R is define by
R ≙ ρa
ρc
. (2.11)
The Boussinesq system corresponds to R ≈ 1. In the formulation, we
simply substitute R = 1.
System (2.9) is hyperbolic. The relationships between the vari-
ables on the characteristics are as follows:
du ≙ u(1 − 2A) − λ±
h
dh + CdH
dx
dt on
dx
dt
≙ λ± ≙ u(1 − A) ±√A2u2 + hB. (2.12)
The left-hand side of (2.9) does not include H explicitly, and it
is identical to this obtained for the horizontal, noninclined sur-
face. However, it depends on a, which is a function of H(x). As a
result, the eigenvalues and the eigenvectors are also identical to those
obtained for the noninclined surface but again for a = a(x). An addi-
tional difference between the systems of equations is the presence of
the source term in the momentum equation of the inclined surface.
We note that when dH
dx
≙ 0, Eq. (2.9) become a standard formula-
tion of the noninclined two-layer system. Another simple case is for
dH
dx
≙ x0
h0 tan θ. This case will be discussed in detail later.
A. Initial and boundary conditions
The initial and boundary conditions are u = 0, h = 1 at t = 0 in
the lock 0 ≤ x ≤ 1 and u = 0 at the backwall x = 0. To obtain realistic
gravity current solutions, the system must be subjected to a bound-
ary condition at the nose x = xN(t). The justificatio is provided
by analogy to the horizontal noninclined dam-break problem.19,30
Indeed, the dam-break activates the characteristics of the hyperbolic
system. The forward-moving characteristics intersect and form a
jump. The control-volume analysis about this thin jump is domi-
nated by the volume flu and flow-forc on the vertical planes and
is not affected by the inclination of the bottom (assuming a non-
large |tan θ|). Consequently, the instantaneous jump condition for
the nose is like in the horizontal case.4 In dimensionless form, this
reads
uN ≙ 1
R
1/2 Fr(aN)h1/2N , (2.13)
where aN = hN/H(xN) and Fr(aN) is the Froude number function,
define by
Fr(aN) ≙√(2 − a)(1 − a)1 + a . (2.14)
B. Critical nose region
The flui cannot travel faster than the perturbation (character-
istic) that sustains the motion, i.e., uN ≤ λ+. The critical behavior
occurs when uN = ucrit = λ+, and in general, the propagation is sub-
critical with hN ≤ hcrit and uN ≤ ucrit . The critical conditions are
obtained by the analysis as used for 2L non-Boussinesq currents
propagating in noninclined containers [see Ref. 31, Eq. (3.19)]. The
analysis is valid here, in particular, because as we already mentioned
above, the eigenvalues and eigenvectors for the inclined or partially
inclined problems are formally identical to those obtained for the
noninclined container for a = a(x). The result is
hcrit ≙ 0.3473H(xN); ucrit ≙ 0.5273√H(xN)√
R
. (2.15)
The difference with the horizontal case is the fact that H(x) varies.
This implies that ucrit increases in a down-slope motion. In this con-
figuration the critical conditions are important because the current
tends to concentrate behind the nose.
C. Critical angles of validity and viscosity effects
The critical angles for the validity of the model depend on the
transition of the dynamics from upslope current to an impact/splash
(e.g., Refs. 13 and 27) for gravity currents flowin upslope. For the
downslope currents, it has been shown by Beghin et al.3 that the
front speed continuously varies with the slope angle (ranged between
5○ and 90○). However, Baines1 showed that for a continuously sup-
plied gravity flow a transition from gravity current to turbulent
plume depends on the slope angle and the buoyancy forces. By def-
inition, the shallow water solution as presented here relies on the
hydrostatic balance assumption which fails when the slope angle of
the current becomes large: for instance, when θ = 30○, the vertical
velocity becomes of the same order as the mean stream velocity (fac-
tor 1/2). To our knowledge, no corresponding systematic study is
available in the literature determining clearly a range of validity of
the shallow water approach for increasing slope angles.
For this study, a large Reynolds number is assumed for the shal-
low water model; the prediction therefore neglects viscosity which
exerts a nontrivial effect as the front approaches its maximum height
for the upslope current. Marleau et al.21 reported that viscous effects
can be important in the last stage of the propagation of the ups-
lope current on the slope when the current becomes thin. However,
drag coefficien is also highly related to the Reynolds number. For
a downslope flow the bottom friction is often neglected for a high
Reynolds number. In a viscous boundary layer, Cd is inversely pro-
portional to Reynolds numbers as is also shown by Cenedese and
Whitehead.7 In Cenedese and Whitehead, the drag coefficien Cd
increases with the inverse of Re define from the peak velocity of
the gravity current. For a wall jet (that has a velocity profil simi-
lar to a gravity current) of Reynolds number larger than 1000, Cd is
smaller than 5 × 10−3.12 For a turbulent boundary layer, Cd is given
by the empirical relation Cd ≈ 0.0113, Re−0,178 ≈ 3 × 10−3, obtained
from the classical relation Cd ≙ 0.027/Re1/7x with x ≙ δRe1/5x /0.37,
which is close to the bottom drag coefficien for a wall jet at the same
Reynolds number.
III. FINITE-DIFFERENCE RESULTS
The solution of the equations must be obtained numerically.
Since for the classical noninclined containers, efficien solutions
were obtained with a two-step Lax-Wendroff method (see Ref. 6), we
attempted an extension which incorporates the contributions of the
slope of the container. Here, we use a two-step Lax-Wendroff finite
difference method to calculate by time-marching from given initial
conditions the height h(x, t), the velocity u(x, t), and the distance of
propagation xN(t) of the current from the system of equations [(2.9)
and (2.13)].
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The present work is limited to a linear-inclined bottom for
which in dimensionless form, H(x) can be represented by
H(x) ≙ ⎧⎪⎪⎨⎪⎪⎩
H0, 0 ≤ x ≤ X1,
H0 + (x − X1) ⋅ tan θ ⋅ x0h0 , X1 < x ≤ xN . (3.1)
And therefore,
dH
dx
≙ ⎧⎪⎪⎨⎪⎪⎩
0, 0 ≤ x ≤ X1,
tan θ ⋅ x0
h0 , X1 < x ≤ xN . (3.2)
The free input parameters of the problem are (1) the density ratio
R ≙ ρaρc , (2) the height of the container nonslope part H0, (3) thelength X1 where the slope starts, (4) the sloping angle θ, and (5) the
ratio between the initial height and length x0/h0. We note that X1
is a non-negative value. The case X1 = 0 reproduces a fully inclined
bottom; the case X1 = ∞ describes the standard noninclined con-
figuration The present model covers two different configurations
down slope with θ > 0 and increasing function H(x) (for x > X1)
and up slope with θ < 0 and decreasing function H(x) (for x > X1).
We wish to emphasize that the aspect ratio of the lock, x0/h0, enters
the scaled balances for the inclined current. To be more precise, the
scaled influenc of the slope is ∝(x0/h0)tan θ. The interpretation is
geometric. When the nose propagates to x0, the vertical displace-
ment is Δz = x0 tan θ. The ratio Δz/h0 is an estimate of the change of
pressure driving force excess relatively to the horizontal motion.
The SW results displayed here were obtained with, typically,
200 grid points in the [0, xN] interval and time step of 1 × 10−3.
(Convergence was tested also on fine grids.) We note that the
numerical computation requires insignifican computer time and
memory on a laptop.
For simplicity of analysis and interpretation, the results pre-
sented here are for Boussinesq systems, R = 1.
A. Downslope case, θ > 0
The system configuratio for this case is shown in Fig. 1.
1. The effect of the slope location X1
Some results obtained for the θ = 10○; R = 1; H0 = 1.2; x0/h0
= 1 and various locations of the slope start position X1 = 0, 0.5, 1,
2 are shown in Figs. 2–5. We analyze the behavior of the current
during the short times (t ≤ 2.5) until the back-moving perturbation
approaches the left wall. We observe some wiggles in the numeri-
cal solution, which is a spurious by-product of the truncation errors
(numerical diffusion and dispersion, see the work of Morton and
Mayers24) and has a negligible influenc on the accuracy of the
solution at other points.
FIG. 2. SW model results for the down-slope bottom case:
(a) h and (b) u as functions of x at various t = 0.4(0.2)2.0.
Here, θ = 10○; X1 = 0; H0 = 1.2; x0/h0 = 1.
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FIG. 3. X1 = 0.5. t = 0.4(0.2)1.4. Other parameters are as
in Fig. 2.
FIG. 4. X1 = 1.0. Other parameters are as in Fig. 2.
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FIG. 5. X1 = 2.0. Other parameters are as in Fig. 2.
As expected, as X1 increases, the inclined bottom starts “later,”
so the current propagates slower. We note that for early times, the
behavior of the currents in containers with X1 = 2 and X1 = 3
and θ = 10○ is identical to this obtained for the horizontal non-
inclined system with θ = 0○. We speculate that the reason of such
propagation is that during early stages, the current still “does not
know” that the bottom is inclined because the back-moving front
approaches the left wall before the current nose approaches X1. For
X1 < 2, however, the situation is different and the current is slightly
faster than the one propagating in the horizontal case. Moreover,
as expected, as X1 decreases (until 0), the speed of propagation of
the current increases. Figure 6 shows the distance of propagation
of the current for various values of X1. Other parameters are as in
Fig. 5.
FIG. 6. Distance of propagation of the current for various
locations of the sloping start positions X1 = 0, 0.5, 1, 2 in
the downslope case. Other parameters are as in Fig. 2. The
lines for the noninclined container and for X1 = 2 coincide.
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An additional interesting effect is the behavior of the height
h at around x ≈ X1. Usually, in the noninclined containers, at the
beginning of the motion, the height of the current h is constant and
equals to 1 in some area 0 ≤ x ≤ xc(t). This area decreases with time
and disappears when the left-moving perturbation approaches the
left wall. However, in inclined or bottom containers, the height of
the current might not be constant already during the firs stages of
propagation. The perturbation starts at the location which is very
close to the beginning of the slope X1 and is spreading to the left
direction.
The firs stage of propagation of the current moving in the non-
inclined bottom case is the so-called “slumping” stage during which
the height hN and the speed uN of the current nose are constant (for
a significan period of time).
The behavior of the currents in the inclined bottom case, how-
ever, is different and depends on the position of the slope. Thus, for
X1 < 2, the speed of the nose uN increases from the beginning until
the left-moving perturbation approaches the left wall by a moderate
value of about 5%. The nose height hN also increases but much more
dramatically by a rate of about 30% for X1 = 0. The rate of increasing
becomes more moderate as the position of slope, X1, moving right
and finall in containers with bottom-slope starting at X1 ≥ 2, hN ,
remains constant.
2. The effect of the slope angle θ
Results obtained for θ = 15○ (as before, H0 = 1.2, R = 1, X1 = 1)
are shown in Fig. 7. In general, as expected, the current propagates
faster than the corresponding θ = 10○ case since the increase in
the slope accelerates the velocity of propagation. However, quantita-
tively, while θ increases by 50% (from 10○ to 15○), the height hN and
the speed uN of the nose increase by few percents only.
3. The effect of the container height H(x)
and spreading at the large times
Above we discussed the propagation of the current in contain-
ers with the height ratioH0 close to 1. Here, we discuss the behavior
of the currents in a deep-height container withH0 = 3. In particular,
our interest is the form of the currents obtained at the progressive
times and their difference from those obtained in Sec. III A 1 and
III A 2. Figure 8 shows the behavior of the current in the container
with θ = 10○; X1 = 1; H0 = 3 during its propagation to progressive
times t = 0.5–10.5. The initial stage of spreading is similar to that
shown forH = 1.2 in Fig. 4. Then, after the leading left-moving edge
approaches the left wall, the current continues to propagate during
a transient stage to the fina stage. During the last stage, the height
of the nose increases and the current has a thin tail which decreases
with time. The most volume of the current is concentrated in the
domain of the head. However, the behavior of the nose is peculiar:
the front remains almost at constant height hN and speed uN . Indeed,
Fig. 8 shows that from t ≈ 5.5 until ≈10.5, the height of the nose hN
is close to ≈0.66 and its speed uN is close to ≈1.
Similar behavior was observed for θ = 15○ (see Fig. 9). During
the last propagation stage, the height and the velocity of the nose are
almost constant; however, the value of hN is greater by about 30%
when compared to the one for θ = 10○, while the velocity of the nose
in both cases is very close to 1 and differs by less than 10%.
FIG. 7. SW model results in the downslope case: (a) h and
(b) u as functions of x at various t = 0.4(0.2)1.8. Here,
θ = 15○; X1 = 1; H0 = 1.2.
8
FIG. 8. SW model results in the downslope case: (a) h and
(b) u as functions of x at various t = 0.5(1.0)10.5. Here,
θ = 10○; X1 = 1; H0 = 3.
FIG. 9. SW model results in the downslope case: (a) h and
(b) u as functions of x at various t = 0.5(1.0)10.5. Here,
θ = 15○; X1 = 1; H0 = 3.
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FIG. 10. Schematic description of the
current released from a lock of length
x0 and height h0 in the upslope bottom
system of height H(x).
FIG. 11. Upslope case: (a) maximal distance of propagation
xNmax vs −θ and (b) maximal height Zmax vs −θ.
B. Upslope bottom, θ < 0
The system configuratio for this case is shown in Fig. 10.
Gravity currents propagate up on the slope and are expected
to approach the maximal distance of propagation xNmax at height
Zmax at some time tstop and to stop. Figure 11 shows results obtained
for H0 = 3.0; R = 1; X1 = 1; x0/h0 = 1. In Fig. 11(a), the maxi-
mal distance approached by the current is plotted as function of
|θ|: the current propagates to longer distances as |θ| decreases and
stops already at the beginning of the slope for quite large values of
|θ| (|θ| ≥ 70). The maximal height approached by the current is
also shown in Fig. 11(b): first the height increases with |θ|, and for
|θ| ≈ 20○, it approaches its maximum Zmax ≈ 1.2. Larger values of |θ|
do not change this maximum of Zmax.
IV. COMPARISON WITH EXPERIMENTS
A. Upslope flow
We made comparisons with the recent experiments of Ref. 21.
The system was Boussinesq of salt water in fresh water. Currents
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were released from horizontal locks, propagated on the horizon-
tal bottom for a while (in the classical slumping phase), and then
climbed on slopes of 14○–49○. During the upslope motion, uN decel-
erates and stops at the maximal height Zmax (measured from the
bottom). The measured Zmax/h0 increases slightly with H(0) (the
height ratio of the channel to the lock). The SW equations repro-
duce well these observations: constant uN up to the beginning of the
slope at X1 than continuous deceleration to uN = 0.
Figure 12 shows a comparison between the SW prediction and
experimental data for (a) H(0) = 1.33 and (b) H(0) = 2.0. We think
that the agreement is good. The SW results overpredict the length
of propagation by less than 10%. This type of discrepancy has been
reported also for currents in horizontal propagation (e.g., Refs. 26,
19, and 30). This can be attributed to viscous friction at the bot-
tom, which is expected to be more pronounced in domains with
decelerated fluid
An interesting observation of Ref. 21 is that the GC on the
up-slope domain maintains a nearly self-similar shape during prop-
agation. This observation is compared with the predictions of the
SW model in Fig. 13. There is fair agreement. The discrepancies
can be attributed to (1) the angle θ is large and (2) during the
upslope motion, the speed decreases and the effect of viscous forces
increases.
If the up-slope bottom is truncated by an abrupt descent before
the point of uN = 0, a part of the dense flui will be drained over this
edge (top), and the other part will develop reverse flow This effect,
called overtopping in geophysical applications, is governed by a free
critical u = (g′h)1/2 condition at the edge, resembling the drainage of
a reservoir discussed in Ref. 23. The truncated upslope configuratio
is out of the scope of the present study, and the interested reader is
referred to Ref. 14 (note that the non-Boussinesq ρa/ρc = 0 case is
considered there).
The observed agreement/disagreement between the model and
experiments is the same as in classical horizontal configuration con-
sidered in the literature, e.g., Refs. 26, 17, 19, and 30. The conclusion
is that the SW theory is a valuable approximation for calculating the
propagation of the current in a configuratio with an up-slope.
B. Downslope case
The downslope current turns out to be a more challeng-
ing topic. For clarifications we performed comparisons with the
FIG. 12. Comparison of maximal distance of propagation
in the upslope case as a function of slope S = tan(−θ):
SW numerical solution (solid line) and experimental results
(dashed line) for (a) H0 = 1.33 and (b) H0 = 2.
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FIG. 13. Shape of GC on the upslope domain, θ = −47.7○.
A comparison of experiment21 [Fig. 5(e)] (symbols) with SW
theory (lines): t = 2.3 (red), 2.9 (green), 3.3 (purple), and 3.9
(cyan).
experiments listed in Table I. The system was of salt solution in fresh
water, in a tank of about 250 cm long and 60 cm height. These exper-
iments cover a range of θ and aspect ratio of x0/h0, mostly in the
Boussinesq domain; the last three experiments in the table are in the
slightly non-Boussinesq domain ρc/ρa ≈ 1.17 (attained with sodium
chloride solution in fresh water).
Figure 14 shows the data of xN vs t for the Boussinesq experi-
ments, in the dimensionless form. The cases with θ ∈ [5.9○, 9○] tend
TABLE I. List of downslope experiments used for comparison. M denotes Ref. 22, D
denotes Ref. 8, and Dnb denotes Ref. 9. The figure number in the appropriate paper
is given in Remark. The units are cgs.
Label θ x0 h0 x0/h0 g′ Remark
M1 5.9 5.5 2.5 2.2 78.7 17
M2 10.6 20.01 9.7 2.06 11.58 4
M3 10.6 5.5 9.7 0.67 99.57 12
D1 2 10 8 1.25 17.02 11
D2 6 10 8 1.25 17.11 9
D3 9 10 8 1.25 17.11 4
Dnb1 2 10 8 1.25 167.1 10
Dnb2 6 10 8 1.25 166.7 8
Dnb3 9 10 8 1.25 167.1 5
to collapse on the same curve. Some data cover short propagation
(xN ≈ 12), and some cover long propagation xN ≈ 42. The reason
is the limitation of the experimental tank. The available run of the
slope was L ≈ 240 cm, and hence, the maximum dimensionless xN
is fixe by L/x0. In general, the curves show a significan decelera-
tion of the current starting at xN ≈ 8–10 (the θ = 2○ case displays the
strongest deceleration).
A comparison of the SW results with the experimental data
shows agreement for short propagation only, roughly xN < 5–10;
afterward, the experimental xN(t) is significantl smaller. A typical
result is shown in Fig. 15.
A closer inspection reveals an essential qualitative discrep-
ancy: the experimental speed of propagation uN has an acceleration-
deceleration pattern, while the SW uN lacks the deceleration phase.
This indicates that a physical effect is missing in the SWmodeling of
the downstream current. The plausible candidates are entrainment
and drag.
1. SWE model with entrainment and drag
The question is why are the entrainment and drag necessary in
the downslope configuratio while fairly negligible in the upstream
case. Our explanation is as follows. There is solid evidence that the
entrainment effect is associated with an interfacial instability.18,25
The relevant parameter is the Richardson number which is approx-
imated by the “bulk” value Ri ≙ g′h∗/(u∗)2 (the asterisk denotes
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FIG. 14. xN vs t experimental data for Boussinesq downslope configurations M1,
M2, M3, D1, D2, D3 of Table I.
dimensional variables). For Ri > Ricrit ≈ 0.5, the interface is expected
to be stable, but for smaller values of Ri, Kelvin-Helmholtz vor-
tices appear, causing both entrainment/mixing of ambient flui into
the current and drag. In the horizontal flow Ri ≈ 1/Fr2 ∼ 1. In
the up-slope flow u decreases during propagation, and hence, Ri
increases. Consequently, the SW solution with no entrainment is a
fair approximation to these flows
The downslope flo is different. The speed of the nose uN
increases, while h in the tail behind is bound to decrease because
of volume continuity, as shown in Figs. 8 and 9. Small values of
Ri are bound to appear after a modest downslope propagation (5
lock lengths, say). The simple SW equations, which assume a sharp
stable smooth interface, become invalid. We therefore apply an
extension.
We employ the model suggested by Ref. 18. The entrainment
of the upper flui into the current is represented by the flu (speed)
We(x, t) = E|u(x, t)|, where E is the entrainment coefficien given by
the empirical formula
E ≙ E01 + ψRi , (4.1)
where E0 = 0.078 and ψ = 27. The entrainment is accompanied by
a drag term Cdu|u|, where the drag coefficien is a constant of the
order 0.1 when Ri < 1 and zero otherwise. To proceed, we introduce
additional simplifications the system is Boussinesq, and the current
is deep. Also, the entrained flui is rapidly mixed across the thick-
ness of the layer so that instead of ρc, the current has the diluted
density ρd(x, t) < ρc; consequently, the effective reduced gravity is
g′e = (ρd/ρa − 1)g.
The equations for the volume of the current, momentum of the
current, and mass of the dense component (represented by g′e), in
the dimensional form, are
∂h
∂t
+ ∂
∂x
(uh) ≙ E∣u∣, (4.2)
∂
∂t
(uh) + ∂
∂x
(u2h + g′e 12h2) − g′eh tan θ ≙ −Cdu∣u∣, (4.3)
∂g′eh
∂t
+ ∂
∂x
(g′euh) ≙ 0. (4.4)
The calculation of g′e(x, t) is a part of the problem.
In the characteristic form, this becomes⎡⎢⎢⎢⎢⎢⎢⎣
h
u
g′e
⎤⎥⎥⎥⎥⎥⎥⎦t
+
⎡⎢⎢⎢⎢⎢⎢⎣
u h 0
g′e u
1
2h
0 0 u
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
h
u
g′e
⎤⎥⎥⎥⎥⎥⎥⎦x
≙
⎡⎢⎢⎢⎢⎢⎢⎢⎣
E∣u∣
g′e[tan θ − (Cd + E) u∣u∣g′eh ]−g′eE ∣u∣h
⎤⎥⎥⎥⎥⎥⎥⎥⎦
. (4.5)
The system is hyperbolic. The relevant eigenvalues are
c± ≙ u ±√hg′e , λ3 ≙ u. (4.6)
The presence of the source terms on the RHS of (4.5) introduces
a complex dependency on t along the c± characteristics, which defie
clear-cut conclusions. The third characteristic is decoupled: along
dx/dt = u, d(g′e) = −g′eE|u|dt/h.
The RHS term of the momentum equation merits attention.
Assuming u > 0, we rewrite u|u|/(g′eh) = 1/Ri, and hence, the
FIG. 15. xN vs t in the downslope configuration of exper-
iment M1 (θ = 5.9○). SW solution (solid line) and experi-
mental data (dots).
13
forcing term is ∝[tan θ − (Cd + E)/Ri]. The insight is that drag
and entrainment combine to oppose the downslope reduced gravity
acceleration, and the magnitude of the opposition increases when Ri
decreases. In other words, the effect of Ri is twofold: it controls the
appearance of the significan entrainment and drag coefficient due
to interface instability, but also attempts to slow-down the motion
and stabilize it (a smaller umeans a larger Ri). The presence of such
a complexmechanism in our simple model must be treated with care
and subject to further verification
The front condition is uN ≙ Fr(g′eNhN)1/2. The usual Fr(a) canbe used when θ, E, and Cd are small. This is justifie by estimating
the contribution of those effects in the control-volume derivation of
Fr. Due to the entrainment, g′e decreases and h increases; therefore,
the slow-down of uN due to entrainment may be small even during
a significan dilution of g′e .
This set of equations, supplemented by the closure (4.1), is
referred to as the SW extended (SWE) model.
The standard SW formulation is given by E = Cd = 0, with the
front condition uN ≙ Fr(a)(g′hN)1/2, where Fr is given by HS or
Benjamin’s equation. The characteristics are
du ≙ ∓2 d(g′h)1/2 + g′ tan θ dt, on dx
dt
≙ c± ≙ u ± (g′h)1/2. (4.7)
The finite-differenc solutions of the one-layer model are similar to
those of the two-layer model when the depth ratio H is larger than
1.5, approximately. The results show (e.g., Fig. 8) that the simple SW
current accelerates during the downslope flo and forms a promi-
nent head followed by a thin tail. uN attains a maximum of about
0.8(g′h0)1/2 and then maintains this speed within small oscillations.
Inspection of the characteristics indicates that the current cannot
decelerate. Consider the behavior of Ri = g′h/u2. The value near the
nose is about 1/Fr2 ≈ 0.8. However, in the tail, h is small due to the
spread-out of the fixe volume, and small values of Ri appear.
The experiments (see Refs. 22 and 8 and others cited within)
confir the initial acceleration and formation of the head-tail shape.
However, the realistic current, after attaining a maximum speed of
about 0.8(g′h0)1/2, enters into a phase of deceleration. When the
deceleration appears the ratio of inertial to viscous effects is still
large, and hence, this slow-down effect must be attributed to the
appearance of entrainment and drag.
To model this behavior, the authors of Ref. 3 developed a
momentum-integral analysis for the propagation, assuming that the
motion is governed by a head of self-similar shape that contains a
fixe amount of the buoyancy, counteracted by entrainment and
drag with constant coefficients The result is, in the dimensional
form,
xN ≙ ξ0 + K(g′h0x0)1/3(t + τ0)2/3, (4.8)
where ξ0, τ0 are adjustable constants and the dimensionless K is
given by a formula which contains E, Cd and some adjustable shape-
factors. Here, g′ is the value in the lock. We refer to (4.8) as the
power-law model. This curve has been fitte well to various exper-
imental data (e.g., Refs. 22 and 8). The qualitative insight is useful:
the downslope current with entrainment and drag displays, after a
while, xN ∼ t2/3 like a standard horizontal CG in the self-similar stage.
However, this is a not a reliable prediction tool because (1) the fact
that no front condition can be applied and the assumptions of a self-
similar head and constant E, Cd lack theoretical justificatio and (2)
adjustable constants are necessary. In particular, the value K in the
experiments (≈2.7) differs significantl from theoretical evaluations.
(3) Moreover, this model is relevant only during the deceleration
stage.
This bring us to the suggestion that the SWE model is a more
efficien tool. The disadvantage is that the solution must be calcu-
lated numerically. The advantage is that the SWE model is valid for
both the acceleration and deceleration stages. The question is if we
can achieve accurate predictions without adjustable parameters. The
tests performed here provide support to the suggestion.
Figure 16 illustrates the SWE predictions for configuratio D3
of Table I (θ = 9○). The dilution is represented by α = g′e/g′ given
in the third panel. We see that the shape h(x) is triangular, and the
most significan dilution occurs in the tail, while the buoyancy of
the domain behind the nose decreases more slowly (to about 60%
at t = 40). This is consistent with the observations in the experi-
ments, but a quantitative comparison cannot be performed with the
available data. The bulk Richardson number Ri decreases during the
propagation, and this sustains the deceleration effect.
The available experimental data allow for a detailed comparison
for the propagation. In Fig. 17, xN(t) is compared with experimen-
tal data reported by Ref. 8. xN(t) of the simple SW model (E0 = Cd
= 0) is in fair agreement with the measurements during some dis-
tance of propagation and then overestimates. The SWEmodel repro-
duces well the observed acceleration-deceleration pattern. Accord-
ing to this model, the volume increase due to entrainment is 7% at
t = 10, 25% at t = 10, and 56% at t = 30. The predicted profile of
h, u, and α = g′e/g′ make sense. Qualitatively, they are in agreement
with experimental observations, but a qualitative comparison is not
possible because of the lack of dedicated data.
Figures 18–21 show comparisons of propagation for the other
configuration listed in Table I. We note that the overall agreement
for the Boussinesq systems is fair.Wemust keep inmind that in gen-
eral SW predictions (even for the simplest horizontal lock-release
problem) deviate by 10%–20% from data. In the downslope config
uration, there is big sensitivity to the initial conditions because they
may affect the instability of the interface. Indeed, the authors of Ref.
22 reported “differences in velocity history for similar initial param-
eter values” (see Fig. 5 in that paper). Consequently, some of the dis-
crepancies may be attributed to the fact that laboratory experiments
contain a built-in uncertainty concerning the Richardson number.
The non-Boussinesq experiments show, systematically, a delay in
the initial propagation. However, the subsequent xN(t) displays the
same behavior as in the Boussinesq case. This delay requires fur-
ther investigation. The top of the tank was open to the atmosphere,
and in non-Boussinesq systems, this introduces differences with the
fixed-to assumed by the theory.
We argue that the extended SWmodel performs well.We admit
that the entrainment and drag components lack rigor. However,
we claim that our model is more advantageous as compared to the
widely usedmodel of Ref. 3. The firs advantage is practical: the SWE
model (1) predicts the propagation of the current from given ini-
tial conditions without the need for adjustments of constants [the
entrainment and drag functions are “off the shelf,” and the same
(for the parameters tested in this paper, at least)] and (2) is valid for
both the acceleration and deceleration phases. The power-lawmodel
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FIG. 16. SWE predictions for the downs-
lope configuration D3 (θ = 9○). Profiles
of (a) h, (b) u, (c) α = g′e/g′ and (d) Ri as
functions of x at various times t = 2, 4,
. . ., 40.
needs adjustable ξ0, τ0 which depend on θ, g′, and x0/h0; then, it
applies only to the deceleration phase, starting at some t1 whichmust
also be determined empirically. The second advantage is conceptual:
the downslope gravity current is the same flow-fie manifestation
FIG. 17. xN vs t: experimental data and predictions of SW standard (E = Cd = 0)
and SWE models. Downslope configuration D3 (θ = 9○).
like the counterparts on a horizontal bottom or upslope bottom,
and the difference is a clear-cut result of the internal Ri(x, t). The
power-law model pictures the downslope current as a semicircu-
lar patch which has no counterpart in the accepted theory for the
FIG. 18. xN vs t for downslope configuration M2 (θ = 10.6
○). Note the short
propagation because this experiment was with long x0 = 20 cm.
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FIG. 19. xN vs t for downslope configuration M3 (θ = 10.6
○). Note the long
propagation because this experiment was with short x0 = 5.5 cm.
horizontal gravity current (xN ∼ t2/3 for large t is just a coinci-
dence). The third advantage is concerned with the internal structure
of the flow-fiel the SWE model provides h, u, g′e/g′, and Ri as
functions of x, t. Although these are depth-averaged results not accu-
rate pointwise values, they are expected to provide insights into the
distribution of the momentum and mixing along the current.
The formal major advantage of the power-lawmodel is the ana-
lytical simplicity of the xN(t) formula. However, this is an illusion
because this formula cannot be used without experimental mea-
surements of xN(t), and hence, the formula is more a postprocessor
than a predictor. Moreover, the finite-differenc solution of the SWE
hyperbolic system for h, u, g′e as functions of x, t is nowadays a quick
computation on a laptop computer.
FIG. 20. xN vs t for downslope configurations D1 and Dnb1 (2
○).
FIG. 21. xN vs t for downslope configurations (a) D2 and Dnb2 (6
○) and (b) D3 and
Dnb3 (9○).
To summarize, we think that the analysis of the downslope
current should be based on the SWE models (with possible modifi
cations) and the power-law model can be dismissed with due credit
for it being the backbone of numerous published studies.
V. CONCLUDING REMARKS
We have revisited the problem of a gravity current of fixe vol-
ume released from a lock, which then encounters a downslope or
upslope bottom, in the inertial-buoyancy regime. The analysis uses
the shallow-water (SW) approximation. The system of equations is
hyperbolic, and a Froude-number jump condition is applied at the
nose (front).
The obvious parameter of the problem is the slope angle,
θ. However, we elucidated that the propagation of the current is
affected by additional parameters: the aspect ratio of the lock x0/h0,
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the height ratio of the ambient to lock, H/h0, and the distance of
the gate from the beginning of the slope. The SW model provides
qualitative insights and quantitative data concerning the influenc
of these parameters.
We performed comparisons of the theoretical results with pre-
viously published experimental data. For the up-slope current, the
agreement is satisfactory: both the model and experiment show that
the current decelerates up to a point where it stops uN = 0; the SW
predictions slightly overestimate the maximum height.
The down-slope current system displays a different pattern.
The SW results indicate that the current accelerates and then uN
attains a constant value, ≈ (g′h0)1/2. In experiments, the current
firs accelerates and then decelerates. We showed that this can be
attributed to the behavior of the Richardson number Ri: during
the acceleration, Ri decreases, and eventually, an instability devel-
ops at the interface which produces entrainment/mixing and drag.
We demonstrated that when these effects are added to the sim-
ple shallow-water balances (using an off-the-shelf closure for the
entrainment coefficien and a constant drag coefficient) the shal-
low water extended model (SWE) indeed predicts an accelerating-
decelerating downslope current, which is in good agreement with
previously published experimental data.
We think that, overall, this work improves the understand-
ing and modeling of gravity currents. In particular, we demonstrate
that the fact that Ri increases in the up-slope case and decreases in
the down-slope case is the reason why the simple SW formulation
works well in the firs case but needs entrainment and drag exten-
sion in the second case. In our opinion, the extended SW model
presented in this work is an efficien replacement to the widely used
power-law xN ≙ ξ0 +K(g′h0x0)1/3(t + τ0)2/3 (dimensional) model of
Ref. 3 because the latter model (1) uses adjustable constants ξ0, τ0,
K and (2) applies only to the deceleration stage. More investigation
is still needed to further assess the accuracy of the entrainment and
drag closures needed in the extended SWmodel. This requires care-
ful comparisons with more experimental data. Additional interest-
ing direction is the study by Navier-Stokes simulation which might
point out details of the motion (see the work of Qu29) and must be
left for future work.
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