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Abstract Requirements engineering has been recognized
as a fundamental phase of the software engineering process.
Nevertheless, the elicitation and analysis of requirements
are often left aside in favor of architecture-driven software
development. This tendency, however, can lead to issues
that may affect the success of a project. This paper presents
our experience gained in the elicitation and analysis of
requirements in a large-scale security-oriented European
research project, which was originally conceived as an
architecture-driven project. In particular, we illustrate the
challenges that can be faced in large-scale research projects
and consider the applicability of existing best practices and
off-the-shelf methodologies with respect to the needs of
such projects. We then discuss how those practices and
methods can be integrated into the requirements engineer-
ing process and possibly improved to address the identified
challenges. Finally, we summarize the lessons learned from
our experience and the benefits that a proper requirements
analysis can bring to a project.
Keywords Requirements engineering practice 
Large-scale research project  Cooperative work 
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1 Introduction
In the last decades, it has become common for ICT
researchers to work in large-scale research projects. These
projects are often carried out by consortia that involve
different types of partners (e.g., universities, multinational
corporations, small and medium enterprises) from various
countries. Large-scale security-oriented research projects
(the focus of this paper) are an example of such projects.
Security-oriented research projects are expected to have
a well-defined set of objectives. Ideally, the requirements
of such software systems-to-be are defined when the pro-
ject is established. The elicitation and analysis of require-
ments are performed in the context of requirements
engineering (RE). RE is the process of identifying system
stakeholders and their needs, defining constraints on the
software system, and documenting these in a form that is
suitable for analysis, communication and subsequent
implementation of the system [50, 69]. This phase of the
software and system development process is widely rec-
ognized as being fundamental to the success of an ICT
project [30].
However, in practice, RE activities are often not carried
out properly. This is more likely the case when non-func-
tional concerns like the security of the system-to-be have to
be addressed. For example, a typical approach to address-
ing security concerns within a system is to identify security
requirements after the design of the system is completed.
Moreover, security concerns are often addressed only at the
technical level (as opposed to the organizational level).
Such an add-on security approach is, however, unlikely to
be effective. Security mechanisms are fitted into a pre-
existing design, which may lead to conflicts between
security and functional requirements of the system. Con-
sequently, additional vulnerabilities may be introduced if
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security mechanisms are blindly inserted into a security-
critical system. Recent studies show that the situation can
be improved if security aspects are taken into account
throughout the whole system development process (hence,
also during the analysis of the organizational setting in
which the system will operate) [24].
It is rarely the case that when the project consortium of
research projects are established, partners whose expertise
and activities are focused on RE are selected. Conse-
quently, most consortia do not include RE experts. As a
result of the absence of such expertise, the popularity of
methods for rapid software development (e.g., architecture-
driven approaches [22]) and the convenience of such
methods for the deployment of immediate research and
implementation results, requirements elicitation and anal-
ysis are often neglected. Such an approach however can
have harmful consequences. The success of research pro-
jects requires establishing an integrated common vision
among the project partners, adopting a consistent working
approach and creating the willingness to share research and
business expertise despite the competitive context of a
project consortium [30]. In a project in which each partner
only focuses on the development of its own solutions, it is
difficult to identify and solve conflicting requirements
among partners. Consequently, the integration of individ-
ual results into a single system may simply fail.
We argue that performing RE activities properly helps to
mitigate the issues presented above. However, many factors
play a role in the successful completion of RE activities in
large-scale research projects. These factors include the
background, interests and expertise of the individuals
involved, as well as the type, objectives and geographical
distribution of the partner organizations in the project [13,
14, 38, 57]. For example, for researchers, projects often
offer a means to validate research results, whereas for small
and medium enterprises, the main focus is on the develop-
ment of software products. Such differences in objectives
may manifest themselves in conflicting requirements.
Therefore, when we deal with RE activities in large-
scale research projects, a number of challenges have to be
faced. These can be summarized as:
– Establishing a common understanding of what require-
ments are.
– Defining a process to elicit, elaborate and validate the
requirements with numerous and geographically dis-
tributed partners.
– Identifying the required innovation for the project by
distinguishing requirements that cannot be fulfilled
using existing research and solutions.
These challenges also function as meta-requirements for
the process of selecting the appropriate RE methodologies
and activities to be used in large-scale security-oriented
research projects. Researchers have proposed a number of
methodologies and techniques to perform the different RE
activities (e.g., [7, 34, 52, 60]). However, there is no single
RE methodology that covers all of the RE activities and
that address all the challenges to research projects we listed
above. For instance, no existing RE methodologies support
project partners in identifying the required innovation for
the project. Further, RE methodologies are usually
designed for the industry and consequently are centered on
the customers’ needs [56]. Therefore, they may not be
suited for research projects in which researchers and
developers are the main stakeholders. Finally, the analysis
of security requirements demands the inclusion of spe-
cialized methodologies (see [19] for a survey); each of
them however focuses on particular security aspects. The
selection of the appropriate methodology depends on the
needs of the project.
The objective of this paper is to describe the approaches
that can be used to support a project consortium during the
RE process. This description includes an evaluation of the
advantages and disadvantages of applying these approaches
in a large-scale research oriented project. In particular, the
paper analyzes and discusses the challenges faced in the
context of the TAS3 project (http://www.tas3.eu), the RE
process adopted to mitigate these challenges and an eval-
uation of the different RE activities.
TAS3 is an EU-integrated project focusing on the main
security and privacy issues in distributed systems aiming to
deploy a generic architecture for managing employability
and healthcare personal information services. This project
was initially conceived as an ‘‘architecture-driven project’’.
As a result, the project faced a number of issues indepen-
dent from its objectives, which were pointed out during a
critical review of the project. Most of these issues can be
traced back to the lack of a proper RE approach. After the
critical review, the project consortium decided to set up an
RE team whose task was to coordinate and support partners
in the execution of RE activities. The team, which includes
the authors of this paper, consisted of researchers who have
previous experience with RE. This paper discusses the
experience gained by the RE team.
The paper is structured as follows. Section 2 discusses
the challenges of applying RE methodologies to large-scale
research-oriented projects. Section 3 presents the RE
methodologies and processes applied in the TAS3 project.
In particular, it investigates alternative proposals from
researchers as well as industry best practices, for each RE
activity. It demonstrates how existing proposals can be
adopted, integrated and extended in order to support the RE
process in a large-scale research project. Section 4 reports
the outcome of the application of these various methodol-
ogies and processes within the TAS3 project. Section 5
presents guidelines for performing RE activities in large-
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scale research projects as we derive them from lessons
learned. Finally, Sect. 6 discusses related work, and Sect. 7
concludes the paper.
2 Challenges
The TAS3 project is an EU project that focuses on the main
security and privacy issues in an ecosystem of distributed
service and identity providers, ranging from authentication
and trust management to data protection. Specifically, the
goal is to deploy a next generation trust and security
architecture and adaptive security services that preserve
privacy and confidentiality of individual users, i.e., identity
management, in dynamic service environments. The
architecture is expected to be general enough to apply to
different contexts and comply with data protection legisla-
tion (e.g., EU Directive 95/46/EC) and the NESSI reference
architecture (http://www.nexof-ra.eu). The TAS3 consor-
tium is composed of 18 industrial and academic partners.
The project faced many issues in the first year of its
lifetime. TAS3 is an integrated project with the vision of
implementing an architecture. Such an architecture-driven
approach had its pros and cons. The pros for security and
architecture experts lied in the fact that they were able to
start discussing technical details without further specifica-
tion of the project. The cons became apparent due to the
delayed kick-off of the project and the resulting time
shortage. Below we discuss the main challenges we
encountered in the course of the TAS3 project. These
challenges can be generalized to any large-scale research
project.
Challenge 1 (Project planning) How can a research
project have an integrated common vision and a consistent
working approach?
Project consortia usually have a Description of Work
(DoW) that describes the activities to be performed within
the projects, organized in various workpackages. The
quality and precision of the DoW and its interpretation by
project partners at execution time may require extra
alignment and specification of assignments. This re-align-
ment may not be trivial. In the TAS3 DoW, the software
engineering assignments were under-specified, making it
difficult to understand and perform these assignments. For
example, the DoW neither defines the objectives of the
requirements analysis activities precisely, nor does it pre-
scribe the activities for their achievement. Most impor-
tantly, it does not describe the necessary interactions
among the workpackages.
The underspecification of objectives, activities and
workpackage interactions led to two issues that were crit-
ical for the continuation of the project: (1) the architecture
was designed independently from requirements analysis,
and (2) each partner pursued his/her own understanding of
the functionalities to be provided by the architecture. This
resulted in inconsistencies in the overall architecture and in
requirements that were neglected in the design of the
architecture. In particular, requirements coming from the
end-users (i.e., from pilot scenarios) were not taken into
account as the workpackage responsible for defining the
pilot scenarios was not directly involved in the design of
the architecture.
Once these problems became evident and they were
underlined during a critical project review, a reorganization
of the RE activities was planned by a new RE team.
Performing these activities, however, raised additional
challenges.
Challenge 2 (Requirements definition) What are require-
ments?
Although for an expert the definition of what a
requirement is can be trivial, agreeing on a shared defini-
tion among project partners may not be instantaneous.
Different partners may have different interpretations of
what requirements are. For instance, in TAS3 most partners
were unable to distinguish between requirements and
design solutions, or between functional and non-functional
requirements. This was mainly evident during the elicita-
tion of security requirements: what was seen by some
partners as a security requirement was interpreted by others
as a security solution.
These differences in perspectives originated from a
number of factors. First, the partners were lacking a com-
mon understanding of software engineering and require-
ments due to their diverse backgrounds. Especially for
researchers, the role of RE activities in a large project was
not self-evident. Second, due to the vision of an architec-
ture-driven project, the classical flow of engineering pro-
jects was ignored. Third, the project mainly focused on the
development of security and privacy functionality. This
blurred the traditional distinction between functional and
non-functional requirements.
Additional difficulties were caused by the heterogeneous
nature of the requirements (i.e., technical, legal and
usability as well as research oriented requirements had to
be considered). Moreover, requirements for both the
architecture and the pilot scenarios had to be elicited. The
pilots are embedded in three countries in two different
domains (i.e., healthcare and employability). The integra-
tion of these different concerns on the same level of
abstraction can be arduous and needs to be addressed
during requirements engineering.
Challenge 3 (Requirements elicitation) How can we elicit
heterogeneous requirements at a comparable granularity?
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A number of elicitation techniques have been proposed
in the literature [50]. These include traditional techniques
(e.g., questionnaires, surveys, interviews), group elicitation
techniques (e.g., brainstorming and focus groups), proto-
typing, model-driven techniques and cognitive techniques.
However, not all of these techniques are suitable for large-
scale research projects. For instance, group elicitation
techniques are difficult to apply when partners are geo-
graphically distributed. In addition, the selected require-
ments elicitation technique may contain a well-defined
schema for the specification of requirements that may not
be suited for the different types of requirements of a large
research project. The challenge for the RE team is to
determine the most appropriate techniques given the cir-
cumstances and the heterogeneity of the requirements of
the project.
The elicitation of security and privacy requirements
presents additional issues. Many efforts have been spent in
the last years to extend requirements elicitation techniques
to also include security and privacy requirements [19].
However, those techniques often focus on specific security
aspects such as design of secure components [36], system
vulnerabilities [18], security issues in social dependencies
among stakeholders [28, 41], and their trust relationships
[44], attacker behavior [63] and attacker goals [40], as well
as events that can cause system failures [3]. Adopting only
one of these frameworks would emphasize certain types of
security requirements, while other security requirements
essential for the project may not be captured. The alter-
native of adopting all these methods is clearly impossible.
The selection of an appropriate granularity for the
elicited requirements is also critical to bringing all partners
to a common understanding of the main engineering
problem. In TAS3, some workpackages provided dozens of
requirements, while others presented only a handful. This
discrepancy was due to a number of factors including the
heterogeneous nature of requirements and the efforts
partners were willing to put into elicitation activities. The
RE process needs to account for these discrepancies and
include steps to achieve a comparable granularity given the
heterogeneity of both the requirements and the project
partners’ approach to requirements.
Challenge 4 (Gap analysis) How can we identify the
innovation needed while providing a common mission for
the project?
One of the objectives of the RE activities as described in
the DoW of TAS3 is to identify requirements regarding
unsolved problems in the field of security and trust in
service-oriented open and distributed environments. Spe-
cifically, the goal is to identify those elicited requirements
that can be translated into research and development
activities to be carried out in the project. The process of
distinguishing requirements that demand further research is
comparable to a gap analysis study as it is common in
business and economics [33].
Executing a gap analysis, however, is challenging. First,
in a large research project with technical, legal and
domain-specific research needs, the scope may be difficult
to determine. For instance, in software development, gap
analysis can be used to document which functionalities
have been accidentally left out, which ones have been
deliberately eliminated and which ones still need to be
developed. From a legal perspective, it can be used to
establish what additional legal requirements apply given
the planned functionality of the system. Second, there are
no methodologies for gap analysis in the RE mainstream.
Hence, the RE team is responsible for developing a gap
analysis method that is appropriately scoped to the pro-
ject’s objectives.
Challenge 5 (Requirements communication and agree-
ment) How can we communicate heterogeneous require-
ments in such a way that partners can understand and
agree on each others’ requirements?
Requirements should be represented in a form that is
suitable for analysis, communication and subsequent
implementation [50]. Different partners may have similar
or conflicting requirements or may depend on each other
for the achievement of their requirements. Determining
conflicts and/or dependencies calls for additional efforts to
identify and analyze such interactions among requirements
elicited by different partners [61]. The representation of the
requirements should leverage such analysis.
However, in research projects, partners may have dif-
ferent background and expertise. Consequently, each
partner may prefer a different framework (e.g., UML [52],
Tropos [7], Problem Frames [34]) for representing
requirements. Letting partners use their own framework to
specify requirements, however, is not appropriate because
it makes the integration of requirements and interaction
analysis difficult. First of all, partners have to understand
the requirements elicited by other partners in order to
assess the interactions between those requirements and the
requirements they have elicited. Further, each framework
may use different concepts to represent requirements,
making it difficult to compare the requirements specified
by different partners. Addressing these differences by
imposing a single framework to all partners can also have
its disadvantages, emphasizing certain aspects over others.
Moreover, each partner has his specific goals and
interests within the project, which in most cases are not
related to RE. As a result, partners may not be willing to
spend a great effort in RE activities. Hence, introducing
frameworks previously unknown to the partners, e.g.,
through training sessions, may intensify resistance to
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participation in RE activities. Such resistance may be fur-
ther amplified when the partners are distributed, as in the
case of the TAS3 project.
Challenge 6 (Business conflicts) How can we solve con-
flicts between corporate/business and research interests?
Project deliverables are public documents. From the
perspective of industry partners, this may mean that their
innovation becomes accessible to competitors. Moreover,
industry partners may not feel comfortable in publicly
reviewing the technology developed by their competitors
and comparing it with their own. Such analysis could
reveal an expert opinion about the weaknesses and
strengths of competing technologies and may lead to eco-
nomic disadvantages or conflicts.
In the course of the TAS3 project, some partners
expressed such anxieties and, as a result, this effected their
willingness to provide requirements. These partners were
often representatives of small-medium enterprises that
worry about the disclosure of information about their
technology. Overcoming such challenges is critical for the
success of any project where the consortium consists of
partners from both industry and academia. However, we
will not consider this matter further as this is an issue of
intellectual property rights that should be resolved at a
much earlier stage, i.e., when the consortium agreement is
signed.
3 Approach
This section presents the RE process we followed in the
course of the TAS3 project. The steps we took are aligned
with the DoW of the project. This alignment was chal-
lenging since the DoW itself introduced complications that
we first had to untangle. In particular, requirements elici-
tation has been described under the heading ‘‘Design
Requirements’’ [48].1 The objective of this first deliverable
is defined in the DoW as ‘‘modeling the legal framework
and regulatory compliance requirements; collecting and
defining the application domain and user requirements
from test beds; and, defining the system requirements for
all TAS3 components according to software engineering
specification standards.’’ A further related deliverable is
also conceived, titled ‘‘Requirements Assessment Report’’
[29]. The main objective of this deliverable is defined in
the DoW as ‘‘gathering requirements about unsolved
problems in the field of security and trust in service-
oriented open and distributed environments.’’ No clarifi-
cation was provided with respect to how these two de-
liverables should be distinguished and how the activities
were interdependent.
To manage this ambiguity, we divided our efforts into
the following activities (Fig. 1):
1. Requirements elicitation, which aims to gain knowl-
edge about the needs of the project and the environ-
ment of the software system.
2. Requirements elaboration, which aims to elaborate the
elicited requirements to the research and development
objectives of each workpackage (viewpoints).
3. Gap analysis, which aims to identify the research
needs of the project by comparing the objectives of the
project with the security and privacy solutions avail-
able on the market.
4. Interaction analysis, which aims to provide a common
mission of the project by identifying dependencies and
conflicting requirements among workpackages, con-
solidating the viewpoints and mapping the require-
ments to architecture components.
5. Evaluation, which aims to evaluate the overall project
including RE activities.
The planned RE process is iterative. First, functional,
security and privacy requirements for the software system
to be developed and the pilot scenarios are elicited and
elaborated. The elaborated requirements are compared with
an overview of the state-of-the-art in research and business
solutions for trust and security in service-oriented systems.
The results are used to complete a gap analysis to identify
the research activities to be performed in the course of the
project. At the same time, the interactions among intra- and
inter-workpackage requirements are analyzed in order to
identify inconsistencies among requirements elicited in the
context of the different workpackages. Finally, the whole
project (including RE activities) is assessed using evalua-
tion criteria. Ideally, the process is reiterated until all
evaluation criteria are satisfied.
There is not a single RE methodology that covers all of
these activities and addresses the challenges discussed in
Sect. 2. Therefore, we have investigated and incorporated
alternative research approaches and industry best practices
for each activity where appropriate. In the remainder of this








Fig. 1 Requirements engineering process
1 Notice that the title may bring some confusion as the word
‘‘design’’ can lead to a restriction of the scope of requirements
elicitation only to the architecture.
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been integrated to provide a unified framework to support
the RE activities in the TAS3 project.
3.1 Requirements elicitation
The aim of the requirements elicitation phase is to capture
the problems that are to be solved with the system-to-be.
Different techniques have been proposed in literature for
eliciting requirements from stakeholders [11, 16, 25, 62]:
interviews, questionnaires, user observation, workshops,
brain storming, use cases and prototyping. Our approach in
TAS3 is mainly based on interviews and use cases. In
particular, requirements are elicited on the basis of pilot
scenarios. The interviews are completed during interactions
with the stakeholders (i.e., pilot developers and other
project partners).
The objective of elicitation through pilot scenarios is to
concretely identify a system’s future uses. More specifi-
cally, a pilot scenario is a description of one or more
interactions involving the software system to be developed
and its environment. Pilot scenarios are defined as follows:
– Identification of the scenario context: This activity
consists of describing the concepts of the application
domain and identifying the main features to be
demonstrated in the scenario. Different features of an
application domain may be relevant for a project. In
order to capture these, more than one scenario can be
defined for every considered application domain.
– Identification of the actors and their respective tasks:
This activity consists of identifying the main actors of
each scenario along with the roles they play, the tasks
that they have to perform and their assets.
– Identification of security threats: Actors’ assets can be
the target of attackers. Attackers can be internal or
external entities of the system. They are assumed to be
able to perform malicious actions, which attempt to
break the security of (a component of) the system. The
aim of security threat identification is to identify the
internal and external threats (i.e., attacks) and deter-
mine their impact on system security [18, 41, 63]. This
information is then used as a starting point for the
security risk analysis.
Although scenarios are useful for eliciting requirements,
they do not necessarily provide the requirements of the
system-to-be [55]: they usually describe the system’s
behavior in specific situations; on the contrary, require-
ments describe what the system should do in general.
Accordingly, scenarios need to be analyzed in order to
capture and refine the general requirements of the system.
The following are the appropriate steps for such an
analysis:
– Capturing requirements: This activity aims to elicit
requirements from scenario descriptions. As this activ-
ity requires communication with stakeholders, partic-
ular attention has to be paid on how to specify
requirements. Based on classical RE approaches [31,
66], detailed guidelines can be defined for the speci-
fication of requirements. These guidelines should
include the definition of a controlled vocabulary for
formulating requirements specifications (e.g., shall and
must shall be used for the specification of mandatory
requirements, should for the specification of optional
requirements, notice for additional explanation of
requirements) as well as instructions on how to specify
proper requirements (e.g., requirements shall describe
problems instead of solutions, amalgamated require-
ments shall be disjoined).
– Analyzing and refining requirements: This activity aims
to refine the elicited requirements, removing ambiguity
in the specifications and detecting under-specified
requirements. A number of methodologies have been
proposed to assist system designers during this phase
[7, 15, 34]. Given the security nature of the project, we
have adopted Secure Tropos [44] for the analysis and
refinement of security requirements. This methodology
uses the concepts of ownership, permission, delegation
and trust to analyze and refine (security) dependencies
among actors involved in the system (including the
system itself). However, due to its static nature, the
analysis of temporal aspects is not possible. To
overcome this limitation, UML sequence diagrams
can be used to analyze the interactions among scenario
actors and identify sequences of activities that may lead
to security breaches.
3.2 Requirements elaboration
Once the initial set of requirements are elicited, the next
step of the RE process is to elaborate and refine those
requirements in order to enable subsequent analysis. The
challenges in elaborating requirements in large research
projects lie in the number of requirements to manage, the
differences in the focus of the various workpackages, as
well as the discrepancy in the expertise and interests of the
system designers.
One solution to the complexity of managing require-
ments in large projects is to organize the requirements
elaboration process by viewpoints [51, 64]. Each viewpoint
aims to elaborate different aspects or concerns from the
perspective of different stakeholders [64]. In a project,
viewpoints can be used, for instance, to group the require-
ments by workpackages. Once viewpoints are defined, they
should be analyzed for overlaps and conflicts and integrated
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into a single requirements document. This integration
activity is carried out during interaction analysis (Sect. 3.4).
While breaking down a monolithic requirements docu-
ment facilitates the management of numerous and hetero-
geneous requirements, it is important to keep an overview
on the overall objectives of the system-to-be. Therefore,
viewpoints analysis has to be complemented with the
analysis of global requirements that elaborate the problems
that the project intends to solve.
One way of representing the viewpoints and global
requirements and making them accessible to all stake-
holders is to deploy a systematic and comparable notation
for documenting the objectives of a viewpoint and elabo-
rating the requirements that have to be fulfilled in order to
achieve those objectives. To this end, we decided to use
standardized templates. In particular, the templates used in
TAS3 are based on two methodologies for template-based
requirements elicitation: Volere [60] and the template
given in [65].
However, standardized templates have to be customized
to meet the specifics of the project. In the case of TAS3
from Volere, we employ the elements for assessing the
scope of work for each viewpoint: the documentation of a
viewpoint’s objectives and the identification of the open
problems addressed by the viewpoint. Further, the template
in [65] defines the following mandatory fields: requirement
id, version, author, source, purpose, requirement descrip-
tion, time interval, importance, urgency, comments. Con-
sequently, our viewpoint template employs reqID, which is
used to uniquely identify the requirements and to indicate
the viewpoint from which the requirement is originating
(i.e., the ‘source’); justification (instead of ‘purpose’, as it
better conditions system designers to state why the
requirement is necessary); requirement (instead of
‘requirement description’ for brevity). Further fields are
addressed through the versioning of the requirements
document itself (‘version’) and the list of contributors
(‘author’). A sample requirement using the viewpoint
template is presented in Table 1.
The template also includes a field called interaction
that is used to indicate the interactions of a given
requirement with other requirements. This information is
later used to perform interaction analysis (Sect. 3.4).
Interactions are specified using a controlled vocabulary to
limit ambiguity:
– A depends on B: the fulfillment of requirement
A requires the fulfillment of requirement B, i.e., B is
a condition for A.
– A supports B: the fulfillment of requirement A is needed
to fulfill requirement B, i.e., A is a condition for B.
– A implements B: requirement A is a specialization of
requirement B.
– A abstracts B: requirement A is a generalization of
requirement B.
– A is in conflict with B: requirement A and requirement
B are logically inconsistent or the implementation of
both requirements is not feasible.
– A is similar to B: requirement A and requirement
B refer to the same problem or their implementation
overlap. The relationship between the requirements is
assumed not to be one of the other types of interactions.
Notice that supports and abstracts are the opposites of
depends and implements, respectively. Although providing
constructs for representing a relation and its opposite may
seem redundant, it makes it possible to capture interactions
that might not be seen as bidirectional.
Ideally, the elaboration of requirements should also
include other aspects fundamental for the characterization
of the requirements problem, such as domain assumptions
[70] and the traditional partitioning of requirements into
functional and non-functional requirements. Their absence
is due to the necessity to decrease the complexity of
elaboration activities. A discussion on this issue is pre-
sented in Sect. 5.
3.3 Gap analysis
Gap analysis is a process for identifying the delta between
the current situation and the future desired situation in a
given domain [10]. In a research project, the scope of gap
analysis can be defined as the identification and docu-
mentation of the research and development activities to be
performed within the project. In particular, gap analysis
may aim to study which requirements of the project can be
fulfilled using existing solutions and which requirements
Table 1 Requirements elaboration template
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demand further research and development. Accordingly,
our approach for gap analysis is based on the following
three activities:
1. Identify and list existing solutions that address the
objectives and problems identified during requirements
elaboration;
2. Determine which of these solutions are to be employed
in the project and specify whether elaborated require-
ments are fully or partially fulfilled given the selected
solutions; and
3. Define future activities necessary to fulfill the require-
ments that are not addressed by existing solutions and
plan activities for the validation of such requirements.
The first step of the gap analysis consists of collecting
information on alternative solutions that are relevant to the
project. The information is collected using a template that
includes the following fields: name of solution, which is
used to identify the solution; link, which indicates where the
solution can be downloaded; functionality, which describes
the functionalities provided by the solution; limitations,
which describes the limitations of the solution with respect
to the needs of the project; related requirements, which lists
the requirements that the solution fully or partially fulfills;
and a justification of selection, which describes in natural
language the motivation for selecting a given solution to be
used in the project (if it is selected for use). The template
also includes a field called access that indicates whether a
considered solution is open source, proprietary, or subject
to both types of licenses, here called a dual licensing system.
An example of a solution selected for use in the project,
specified using the template, is given in Table 2.
The input collected using the template can be summa-
rized in tables that provide an overview of all the solutions
considered in the project (Table 3). To better evaluate the
relevance of alternative solutions to the project, viewpoints
that have shared solutions can be grouped together. For
example, Table 3 presents the solutions considered by
Workpackage 3 (Securely Adaptable Business Processes),
Workpackage 7 (Identity Management, Authentication and
Authorization), and Workpackage 10 (Quality Measures
and Trustworthiness) in TAS3. In the table, columns rep-
resent the solutions, i.e., s1–s14, the top row (access)
represents the licensing scheme of the given solution, while
the other rows represent which requirements are fulfilled
by the considered solutions. The selected solutions are
highlighted with gray columns. The solutions between
columns that are delimited using empty narrow columns
show which solutions are being considered as alternatives.
Here we do not investigate methods for determining which
solutions are more appropriate for the project, e.g., see [1, 39].
In our setting, the selection of the solutions was made by the
project partners who have the domain knowledge necessary
to evaluate those solutions based on criteria of their interest.
The existing solution templates provide a summary of the
solutions available on the market for achieving the objectives
of the project. Based on this list, the system designers have to
negotiate which solutions are more suitable for the project.
This decision can be made based on a number of criteria, such
as previous experience with a certain software product, social
and organizational issues, the platform in which the software
product runs, vendor support, performance, the costs and
risks associated with selecting an existing solution, etc. [1].
The final activity of the gap analysis consists in defining
a plan of the research and development activities that have
to be performed to fulfill the requirements that are not or
are only partially covered by the selected solutions. The
planning and documentation of these activities includes a
description of how the partners will validate the fulfillment
of the requirements.
3.4 Interaction analysis
An important aspect of the RE process is the identification
of the relationships between requirements [61]. This anal-
ysis is an important part of viewpoint integration [64]. Our
approach determines and evaluates the relationships
between the requirements through the analysis of:
Table 2 Solution template
Name of solution Trust policy wizard
Link http://i40virt02.ipd.uka.de/CoSim/
Access Open source
Functionality Allows guided interactive formulation of trust policies
Limitations Only supports behavior-based trust policies
Related requirements D1.2–5.9 (Fully)
Justification of selection Providing a wizard is a powerful yet straightforward way of
supporting user selected policies. We do not exclude the possibility
for more integrated solutions such as natural language policy editors
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1. The interactions among technical requirements (both
intra- and inter-viewpoints)
2. The interaction among legal and technical require-
ments
3. The mapping of requirements to the architecture.
As we described in Sect. 3.2, the template for require-
ments elaboration includes the field ‘‘interaction’’ to capture
the interactions among requirements. We visualize these
interactions among requirements using requirements inter-
action graphs [43]. In these graphs (see Fig. 2), each node
represents a requirement, while labeled and directed edges
indicate the type of interaction between two requirements.
Circles around graphs indicate the workpackage from which
the requirements originate.
The use of requirements interaction graphs is twofold.
First, they make it possible to prioritize requirements by
analyzing the chains of requirements dependencies in the
graph. Second, requirements interaction graphs can be used
for requirements validation [23]. In particular, they allow
system designers to detect overlapping, redundant or
conflicting requirements between viewpoints as well as
inconsistencies in interaction specifications (e.g., two
requirements depending on each other).
The consistency of viewpoints is achieved by finding and
evaluating inconsistency candidates in the requirements
interaction graph, and then by eliminating those inconsis-
tency candidates that turn out to be actual inconsistencies.
Inconsistency candidates include groups of requirements
that are either indicated as being conflicting or similar [12],
or that include inconsistencies in requirements specifica-
tions such as:
– Homogeneous interaction cycles: cycles with the same
interaction type, e.g., ‘‘A depends on B’’, ‘‘B depends
on C’’ and ‘‘C depends on A’’;
– Heterogeneous interaction cycles: cycles which are not
homogeneous and may be unreasonable, e.g., if
‘‘A depends on B’’ and ‘‘B abstracts A’’, it means that
a requirement depends on its specialization.
– Non-cyclic interactions: combinations of unacceptable
multiple edges, e.g., ‘‘A supports and depends on B’’, as
well as unreasonable combinations comparable to
heterogeneous interaction cycles, e.g., ‘‘A supports
and abstracts B’’.
Inconsistency candidates can be seen as patterns defin-
ing the sequence of edges that should not occur in the
requirements interaction graph. If the graph contains a path
that matches any of the above patterns, we interpret it to
mean that the requirement specification may contain an
inconsistency, i.e., an inconsistency candidate. The iden-
tified inconsistency candidates need to be analyzed to
determine whether an inconsistency between the require-
ments exists or if the detected pattern is acceptable. In the
case that an inconsistency is confirmed, it has to be
Table 3 Existing solutions
considered by WP3, WP7 and
WP10 and the related TAS3
requirements
O indicates that the solution is
open source and Pr indicate that
the solution is proprietary. F
indicates that the solution
completely fulfills the
requirement while P indicates
that the solution partially fulfills
the requirement
Solutions s1 s2 s3 s4 s5 s6 s7 s8 s9 s10 s11 s12 s13 s14
Access O Pr Pr Pr O O O O O O O O O O
D1.2-3.1 F F F F F
D1.2-3.2 F F F F P
D1.2-3.3 F F F F






















D1.2-10.2 F F F F F
D1.2-10.8 F F F
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resolved by rephrasing, refining, deleting or merging
requirements. The analysis and resolution process are
reiterated until no further inconsistencies are detected.
A major challenge of the TAS3 requirements analysis is
to capture the legal (mainly privacy and data protection)
requirements of the target architecture and to analyze the
relationships between these and technical requirements.
The interaction between legal and technical requirements
remains an under-researched field. Previous work in this
field focuses on the articulation of data protection legisla-
tion as requirements [6, 27 ] but not on how legal and
technical requirements can be consolidated during
requirements engineering.
Further, due the nature of legal requirements, the rela-
tionship between legal and technical requirements need to
be expressed differently than the relationship between
technical requirements. The fulfillment of a legal require-
ment may be contingent on matters beyond technology.
Hence, the semantics of legal requirements may not be as
precise as the semantics of precisely articulated technical
requirements. For example, a legal requirement L may have
different parts, e.g., (a), (b) and (c). There may be technical
requirements, that, if satisfied, would fulfill the corre-
sponding parts of the legal requirement. However, the
satisfaction of (a), (b) and (c) may not be sufficient for
satisfying L as a whole. Further, this relationship between
the satisfaction of parts and its composition may sometimes
be an issue and at other times not relevant.
Despite the difference in the semantics of satisfaction of
legal requirements, we identified the following activities to
analyze the interactions between legal and technical
requirements:
1. Identify data protection requirements that can be fully
or partially technically satisfied;
2. Identify data protection requirements that cannot be
technically satisfied.
We developed the template in Table 4 to document
interactions between legal and technical requirements. The
fields of the template are to be interpreted as follows:
– Is fulfilled by: a technical requirement fulfills a legal
requirement or parts thereof;
– Is partially fulfilled by: technical requirement partially
fulfills a legal requirement or parts thereof;
– Not fulfilled: there is no technical requirement that
fulfills the legal requirement or parts thereof;
– Conflicts with: (the implementation of) the technical
requirement violates the legal requirement;
– Comments: describes why the legal requirement is not
sufficiently fulfilled (but should be) and states what
additional work is needed for the fulfillment of the legal
requirement. If additional work is needed, the candidate
workpackages responsible for the technical require-
ments and development activities are indicated.
The last step of interaction analysis is the mapping of
the requirements to the architecture. This mapping can be
defined using a simple template that for each requirement
describes the corresponding feature(s) of the architecture.
The mapping of requirements to the architecture is neces-
sary for three reasons. First, there is a danger in viewpoint
oriented requirements analysis that global requirements are
neglected in the process of consolidating the different
viewpoints. Second, the mapping helps to detect missing
requirements and overlapping requirements that may have
been unnoticed during earlier RE activities, and to deter-
mine missing or redundant elements of the architecture
itself. Last but not least, the TAS3 architecture was
designed independently from the outcome of RE activities.
Therefore, the mapping provides a means to validate
whether the designed architecture actually implements all
the elaborated requirements.
3.5 Evaluation
The RE process ends with an evaluation phase that
encompasses the whole project. The evaluation is per-
formed using a method based on key performance indica-
tors [53]. Performance indicators are a measure of
performance, which are commonly used in organizations to
evaluate the progress and success of a project [20]. An
Fig. 2 Requirements interaction graph. The labels are defined as
follows: S supports, D depends on, I implements, A abstracts
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approach for defining the measure of performance and their
evaluation consists of the following activities:
1. Define success indicators;
2. Refine success indicators into measurable evaluation
criteria;
3. Identify methods for the evaluation of evaluation
criteria.
The first step consists in the definition of success indi-
cators, which are the aspects to be measured in order to
evaluate the long-term goals of project. In particular, these
indicators represent those aspects that are important for the
stakeholders and whose achievement provides evidence of
the success of the project. The first column of Table 5
presents an excerpt of the indicators concerning RE
activities considered in TAS3.
Success indicators are general; therefore, they have to be
refined into measurable evaluation criteria. The second
column of Table 5 presents some evaluation criteria for
each indicator. For instance, a criterion for evaluating the
quality of requirements documentation is to verify whether
requirements have been expressed according to the con-
trolled vocabulary (Sects. 3.1 and 3.2). The quality of
documentation can also be measured by verifying if
requirements are articulated comprehensively (e.g., a jus-
tification for each requirement is provided) and organized.
The status of requirements fulfillment can be assessed by
the number of requirements mapped to the architecture and
the number of requirements that require new research or
development of new components for their fulfillment.
Due to the different nature of criteria, different tech-
niques should be used for their evaluation. The last column
of Table 5 shows the evaluation method adopted for each
criterion. These evaluation methods can be classified as
quantitative, report and interviews. Quantitative methods
can be used when the criterion can be characterized by a
precise measure. For instance, quantitative methods are
suitable to assess the status of fulfillment of requirements.
Reports are used when the criterion is both quantitative and
qualitative, and its evaluation requires a text description.
The use of a report is suitable, for example, to assess the
quality of requirements documentation.
To evaluate the criteria that require user interaction,
more sophisticated methods are required. Most common
evaluation methods are ethnographic approaches [5],
interviews [21, 26], focus groups [8], wizard of oz [47],
paper prototyping [59], rapid prototyping [32], story-
boarding [2] and expert walkthrough [49]. Among these
methods, interviews provide an effective method to collect
information. For example, interviews can be used to verify
whether stakeholders feel that their requirements have been
addressed properly in the architecture.
4 Requirements engineering in TAS3
In this section we report our experience in the application
of the approaches presented in Sect. 3 to the TAS3 project.
Here, we only present the main findings and refer to [29,
48] for the complete results.
4.1 Requirements elicitation
The aim of requirements elicitation in the TAS3 project is
to elicit technical, legal and user requirements for the TAS3
architecture with a particular focus on the needs of the
application domains. Accordingly, we first defined some
pilot scenarios anchored in the application domains toge-
ther with the domain holders. In particular, three scenarios
in the employability domain and one in the healthcare
domain were identified by the workpackage running the
pilots. A total of 19 actors were identified and analyzed in
these four scenarios. The pilot workpackage also identified
45 threats that can compromise the security of the system.
For example, in the healthcare scenario, the analysis
showed that any actor, be it a physician, a paramedic or an
external malicious attacker, may steal a patient’s creden-
tials and impersonate that patient. Such a person could then
modify security policies, get access to the data or provide
access to other colluding actors. The discovered threats
Table 4 Legal requirements interaction analysis template
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provided input to the workpackage that was responsible for
executing security risk analysis in TAS3.
In collaboration with the project partners, we elicited
and analyzed requirements for the TAS3 architecture based
on the selected pilot scenarios. As instructed, each partner
provided their requirements using the controlled vocabu-
lary. The requirements were collected in a single require-
ments document although, in order to document the
requirement source, they were numbered per workpackage.
The elicited requirements have been collected according to
the following regrouping: 30 requirements focused on the
steps in the scenarios, 40 on global architectural require-
ments, another 40 on legal requirements and 15 on addi-
tional requirements on technical validation relative to the
testing phase.
For the analysis and refinement of requirements, we had
to solve the problem due to the lack of a common modeling
framework among partners. In order to do that, we first
modeled the scenarios ourselves (using Secure Tropos and
sequence diagrams) and then let the partners validate the
resulting models. Models were then revised according to
the partners’ feedback. In addition, the formal analysis
techniques offered by Secure Tropos were used to support
the analysis and refinement process.
4.2 Requirements elaboration
In the requirements elaboration step, partners were asked to
elaborate the requirements elicited in the previous step
based on their workpackage objectives (viewpoints) using
the template presented in Sect. 3.2. We assisted the part-
ners in elaborating their viewpoints by providing them with
instructions on how to fill in the templates. The templates
and the instructions were first tested with a small group of
partners and improved on the basis of their feedback. They
were then rolled out to all partners. This additional testing
step ensured that the instructions in the templates were
clear and the assignments were not redundant.
During requirements elaboration, we supported partners
mainly through written electronic communication (emails),
but also through phone conferences and, occasionally
through face-to-face meetings. During the 2 months of
intensive communication, we iteratively reviewed the
inputs from partners. This was instrumental to reaching a
comparable level of requirements granularity among all
workpackages. In particular, we rephrased requirements
that described ‘solutions’ to state ‘problems’, improved
justifications and made sure that interactions among the
requirements were specified using the controlled
vocabulary.
At the end of this first requirements elaboration process,
a total of 163 requirements were captured. Of these 163
requirements, 22 are global requirements, 17 are legal
requirements, while the rest are from the technical
requirements of the various viewpoints (i.e., workpackag-
es). These requirements were later used as input to the gap
and interaction analysis.
During interaction analysis, the partners were asked to
reiterate the requirements elaboration step. This second
reiteration of elaboration activities occurred 1 year after
the first iteration. Partners were asked to capture any
changes to the requirements due to developments in their
research or due to the progress in the development of the
architecture. During this second iteration, a total of 21 new
technical requirements were captured, 17 existing technical
requirements were edited while 13 were deleted. Further, a
total of 79 legal requirements were elaborated in the second
iteration of requirements elaboration. All requirements
were further refined in the following interaction analysis
steps.
4.3 Gap analysis
At the beginning of the gap analysis step, partners were
asked to provide an overview and analysis of the alterna-
tive solutions that can be used in their workpackage using
Table 5 Success indicators, criteria and evaluation methods
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the template presented in Sect. 3.3. A total of 53 existing
solutions were considered by the project partners. Together
with the list of candidate solutions, partners indicated
which solutions were selected for the project and provided
justifications for their selection. Among the 53 solutions
considered, 24 were selected for use in the TAS3 project.
In some cases, multiple solutions with similar func-
tionalities were adopted by the project. This was due to
various reasons: in a few of the cases, it was difficult to
foresee which solution is more appropriate; in other cases,
partners had to guarantee plurality of business models (a
global requirement) and support multiple software suppli-
ers with the targeted architecture. It is worth noting that an
important criterion in software selection was the license
conditions of the solutions: partners preferred open source
solutions or open standards when they were available.
The way in which gap analysis was organized underlines
the role of the RE team in executing the requirements
engineering activities in TAS3. Unlike in other projects,
rather than making decisions on behalf of the partners, the
RE team only supported the project partners through the
requirements engineering process. For example, the part-
ners were free to choose one solution instead of another
based on a number of criteria (see Sect. 3.3). In case of
alternative solutions common to different workpackages,
partners negotiated among themselves and decided on the
solution to be deployed in the project. The RE team only
stepped in when there were inconsistencies or conflicts in
the decisions made.
During gap analysis, partners also documented the
requirements fulfilled by the selected solutions, distin-
guishing whether a certain requirement is fully or only
partially fulfilled by a certain solution. With the selected
solutions, 45 of the 163 requirements were satisfied fully
while 18 were satisfied only partially. For those require-
ments not fulfilled by existing solutions, partners docu-
mented research and development activities that had to be
completed for the satisfaction of those requirements,
including descriptions of plans for validating their
fulfillment.
4.4 Interaction analysis
During interaction analysis, we first analyzed interactions
within each workpackage (intra-viewpoint interaction
analysis). In total, 120 intra-viewpoint requirements inter-
actions were captured. We represented these interactions
using the requirements interaction graphs described in Sect.
3.4. Based on the graphs, we prioritized requirements based
on the number of dependencies as well level of abstract-
ness. These graphs and the prioritization analysis based on
these graphs were then validated by the corresponding
partners. We did not performed the analysis of conflicting
and overlapping requirements within single viewpoints,
since the requirements in a viewpoint were elaborated by a
small group of partners collaborating together and such
interactions were avoided.
Next, we studied the interactions among requirements
across viewpoints. We also used this phase to integrate
viewpoints into a monolithic requirements document,
Partners were invited to visit the viewpoints of other
workpackages and to document the relationship between
their requirements to those of other workpackages. A total
of 518 inter-viewpoint interactions were captured among
the 146 technical and 17 legal requirements. A straight
forward visualization of all these interactions was, how-
ever, unfeasible (see Sect. 5.5 for a discussion). Therefore,
we developed an automated analysis tool for detecting
inconsistency candidates in the interaction graph.
We visualized each identified inconsistency candidate in
a graph form using the Graphviz DOT2 format. We then
invited partners to use a collaborative and interactive
environment in which the partners could see (partial)
graphs representing inconsistency candidates. If the
inconsistency candidate required changes, these were
arranged by the responsible workpackages. Once the nec-
essary changes were completed, the partners could update
the requirements interactions graph accordingly. We
selected the Trac wiki tool3 as our collaborative environ-
ment to update the requirements interaction graphs. The
advantage of this tool is that it supports the editing of
Graphviz DOT files in wiki pages and hence the collabo-
rative editing of the inconsistencies in the requirements
interaction graphs.
To solve inconsistencies, we also introduced an order in
the types of inconsistencies that were addressed. We first
asked the partners to discuss those requirements that were
indicated as being similar, a total of 20 (no requirements
were found to be conflicting). Based on their discussions,
requirements and interaction graphs were modified. These
changes were used as input to the second iteration of the
elaboration step. After these elaboration activities, the
partners were asked to update their inter-viewpoint
requirement interactions with respect to the new, edited
and deleted requirements.
Next, we analyzed the inconsistency candidates based on
the pattern catalog presented in Sect. 3.4. The inconsistency
detection analysis tool detected 62 homogeneous cycles and
3 heterogeneous cycles. Given the overhead of discussing
so many inconsistencies, we organized a face-to-face
workshop during which we asked partners to communicate
with each other in order to verify whether the inconsistency
candidates correspond to actual inconsistencies. Based on
2 http://www.graphviz.org/.
3 http://trac.edgewall.org/.
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their discussions, the partners updated the requirements
interaction graph and we ran our tool to detect whether new
inconsistency candidates had emerged.
After three rounds of inconsistency analysis which
included numerous additions, edits and deletions to the
requirements, we reached a requirements interaction graph
free of inconsistencies. This final inconsistency-free graph
had 154 technical requirements with 358 interaction rela-
tionships. After this activity, all the technical viewpoints
were merged in a single technical requirements document.
Once the requirements, and hence the viewpoints, were
consolidated in a single document, the legal team reviewed
the technical requirements to evaluate the extent to which
the legal requirements have technical counterparts. The
legal team was supplied with 124 of the 154 technical
requirements.4 The team filled out the legal requirements
interaction template (Table 4) for their 79 legal require-
ments. The results were communicated to the partners
during a workshop, after which both the technical and the
legal requirements were revised. In particular, 13 new legal
requirements were captured, 13 were edited and 4 were
deleted. Further, 1 new technical requirement was cap-
tured, while 4 others were edited.
The last step of interaction analysis was the definition of
a mapping between the elaborated requirements and the
components of the architecture. This mapping was com-
pleted in collaboration with the architecture team in a
number of steps. First, we mapped the global requirements,
which were initially defined by the architecture team, to the
components of the architecture. The results of the mapping
helped the architecture team to discover gaps in the main
objectives of the project, reflect on the global requirements
and improve the system architecture.
Next, the architecture team mapped the technical
requirements to the architecture. The team documented
redundancies in the requirements (a total of 8 were indi-
cated), pointed out requirements that are out of the scope of
the architecture (a total of 3) and identified one require-
ment that should have been but had not yet been addressed
in the architecture. These were communicated to the part-
ners before the second iteration of the elaboration step.
After the inconsistency analysis, the mapping of technical
requirements to the architecture was reiterated. Require-
ments not (yet) satisfied by the existing architecture (5
global requirements, 3 workpackage requirements) were
captured in a document, which was communicated to the
project partners.
Finally, the architecture team responded to the analysis
of the interaction of legal requirements with the architec-
ture. Specifically, they analyzed those legal requirements
that demanded further work from the architecture. Of the
38 legal requirements that demanded additional technical
work, 2 were identified as satisfiable only in a domain-
specific instantiation of the architecture, 2 were not
addressed, 5 described necessary additional work, 1
demanded a refinement of the legal requirement and the
rest had already been satisfied. The results of the analysis
were reported to the project partners.
4.5 Evaluation
In the TAS3 project, two sets of success indicators have
been defined for the evaluation of the project: project-
based indicators, which aim to evaluate the project as a
whole, and WP-based indicators, which aim to evaluate the
performance of single workpackages. These success indi-
cators have been extracted from the DoW and represent
general goals of the project and workpackages, respec-
tively. Subsequently, partners provided precise, measurable
and reachable evaluation criteria by refining those general
indicators. Together with the evaluation criteria, partners
also identified methods appropriated for their evaluation. A
total of 10 success indicators and 20 evaluation criteria for
the evaluation of the RE workpackage have been defined.
So far, the project consortium has only defined success
indicators and evaluation criteria. Evaluation criteria will
be used to measure project performance at the end of the
project. Project partners are supposed to evaluate project
and workpackage results by providing a competent and
impartial opinion on the considered targets.
5 Lessons learned
This section discusses the most important lessons learned
from the application of RE methodologies in the context of
the TAS3 project. A summary of the lessons learned is
presented in Table 6; they are further discussed in depth in
the remainder of this section. Lessons learned are orga-
nized according to the challenges in Sect. 2. For each
lesson learned, first we describe the advantages and dis-
advantages of the approaches adopted in the project; then
we draw conclusions and provide general guidelines on
how to address the issues.
5.1 Project planning
Definition of the scope Most issues we faced during the RE
process originated from the DoW. Some activities were
under-specified, e.g., gap analysis; other activities that are
4 Out of the 154 requirements, 30 stemmed from a workpackage
whose main role was the integration of the project results. The
requirements of this organizational workpackage had no interactions
with the legal requirements.
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logically related to RE activities, e.g., risk analysis, span-
ned across different workpackages. In addition, the termi-
nology used in the DoW was vague and inaccurate, e.g.,
‘‘design requirements’’. These issues led to a misunder-
standing of the RE activities to be performed.
The shortcomings of the DoW are symptoms of a greater
problem: RE activities are often not considered and plan-
ned at the very beginning of a project. This problem often
establishes itself in the planning of the consortium: unless
the project is RE related, it is unlikely that partners with RE
expertise are included in the consortium. Instead, RE
activities are usually assigned to some project partner that
will eventually perform them in addition to achieving their
own objectives and interests in the project.
Beyond defining the general objectives of the project,
the DoW functions as a reference document in organizing
and coordinating the activities to be performed within the
project, establishing assignments to each partner, setting
priorities and defining a mitigation plan for possible
problems. We argue that the DoW should also include a
description of RE activities. In particular, it should clearly
define the objectives of RE activities, who should be
involved, and how the results should be integrated into the
rest of the project. If the DoW mentions different RE
activities and expected results, these should be checked for
overlaps, inconsistencies and missing parts. Finally, it is
advisable that the results of RE activities are regarded as an
important milestone of the project instead of a by-product
with no recognition.
Workload negotiation The execution of the RE process
often requires the iteration of RE activities until initial
requirements are refined into a verifiable set of require-
ments. Given the pressure to produce results in a limited
time, project partners may consider RE activities and their
iteration cumbersome and time-consuming and prefer to
focus on their own project activities. Each iteration can be
seen by partners as a futile exercise, especially if the
benefit of the iteration is not immediate. In addition, reit-
erations may frustrate those partners that are more engaged
with the RE process as they recognize how the contribu-
tions of less engaged partners lead to slow and sometimes
pointless iterations. Consequently, the global interest
partners have in RE activities can decline rapidly.
To address these frustrations, it is important to com-
municate to the partners that RE process may facilitate the
execution of the project. Further, it is important to avoid
that RE becomes (or is perceived as) an add-on activity
with severe time costs and no returns. To increase the
willingness of the partners to participate in the RE process,
a well-defined plan of RE activities, instructions on how
Table 6 Challenges-lesson learned
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such activities should be performed, and the input expected
from the partners should be defined and negotiated with the
partners before the execution of the RE process. In addi-
tion, the RE team should ensure that RE activities are not
redundant. In case of conflicting requirements between
workpackages, the RE team should facilitate the commu-
nication between the involved partners to solve them, while
keeping an overview of the possible outcomes of the res-
olution of the conflict in terms of workload and time
planning. In addition, the number of iterations of the RE
process should depend on the willingness of the partici-
pants as well as the needs of the project. When a dis-
crepancy between the more and less engaged partners
becomes evident, measures should be taken and workload
should be redistributed.
To compensate for problems arising from a discrepancy
of inputs contributed by the partners, we introduced quality
checks before distributing intermediary results. This guar-
anteed that the input provided by all partners was at a
comparable level. However, such synchronization of part-
ners may also lead to further problems. For example, if
some partner is late in providing his/her input for such a
synchronization step, the other project partners may accrue
additional work. Concretely, in TAS3, a partner completed
the second iteration of the requirements elaboration step
after all the other partners had completed the requirements
interaction analysis on the revised requirements. Including
the delayed contribution in the requirements document
would have required every partner to redo the interaction
analysis. Due to a number of reasons (e.g., the short
deadline for the deliverable, the work overload and com-
munication overhead that their integration would have led
to), we decided not to consider the delayed requirements in
that iteration of the requirements document. The RE team
should take into account the effects on all project partners
when absorbing the difficulties resulting from such delays.
5.2 Requirements definition
Information management The analysis of requirements
benefits from the collection of large amounts of informa-
tion such as information about the environment in which
the system-to-be has to be deployed; the perspective of
different stakeholders; elaboration of quality requirements;
exhaustive evaluations of existing solutions; domain
assumptions. However, gathering all this information can
be time-consuming and can burden the partners. Therefore,
it is necessary to decide on a trade-off between the amount
of information to be collected, the needs of the project and
the willingness of the participants to contribute to the RE
process.
The scope of the information to be collected and pro-
cessed in the RE process should be identified at the
beginning of the project. The scoping of the information to
be collected significantly determines the type of analysis
that can later be performed. Hence, the information to be
collected should be aligned with the project objectives. For
example, the licensing scheme under which software
solutions are published played a key role in their adoption
for the TAS3 project. Therefore, this information was
collected during the gap analysis. In another project, the
deployment of a solution may depend on its compatibility
with a certain platform. In this case, in line with the project
objectives, it is necessary to collect information about the
platform in which a software product runs.
In addition, the scoping of the information should
exclude the collection of unnecessary details or categories
of information. The collection of information unnecessary
for the analysis may mislead the project partners. For
instance, the traditional partitioning of requirements into
functional and non-functional requirements caused a
number of problems in TAS3. In a trust and security pro-
ject, where the objective is to provide security functional-
ity, such a distinction became ambiguous and confusing to
the partners. Therefore, the distinction between functional
and non-functional requirements did not benefit the
requirements elaboration process and was dismissed during
the RE activities in TAS3.
The necessary granularity of the information collected
also plays a fundamental role in the RE process. Although
some RE activities (e.g., gap analysis and interaction anal-
ysis) can be performed even if the information is collected at
a coarse-grained level of granularity, other activities (e.g.,
the definition of a validation plan for research requirements)
necessitate the elaboration of fine-grained requirements.
However, arriving at fine-grained requirements requires
several iterations for their gathering: a time intensive
activity. This again requires an evaluation of the trade-off
between time intensive requirements activities and the
willingness of the project partners to participate in them.
Such an evaluation requires balancing the level of require-
ments consistency with partners’ time and motivations.
Abilities and training Defining the RE activities and the
input required from the partners is often not sufficient to
carry out the RE process in large projects. When several
partners are involved in the RE process, RE activities, their
justification and outcomes have to be communicated and
negotiated with the partners. This includes the establish-
ment of a common understanding of what requirements are,
the necessary granularity of the captured requirements, and
the different roles that the RE participants will play in the
RE process [14].
In the case of TAS3, during the short introductions to the
RE activities at project meetings the partners did not
demand any negotiation or clarification of the activities.
However, they later struggled with the use of templates and
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with the command of controlled vocabularies. As a result,
the partners made mistakes, which meant they had to repeat
the analysis, leading to discontent with the RE process. To
overcome these issues, it is highly recommendable to
organize RE workshops with the participants of the RE
process at the beginning of the project. The objectives of
these workshops are (1) to bring the partners and stake-
holders to a common understanding and acceptance of
what requirements are; (2) to provide them with an over-
view of the RE activities to be performed together in the
course of the project; and (3) to provide them with
instructions on how to use the employed tools, e.g., tem-
plates, controlled vocabulary, collaborative environments.
However, dedicated RE workshops may be difficult to
organize due to the number of partners involved and their
geographical distribution. If this is the case, then these
should be organized as special sessions that take place
during project meetings, e.g., during the kick-off meeting
of the project.
5.3 Requirements elicitation
Method selection Several methodologies are available to
support the execution of RE activities. However, there is no
universal methodology that fits all projects. Each project
has different objectives that require focusing on specific
aspects of a system and its development. These aspects
drive the selection of the methodologies to be adopted in
the project.
For example, the TAS3 DoW requires that the elicited
requirements are testable. This demanded the use of
methodologies for achieving testable functional and secu-
rity requirements. Our evaluation of different methodolo-
gies showed that only a few of the existing methodologies
provided testable security requirements: in [41], security
and privacy are treated as softgoals, which by definition are
not testable; in [35], quality constraints are proposed as
testable ‘‘approximations’’ of softgoals. Other methodolo-
gies (e.g., [36, 63]) were not suitable for TAS3 because
they only focus on the system-to-be without analyzing the
organizational context in which the system-to-be operates.
In our methodology of choice, Secure Tropos [44],
security requirements are not explicitly represented in the
model (as non-functional); it formally verifies the compli-
ance of requirements models with security requirements
using security constraints. Further, Secure Tropos pays
particular attention to the analysis of security dependencies
(i.e., trust relations and permission delegations) among
scenario stakeholders and between stakeholders and the
system-to-be. Finally, given the importance of trust, dele-
gation and organizational processes in TAS3, we decided
that Secure Tropos was the most appropriate for the project
among the available methodologies.
For the elicitation of the security threats, we used a
simple threat model (see Sect. 3.1). More sophisticated
methodologies for risk analysis (e.g., [3, 18, 42]) exist.
However, according to the DoW, an exhaustive risk anal-
ysis was not considered to be part of the RE activities.
Hence, we sufficed with the simple analysis.
The use of modeling frameworks and methodologies
specific to security requirements analysis is beneficial for
the RE process [19, 45, 46]. Nonetheless, their application
needs some expertise that partners usually do not possess.
Such methodologies provide systematic methods for the
elicitation and analysis of security requirements, and some
of them, like Secure Tropos, automated tools for formal
requirements analysis. At the same time, they provide a
(graphical) notation that may not be intuitive. To keep the
benefits and minimize the efforts required by partners, we
decided to collect requirements specifications in natural
language. Later, those specifications were used by RE
experts to draw requirements models with the selected
methodologies. The resulting models were then validated
by the partners.
Template definition Given the limited time we had to re-
do the requirements analysis, some deliverables, including
the ones reporting the results of RE activities, were rejected
by the EU Commission at the first project review. The
second iteration of these deliverables had stricter time
constraints. we had to find pragmatic solutions for the
elicitation, elaboration and analysis of the requirements.
Methods based on templates are suitable for the elicitation
and documentation of requirements in large research pro-
jects in which partners with different cultures, work rules
and languages participate [37]. Our search for validated
requirements templates that were directly applicable to our
project, however, returned no results. First, it was difficult
to find a template that had the right level of granularity or
abstraction for the complexity of the project. Moreover,
existing templates do not include all (and only) the infor-
mation relevant for the project at hand.
For these reasons, we developed our own templates
based on existing templates [60, 65]. Defining customized
templates has an important advantage: It makes it possible
to ask exactly those matters that are relevant for the project.
For example, in TAS3 there was a discrepancy between the
needs of the pilot developers, who were eliciting require-
ments for a real world application, and those of the
research groups, who were eliciting research requirements
while abstracting away domain assumptions. The granu-
larity and complexity of these requirements are difficult to
capture in one single template. Yet, having several tem-
plates makes it difficult to analyze all the requirements
together, e.g., interaction analysis may become infeasible.
At the same time, there is an important disadvantage to
developing customized templates: the templates need to be
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validated and may require modifications to improve their
use. In order to validate the new templates, we defined a
process in which templates are developed, tested and rolled
out. The objective of the process was to minimize callbacks
and rollout iterations. Nevertheless, even after rollout, the
templates needed additional adjustments depending on the
needs of the various workpackages. Every change to the
templates had to be broadcasted to all partners. This lead to
a communication overhead and occasional confusion
among project partners. Since such modifications are
inevitable, even with validated templates, project partners
should be warned against possible repetition of tasks due to
template refinement during the project, especially if cus-
tomized templates are going to be introduced.
5.4 Gap analysis
Gap analysis Whereas in some fields gap analysis is an
established practice (e.g., marketing, environmental stud-
ies), we found no references to gap analysis in the RE
literature. Therefore, we had to use literature from other
fields to define the scope and objectives of the gap analysis.
In particular, we defined the scope of the gap analysis as
the identification and documentation of the necessary
research and development activities in the project.
Accordingly, we developed a method for supporting the
analysis (see Sect. 3.3). However, our method has room for
improvement. For instance, the requirement for the archi-
tecture to be compliant with data protection regulations
underlined the need for research on how to do domain-
specific gap analysis. We see the development of system-
atic methods for gap analysis in software engineering as a
challenging and intriguing topic for future research.
Validation Finding an appropriate methodology for the
validation of research-related requirements is a challenge.
We based our validation activities on the definition pro-
vided in [23]: validation activities check that the require-
ments specification captures the actual needs of the
stakeholders—this includes checking that the specification
satisfies expected internal consistency properties.
To validate the fulfillment of individual requirements,
we asked partners to provide a validation plan that explains
the activities they will execute to show that the components
they develop will fulfill the given requirements. Further,
during different steps of the interaction analysis, the part-
ners validated the consistency and completeness of elabo-
rated requirements with respect to the different viewpoints,
legal requirements and the architecture.
The granularity of the elaborated requirements and the
resulting information trade-off, as discussed in Sect. 5.2, is
an issue when validating requirements. For example, the
validation activities suggested by the TAS3 partners are not
very detailed. This is partially due to the fact that some of
the requirements still need to be refined into testable
requirements, an extra iteration step that was difficult to
motivate after the consolidation of the viewpoints and
given the time constraints. Interestingly, the gap analysis
and the interaction analysis are easier to execute when the
requirements are at a coarser granularity and the number of
requirements are fewer. We therefore observe that during
validation there is a difference between the granularity of
requirements needed for consistency analysis and for the
analysis of the fulfillment of individual requirements.
Based on our experience, we recommend that the vali-
dation plans for individual requirements are revisited after
the viewpoints are integrated, the requirements are mapped
to the architecture components and the requirements are
refined into testable requirements.
5.5 Requirements communication and agreement
Common format The execution of RE activities requires
partners to interact and to frequently share documents. In
our case, the elicitation, elaboration and analysis of
requirements were further complicated by the different
document formats used by the partners (e.g., Microsoft
Word, Latex, and pd and a diverse set of operating sys-
tems). Partners were adamant about using their own for-
mats for reasons of convenience, political conviction,
security or usability. We initially catered to their needs by
providing partners with templates in different formats. This
led to a formatting overhead for the RE team at the end of
each iteration. In addition, it negatively impacted the col-
laboration between partners, e.g., collaborative editing was
difficult among partners using different document formats.
Therefore, it is advisable to adopt a single common
format for the documentation of the requirements. Adopt-
ing a common format makes it easier to exchange docu-
ments between partners and to collaboratively produce RE
artifacts, e.g., fill out requirements templates collabora-
tively. Choosing a common format, however, is not trivial:
it should take into account the operation systems used by
partners, the usability of corresponding editing tools, the
experience of project partners, etc.
Collaborative environments As discussed in the previ-
ous section, it is advisable to adopt a common format to
facilitate the communications among project partners. This
format should also facilitate collaboration among them and
be compatible with the selected (collaborative) communi-
cation environment. A number of collaborative environ-
ments like SVN repositories and wikis are available on the
market. We adopted the Trac wiki tool. In addition to the
advantages discussed in Sect. 4.4, the use of wiki addresses
the problem related to the adoption of a common format.
We experienced the benefits of the use of wiki partic-
ularly in the iterations of the interaction analysis. Solving
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inconsistency candidates across viewpoints required well-
planned intermediary synchronization among the partners,
since changes provided in the requirements of one view-
point often had an affect on their interactions with the
requirements in other viewpoints. The wiki, hence,
provided project partners with an environment that
allowed them to analyze and resolve inconsistencies
collaboratively.
However, the use of online collaborative tools like wikis
may cause difficulties in off-line editing and lead to con-
flicts or confusion between partners with varying editing
rights. Further, version control may prove a significant
overhead. At the beginning of a project, partners should
decide on a collaborative environment after being informed
about the advantages and disadvantages of selecting the
different environments in the project [17]. Finally, they
should agree on acceptable practices for using those
environments.
Scalability The outcome of different requirements
analysis steps needs to be validated by the partners, i.e.,
check for consistency and completeness. However, in a
large project with numerous requirements, such validation
activities can be difficult to master. It is largely recognized
that graphical models can improve the readability of
requirements interactions and execution of the analysis [9].
Consequently, we adopted and used the requirements
interactions graphs to visualize the interactions between
requirements, and to facilitate the analysis of consistency
and completeness among the viewpoints.
However, as the size and complexity of the targeted
system increases, graphical models run into scalability
issues [58]. In the requirements interaction graphs, the one-
to-one visualization of the interactions fell apart after
approximately 20 requirements. The graphs were useful for
intra-viewpoint analysis where the number of requirements
and the ratio of interactions per requirement were low.
However, these graphs proved to be unsuitable for the
representation of inter-viewpoint interactions, for which
the ratio of interactions per requirement was much higher.
Consequently, detecting inconsistency candidates through
manually analyzing the graphs was fruitless.
To address scalability issues in our graphical model, we
developed an automated analysis tool that detects incon-
sistency candidates by comparing the requirements inter-
actions graph against the patterns presented in Sect. 3.4.
We then only visualized the relevant parts of the graphs,
allowing the partners to immediately focus on the problem
of interest.
Generally, it is advisable to use graphical models for
representing analysis results. It is further recommendable
to enhance these models through the development of
automated tools that analyze large diagrams and that focus
on particular aspects of the graphical model.
Viewpoints analysis In TAS3, we decided to use view-
points, which represent the perspectives of workpackages,
for a number of reasons. First, in a large-scale project with
distributed partners, it is easy to loose overview of a large
requirements document. Second, the specification of a
complex system is unlikely to be discovered by considering
the system from a single-perspective [64]. Finally, given
the different backgrounds, concerns, interests and assign-
ments of the different partners in a project, it is organiza-
tionally valuable to capture and integrate their different
perspectives during the requirements engineering process.
However, viewpoints analysis comes with its own
shortcomings and risks. Each viewpoint created by the
designers and stakeholders may be at a different granularity
and quality. Not only the interests and backgrounds, but
also the proficiency in eliciting and documenting require-
ments may differ among the different participants, leading
to a large discrepancy in the viewpoints. This may make it
difficult to integrate the different viewpoints, identify
inconsistencies and consolidate the requirements. Next, the
viewpoints may be useful in capturing partial concerns, but
the global view may fall out of scope. Disregarding global
requirements may lead to problems in the alignment of the
system requirements with the main objectives of the pro-
ject. The lack of a global perspective may impede upon the
analysis and validation of global requirements.
It is however possible to introduce steps to address some
of the shortcomings of viewpoints analysis. Additional
synchronization can be introduced during the viewpoints
analysis to align the quality, content and scope of the dif-
ferent viewpoints. Further, designers with an overview of
the system-to-be, in the case of TAS3 it was the architec-
ture team, can be asked to provide a set of global
requirements. These can be discussed with the different
participants of the RE process. Further, whether the sys-
tem-to-be fulfills these global requirements can be vali-
dated. Finally, the integration analysis can be organized
such that possible conflicts, overlaps and gaps can be
identified and addressed by the different partners, enabling
a multilateral analysis of such inconsistencies. Hence, we
highly recommend the use of viewpoints analysis in large
projects as a strategy to better command the complexity
and size of the project requirements. However, a viewpoint
oriented RE process should also capture, analyze and
address the global requirements of the project.
6 Related work
The development of large-scale systems is largely recog-
nized as a critical problem in the RE community. Although
several efforts have been devoted to define and improve
modeling methods, process technologies and software tools
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for supporting RE activities, practical guidelines that scale
to the development of large-scale systems are needed. This
problem has spurred researchers to identify the challenges
that can compromise the success of large-scale projects and
to define methodologies and guidelines able to support the
RE process in such projects. In the remainder of this sec-
tion, we analyze the challenges identified in other studies
[4, 38, 54, 57, 67, 68] and discuss their impact on the TAS3
project. Then, we investigate the guidelines proposed in
those studies to address the challenges in Sect. 2. The
results of these analyses are summarized in Tables 7 and 8.
Challenges for large-scale projects. Table 7 shows
some of the most important challenges to be faced in large-
scale projects [4, 38, 57, 67, 68]. Notice that these chal-
lenges focus on particular problems, whereas in Sect. 2
challenges are grouped with respect to RE activities. As a
consequence, some of the challenges in Table 7 are
included in the ones discussed in Sect. 2. The most com-
mon challenges are scalability and geographical distribu-
tion of project partners. The large number of requirements
to be specified, analyzed and managed is often recognized
as the main scalability factor in large-scale projects [38,
57]. We addressed this challenge by eliciting and managing
requirements using viewpoints. We also used automated
analysis tools for requirements analysis and for identifying
requirements conflicts and inconsistencies that might have
been overlooked by executing requirements analysis man-
ually. To deal with the geographical distribution of project
partners, we established a common understanding of what
requirements are among project partners and defined a
common format for their specification during face-to-face
meetings. In addition, to facilitate the interaction with and
between partners during RE activities, we adopted a col-
laborative environment (i.e., Track wiki) as well as
graphical representations (i.e., Tropos models, UML
sequence diagrams and requirements interaction graphs).
Another critical challenge in large-scale projects is
scope changes in requirements [38, 67]. Further, these
changes may produce traceability challenges and lead to
confusion about which version of the requirements should
be implemented and by whom [54]. Scope changes had a
minimal impact on the TAS3 project for two reasons. First,
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the scope of workpackages was defined in the TAS3 DoW.
More important, scope changes in requirements are usually
caused by modification requests from customers. In the
TAS3 project, customers were represented by domain
holders which are project partners. In this setting, user
requirements were defined at the beginning of the project
during the definition of pilot scenarios and no additional
demands were made by the domain holders in the course of
the project. In addition, the lack of ‘‘real’’ customers made
it possible to use informal communication, and the man-
agement of customer expectations was addressed in the
evaluation phase by interviewing domain holders about the
proper implementation of user requirements in the archi-
tecture. Last, challenges with respect to who implements
which version of a given requirement was addressed
through the viewpoints in which the responsibility of
implementing the requirement was part of the documen-
tation. Conflicts with respect to implementation responsi-
bilities was addressed explicitly during interaction analysis.
Large-scale projects often fail because system scope and
design are unclear. In particular, the lack of a clear
understanding among project partners regarding the inter-
action between technical, business and legal requirements
leads to political ambiguity [4] in which each partner
interprets the requirements in his favor. In a situation in
which the project consortium consists of several partners,
partners may disagree on goals or at least on how to
achieve them. Therefore, the RE process becomes a polit-
ical process in which the goals that will be addressed (and
those that will not be) are selected. In the TAS3 project, the
RE team acted as a mediator by facilitating the commu-
nication between the partners and assisting project partners
in reaching an agreement, avoiding large conflicts that
could have stalled the project.
Further challenges may occur in the interaction between
the requirements phase and the rest of the engineering
process. The requirements engineering process may take
too long or the scope of the requirements may be too large
for the rest of the project to handle [54]. In TAS3 the
requirements engineering phase was initially too short,
since the project was architecture driven. The reiteration of
the requirements engineering activities was done efficiently
under heavy time constraints. Whether the scope of the
requirements in TAS3 were too large, and whether this led
to resource fluctuation is a matter of evaluation that can be
addressed at the end of the project through interviews and
through an analysis of the number of requirements that
were discarded.
Although we also faced other challenges identified in
other studies [38, 57, 67], most of them had a negligible
impact on the TAS3 project due to its research orientation.
For instance, the changes in the technology were limited;
resource distribution, milestones and project risks (called
resource fluctuation in [38]) are well defined in the TAS3
DoW, and changes were minimal. Despite that, the TAS3
project faced additional challenges such as the lack of RE
methodologies for gap analysis. Notice that the problem of
gap analysis was also identified in [68]; however, in that
work gap analysis is used to align market and supplier
requirements rather than identifying project innovation.
Guidelines for addressing challenges in Sect. 2. Table 8
presents guidelines proposed in various studies [4, 38, 57,
67, 68] to address the challenges identified in Sect. 2.
Konrad and Gall [38] found the customers and system
architects tend to describe problems in terms of solutions.
They argue the importance of separating between require-
ments and design solutions, as requirements containing
design details need to be updated to accommodate design
changes. We also faced this challenge (Sect. 2) and
addressed it at the beginning of the RE process by estab-
lishing a common understanding of what requirements are
among project partners.
Konrad and Gall [38] propose to develop a well-struc-
tured feature list and organize software requirements
specifications according to features. A feature is a required,
externally accessible service of the system. Similarly,
Regnell et al. [57] introduce the notion of requirements
architecture. A requirements architecture is a structure of
requirements which includes the data model of require-
ments with their pre-conceived and emerging attributes and
relations. These approaches are comparable to viewpoints
adopted in the TAS3 project. Indeed, each viewpoint cor-
responds to a workpackage; each workpackage is respon-
sible to develop a limited number of features. In addition to
the development of a well-structured feature list, Konrad
and Gall [38] propose to use specification approaches that
scale. Specifically, they create gray-box use cases, which
are white box on the system level and black box on the
subsystems level. The advantage of this approach is that it
allows one to capture not only the external view of the
system behavior, but also the interaction between software
subsystems. As in the TAS3 project, the pursuit of modular
and scalable approaches is necessary to manage the elici-
tation and analysis of a large number of requirements.
Scalability issues not only affect requirements elicita-
tion, but they also have a negative impact on requirements
communication and agreement. Therefore, the use of
modular and scalable approaches is expected to have a
positive effect on the interaction between project partners.
However, further aspects should be taken into account.
Konrad and Gall [38] argue the need for effective docu-
mentation standards for facilitating the communication and
for mutual understanding between partners. In particular,
similar to our approach, they use customized templates to
maintain consistency among requirements specifications
produced by several requirements engineers. The use of
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visualizations is also acknowledged in several studies [38,
57] as an effective means to inform partners about project
status and design decisions that are made. Another facet of
requirements agreement is to study the political ecologies
in which requirements emerge. To this end, Bergman et al.
[4] propose a political ecology model to study the negoti-
ation between project partners and discuss its implication
on RE activities.
It is worth noting that other studies have not proposed
guidelines for project planning and gap analysis. The main
reason for which project planning is not considered in these
studies (with the exception of Petersen et al. [54] who
argue that ‘‘waterfall model’’ practices are not suitable for
large projects) is that RE is recognized as a fundamental
phase of the software development process. On the other
hand, gap analysis has not been taken into account in other
studies since their focus is on projects whose ultimate goal
is to deploy a software product rather than develop
innovation.
7 Conclusions
In this paper, we presented our experience in eliciting and
analyzing requirements in a large-scale research project. In
particular, we identified and discuss the challenges to be
faced in large-scale requirements engineering. We also
showed why none of the existing RE methodologies cover
all the activities required by large-scale research projects.
To this end, we investigated alternative research proposals
and industry best practices and integrated them into our
own RE process. We presented the results of the applica-
tion of this approach to TAS3 and discussed the lessons we
learned.
The TAS3 project was originally conceived as an
architecture-driven project. This approach together with the
shallow description of RE activities in the DoW had an
impact on the proper execution of the RE activities. First,
project partners preferred to focus on their own activities
within the project. This was confirmed, for instance, by the
resistance of many partners to participate in the RE
activities. In addition, the classical flow of engineering
projects was ignored.
The carelessness in performing RE activities can lead to
severe problems in the project. In particular, we have seen
in TAS3 that the omission of or oblivion toward RE can
result in inconsistencies, out-of-scope developments, and,
in the worst case, in major revisions to the software design.
For instance, there were inconsistencies among the com-
ponents designed by the different partners and some
requirements were neglected in the design of the archi-
tecture. These were first discovered when the architecture
team mapped the requirements to the architecture. In this
case, the architecture team pointed out that some require-
ments were out of the scope of the architecture. It is worth
noting that since the design of the architecture had been
completed, accommodating such requirements would have
required a (partial) redesign of the architecture. Additional
evidence of these problems was provided by the EU
Commission who argued that ‘‘after the first year of work,
the project still lacks an ‘‘integrated’’ common vision and a
clear mission’’ and was concerned about ‘‘the lack of a
consistent working approach and software engineering
methodologies’’.
RE activities can help a project consortium to address
these recommendations. Different from other activities that
focus on specific workpackages, RE activities span across
all workpackages. The RE team has to interact with all
project partners and assist them in the elicitation, elabo-
ration and analysis of requirements; in doing that, it can
facilitate the communication between partners for inte-
grating their contributions consistently. In addition, the
iterative nature of the RE process makes it possible to
assess the progress in the project. Therefore, RE activities
have the potential of building an integrated common vision
among project partners and evaluating project progress.
During the first review, the EU Commission also sug-
gested to the TAS3 consortium to ‘‘implement best prac-
tices for project coordination and management’’ and to
‘‘reinforce the capability of the project coordination, in
terms of managing the scientific and technical coordination
in the project’’. We argue that the technical management of
the project can take advantages of RE activities to organize
and integrate project activities. In our case, the TAS3
consortium adopted a new clustering approach for project
management that was based on the results of the interaction
analysis presented in this paper.
Applying and integrating existing requirements engi-
neering methodologies in a large research project is a
socio-technical problem. The selection of methodologies
depends on their appropriateness for the RE needs of the
project, the expertise of the project partners and the will-
ingness of the partners to participate in the RE process. Our
analysis shows that the careful planning of the RE process,
the communication and the negotiation of these plans with
the project partners, as well as a revision of the plans
during the RE process points to the necessity of taking an
iterative approach to the RE process during large research
projects.
This paper analyzes the potentials and limitations of
applying existing methodologies to large research projects.
In that sense, it serves as an empirical evaluation of the
appropriateness of applying these methods to a project. The
lessons learned provide recommendations for applying
these methods in the future. Further, in our analysis we also
indicated some important future research needs.
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Specifically, further studies are needed in developing gap
analysis methods to be applied during requirements engi-
neering, methods for evaluating and ensuring quality during
RE activities, approaches for inter-domain requirements
analysis and an evaluation of the use of graph analysis in
collaborative requirements interaction management.
We can conclude that RE is a critical phase for the
successful achievement of project objectives. This phase
should identify the problems that the developed system is
supposed to solve, bringing together the needs of all project
partners. RE can provide the basis upon which an inte-
grated common vision of the project within the consortium
can be established and, in general, bestow a large and
distributed project with a central reference point. However,
a critical factor for the success of RE activities is to engage
all project partners in their execution. In large-scale
research projects, the pressure of producing tangible results
is immense. As long as RE activities are not seen as a
tangible outcome in a project, they are likely to be
neglected in favor of project activities with tangible
(software) products. Therefore, greater emphasis should be
given to framing RE activities and the results from these
activities as a desirable and valuable outcome of large
research projects.
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