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Abstract 
The convergence of the iteration algorithm based on the algorithmic functionx + ax + (1 - cc) A(x) is analyzed, where 
A: [w” + Iw” is a point-to-point mapping, and the coefficient CI may change during the process. 
Keywords: Calculus of variations and optimal control; Optimization; Equations with nonlinear operators 
1. Introduction 
In this paper modified iteration methods of the form 
xk+l = akxk + (1 - ak)A(x,) (1.1) 
will be discussed, where A : D + D with D G R" being convex, and for all k, 0 < r& < 1. The 
convexity of D implies that the iteration sequence exists for arbitrary x0 E D. 
The convergence of this procedure was first established in [2] for the special case when A is 
a contraction and ak z a for all k. This result was further generalized in [l] for the nonstationary 
case. These earlier results guarantee the convergence of process (1.1) in cases when the original 
algorithm 
zk+l = A(Zk) (1.2) 
also converges to the unique fixed point of mapping A. In this paper we will find convergence 
conditions even in cases when the original process (1.2) diverges. In such cases the optimal selection 
of the weights ak will also be determined. 
Besides the application of the above iteration scheme in solving fixed-point problems we 
mention that the investigation of the global asymptotical stability of certain dynamic market 
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systems also requires the convergence analysis of sequences generated by Eq. (l.l), where k denotes 
time and & is the state of the system at time period k. For such economic models see, for example, 
c31* 
2. Convergence analysis 
In this section the following conditions will be assumed: 
(A) II A(x) - z* 11 < K(x) I( x - z* I( for all x E D, (2.1) 
where Z* E D is a fixed point of A, 11 . 11 is the Euclidean norm, and K : D -+ R is a real-valued 
function; 
(B) (X - z*)‘(A(x) - z*) < p(x) 11 x - z* 11’ for all x E D, (2.2) 
where D: D -+ R is real-valued function. 
Before analyzing the convergence of process (l.l), some comments are in order. If mapping A is 
bounded on D, that is, if 
II44 - 0) II d K* IIX -YII 
for all x, y E D then we may select he constant function K(x) = K. If mapping - A is monotonic, 
that is, if 
(x - Y)T (A (4 - A(Y)) G 0 
for all x, y E D, then we may select p(x) = 0. The Cauchy-Schwarz inequality implies that for all 
x E D, 
(x - z*)'(A(x) -z*) G I/x - z*II. II&) -z* II d K(x)* IIX - z* 112. 
Therefore we may assume that p(x) d K(x), otherwise we may replace p(x) by K(x). 
Under assumptions (A) and (B) 
I/&+1 -z* )I2 = ]) c(kxI( + (1 - &)A(&) - a,$* -(I - a,&* )I2 
= I/ akhk - z*) +  (1 - ak)(&k) - z*) /I2 
=a,211Xk-Z*1(2+(1-~k)211A(Xk)-Z*)112 
+ 2c(k(l - ak)(Xk - z*)(A(Xk) - z*) 
d [a; + (1 - tlk)“K; + hk(1 - ak)flk]’ /xk -z* j12, 
where & = K(&) and Pk = /I&). Let p(&) denote the multiplier of I[& - z* I(‘, then 
p(Q) = C&l + Kk” - 2Pk) - 2CQ(K; - fik) + K,f. 
Notice that 
P(O) = Kk” and p(l) = 1, 
furthermore p is a convex quadratic polynomial, unless I + Kz - 2pk = 0. 
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Since 
1 + Kk’ - 2/$( > 1 + Kk’ - 2Kk = (1 - Kk)2 > 0, 
this is the case if and only if Kk = jk = 1. In this special case ~(a,) = 1. Otherwise the stationary 
point of function p is 
cc* - Kk’ - l&c 
1 +K,2 -2j&’ 
which is in [0, 1) if and only if Pk < Kz and fik < 1. Easy calculation shows that 
P(E*) = 
Kk” - Pk” 
1 + Kk’ - 2/&’ 
which is below 1 - E (where E > 0 is small) when 
(Pk - 1)2 
1 + Kk” - 2pk ’ a’ 
If m*$[O, l), then 
(2.3) 
(2.4) 
min(p(a)lO d a d l} = 
Kz if Kk < 1, 
1 
if Kk > 1. 
The above derivation can be summarized as follows. 
Theorem 1. Assume that for each k 2 0, either 
Kk d 1 - 6; 
Or 
& d 1, ljk < K,f, Bk < l-6; 
Or 
1 < Kk d Q, Pk < 1 - 6, 
where 6 and Q arejixed positive constants. Then with appropriate selection of ak, 
iixk+l - z* 11 < (1 - E)’ Ilxk - z* I/ 
for all k with some E > 0, therefore z* is the uniquejixed point on D and the process converges to z”. 
Remark. The first case of the theorem restates the main result of [ 11. Notice that in this special case 
the original iteration scheme (1.2) also converges to z* due to the contraction mapping theorem. 
Assume next that K(x) = K and b(x) = p for allx ED. Then the theorem reduces to the following 
result. 
Theorem 2. Assume that either K < 1, or K 2 1 and /I < 1. Then the process converges to z* with the 
appropriate selection of the coeficients ak. 
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Corollary 3. If mapping A is bounded and - A is monotonic, then all conditions of Theorem 2 are 
satisfied. In this special case the best selection for elk with respect to the given information is the 
following: 
a,‘ = & for all k. 
This relation follows from (2.3) and the fact that in this case K(x) = K and P(X) = 0. 
3. Example 
Consider the nonlinear equation 
x = asinx - bx + c, 
where a, b, c are given positive constants such that a < b. Select D = (- co, co) and 
A(x) = a sin x - bx + c. Since A decreases in x, we may select p(x) = 0 for all x. If b is sufficiently 
small, then A is a contraction, and therefore the original algorithm (1.2) converges. If b is large 
enough, then A is not a contraction anymore, and it is easy to see that algorithm (1.2) diverges. 
However all conditions of Theorem 2 and the last case of Theorem 1 are satisfied, therefore the 
iteration method (1.1) converges with an appropriately selected &. Since K can be selected as a + b, 
the above corollary implies that the choice of ak = (a + b)‘/{ 1 + (a + b)2} is satisfactory. In this 
case the convergent procedure (1.1) has the special form 
(a + b)2 1 
xk+1=1+(a+b)2 k ’ $- 1 + (a + b)2 
(asinxk - bXk + c). 
4. Further generalization 
Consider now the generalized algorithm 
xk+l = 2 &kAi(xk), (4.1) 
i=l 
where Ai : D --+ D, and aik is a given nonnegative constant such that If= raik = 1 for all k >, 0. It is 
assumed that 
(C) for all i and j, 
(A,(x) - z*)T(Aj(x) - z*) < fiij(x) 11 x - Z* 11’ 
for all x E D, where /jij: D + R is a real-valued function of all i and j. 
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Notice that these conditions are the straightforward generalizations of assumptions (A) and (B) 
with I = 2, AI = A and AZ(x) = x for all x. Easy calculation shows that 
2 
IIxk+l -Z* /I2 = II i Eik(Ai(Xk) -Z*) i=l II 
d ( i i Q*ljkbijk) Ilxk - Z” II23 
i=l j=l 
where Pijk = flij(xk). The best choice of the C(ik values can be obtained by solving the quadratic 
programming problem: 
minimize i: i: %kajkPijk 
i=l j=l 
subject to aik 3 0 (i = 1,2, . . . , I), 
i aik = 1. 
i=l 
The iteration procedure converges to Z* if for all k the optimal objective function value is below 
1 - E with some fixed small E > 0. Since for all k the constraints are linear, the solution of problem 
(4.2) is a simple task. 
Process (4.1) can be further generalized as 
xk+l = Fk(A1(Xk)> .-.>AI(Xk))> 
where Ai: D + D, F,: D’ -+ D. Let Z* be a common solution of equations 
b* = &(Ar(z*), . . . , A&i*)) (k 3 0). 
(D) For all x E D and all i, 
II Ai(x) - Z* II G Ki(x)’ II x - L* II3 
where Ki: D + R is a real-valued function. 
(E) For all xCi) E D (i = 1,2, . . . ,I) and k 3 0, 
11 Fk(Xcl), . . . 9 X(I)) - Z* // < i aik // xci) - Z* 11. 
i=l 
Under the above conditions, 
IIXk+l -z* II = It Fk(Al(Xk), ...>h(Xk)) -z* iI 
G i$l aik II Ai - b* II d 11 xk - Z” /I . 
(4.3) 
It is easy to see that there exist coefficients aik such that If= 1 ClikKi < 1 - E with some E > 0 if and 
only if at least one Ki < 1. This observation generalizes the easier results of [l, 21. 
Finally we note that D may be a subset of an infinite-dimensional Euclidean space, and in the last 
result II . 11 is not necessarily the Euclidean norm. 
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5. Example 
Consider now equation 
x=asinx+bcosx+cx-b, 
where a, b, and c are given positive constants. Select I = 3, A,(x) = asinx, AZ(x) = bcosx - b, 
A3(x) = cx. Easy to see that z* = 0 is a solution and 
bii(x) = a”(sinx/~)~, fii2(x) = abl sinx(cosx - 1)/x” 1, 
p22(x) = b2(cosx - l/x)“, B13(x) = uc( sinx/x(, 
p23(x) = bcI(cosx - 1)/x and L(x) = e2* 
Therefore problem (4.2) has now the special form 
minimize {cr:,u2(sin x,Jx,J2 + 2alkctzkabl sin ~~(1 - cos x,J I xt 
+ 2alka3ku~ I sin xk/xk I + c&b2((cosxk - 1)/xJ2 
+ 2cwt3kbcJ (cosxk - l)/xk ( + &c2} 
subject to alk, a2k, a3k > 0, 
Elk + a2k + c(jk = 1. 
Notice that the mean value theorem of derivatives implies that 
Therefore the objective function of this optimization problem can be bounded by 
a:,@’ + 2Ct$X@b + h&3,&C + O&b2 + 2CQkCQkbC + a&C2 
= (&U + Qkb + a3kC)2. 
It is easy to see that this function is minimized by selecting the value of the coefficient of the smallest 
among a, b, and c to be equal to one, and all other coefficients to be equal to zero. This selection is 
equivalent by iterating on only one mapping Ai. However, xk is already known before xk+ 1 is 
computed, and therefore the true objective function of (4.2) is minimized. This leads to faster 
convergence. 
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