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ON A COMPACT TRACE EMBEDDING THEOREM IN
MUSIELAK-SOBOLEV SPACES
LI WANG AND DUCHAO LIU
Abstract. By a stronger compact boundary embedding theorem in Musielak-
Orlicz-Sobolev space developed in the paper, variational method is employed to
deal with the nonlinear elliptic equation with the nonlinear Neumann boundary
condition in the framework of Musielak-Orlicz-Sobolev space.
1. Introduction
In this paper we develop a stronger compact trace embedding of Sobolev type in
Musielak-Orlicz-Sobolev (or Musielak-Sobolev) spaces than the existed results in
mathematics literature [11]. And as an application of this stronger compact trace
embedding theorem, the existence and multiplicity of weak solutions in Musielak-
Orlicz-Sobolev spaces for the following equation are considered{
−div(a1(x, |∇u|)∇u) + a0(x, u) = 0 in Ω,
a1(x, |∇u|)
∂u
∂n
= g(x, u) on ∂Ω,
where Ω is a bounded smooth domain in RN , a0, a1 : Ω×R→ R are Carathe´odory
functions and ∂u
∂n
is the outward unit normal derivative on ∂Ω.
In the study of nonlinear differential equations, it is well known that more general
functional space can handle differential equations with more complex nonlinearities.
If we want to study a general form of differential equations, it is very important to
find a proper functional space in which the solutions may exist. Musielak-Sobolev
space is such a general kind of Sobolev space that the classical Sobolev spaces,
Orlicz-Sobolev spaces and variable exponent Sobolev spaces can be interpreted as
its special cases.
Differential equations in Orlicz-Sobolev spaces have been studied extensively in
recent years (see [3, 4, 5, 6, 9, 12]). To the best of our knowledge, however, differen-
tial equations in Musielak-Sobolev spaces have been studied little. In [2], Benkirane
and Sidi give an embedding theorem in Musielak-Sobolev spaces and an existence
result for nonlinear elliptic equations. In [8] and [7], Fan gives two embedding
theorems and some properties of differential operators in Musielak-Sobolev spaces.
In the research of the paper [10], Liu and Zhao give existence the results for non-
linear elliptic equations with homogeneous Dirichlet boundary. In a much recent
paper [11], Liu, Wang and Zhao give a trace embedding theorem and a compact
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trace embedding theorem in bounded domain about this kind of functional space.
Motivated by [11], we find that the results in that paper can be better improved
and it is possible to make an application of the result to get some existence results
for nonlinear elliptic equations with nonlinear Neumann boundary condition. By
developing a stronger trace embedding theorem in Musielak-Sobolev spaces, our
aim in this paper is to study the existence of solutions to a kind of elliptic differen-
tial equation with Neumann boundary condition under the functional frame work
of Musielak-Sobolev spaces, which is a more general case in the variable exponent
Sobolev spaces and Orlicz-Sobolev spaces.
As an example of Musielak-Sobolev spaces we claim that not only variable ex-
ponent Sobolev spaces satisfy the conditions in our theorem (see Example 2.1 in
Section 2), but some more complex case can also work (see Example 2.2 in Section
2). And the current existed theories in mathematical literature can not cover the
case in Example 2.2.
The paper is organized as follows. In Section 2, we develop a stronger compact
trace embedding theorem and for the readers’ convenience recall some definitions
and properties about Musielak-Orlicz-Sobolev spaces. In Section 3, we give some
propositions of differential operators in Musielak-Sobolev spaces. In Section 4, we
give the existence results of weak solutions to the equations.
2. A stronger compact trace embedding theorem in
Musielak-Orlicz-Sobolev spaces
In this section, we will give a stronger compact trace embedding theorem to
proceed. And we will list some basic definitions and propositions about Musielak-
Orlicz-Sobolev spaces.
Firstly, we give the definition of N-function and generalized N-function as follows.
Definition 2.1. A function A : R → [0,+∞) is called an N -function, denoted by
A ∈ N ,
lim
t→0+
A(t)
t
= 0 and lim
t→+∞
A(t)
t
= +∞.
A function A : Ω × R → [0,+∞) is called a generalized N -function, denoted by
A ∈ N(Ω), if for each t ∈ [0,+∞), the function A(·, t) is measurable, and for a.e.
x ∈ Ω, A(x, ·) ∈ N .
Let A ∈ N(Ω), the Musielak-Orlicz space LA(Ω) is defined by
LA(Ω) := {u : u is a measurable real function,
and ∃λ > 0 such that
∫
Ω
A
(
x,
|u(x)|
λ
)
dx < +∞}
with the (Luxemburg) norm
‖u‖LA(Ω) = ‖u‖A := inf
{
λ > 0 :
∫
Ω
A
(
x,
|u(x)|
λ
)
dx ≤ 1
}
.
The Musielak-Sobolev space W 1,A(Ω) can be defined by
W 1,A(Ω) := {u ∈ LA(Ω) : |∇u| ∈ LA(Ω)}
with the norm
‖u‖ := ‖u‖W 1,A(Ω) := ‖u‖A + ‖∇u‖A,
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where ‖∇u‖A := ‖|∇u|‖A. And ‖u‖ρ := inf{λ > 0,
∫
Ω
A(x, |u|
λ
)+A(x, |∇u|
λ
)
dx ≤ 1}
is an equivalent norm on W 1,A(Ω), see in [8].
We say that A ∈ N(Ω) satisfies Condition ∆2(Ω), if there exists a positive
constant K > 0 and a nonnegative function h ∈ L1(Ω) such that
A(x, 2t) ≤ KA(x, t) + h(x) for x ∈ Ω and t ∈ R.
A is called locally integrable if A(·, t0) ∈ L1loc(Ω) for every t0 > 0. For x ∈ Ω and
t ≥ 0, we denote by a(x, t) the right-hand derivative of A(x, t) at t, at the same
time define a(x, t) = −a(x,−t). Then A(x, t) =
∫ |t|
0 a(x, s) ds for x ∈ Ω and t ∈ R.
Define A˜ : Ω× R→ [0,+∞) by
A˜(x, s) = sup
t∈R
(st−A(x, t)) for x ∈ Ω and s ∈ R.
A˜ is called the complementary function to A in the sense of Young. It is well known
that A˜ ∈ N(Ω) and A is also the complementary function to A˜.
For x ∈ Ω and s ≥ 0, we denote by a−1+ (x, s) the right-hand derivative of A˜(x, ·)
at s, at the same time define a−1+ (x, s) = −a
−1
+ (x,−s) for x ∈ Ω and s ≤ 0. Then
for x ∈ Ω and s ≥ 0, we have
a−1+ (x, s) = sup{t ≥ 0 : a(x, t) ≤ s} = inf{t > 0 : a(x, t) > s}.
Proposition 2.1. (See [10].) Let A ∈ N(Ω). Then the following assertions hold.
(1) A(x, t) ≤ a(x, t)t ≤ A(x, 2t) for x ∈ Ω and t ∈ R;
(2) A and A˜ satisfy the Young inequality
st ≤ A(x, t) + A˜(x, s) for x ∈ Ω and s, t ∈ R
and the equality holds if s = a(x, t) or t = a−1+ (x, s).
Let A,B ∈ N(Ω). We say that A is weaker than B, denoted by A 4 B, if there
exist positive constants K1,K2 and a nonnegative function h ∈ L1(Ω) such that
A(x, t) ≤ K1B(x,K2t) + h(x) for x ∈ Ω and t ∈ [0,+∞).
Proposition 2.2. (See [10].) Let A,B ∈ N(Ω), and A 4 B. Then B˜ 4 A˜,
LB(Ω) →֒ LA(Ω) and LA˜(Ω) →֒ LB˜(Ω).
Proposition 2.3. (See [10].) Let A ∈ N(Ω) satisfy ∆2(Ω). Then the following
assertions hold,
(1) LA(Ω) = {u : u is a measurable function, and
∫
ΩA(x, |u(x)|) dx < +∞};
(2)
∫
ΩA(x, |u(x)|) dx < 1 (resp. = 1; > 1) ⇔ ‖u‖A < 1 (resp. = 1; > 1),
where u ∈ LA(Ω);
(3)
∫
ΩA(x, |un(x)|) dx → 0 (resp. 1; +∞) ⇔ ‖un‖A → 0 (resp. 1; +∞),
where {un} ⊂ L
A(Ω);
(4) un → u in LA(Ω) ⇒
∫
Ω
|A(x, |un(x)|) −A(x, |u(x)|)| dx→ 0 as n→∞;
(5) If A˜ also satisfies ∆2(Ω), then∣∣∣∣ ∫
Ω
u(x)v(x) dx
∣∣∣∣ ≤ 2‖u‖A‖v‖A˜, ∀u ∈ LA(Ω), v ∈ LA˜(Ω);
(6) a(·, |u(·)|) ∈ LA˜(Ω) for every u ∈ LA(Ω).
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Proposition 2.4. (See [10].) Let A ∈ N(Ω) be locally integrable. Then (LA(Ω), ‖ ·
‖) is a separable Banach space, W 1,A(Ω) is reflexive provided LA(Ω) is reflexive.
The following assumptions on A ∈ N(Ω) will be used.
(A1) inf
x∈Ω
A(x, 1) = c1 > 0;
(A2) For every t0 > 0, there exists c = c(t0) > 0 such that
A(x, t)
t
≥ c and
A˜(x, t)
t
≥ c, ∀ t ≥ t0, x ∈ Ω.
Remark 2.1. It is easy to see that (A2)⇒ (A1).
Proposition 2.5. (See [10].) If A ∈ N(Ω) satisfies (A1), then LA(Ω) →֒ L1(Ω)
and W 1,A(Ω) →֒ W 1,1(Ω).
Proposition 2.6. (See [8].) Let A ∈ N(Ω), both A and A˜ be locally integrable and
satisfy ∆2(Ω) and (A2). Then L
A(Ω) is reflexive, and the mapping J : LA˜(Ω) →
(LA(Ω))∗ defined by
〈J(v), w〉 =
∫
Ω
v(x)w(x) dx, ∀ v ∈ LA˜(Ω), w ∈ LA(Ω)
is a linear isomorphism and ‖J(v)‖(LA(Ω))∗ ≤ 2‖v‖LA˜(Ω).
To give the embedding theorems, the following assumptions are introduced.
(P1) Ω ⊂ RN (N ≥ 2) is a bounded domain with the cone property, and A ∈
N(Ω);
(P2) A : Ω × R → [0,+∞) is continuous and A(x, t) ∈ (0,+∞) for x ∈ Ω and
t ∈ (0,+∞).
(P3) Suppose A ∈ N(Ω) satisfies
(2.1)
∫ 1
0
A−1(x, t)
t
n+1
n
dt < +∞, ∀x ∈ Ω,
replacing, if necessary, A by another N(Ω)-function equivalent to A near
infinity.
Under assumption (P1), (P2) and (P3), for each x ∈ Ω we can define A∗(x, t)
for x ∈ Ω and t ∈ RN as in [11]. We call A∗ the Sobolev conjugate function of A.
Set
(2.2) T (x) := lim
s→+∞
A−1∗ (x, s).
Then A∗(x, ·) ∈ C
1(0, T (x)). Furthermore for A ∈ N(Ω) and T (x) = +∞ for any
x ∈ Ω, it is known that A∗ ∈ N(Ω) (see in [1]).
Let X be a metric space and f : X → (−∞,+∞] be an extended real-valued
function. For x ∈ X with f(x) ∈ R, the continuity of f at x is well defined. For
x ∈ X with f(x) = +∞, we say that f is continuous at x if given any M > 0,
there exists a neighborhood U of x such that f(y) > M for all y ∈ U . We say
that f : X → (−∞,+∞] is continuous on X if f is continuous at every x ∈ X .
Define Dom(f) = {x ∈ X : f(x) ∈ R} and denote by C1−0(X) the set of all locally
Lipschitz continuous real-valued functions defined on X .
The following assumptions will also be used.
(P4) T : Ω→ [0,+∞] is continuous on Ω and T ∈ C1−0(Dom(T ));
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(P5) A∗ ∈ C1−0(Dom(A∗)) and there exist positive constants δ0 <
1
N
, C0 and
0 < t0 < min
x∈Ω
T (x) such that
|∇xA∗(x, t)| ≤ C0(A∗(x, t))
1+δ0 , j = 1, · · · , N,
for x ∈ Ω and |t| ∈ [t0, T (x)) provided ∇xA∗(x, t) exists.
Let A,B ∈ N(Ω), we say that A≪ B if, for any k > 0,
lim
t→+∞
A(x, kt)
B(x, t)
= 0 uniformly for x ∈ Ω.
The following theorems are embedding theorems for Musielak-Sobolev spaces
developed by Fan in [7] and Liu and Zhao in [11].
Theorem 2.7. (See [7].) Let (P1)-(P5) holds. Then
(1) There is a continuous embedding W 1,A(Ω) →֒ LA∗(Ω);
(2) Suppose that B ∈ N(Ω), B : Ω × [0,+∞) → [0,+∞) is continuous, and
B(x, t) ∈ (0,+∞) for x ∈ Ω and t > 0. If B ≪ A∗, then there is a compact
embedding W 1,A(Ω) →֒→֒ LB(Ω).
To give the boundary trace embedding theorem, we need the following assump-
tion:
(P 1∂ ) A is an N(Ω)-function such that T (x) defined in Equation (2.2) satisfies
(2.3) T (x) = +∞, ∀x ∈ Ω.
The following theorem is trace embedding theorem in [11].
Theorem 2.8. (See [11], Theorem 4.2.) Let Ω ⊂ RN be an open bounded domain
with Lipschitz boundary. Suppose that A ∈ N(Ω) satisfies (P1)-(P5) and (P 1∂ ).
Then there is a continuous boundary trace embedding W 1,A(Ω) →֒ LA
N−1
N
∗ (∂Ω), in
which A
N−1
N
∗ (x, t) = [A∗(x, t)]
N−1
N , ∀x ∈ ∂Ω, t ∈ R+.
The following theorem is a compact trace embedding theorem in [11].
Theorem 2.9. (See [11], Theorem 4.4.) Let Ω ⊂ RN be an open bounded domain
with Lipschitz boundary. Suppose A ∈ N(Ω) satisfies (P1)-(P5) and (P 1∂ ). There
exist two constants ǫ > 0 and δ > 0 such that A
N−1
N
− ǫ2
∗ ∈ ∆2(Ωδ) and A
N−1
N
−ǫ
∗ ∈
N(Ωδ). Then for any θ ∈ N(∂Ω) satisfies
(2.4) θ(x, t) ≤ A
N−1
N
−ǫ
∗ (x, t) for any t > 1 and x ∈ ∂Ω,
the boundary trace embedding W 1,A(Ω) →֒ Lθ(∂Ω) is compact.
We claim that Condition (2.4) is strong for the compact embedding in Theorem
2.9. In fact, some more weaker assumptions are needed instead in the theorem. We
give a stronger result of the compact trace embedding theorem in Musielak-Sobolev
sapces as follows.
Theorem 2.10. Suppose Ω ⊂ RN is a bounded domain with Lipschitz boundary.
A ∈ N(Ω) satisfies (A2), (P1)-(P5) and (P
1
∂ ). Then for any continuous θ ∈ N(∂Ω)
satisfying θ(x, t) ∈ (0,+∞) for any x ∈ ∂Ω, t > 0 and θ ≪ A
N−1
N
∗ , the boundary
trace embedding W 1,A(Ω) →֒ Lθ(∂Ω) is compact.
Before we give a proof of Theorem 2.10, we need a lemma in [7] or [1].
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Lemma 2.1. (See Lemma 3.9 in [7].) Let A,B ∈ N(Ω). Suppose that B : Ω ×
[0,+∞)→ [0,+∞) is continuous, B ≪ A and for x ∈ Ω, t ∈ (0,+∞), B(x, t) > 0.
If a sequence {un} is bounded in LA(Ω), and convergent in measure on Ω, then it
is convergent in norm in LB(Ω).
The proof of Theorem 2.10. By Propositon 2.5, we knowW 1,A(Ω) →֒ W 1,1(Ω).
And by the boundary compact embedding in Lebesgue-Sobolev space, we have
W 1,A(Ω) →֒ W 1,1(Ω) →֒→֒ L1(∂Ω). Then for any bounded sequence in W 1,A(Ω),
there exists a subsequence such that it is convergent in L1(∂Ω). Then by the
Lebesgue theorem, the subsequence is convergent in measure on ∂Ω. At the same
time by Theorem 2.8 the subsequence we have found is bounded in LA∗
N−1
N (∂Ω).
Then by Lemma 2.1, this subsequence is convergent in Lθ(∂Ω).
Remark 2.2. It is clear that θ(x, t) ≤ A
N−1
N
−ǫ
∗ (x, t) for any t > 1 and x ∈ ∂Ω
implies θ ≪ A
N−1
N
∗ . Then it is clear that Theorem 2.10 is stronger than Theorem
2.9.
Next we claim that not only variable exponent Sobolev spaces satisfy the con-
ditions in Theorem 2.10 (see the following Example 2.1), but also some more
complex case also satisfies conditions in Theorem 2.10 (see the following Example
2.2). And the current existing theories in mathematical literature can not cover
the case in Example 2.2.
Example 2.1. Let p ∈ C1−0(Ω) and 1 < q ≤ p(x) ≤ p+ := supx∈Ωp(x) < n
(q ∈ R) for x ∈ Ω. Define A : Ω× R→ [0,+∞) by
A(x, t) = |t|p(x).
Then it is readily checked that A satisfies (A2), (P1), (P2) and (P3). It is easy to
see that p ∈ C1−0(Ω) means A ∈ C1−0(Ω) and for s > 0
(2.5) A−1∗ (x, s) =
np(x)
n− p(x)
s
n−p(x)
np(x) .
Then T (x) = +∞, which implies that (P 1∂ ) is satisfied (⇒ (P4) is satisfied).
In additional for x ∈ Ω
∇xA(x, t) = |t|
p(x)(ln |t|)∇p(x).
Since for any ǫ > 0, ln t
tǫ
→ 0 as t → +∞, we conclude that there exist constants
δ1 <
1
n
, c1 and t1 such that ∣∣∣∣∂A(x, t)∂xj
∣∣∣∣ ≤ c1A1+δ1(x, t)
for all x ∈ Ω and t ≥ t1. Combining by A ∈ ∆2(Ω), from Proposition 3.1 in [7] it
is easy to see that Condition (P5) is satisfied. By now conditions in Theorem 2.10
are verified.
By (2.5), we can see that
A∗(x, t) =
(
n− p(x)
np(x)
|t|
) np(x)
n−p(x)
.
Then A
n−1
n
∗ ∈ ∆2(Ω) and since p(x) ≤ p+ < n we can see there exists a ǫ > 0 such
that A
n−1
n
−ǫ
∗ ∈ N(Ωδ). Then all conditions in Theorem 2.10 can be satisfied.
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Example 2.2. Let p ∈ C1−0(Ω) satisfy 1 < p− ≤ p(x) ≤ p+ := supx∈Ωp(x) < n−1.
Define A : Ω× R→ [0,+∞) by
A(x, t) = |t|p(x) log(1 + |t|),
It is obvious that A satisfies (A2), (P1), (P2) and (P3). Pick ǫ > 0 small enough
such that p+ + ǫ < n. Then for t > 0 big enough, A(x, t) ≤ ctp
++ǫ, which implies
that T (x) = +∞ for all x ∈ Ω. Thus (P 1∂ ) is satisfied (⇒ (P4) is satisfied). Since
p ∈ C1−0(Ω) and A ∈ C1−0(Ω × R), by Proposition 3.1 in [7], A∗ ∈ C1−0(Ω× R).
Combining A ∈ ∆2(Ω), it is easy to see that condition (P5) is satisfied. Then
conditions in Theorem 2.10 are verified.
3. Variational structures in Musielak-Sobolev spaces
Firstly, we give some assumptions of the differential operators in Musielak-
Sobolev spaces.
We say that A : Ω× [0,+∞)→ [0,+∞) satisfies Condition (A ), if both A and
A˜ ∈ N(Ω) are locally integrable and satisfy ∆2(Ω), A satisfies (A2), (P1)-(P5),
(P 1∂ ) in Section 2 and (A∞) below.
(A∞) There exists a continous function A∞ : [0,+∞) → [0,+∞), such that
A∞(α)→ +∞ as α→ +∞ and
A(x, αt) ≥ A∞(α)αA(x, t)
for any x ∈ Ω, t ∈ [0,+∞) and α > 0.
We always assume that Condition (A ) holds in this paper. And by Proposition
2.6, the Musielak-Sobolev spaceW 1,A(Ω) is a separable and reflexive Banach space
under our assumptions in (A ).
We say that a function a1 : Ω×R→ R satisfies (A1), if the following conditions
(A11)− (A14) are satisfied:
(A11) a1(x, |t|) : Ω× R→ R is a Carathe´odory function;
(A12) There exists a positive constant b1 such that |a1(x, |t|)|t2 ≤ b1A(x, t) for
x ∈ Ω and t ∈ R;
(A13) There exists a positive constant b2 such that a1(x, |t|)t ≥ b2a(x, t) for x ∈ Ω
and t ∈ R;
(A14) (a1(x, |ξ|)ξ − a1(x, |η|)η)(ξ − η) > 0 for x ∈ Ω and ξ, η ∈ RN .
We say that a function a0 : Ω×R→ R satisfies (A0), if the following conditions
(A01)-(A04) are satisfied:
(A01) a0(x, t) : Ω× R→ R is a Carathe´odory function;
(A02) There exists a positive constant b1 such that |a0(x, t)|t ≤ b1A(x, t) for x ∈ Ω
and t ∈ R;
(A03) There exists a positive constant b2 such that a0(x, t) ≥ b2a(x, t) for x ∈ Ω
and t ∈ R;
(A04) (a0(x, t1)− a0(x, t2))(t1 − t2) > 0 for x ∈ Ω and t1, t2 ∈ R.
Assume X is a real reflexive Banach space. We call the map T : X → X∗
is of type S+, if for any weakly convergent sequence un ⇀ u0 in X satisfying
lim
n→∞
〈T (un), un − u0〉 ≤ 0, we have un → u0 in X .
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Define A′ :W 1,A(Ω)→ (W 1,A(Ω))∗ by
〈A′(u), v〉 =
∫
Ω
a1(x, |∇u|)∇u∇v + a0(x, u)v dx.
Remark 3.1. By Theorem 2.1 and Theorem 2.2 in [8], A′ is a bounded, continuous,
coercive, strictly monotone homeomorphic and S+ type operator.
4. Existence results of weak solutions
In this section, we consider the existence of solutions to the following Neumann
boundary value problem
(4.1)
{
−div(a1(x, |∇u|)∇u) + a0(x, u) = 0, in Ω,
a1(x, |∇u|)
∂u
∂n
= g(x, u) on ∂Ω,
where Ω is a bounded smooth domain in RN , a0, a1 : Ω × R → R are functions
satisfying (A0) and (A1), the A(x, t) in (A0) and (A1) satisfies (A ), and ∂u
∂n
is the
outward unit normal derivative on ∂Ω.
We say that u is a weak solution for (4.1) if∫
Ω
a1(x, |∇u|)∇u∇ϕ+ a0(x, u)ϕdx =
∫
∂Ω
g(x, u)ϕdσ, ∀ϕ ∈ W 1,A(Ω).
Theorem 4.1. If g(x, u) = g(x) and g ∈ L
˜
A
N−1
N
∗ (∂Ω), then (4.1) has a unique
weak solution.
Theorem 4.1 follows from Remark 3.1 and Proposition 2.6 immediately.
Next, we assume the following conditions on g,
(G1) Ψ ∈ N(∂Ω)∩∆2(∂Ω) with Ψ≪ A
N−1
N
∗ , ψ(x, s) :=
∂Ψ(x,s)
∂s
exists, and there
exists a constant K1 > 0 such that
|g(x, t)| ≤ K1ψ(x, |t|) + h(x), x ∈ ∂Ω, t ∈ R,
where 0 ≤ h ∈ LΨ˜(∂Ω).
(G2) There exist θ > 0, C > 0, and M > 0, such that for s ≥M ,
0 < θG(x, s) ≤ sg(x, s), ∀x ∈ ∂Ω,
where θ > Ca := max{ lim
s→∞
a1(x,|s|)s
2
A1(x,s)
, lim
s→∞
a0(x,s)s
A0(x,s)
}.
Remark 4.1. In fact, by assumptions (A02), (A03), (A12) and (A13), we have Ca ∈
[1, b1
b2
]. The Condition (G2) is the generalized Ambrosetti-Rabinowitz condition for
the nonlinear elliptic operator.
Lemma 4.1. Let (G1) hold and set G(u) :=
∫
∂Ω
G(x, u) dσ. Then G is sequentially
weakly continuous in W 1,A(Ω) and G′ : W 1,A(Ω) → (W 1,A(Ω))∗ is a completely
continuous operator.
Proof. Suppose un ⇀ u weakly in W
1,A(Ω), to prove G is sequentially weakly
continuous, it is sufficient to prove that
lim
n→∞
∫
∂Ω
G(x, un)−G(x, u) dσ = 0.
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In fact, ∣∣∣∣ ∫
∂Ω
G(x, un)−G(x, u) dσ
∣∣∣∣ ≤ ∫
∂Ω
|G(x, un)−G(x, u)| dσ
≤ K1
∫
∂Ω
|Ψ(x, |un|)−Ψ(x, |u|)| dσ
+ 2‖un − u‖LΨ(∂Ω)‖h‖LΨ˜(∂Ω).
From assumption (G1), the compact embedding W 1,A(Ω) →֒ LΨ(∂Ω) and Propo-
sition 2.3 in [10], we know that the right hand side of the above inequality tends to
0.
Since 〈G′(u), v〉 =
∫
∂Ω
g(x, u)v dσ, by the compact embeddingW 1,A(Ω) →֒ LΨ(∂Ω),
G′ is a completely continuous operator. 
Under assumption (A∞), the following assumptions on A and Ψ will be used.
(Ψ∞) Ψ(x, αt) ≤ Ψ∞(α)αΨ(x, t), in which Ψ∞ : R+ → R+ is a nondecreasing
function and satisfies
Ψ∞(α)→∞, as α→∞
and
(4.2) lim
t→∞
Ψ∞(Ct)
A∞(t)
= 0, ∀C > 0;
(Ψ0) Ψ(x, αt) ≤ Ψ0(α)αΨ(x, t), in which Ψ0 : R
+ → R+ is a nondecreasing
function and satisfies
A∞(α)
Ψ0(Cα)
→∞, as α→ 0, ∀C > 0;
(A0) There exists a function A0 : (0,+∞) → (0,+∞) such that A(x, αt) ≤
A0(α)αA(x, t);
(G3) g(x, t) = −g(x,−t), for x ∈ ∂Ω, t ∈ R;
(G4) There is a function G0 : (0,+∞)→ (0,+∞) satisfying
G(x, αt) ≥ G0(α)αG(x, t) and
G0(α)
A0(α)
→∞, as α→ 0
for x ∈ ∂Ω, t ∈ R, α > 0.
Theorem 4.2. If g(x, u) satisfies Condition (G1) and (Ψ∞), then (4.1) has a weak
solution.
Define the functional J(u) corresponding (4.1) by
J(u) =
∫
Ω
A1(x, |∇u|) +A0(x, u) dx−
∫
∂Ω
G(x, u) dσ,
in which A1(x, t) =
∫ t
0
a1(x, s)s ds, A0(x, t) =
∫ t
0
a0(x, s) ds, G(x, t) =
∫ t
0
g(x, s) ds.
Under the assumptions in Theorem 4.2, J(u) is well defined inW 1,A(Ω) and J ∈ C1.
Remark 4.2. Under assumption (G1), by Lemma 4.1 and Remark 3.1, we know
that J ′ is of type S+.
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The proof of Theorem 4.2. By (A03), (A13), (G1) and (Ψ∞), we obtain
J(u) =
∫
Ω
A1(x, |∇u|) +A0(x, u) dx −
∫
∂Ω
G(x, u) dσ
≥ b2
∫
Ω
A(x, |∇u|) +A(x, |u|) dx −
∫
∂Ω
Ψ(x, u) + |u(x)|h(x) dσ
≥ b2A∞(‖u‖ρ)‖u‖ρ
∫
Ω
A(x,
|∇u|
‖u‖ρ
) +A(x,
|u|
‖u‖ρ
) dx
−K1Ψ∞(‖u‖Ψ)‖u‖Ψ
∫
∂Ω
Ψ(x,
|u|
‖u‖Ψ
) dσ − ‖u‖Ψ‖h‖Ψ
≥ b2A∞(‖u‖ρ)‖u‖ρ − C1Ψ∞(c‖u‖ρ)‖u‖ρ − C‖u‖ρ‖h‖Ψ
= (b2A∞(‖u‖ρ)− C1Ψ∞(c‖u‖ρ)− C‖h‖Ψ)‖u‖ρ ≥
b2
2
A∞(‖u‖ρ)‖u‖ρ →∞,
as ‖u‖ρ → ∞. The last inequality sign follows from (4.2). By Lemma 4.1 and
Remark 3.1, we know that J is weakly lower semicontinuous in W 1,A(Ω). Then
J admits a minimum in W 1,A(Ω) which is a weak solution for (4.1). The proof is
completed.
Lemma 4.2. Under the assumptions (G1) and (G2), J satisfies the P.S. condition.
Proof. Let {un}n∈N be a P.S. sequence of J , i. e., J(un)→ C, J ′(un)→ 0. Fixing
β ∈ (1
θ
, 1
Ca+ε
) with ε > 0 small enough, by the definition of Ca, there exists Cε > 0,
such that
C + 1 + ‖un‖ ≥J(un)− β〈J
′(un), un〉
=
∫
Ω
A1(x, |∇un|) +A0(x, |un|) dx− β
∫
Ω
a1(x, |∇un|)|∇un|
2
+ a0(x, |un|)un dx+
∫
∂Ω
βg(x, un)un −G(x, un) dσ
≥(1 − β(Ca + ε))
∫
Ω
A1(x, |∇un|) +A0(x, |un|) dx+
∫
∂Ω
βg(x, un)un −G(x, un) dσ − Cε
≥(1 − β(Ca + ε))b2A∞(‖un‖)‖un‖ − Cε.
From the above inequality, it is easy to see that {un} is bounded in W 1,A(Ω). Then
there exists a subsequence of {un} (still denoted by {un}) such that un ⇀ u0 in
W 1,A(Ω). So we conclude that 〈J ′(un) − J ′(u0), un − u0〉 → 0. Since J ′ is a S+
type operator, we can conclude that un → u0. 
Theorem 4.3. Under the assumptions (G1), (G2), (Ψ0) and h ≡ 0 in (G1), (4.1)
has a nontrivial solution.
Proof. It is sufficient to verify that J satisfies conditions in Mountain Pass Lemma
(see [14]).
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By (G1) and (Ψ0), we obtian
J(u) ≥b2A∞(‖u‖)‖u‖ −K1
∫
∂Ω
Ψ(x,
|u|
‖u‖Ψ
‖u‖Ψ) dσ
≥b2A∞(‖u‖)‖u‖ −K1Ψ0(‖u‖Ψ)‖u‖Ψ
≥
[
b2A∞(‖u‖)− C1Ψ0(C‖u‖)
]
‖u‖.
By the assumption (Ψ0), there exists a small γ > 0 such that b2A∞(‖u‖) −
C1Ψ0(C‖u‖) > 0 for 0 < ‖u‖ ≤ γ. Hence, for ‖u‖ = γ, there exists a δ > 0
such that J(u) ≥ δ > 0.
Next we will show that there exists a w ∈ W 1,A(Ω) with ‖w‖ > ρ such that
J(w) < 0. In fact, for any w ∈ W 1,A(Ω) ∩W 1,Ca+ε(Ω) with ε small enough such
that Ca + ε < θ, we can get
J(tw) =
∫
Ω
A1(x, |t∇w|) +A0(x, tw) dx −
∫
∂Ω
G(x, tw) dσ
≤C1t
Ca+ε
∫
Ω
|∇w|Ca+ε + |w|Ca+ε dx− C2t
θ
∫
∂Ω
wθ dσ + Cε.
Let t→∞, we have J(tw)→ −∞, which completes the proof. 
Denote X := W 1,A(Ω). Then under our assumptions in (A ), there exists
{ej}∞j=1 ⊂ X and {e
∗
j}
∞
j=1 ⊂ X
∗ such that
〈e∗i , ej〉 =
{
1, i = j,
0, i 6= j;
and
X = span{ej, j = 1, 2, · · · }, X∗ = span{e∗j , j = 1, 2, · · · }.
For k = 1, 2, · · · , denote
Xj = span{ej}, Yk =
k⊕
j=1
Xj , Zk =
∞⊕
j=k
Xj .
Lemma 4.3. Let Ψ≪ A
N−1
N
∗ , and denote
βk = sup
{∫
∂Ω
Ψ(x, |u|) + h(x)|u| dσ : ‖u‖ ≤ ϑ, u ∈ Zk
}
,
in which ϑ is any given positive number. Then lim
k→∞
βk = 0.
Proof. It is obvious that 0 < βk+1 ≤ βk. Then there exists a β ≥ 0 such that
βk → β as k →∞. By the definition of βk, there exist uk ∈ Zk and ‖uk‖ ≤ ϑ such
that 0 ≤
∫
∂Ω
Ψ(x, |uk|) + h(x)|uk| dσ − β <
1
k
. Then there exists a subsequence of
{uk} (still denoted by {uk}) satisfying uk ⇀ u in W 1,A(Ω) and uk → u in LΨ(∂Ω).
By the definition of Zk we obtain
〈e∗j , u〉 = lim
k→∞
〈e∗j , uk〉 = 0, ∀j = 1, 2, · · · .
Then u = 0, which means uk → 0 in LΨ(∂Ω). βk → 0 follows by Proposition 2.3 in
[10] and the assumption h ∈ LΨ˜(∂Ω). 
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Theorem 4.4. Let (G1), (G3), (G4) and (Ψ∞) hold. Then (4.1) has a sequence
of solutions {un}n∈N with negative energy and I(un)→ 0.
Proof. By Condition (G1) and (Ψ∞), the functional J(u) is coercive and satisfies
the P.S. condition.
By (G3), J(u) is an even functional. Denote by γ(U) the genus of U ∈ Σ := {U ⊂
W 1,A(Ω)\{0} : U is compact and U = −U} (see [13, 14]). Set
Σk := {U ∈ Σ : γ(U) ≥ k}, k = 1, 2, · · · ,
ck := inf
U∈Σk
sup
u∈U
I(u), k = 1, 2, · · · .
Then it is clear that
−∞ < c1 ≤ c2 ≤ · · · ≤ ck ≤ ck+1 ≤ · · · .
Next we will show that ck < 0 for every k ∈ N. In fact, selecting Ek be the
k-dimensional subspaces of W 1,A(Ω) with Ek ⊂ C∞(Ω) such that u|∂Ω 6≡ 0 for all
u ∈ Ek\{0}, by (G4) and (A0), we have for u ∈ Ek, ‖u‖ = 1,
J(tu) =
∫
Ω
A1(x, |t∇u|) +A0(x, tu) dx−
∫
∂Ω
G(x, tu) dσ
≤A0(t)t
∫
Ω
A1(x, |∇u|) +A0(x, u) dx−G0(t)t
∫
∂Ω
G(x, u) dσ,
:=A0(t)tak −G0(t)tgk,
where
ak = sup
{∫
Ω
A1(x, |∇u|) +A0(x, u) dx : u ∈ Ek, ‖u‖ = 1
}
,
gk = inf
{∫
∂Ω
G(x, u) dσ : u ∈ Ek, ‖u‖ = 1
}
.
Observing that 0 < ak < +∞ and gk > 0 since Ek is of finite dimensional, by the
assumption (G4), there exists positive constants ρ and ε such that
J(ρu) < −ε for u ∈ Ek, ‖u‖ = 1.
Therefore, if we set Sρ,k = {u ∈ Ek : ‖u‖ = ρ}, then Sρ,k ⊂ J−ε. Hence, by the
monotonicity of the genus
γ(J−ε) ≥ γ(Sρ,k) = k,
By the minimax argument, each ck is a critical value of J (see [13]), hence there
is a sequence of weak solutions {±uk, k = 1, 2, · · · } of the problem (4.1) such that
J(uk) = ck < 0.
Next we will show that ck → 0. In fact, by (G1) and Lemma 4.3, for u ∈
Zk, ‖u‖ ≤ ϑ, we obtain
J(u) ≥
∫
Ω
A1(x, |∇u|) +A0(x, u) dx−
∫
∂Ω
Ψ(x, |u|) + h(x)|u| dσ
≥ −
∫
∂Ω
Ψ(x, |u|) + h(x)|u| dσ ≥ −βk.
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It is clear that for U ∈ Σk, we have γ(U) ≥ k. Then according to the properties of
genus, we conclude U ∩ Zk 6= ∅ for U ∈ Σk. Then
sup
u∈U∈Σk
J(u) ≥ −βk.
By the definition of ck, it is easy to see that 0 ≥ ck ≥ −βk, which implies ck → 0
by βk → 0 from Lemma 4.3. 
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