ABSTRACT The elephant herding optimization (EHO) algorithm is a relatively novel population-based optimization technique, which mimics herding behavior and can be modeled into two operators: clan updating operators and separating operators. Also, in the literature, EHO has received a great deal of attention from researchers since it was proposed applied to many application fields for its advantages of excellent global optimization ability and ease of implementation. However, there is still an insufficiency in the EHO algorithm regarding its lack of exploitation, which leads to slow convergence. In this paper, we propose three enhanced versions of EHO based on the γ value termed EEHO15, EEHO20, and EEHO25 to overcome the problems of fast unjustified convergence toward the origin of the basic EHO. The exploration/exploitation abilities of the EEHO algorithms are achieved by the updating of the two operators (clan and separation operator). To tackle this drawback, a constant function is used as a benchmark for inspecting the biased convergence of evolutionary algorithms in general. Moreover, we utilize CEC'17 test suite benchmark functions to test the performance of the proposed three versions of EEHO against EHO, particle swarm optimization (PSO), bird swarm algorithm (BSA), and ant lion optimizer (ALO) algorithms. Eventually, the experimental results revealed that the proposed EEHO algorithms extremely obtained better results compared with other competitive algorithms.
I. INTRODUCTION
Optimization is present in several fields [1] . Several realworld optimization problems have emerged in many scientific fields such as dynamic optimization [2] , optimization engineering problems [3] , image processing [4] , data mining applications [5] , biomedical [6] and many other engineering problems [7] which cannot be solved with reasonable time or accuracy solutions by classical methods [8] . Global optimization has developed rapidly in the past years. Besides deterministic optimization algorithms, many stochastic optimization methods have been proposed to deal with highly complex optimization problems [9] . At present, with the fast growing size and complexity of modern optimization
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problems, evolutionary computing is becoming attractive tool for optimization. Depending on the nature of phenomenon simulated, evolutionary computing algorithms can be classified into two important groups: Evolutionary Algorithms (EAs) [10] and Swarm Intelligence (SI) [11] . EAs, which mainly draw inspiration from nature, have been shown to be very successful for optimization among all the methods devised by the evolutionary computation community [12] . On the other hand, SI algorithms are inspired by simple behaviors and self-organizing interaction among agents, such as ant colonies foraging, bird flocking, animal herding, bacterial growth, honey bees, fish schooling, and so on. In general, SI algorithms are mainly concerned with the methodology of modeling the behavior of social animals and insects to solve complex optimization problems [13] .
In recent years, SI, a new kind of evolutionary computing technique, has attracted much research interest [14] . The term SI was first used by Beni and Wang [15] in cellular robotic system. Also, the term swarm is employed in a general manner to refer to any collection of interactive agents. The impetus of creating such algorithms was provided by the growing needs to solve optimization problems that were very difficult to manage or even considered intractable. SI performs a stochastic search of the best parameters in an optimization problem. The main idea of these methods is the collective behavior that exists between the candidate solutions. These search agents interchange information about their positions in the search space. Using different operators that depend on the metaphor of each algorithm, the search agents are displaced to new positions where the probability of finding optimal solutions is increased. The goal is to have a good balance between the exploration of the entire search space and the exploitation of prominent regions. Several SI techniques have been developed in the last few years; this fact is due to the No Free Lunch (NFL) theorem that states; not all the optimization algorithms can be applied to the same problem [16] . In other words it is necessary to find the best SI that can be adapted to real life problems to be solved. Therefore, finding optima in many real-world optimization problems requires expensive evaluations in terms of computation. Because of some limitations in studies like project time requirements and computation resource constraints, the optimization process should be conducted quickly, and it should not be too complex. For this reason, the study and development of successful optimization algorithms for evaluating a limited number of functions is still an open research area [17] .
On the other hand, SI techniques simulate different behaviors from nature. SI algorithms adopt two search operations which are exploration and exploitation. For example, Particle Swarm Optimization (PSO) is inspired by bird flocking and fish schooling [18] . Bird Swarm Algorithm (BSA) has been recently proposed [19] and is based on the swarm intelligence extracted from the social behaviors and social interactions in bird swarms. Also, Mirjalili [20] has presented the Ant Lion Optimizer (ALO) which mimics the hunting mechanism of antlions in nature. In the state-of-theart, several approaches have been proposed to simulate different processes from nature. For example, the Spotted hyena optimizer [21] , Cuckoo Search Optimization algorithm [22] , Grasshopper optimization algorithm [23] , butterfly-inspired algorithm [24] and whale optimization algorithm [25] , Artificial Flora (AF) [26] and Salp Swarm Algorithm [27] . However, Some SI is trapped inside the local optimum due to the randomized nature and the improper balance between exploration and exploitation. Several mathematical approaches are used to enhance the performance of SI algorithms such as chaos theory [28] .
In this context, an interesting SI algorithm was proposed in 2016. This is Elephant Herding Optimization (EHO) for solving global optimization tasks, which is inspired by the herding behavior of elephant groups [29] . Elephants belonging to different clans live together under the leadership of a matriarch, and the male elephants will leave their family group when growing up. These two behaviors can be modeled into two following operators: clan updating operator and separating operator. The elephants are updated using their current position and matriarch through clan updating operator, and the separating operator is then implemented. Here is important to mention that since the EHO was introduced, there are only a small number of applications, and researchers still looking for problems in which the features of EHO can be useful. The applications of EHO algorithm show its excellent performance in solving optimization problems [30] - [33] .
Generally speaking, EHO was trapped inside the local optimum due to the randomized nature and the improper balance between exploration and exploitation hence this issue is regarded as a major weakness of EHO. Therefore, the exploitation ability of the EHO is poor, and the convergence speed is lower. EHO easily gets trapped in local optima in some cases. In [29] , the performance evaluation of the EHO is verified against three common algorithms such as; Biogeography-based optimization (BBO) [34] , Differential evolution (DE) [35] and Genetic algorithms (GA) [36] on fifteen test problems and the author has proved that the EHO can find much better solutions on most benchmark problems than the three other algorithms.
Based on the aforementioned, to improve the exploitation ability and convergence speed for EHO, we proposed a three version unbiased algorithm called Enhanced Elephant Herding Optimization (EEHO) based on fixing the unjustified convergence of EHO towards the origin and maintaining an efficient balance between exploitation and exploration phases. Three version of EEHO are considered to improve the performance of EHO depending on the γ value termed EEHO15 with γ = 0, 015, EEHO20 with γ = 0, 020 and the last version is EEHO25 with γ = 0.025. The quantitative and qualitative results revealed that the proposed algorithm outperforms the original EHO, hence EEHO outperforms the three compared algorithms in [29] . To further show the effectiveness of the proposed EEHO algorithms against the original EHO, PSO, BSA and ALO. In addition, we have solved more challenging test functions and compared the results with the most popular algorithms in the literature. The test functions are 29 taken from the CEC'17. These test functions are the most challenging test functions in the literature and can be found in [37] .
The main works of this paper are shown in fourfold: (1) Fixing the unjustified convergence of EHO towards the origin. (2) EEHO maintain an efficient balance between exploitation and exploration phases and allow more control. (3) The proposed EEHO has been evaluated against four common SI algorithms such as the original EEH, PSO, BSA and ALO. (4) We perform a series of experiments to investigate the impact of different parameters and searching schemes on the performance of the algorithm using CEC'17 test suite. The result of these experiments may serve as important inputs VOLUME 7, 2019 for further research. Therefore, the contribution of this paper is summarized as follow in twofold:
1) We propose a new three version of EHO depending on the γ value termed EEHO15 with γ = 0.015, EEHO20 with γ = 0.020 and the last version is EEHO25 with γ = 0.025 in order to tackle the local optimum problem. The proposed three variants demonstrate outstanding performance in the global optimization benchmark tests. 2) We perform a series of experiments to investigate the impact of different parameters (α, β, and γ ) on the performance of the proposed algorithms over CEC'17 which are regarded as more challenging test functions in the literature. The rest of this paper is organized as follows. Section 2 introduces the basic EHO algorithm briefly. Section 3 analyses the novel enhanced elephant herding optimization (EEHO), together with the convergence analysis. Experimental setup of optimization on CEC'17 benchmark functions, results and discussions are also given by using of figures and tables in Section 4. Finally, conclusions of the whole paper and future work are detailed in section 5.
II. BASIC ELEPHANT HERDING OPTIMIZATION
Elephant herding optimization (EHO) is a novel metaheuristic nature-inspired optimization algorithm introduced by Wang et al. [29] and is illustrated into the following:
1) CLAN OPERATOR
All the elephants live together under the leadership of a matriarch in each clan. Therefore, for each elephant in clan ci, its next position is influenced by matriarch ci. For the elephant j in clan ci, it can be updated as in the following Equation 1:
where x new,ci,j and x ci,j are newly updated and old position for elephant j in clan ci, respectively. α ∈ [0, 1] is a scale factor that determines the influence of matriarch ci on x ci,j . x best,ci represents matriarch ci, which is the fittest elephant individual in clan ci and r ∈ [0, 1]. The fittest elephant in each clan can be updated using the following Equation:
where β ∈ [0, 1] is a factor that determines the influence of the x cenetr,ci on x new,ci,j . On the other hand, the term new individual x new,ci,j defined in Equation 2 is generated by the information obtained by all the elephants in clan ci. Also, x cenetr,ci is the center of clan ci, and for the d − th dimension it can be calculated as follows: 
2) SEPARATING OPERATOR
The separating operator at each generation is calculated as follows:
where x max and x min are respectively upper and lower bounds of the elephant individual position. x worst,ci is the worst elephant individual in clan ci. rand ∈ [0, 1] is a kind of stochastic distribution and uniform distribution in the range [0, 1]. For more details about EHO [29] . The original elephant herding optimization (EHO) had success in literature; however, we were able to identify three limitations with it:
1) The exploration affected by unjustified convergence towards the origin due to the update operator. 2) Unbalanced exploration/exploitation trade-off.
3) Due to the separating operator leads to skewed distribution of initial elephants position.
III. ENHANCED ELEPHANT HERDING OPTIMIZATION
In this section, enhanced elephant herding optimization (EEHO) is introduced here to overcome the problems of the fast unjustified convergence towards the origin in the original EHO. The exploration and exploitation in EEHO is achieved by the updating clan operator and the separating operator. In every generation, the individual with the maximum fitness in a clan ci is chosen as the matriarch (m) at time t. 
where α ∈ [0, 1] is a scale factor determining the influence of the clan matriarch on the elephant new position, β ∈ [0, 1] is a scale factor determining the tendency of elephant to move towards the clan center, γ ∈ [0, 1] is a scale factor determining the tendency of elephant to walk randomly, r = (2 × rand − 1)(x max − x min ) is a random vector drawn from a uniform distribution, x min and x max are lower and upper bounds of the of individuals elephants position, c t i is the center of the clan and is calculated according to Equation 7 .
where n i is the number of elephants in clan i. For the matriarch update operator, the original EHO uses m t+1 = βc t , which results in an unjustified convergence towards the origin as demonstrated in Figure 1 .
It is clear that the new position of the matriarch does not depend on its old position, which does not make any sense. Moreover, for small values of β, the matriarch is suddenly (and unjustifiably) moved close to the origin. For large values of β, the matriarch is suddenly moved close to the center of the clan. In order to fix the matriarch update operator, m t+1 = m t+1 + β(c t − m t+1 ) should be used instead. The origin has nothing to do with this new update operator and the matriarch new position is a linear combination of its old position and the clan center with a parameter β as shown in Figures 2,3 and 4. Figure 2 shows that the matriarch position at time t + 1 is always between its position at time t and the clan center. But 3 illustrates that a single parameter (α) controls both the convergence towards the matriarch and random walk, hence there is no way to control exploration-exploitation trade-off. The three control parameters (α, β, and γ ) have been used to control the convergence towards clan center and the random walk independently as shown in Figure 4 .
The new update operator controls the convergence towards the clan center, the convergence towards the matriarch, and the random walk independently using three control parameters (α, β, and γ ) rather than two as in Figure 4 .
B. SEPARATING OPERATOR
The separating operator made by male elephants can be modeled according to Equation 8 .
where x max and x min are the upper and lower bounds of the elephant individual position respectively and x t i,worst is the worst individual elephant in clan ci.
For the separating operator, probability density function (PDF) starts with rand, a typical Pseudo Random Number Generator (PRNG) function (in many programming languages) that generates a uniformly distributed random number in the interval [0, 1] as shown in Figure 5 .
To generate a uniformly distributed random number in the range [x min , x max ), rand has to be scaled and translated (shifted) as depicted in Figure 6 . In order to generate a uniformly distributed random integer number in a given range, floor function should be used and PMF refers to the probability mass function. It is clear that floor ([x min , x max )) = [x min ..x max−1 ]; therefore, a continuous uniform distribution in the range [x min , x max+1 ) should be used in order to generate a discrete uniform distribution in the range [x min ..x max ].
Eventually, the pseudo code of clan updating operator and separating operator methods are defined in Algorithm 1 and 2, respectively. Also, Algorithm 3 shows the pseudo code of EEHO.
Algorithm 1 Clan Updating Operator
for i = 1 to nClans do for j = 1 to n i do Update every elephant in clan i by Equation 6 and 7 end for end for
IV. SIMULATION RESULTS

A. BENCHMARK FUNCTIONS
CEC'17 benchmark problems [37] are the recent collection of 29 functions. Both sets of benchmark problems consist of Table 1 . 'Fi*' is the global optimum value and the search range of variable bounds ∈ [−100, 100]. The functions from F1 to F3 are unimodal optimization problems which have one extreme value point within a given search area. These functions are used to investigate the convergence speed and optimization precision of the algorithms, while the functions from F4 to F10 are multimodal optimization functions which have more than one local extreme value point within a given search area. They are used to evaluate the abilities to jump out of local optimum and seeking the global excellent result. Functions from F11 to F20 are hybrid functions re randomly split into some subsets and then some dissimilar basic functions are used for various subsets. The rest of the benchmark functions (F21 to F29) are composite functions; these functions are a combination of the unimodal and multimodal functions with different shift, rotation, and biasing. The composite functions are similar to other real search spaces and they are used to evaluate the performance of the algorithms to balance between exploitation and exploration.
A comprehensive set of benchmark functions, including 29 different functions has been used to evaluate the performance of the three version of EEHO algorithm. The description of the benchmark functions and their global optimum values are listed in Table 1 . We referred to benchmark functions by its number such as F1, F2, F3, . . ., F29.
B. PARAMETER SETTINGS
The number N of agents in the population is fixed to 80 and the maximum number of generations is 100. For the statistical analysis, 1000 independent runs over each benchmark problem have been performed . For a fair comparison, the proposed algorithm with the basic EHO and three optimization algorithms, namely, particle swarm optimization (PSO), BSA and ALO have been compared. EEHO starts in the search space with randomly initialized elephant solution. In addition, the parameter settings of EEHO are touted in Table 2 .
C. THE COMPARISON BETWEEN EEHO AND OTHER ALGORITHMS
We first conduct a series of simulations on the 10-dimension optimization problems using three version of EEHO15 (γ = 0.015), EEHO20 (γ = 0.020), EEHO25 (γ = 0.025) and other state-of-the-art algorithms. The simulation results are plotted in Figures 8, 9 Tables 3, 4 and 5 6 report the min, max, median and mean of the optimal fitness values achieved, with the best mean result shaded. To assess the stability of the stochastic algorithms and the stability to converge to the same optimal solution, we measure the min, max, median and mean of the fitness values over different runs. Moreover, the obtained results revealed that EEHO algorithms are; 1) more stable, 2) converge to the same optimal solution and 3) achieved significantly better than the compared algorithms on the specified function.
Besides, we also perform a rank sum tests on the null hypothesis that EEHO performs similarly with other algorithms when solving each benchmark function are shown in Table 7 . 
D. INFLUENCE OF DIMENSIONALITY (SCALABILITY TEST)
In order to analyze the effect of the problem dimensionality, the same experiments in the previous section are repeated for D = 10, 30, 50 and 100 using F21. The results for the test functions are illustrated in Figure 11 . Table 8 reports the min, max, median and mean with four dimensions of the optimal fitness values achieved, with the best mean result shaded. According to the Table 8 , EEHO15 can find the lowest mean minimization values and the average rank of EEHO15 is 1.75. From this Figure 11 and Table 8 is possible to conclude that, the EEHO outperforms the compared algorithms.
Besides, we also perform a rank sum tests on four dimension and the test revealed that EEHO superior other VOLUME 7, 2019 algorithms when solving benchmark function F21 as shown in Table 9 .
E. CONVERGENCE TEST
The final result comparison cannot completely describe the searching performance of an algorithm. So, we further conduct a convergence test on the seven compared algorithms on each 10-D benchmark function. We employ the raw simulation data. As each function is tested for 20 runs for each algorithm, we select the convergence data of the run which generates the median final result. The convergence data of the seven compared algorithms are plotted in Figures 12, 13 and 14 . The X-axis is the function evaluations consumed, and the Y-axis is the best-so-far fitness values found. The convergence plots lead to the following observations:
• The convergence speed of EEHO in solving unimodal optimization problems is not as fast as EHO, BSA, and ALO. This is because EEHO performs exploitation and exploration simultaneously during the random walk process.
• The advantage of combining exploitation and exploration in one searching process is revealed in the convergence plot. Take F21 as an example, almost all algorithms (except PSO) are trapped in local optima shortly after the start of searching.
V. CONCLUSION AND FUTURE WORKS
In this paper, an enhanced elephant herding algorithm (EEHO) is presented with a constant function as a benchmark for inspecting the biased convergence to overcome the shortcoming in the original elephant herding algorithm (EHO) such as unjustified convergence towards the origin and the lack of ability to control exploration-exploitation tradeoff. In EEHO, the clan operator has been fixed to eliminate the unjustified convergence towards the origin and hence improve the exploration phase and this will increase population diversity. In experiments, CEC'17 benchmark optimization problem sets are used. Eventually, the general results show that this proposed algorithm provides good results over the traditional EHO, PSO, BSA and ALO in almost of benchmark functions. The following aspects regarding as a major directions for future research. EEHO can be extended to discrete spaces to solve multi-objective optimization problems. In addition, different modifications will be hybrid with EEHO such as using Chaos theory is also a worthwhile direction in the near future. Also, the proposed algorithm may be hybrid with other SI algorithms to increase the efficiency. He has more than 1000 scientific research papers published in prestigious international journals and over 45 books covering such diverse topics as data mining, medical images, intelligent systems, social networks, and smart environment. His other research interests include computational intelligence, medical image analysis, security, animal identification, space sciences and telemetry mining, and multimedia data mining.
