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Abstract. We define the cascade product of permutation groups as an
external product, an explicit construction of substructures of the iter-
ated wreath product that are much smaller than the full wreath prod-
uct. This construction is essential for computational implementations of
algebraic hierarchical decompositions of finite automata. We show how
direct, semidirect, and wreath products and group extensions can all be
expressed as cascade products, and analyse examples of groups that can
be constructed isomorphically by this generic extension giving them a
hierarchically coordinatized form.
1 Introduction
The idea, that connections between component groups in a product can be rep-
resented by functions, implicitly appears in semidirect and wreath products.
In mathematics, there is no apparent reason to pay much attention to the de-
tails of these functions. In computer science, however, we need efficient data
structures to describe the internal structure of these compositions isomorphi-
cally while avoiding representing the full wreath product which grows very fast
in size with iteration. Such dependency functions are implicit in the holonomy
decomposition of transformation semigroups (see e.g. [5]) and sporadically ap-
peared in some disguise in automata theory [11] and in statistics for ordering
experiments [1], but the arrival of computational implementations of hierarchi-
cal semigroup decompositions has made them indispensable. Indeed, the main
purpose of this paper is to give mathematically precise documentation for the
computational implementation of cascade products in SgpDec [7,6], which is
a Gap [8] package for hierarchical decompositions of permutation groups and
transformation semigroups. Here we concentrate only on permutation groups,
since the semigroup case is easier in a sense that we do not need to characterize
inverses.
Notation. We denote the identity of a group G by 1 or use 1G if there is
ambiguity. Let X be a set, called the state set, and a group G acting on this
set by permutations, meaning that x1 = x and (xg)h = xgh for all x ∈ X and
g, h ∈ G. We denote this permutation group by (X,G). We call |X | the degree,
and |G| the order of the permutation group.
Let n be the set {1, . . . , n}. A mod-n counter is (n,Zn), the cyclic group
Zn = 〈+1〉 acting transitively on n. For the counters only, it is useful to relabel
n to {0, 1, . . . , n − 1}. By Sn we denote the symmetric group, the group of all
permutations of n points. We use Dn for the dihedral group, the symmetry group
of the regular n-gon. For more on permutation groups see [4,3].
Motivating Example. We would like to build the mod-4 counter from two
mod-2 counters. The direct product Z2 × Z2 contains no element of order 4,
therefore it cannot be used as a mod-4 counter. Since Aut(Z2) is trivial there is
only one semidirect product, which reverts back to the direct product. If we try
the wreath product, then we get Z2 ≀Z2 ∼= D4, the dihedral group of the square,
which is twice the size of Z4. The embedding obviously works Z4 →֒ D4, thus
the wreath product can be used as a mod-4 counter. But from the engineering
perspective, this construction is not efficient. The dihedral group also has the
flip-symmetry, in addition to the required rotations. Therefore we need a product
that allows us to build (4,Z4) exactly, i.e. as an isomorphic composite structure.
In contrast, wreath groups grow by a factor exponential in the number of states
so far with iteration.
2 Cascade Products of Permutation Groups
Let L = [(X1, G1), . . . , (Xn, Gn)] be an ordered list of permutation groups, the
components. In a cascade product these are connected according to the hierar-
chy defined by the given linear order of the indices 1 < 2 < .. < n. We say
that (Xj , Gj) depends on, is connected to, or influenced by (Xi, Gi) if i < j.
The index encodes the depth of the component. Thus, (X1, G1) is the top level,
the independent component, while (Xn, Gn) is the most dependent bottom level
component1.
Coordinates: States of a Cascade Product. A cascade product of L acts
on X1×· · ·×Xn, thus a point or a state is an n-tuple x = (x1, . . . , xn), xi ∈ Xi.
We call these values the coordinates.
Dependency Functions. The elements of a cascade product are permutations
of X1 × · · · ×Xn, but only those are allowed that respect the hierarchical order
of the components. Mathematically, it suffices to define the set of valid permu-
tations by the property, that the component actions lie within the components.
However, computationally we have to construct the operations explicitly, there-
fore we describe them in terms of functions producing elements of component
groups based on states in other components above.
1 This left-to-right top-down ordering is due to the constraints of software implemen-
tations, as in computer algebra systems lists are usually indexed by starting from
1 and most algorithms dealing with cascade products start from the independent
component.
Definition 1. A dependency function di of level i for a list of components L is
a function
di : X1 × · · · ×Xi−1 → Gi, i ∈ n.
A dependency function of level i takes i − 1 arguments. On the first level we
have the empty product therefore we define (x1, . . . , xi−1) = ∅ for i = 1. If
no confusion arises, on the top level we can simply write d1 ∈ G1 instead of
d1(∅) ∈ G1.
X1
X2
...
Xi−1
Xi
...
G1
G2
...
Gi−1
Gi
...
...
di
The intuitive interpretation of the dependency function is that it is a lookup
table from which one can pick an actual permutation from a component based
on the states of the components above. We also say that a dependency function
encodes the connections into one particular component.
Permutation Cascades.
Definition 2. A permutation cascade for a given list of components L is an
n-tuple (d1, . . . , dn), where di is a dependency function of level i.
Cascades can be visualized as labelled trees: the branches encode the dependency
arguments and the nodes contain the values, the local actions.
Example 1. A cascade c = (d1, d2, d3) can be drawn as the following labelled
tree.
d1(∅)
d2(2)
d3(2, 2)
1 2 3
d3(2, 1)
1 2 3
1 2
d2(1)
d3(1, 2)
1 2 3
d3(1, 1)
1 2 3
1 2
1 2
Coordinatewise Action. The action of a permutation cascade d = (d1, . . . , dn)
on coordinates x = (x1, . . . , xn) for level i is defined by x
d
i := x
di(x1,...,xi−1)
i , thus
the full action is
xd = (x1, . . . , xn)
(d1,...,dn) =
(
x
d1(∅)
1 , x
d2(x1)
2 , . . . , x
dn(x1,...,xn−1)
n
)
.
Example 2 (Cascade action). Evaluating the action of a cascade is relabelling
the branches representing the local states at each node (as opposed to moving
subtrees recursively). Therefore the local actions can be done synchronously.
(12)
(12)
(132)
1 2 3
(13)
1 2 3
1 2
()
(23)
1 2 3
(123)
1 2 3
1 2
1 2
3 1 23 2 1
2 1
1 3 22 3 1
1 2
2 1
Multiplication. Let d = (d1, . . . , dn) and f = (f1, . . . , fn) be two permutation
cascades defined over the same list of components. Multiplication goes along the
combination of functions but we have to keep track of the moving arguments.
We combine on the right. The coordinatewise action of df on x = (x1, . . . , xn) is
(
xdi
)f
=
(
x
di(x1,...,xi−1)
i
)fi(xd1 ,...,xdi−1)
= x
di(x1,...,xi−1)fi(xd1 ,...,xdi−1)
i = x
df
i
and from the exponent we can express the combined dependency function:
(df)i : (x1, . . . , xi−1) 7→ di(x1, . . . , xi−1)fi
(
xd1, . . . , x
d
i−1
)
Associativity follows from the associativity of the group multiplication and
of the group action. If h = (h1, . . . , hn) is another permutation cascade, then
((df)h)i =
(
di(x1, . . . , xi−1)fi
(
xd1, . . . , x
d
i−1
))
hi
(
xdf1 , . . . , x
df
i−1
)
= di(x1, . . . , xi−1)fi
(
xd1, . . . , x
d
i−1
)
hi
(
xdf1 , . . . , x
df
i−1
)
= di(x1, . . . , xi−1)
(
fi
(
xd1 , . . . , x
d
i−1
)
hi
((
xd1
)f
, . . . ,
(
xdi−1
)f))
= (d(fh))i .
Example 3 (Multiplying permutation cascades in tree form).
(13)
(13)(23)(12)
1 2 3
· (132)
(132)(123)(123)
1 2 3
= (12)
(23)(12)(23)
1 2 3
For calculating the highlighted path in the product, first we multiply the top
level permutations: (13) · (132) = (12). Then we take the level 2 permutation
along the path (1) from the first, and the level 2 permutation along path (3)
from the second cascade, since (1) is moved to (3) by the top level permutation
of the first cascade. Thus (12) · (132) = (23).
Then, path (2) is fixed by the first permutation cascade, so in this particular
case we simply just multiply the corresponding local actions. Note that we don’t
need calculate the top level again, only (23) · (123) = (12).
(13)
(13)(23)(12)
1 2 3
· (132)
(132)(123)(123)
1 2 3
= (12)
(23)(12)(23)
1 2 3
Finally, path (3) is sent to (1), so (13) · (123) = (23) finishes the calculation.
(13)
(13)(23)(12)
1 2 3
· (132)
(132)(123)(123)
1 2 3
= (12)
(23)(12)(23)
1 2 3
Identity. The identity of a cascade product is 1 = (e1, e2, . . . , en) where ei
is a constant function with ei : (x1, . . . , xi−1) 7→ 1Gi for all (x1, . . . , xi−1) ∈
X1 × . . .×Xi−1.
Inverses. For finding the left inverse of a permutation cascade d we use
xfdi = x
fi(x1,...,xi−1)di(xf1 ,...,x
f
i−1)
i
so in order to make f = d−1 we should define f by
fi(x1, . . . , xi−1) :=
(
di
(
xf1 , . . . , x
f
i−1
))−1
which first looks like a circular definition but it is actually a recursive one. By
explicitly writing down the dependency functions we get
f1 := d1(∅)
−1
f2(x1) :=
(
d2(x
f1
1 )
)−1
=
(
d2(x
d1(∅)
−1
1 )
)−1
f3(x1, x2) :=
(
d3
(
xf11 , x
f2(x1)
2
))−1
=

d3

xd1(∅)−11 , x
(
d2
(
x
d1(∅)
−1
1
))
−1
2




−1
...
therefore f is a left inverse. Now we show that it is also a right inverse. Multi-
plying d by f on the right
xdfi = x
di(x1,...,xi−1)fi(xd1,...,xdi−1)
i
we only have to evaluate fi
(
xd1, . . . , x
d
i−1
)
. Doing it recursively:
f1 = d1(∅)
−1
f2(x
d
1) =
(
d2
((
x
d1(∅)
1
)d1(∅)−1))−1
=
(
d2
(
x
d1(∅)d1(∅)
−1
1
))−1
= (d2 (x1))
−1
f3(x
d
1, x
d
2) =
(
d3
((
x
d1(∅)
1
)f1
,
(
x
d2(x1)
2
)f2(x1)))−1
=
(
d3
((
x
d1(∅)
1
)d1(∅)−1
,
(
x
d2(x1)
2
)(d2(x1))−1))−1
=
(
d3
(
x
d1(∅)d1(∅)
−1
1 , x
d2(x1)(d2(x1))
−1
2
))−1
= (d3 (x1, x2))
−1
...
The pattern can easily be seen and by induction we can show that it is true
for each level. Supposing that fj
(
xd1, . . . , x
d
j−1
)
=
(
dj(x
f
1 , . . . , x
f
j−1)
)−1
for all j
from 1 to i, we have xdfj = xj . Then
fi+1
(
xd1, . . . , x
d
i
)
=
(
di+1
(
xdf1 , . . . , x
df
i
))−1
= (di+1 (x1, . . . , xi))
−1 .
It follows immediately that f is a right-, hence unique two-sided inverse of d.
We have proved the following
Theorem 1 (Computing Inverses of Permutation Cascades). If d =
(d1, . . . , dn) is a permutation cascade, then its inverse is f = (f1, . . . , fn), where
each
fi(x
d
1, . . . , x
d
i−1) := (di(x1, . . . , xi−1))
−1 .
The Full Cascade Product. Let CL be a set of all permutation cascades
defined on the list of components L = [(X1, G1), . . . , (Xn, Gn)]. Then the full
cascade product defined on L is the permutation group
(X1, G1) ≀ · · · ≀ (Xn, Gn) := (X1 × · · · ×Xn, CL).
The degree of the full cascade product is
∏n
i=1 |Xi| and the order can be calcu-
lated by
|CL| = |G1|
n∏
i=2
|Gi|
∏i−1
j=1 |Xj |.
Let oi be the order and ni be now the degree of (Xi, Gi), then
|(X1, G1) ≀ (X2, G2) ≀ (X3, G3)| = o1 · o
n1
2 · o
n1n2
3 .
Let L1 = [(X1, G1), (X2, G2)] and L2 = [(X2, G2), . . . , (X3, G3)], then
|CL1 | = o1 · o
n1
2
|CL2 | = o2 · o
n2
3
Therefore,
|(X1 ×X2, CL1) ≀ (X3, G3)| = o1o
n1
2 · o
n1n2
3
= o1 · (o2o
n2
3 )
n1
= |(X1, G1) ≀ (X2 ×X3, CL2)|.
Fact 1 The full cascade product is associative.
((X1, G1) ≀ (X2, G2)) ≀ (X3, G3) ∼= (X1, G1) ≀ ((X2, G2) ≀ (X3, G3))
∼= (X1, G1) ≀ (X2, G2) ≀ (X3, G3).
The full cascade product is isomorphic to the iterated permutation wreath prod-
uct (see section 3). Therefore, we use symbols ≀ for the full cascade and ≀ for the
wreath product.
Example 4. (3, S3) ≀ (2,Z2) ∼= Z2 × S4, a group of order 48. However, (S3, S3) ≀
(2,Z2) is a group of size 384. This shows that isomorphic component groups may
yield different cascade products if they act on different sets.
Cascade Products. Let L be a given list of components [(X1, G1), . . . , (Xn, Gn)].
Then a cascade product is a permutation group
(X1 × · · · ×Xn, G)
where G ≤ CL, i.e. a subgroup of the full cascade product. The most usual
scenario is that we have a generating set W of permutation cascades, G = 〈W 〉.
In this case we can use the notation:
(X1, G1) ≀W · · · ≀W (Xn, Gn) := (X1 × · · · ×Xn, 〈W 〉).
The meaning of the ≀W symbol is that the connections are restricted to what is
generated by W .
Example 5. We can construct (4,Z4) exactly by using two copies of (2,Z2). The
generator set contains only one permutation cascadeW = {(+1, c)}, where +1 is
the generator of Z2 and c is a dependency function with mappings 0 7→ 1Z2 ,1 7→
+1. The second dependency implements the carry: (2,Z2) ≀W (2,Z2) ∼= (4,Z4).
Therefore, with less dependencies than what the wreath product requires, the
mod-4 counter can be realized by an isomorphic cascade structure (Fig. 1).
Example 6. The lamplighter group can easily be described as a cascade product:
(Z,Z) ≀T
(
F(Z),
⊕
i∈Z
Z2
)
F(Z) is the set of all finite subsets of Z. A cascaded state is a 2-tuple (k, S). The
top level coordinate is the position of the lamplighter, k ∈ Z. The second level
0c(0)
1 top
c(1)
0 1 bottom
+1
1Z2
+1
1Z2
1Z2 1Z2
+1
+1
Fig. 1. Two mod-2 counters coupled together to build a mod-4 counter.
coordinate is the finite set of lit lamps, S ∈ F(Z). The generator set consists of
two permutation cascades T = {(+0, ℓ2), (+1, t2)}. Lighting the lamps happens
on the second level. Which lamp to switch is determined by the position of the
lamplighter ℓ = (+0, ℓ2), ℓ2 : k 7→ +1 of the kth position,
Sℓ2(k) =
{
S \ {k}, if k ∈ S
S ∪ {k}, if k /∈ S
and t = (+1, t2), where t2 is the constant function giving the identity of the
second level group component.
3 Group Products as Cascade Products
We show how the usual kinds of products of groups can be described in terms
of cascade products.
Direct Product. Using permutation cascades with constant dependency func-
tions we can realize cascade products with no connections at all between the
components. Therefore the direct product is a cascade product.
Let L = [(X1, G1), . . . , (Xn, Gn)]. A constant dependency function is defined
by dgi : (x1, . . . , xi−1) 7→ gi for all (x1, . . . , xi−1) ∈ X1 × · · · × Xn. For each
generator gi in Gi we define the permutation cascade(
d1G1 , d1G2 , . . . , d1Gi−1 , dgi , d1Gi+1 , . . . , d1Gn
)
.
Semidirect Product. First we define the semidirect product then show how it
can be transformed into a cascade product.
x1
(X1, G1)
x2
(X2, G2)
x3
(X3, G3)
(X, G)
g1 g2 g3
x
g1
1
(X1, G1)
x
g2
2
(X2, G2)
x
g3
3
(X3, G3)
(X, G)
Fig. 2. Direct product (parallel composition) of permutation groups. (X,G) =
(X1, G1) × (X2, G2) × (X3, G3) = (X1 × X2 × X3, G1 × G2 × G3). The coordina-
tized state (x1, x2, x3) is transformed to (x
g1
1
, x
g2
2
, x
g3
3
) under the tuple of permutations
(g1, g2, g3), xi ∈ Xi, gi ∈ Gi.
[h!]
g1 = d1 d2 d3
g2 = d2(x1)
g3 = d3(x1, x2)
x1
(X1, G1)
x2
(X2, G2)
x3
(X3, G3)
(X, G)
x
g1
1
(X1, G1)
x
g2
2
(X2, G2)
x
g3
3
(X3, G3)
(X, G)
Fig. 3. Action in a cascade product of components [(X1, G1), (X2, G2), (X3, G3)]. The
cascaded state (x1, x2, x3) is transformed to (x
g1
1
, x
g2
2
, x
g3
3
) by the permutation cascade
(d1, d2, d3). The component actions gi are calculated by evaluating the dependency
functions of (d1, d2, d3) on the states of the components above. The evaluations are
highlighted and they happen at the same time. The dependencies, where the state
information travels, are denoted by dotted lines.
Definition 3 (External Semidirect Product). Given any groups H and N
and a homomorphism θ : H → Aut(N), denote the automorphism θ(h) by θh.
Let G be the set of ordered pairs {(h, n) | h ∈ H,n ∈ N}. Then G is a group
with the multiplication (h1, n1)(h2, n2) = (h1h2, n1θh1(n2)), denoted by H ⋉θN .
The semidirect product is defined for abstract groups, so we have to take the
regular representations of the components. The state set simply becomes the set
of group elements. Therefore, the underlying list of components is [(H,H), (N,N)].
Then we can rewrite the multiplication in the semidirect product into coordi-
natewise action:
(h1, n1)
(h2,n2) =
(
hh21 , n
θh1(n2)
1
)
where θh1(n2) ∈ N and it can be considered as a function H × N → N . For
fixed n2, we can make this into a function f2 : H → N , which is exactly the bot-
tom level dependency function corresponding to (h2, n2). Thus, the permutation
cascade (f1, f2) with constant function f1 = h2 yields (h2, n2) ∈ H ⋉θ N .
Wreath Product. The full cascade product is isomorphic to the iterated per-
mutation wreath product. There are two distinct ways to define the wreath
product. One way hides, while the other one clearly shows, that we have indeed
all dependencies present.
Definition 4 (Permutation Wreath Product). Given a permutation group
(X,H) and a group G, the permutation wreath product is the semidirect product
H ⋉θ G
n, where n = |X | and θ : H → Aut(Gn) is a homomorphism mapping h
to θh. An automorphism θh of G
n is the permutation of the direct factors
θh(g1, g2, . . . , gn) = (g(1h), g(2h), . . . , g(nh))
shuffling the positions according to the action of h on X. Therefore it is an
action by conjugation on Gn by H.
Theorem 2. The permutation wreath product of a permutation group (X,H)
and a group G is isomorphic to the group acting in the full cascade product
(X,H) ≀ (Y,G).
Proof: Consider functions from set X to group G, |X | = n. Now Gn is the same
as all functions from X to G under pointwise multiplication: For f, g : X → G,
(f ∗ g)(x) := f(x)g(x) for any x ∈ X , which obviously corresponds exactly to
(f(x1), . . . , f(xn))(g(x1), . . . , g(xn)) = (f(x1)g(x1), . . . , f(xn)g(xn)) in G
n.
So,
(GX , ∗) ∼= G×G× · · · ×G︸ ︷︷ ︸
|X| copies of G
.
That is, we can view f : X → G as an n-tuple (f(x1), · · · , f(xn)) in G
n,
The permutation cascades of the full cascade product are given by (h, f)
where h ∈ H and f : X → G. We have (h, f)(h′, f ′) = (hh′, fθh(f
′)) mapping
(x, y) to
(
xhh
′
, yf(x)f
′(xh)
)
, for all (x, y) ∈ X × Y . It follows that H ⋉θ G
n
is the group acting in the full cascade product (X,H) ≀ (G,G), or in fact in
(X,H) ≀ (Y,G) for any permutation group (Y,G). Here (G,G) denotes G acting
on itself by right multiplication. 
Example 7. What are the cascade products that can be built from [(2,Z2), (2,Z2)]?
Now the answer is very simple, the subgroups of (2,Z2) ≀ (2,Z2) ∼= (4, D4).
Example 8. The quaternion group Q is not a semidirect product, but it embeds
into the full cascade product (2,Z2) ≀ (2,Z2) ≀ (2,Z2), a group with 128 ele-
ments. Therefore, it can be described as a cascade product over the components
[(2,Z2), (2,Z2), (2,Z2)].
In this case, the dependency functions can take only two values, thus to
define cascade permutations it is enough to give only those arguments that give
+1 (the generator of Z2). A cascade permutation realizing i is defined by the
dependency functions (d1, d2, d3) where
d2(0) = d2(1) = d3(0, 0) = d3(1, 1) = +1
and all other arguments map to the identity. Similarly, a cascade realizing j is
defined by (d′1, d
′
2, d
′
3) where
d′1(∅) = d
′
3(0, 0) = d
′
3(0, 1) = +1.
One can check that these two order 4 elements generate the 8-element quaternion
group Q. Therefore by W = {(d1, d2, d3), (d
′
1, d
′
2, d
′
3)} we have
(Q,Q) ∼= (2,Z2) ≀W (2,Z2) ≀W (2,Z2).
Note that conjugating W by any element of the full cascade product yields
another cascade product isomorphic to (Q,Q).
Now the usual wreath product embedding results for group extensions be-
come isomorphisms with a cascade product:
Theorem 3. If N is a normal subgroup of G, then (G,G) isomorphic to a
cascade product of (G/N,G/N) and (N,N).
Proof: As a set G is in bijection with G/N × N by Lagrange’s Theorem: g ↔
(Ng, gg−1) where the g are fixed representatives of the cosets Ng. That is,
(Ng, n) corresponds to ng. Mapping h ∈ G to d = (d1, d2) with d1 = Nh and
d2(Ng) = ghgh
−1
∈ N gives (Ng, n)d = (NgNh, nghgh
−1
) = (Ngh, nghgh
−1
)
corresponding to nghgh
−1
gh = ngh. This yields an isomorphism. 
4 Generalizations and Connections
Cascade product can be defined for any other action, most notably for trans-
formation semigroups in algebraic automata theory. Cascade actions can be de-
scribed as actions on trees, similarly to techniques in infinite group theory [2,10].
The linear order can be generalized to a partial order [1,9]. If the connection
network is not unidirectional, then we have a more general theory of automata
networks [5]. Roughly speaking, if feedback connections are allowed it becomes
easy to build any structure. For instance group components can be constructed
from aperiodic building blocks. Cascade product as an operator on collections
of groups and semigroup is a combination of the wreath products and taking
substructures. See [12] for a comprehensive view of other operators.
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