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The connections between environmental change and human activities are complex. Scientists have been
working on understanding the interactions between hydrological processes, land use/cover change (LUCC)
and climate change in both qualitative and quantitative ways for several decades. Although previous studies
show that interactions between these three aspects are typically multidimensional and occur in multiple
spatial and temporal scales, a systematic investigation of their historical and future relationships is still
lacking at a local scale, especially when considering the non-stationarity of LUCC. This doctoral
dissertation applies quantitative research methods, such as hydrological and LUCC modeling methods, to
cover two general study directions: (1) how human activities (e.g., LUCC), climate change and hydrological
processes interact with each other, and (2) how to analyze these interactions when taking local spatial
variance into consideration. To follow these directions, this research includes three main sections: First, by
integrating a new elasticity of runoff method and a water balance model, I separate and quantify the impacts
of climate change and LUCC on increasing surface runoff change in the lower Connecticut River Basin.
Inverse variation trends of LUCC on opposite sides of the river is found in this section, giving us motivation
to hypothesize that human activity could influence our landscape to varying degrees in different locations.
Second, I identify spatially non-stationary relationships between driving factors and land use/cover
categories at a local scale by applying geographically weighted logistic regression model. Sensitivity of
simulated LUCC to spatial non-stationarity is then examined. Third, based on the previous conclusions, I
simulate the streamflow change in a small basin under future LUCC and various climate change scenarios,
and ultimately quantify the relationship of change rate between streamflow and climate variables in the
future.
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Background
Understanding of environment and natural resources is essential to understanding how humans are able to
have interactions with this world. Social and natural scientists have been working on environmental
degradation and fragility of coupled natural-social systems for several decades, finding that the primary
cause of environmental degradation is human activity. The impacts of various human activities on the
environment have reached different aspects of the planetary ecosystem; however, the most closely related
areas are air, water and soil pollution through agriculture, urbanization and so on (Lambin et al. 2001).
Water resources, especially changes of quantity and quality due to human-induced factors, are greatly
impacting natural and human systems. National (e.g., Water Availability and Use Science Program) and
regional programs (e.g., Connecticut River Conservancy) are increasingly adopting basin-oriented water
resources assessment and highly detailed analysis of the process.
As one of direct expressions of the interaction between human activities and the natural environment,
land use/cover change (LUCC) is the interaction linking human activities and natural ecological processes
(Liu et al. 2014). Particularly in recent decades, frequent human activities, for example, deforestation,
afforestation and urban expansion, have resulted in significant land use/cover pattern changes. LUCC
affects water resources mainly through vegetation interception, evapotranspiration, surface infiltration, soil
moisture status, and so forth, thereby affecting the hydrological process (Chen and Li 2004). Therefore,
understanding the complex interaction between LUCC and water resources is becoming a pressing issue
for researchers. At this point, having a quantitative assessment of how LUCC contributes to the change of
water resources turns into the first step of the comprehensive understanding. However, besides the impacts
from LUCC, the alteration in hydrological cycle process and changes of quantity and quality of water in
rivers are also associated with climatic variables (Labat et al. 2004, Xu 2000). The Fifth Assessment of the
Intergovernmental Panel on Climate Change (IPCC 2014) reports that increase of global average
temperature will range from 2.3 to 6.2℃ in this century if greenhouse gas emissions remain unchecked.
This will lead to different modification of evapotranspiration and precipitation patterns, influencing water
1

resources planning and management together with LUCC. Thus, separating and quantifying the impacts of
climate change and LUCC on runoff within a river basin becomes not only important but also inevitable in
our future analysis of LUCC-runoff interactions.
Physically based hydrological models (e.g., SWAT and VIC) have been widely used to measure the
effect of natural and human factors on the water cycle (Fohrer, Haverkamp, and Frede 2005, Wei and Zhang
2010). However, due to the time-consuming calibration and validation process, requirement of large data
sets (e.g., DEM, landscape and meteorological data) and uncertainties in estimating parameters, more and
more researchers use some simple water balance models as an alternative to separate and quantify the
impacts of LUCC and climate change on water resource. Schaake (1990) first proposed a climate elasticity
method based on the Budyko hypothesis (Budyko 1971) to estimate the sensitivity and contributions of
climate variables to runoff, and attributed the remaining effect to human activities. Then Choudhury (1999)
proposed an empirical equation based on earlier work by Pike (1964) with the hypothesis that adjustable
parameters in the equation would vary with changing spatial scales. After that, Yang et al. (2008) introduced
a new parameter 𝑛 to represent the landscape characteristics of a basin by deriving the water-balance
equation based on Choudhury’s theory. This breakthrough finally made quantitative assessment of impacts
of LUCC on runoff more feasible and relatively accurate. For example, Roderick and Farquhar (2011) and
Xu et al. (2014) employed the equation to predict the long-term evapotranspiration and runoff in southeast
Australia and detect the dominant cause of runoff decline in Haihe basin, respectively. Although scientists
have attempted to separate and quantify the impacts of climate change and human activities on decreasing
runoff, few studies have focused on quantitative assessment of the influence of specific climate variables
and anthropogenic factors on runoff change at local scales, particularly where runoff exhibits a significant
increasing trend. Moreover, previous studies tend to highlight the dominant cause of runoff variation rather
than detecting the discrepancies in the contributions of LUCC among subbasins at a local scale.
Therefore, greater understanding of how LUCC contributes to runoff change is necessary for analyzing
the interactions between human activities and hydrological processes. Fortunately, landscape elasticity of
2

runoff (sensitivity of runoff to LUCC) bridges the gap between human-induced driving factors and runoff
change. Relationships between LUCC and driving factors can be modeled and analyzed by global models.
For example, ordinary least squares (OLS) takes all spatial data in the study area into account, and produces
a unique number to measure the relationships. However, previous studies call upon future research to focus
on how human activities in geographical space determine human-environment interactions. Thus, local
models should be considered because they are helpful in measuring spatial heterogeneity (i.e., the variations
in the relationships over space). Socio-economic driving factors may present some magnitude of spatial
autocorrelation at a local scale according to Tobler’s First Law: everything is related to everything else, but
near things are more related than distant things (Tobler 1970). Furthermore, the causality may lead LUCC
to have spatial correlation as well. Geographically Weighted Regression (GWR) models have the potential
to improve reliability of the identified relationships by reducing spatial autocorrelations and by accounting
for local variations and spatial non-stationarity between dependent and independent variables
(Fotheringham, Brunsdon, and Charlton 2003b). Research conducted on comparisons between traditional
regression techniques and GWR models showed that the latter are able to improve model performance in
terms of higher 𝑅 2 and lower corrected Akaike information criterion ( AIC𝐶𝐶 ) (Brown et al. 2012,
Maimaitijiang et al. 2015). Although GWR models have been employed in investigating the spatial
variations in relationships between LUCC and driving factors, few studies used this method to evaluate the
probability of specific land use patterns in the future. Therefore, prediction of LUCC considering spatial
heterogeneity is both meaningful and desirable for comprehensive understanding how human activities will
change runoff in the near future, especially in meso and micro-scale basins.
A more accurate prediction of LUCC is capable of leading to a more convincing simulated result of
hydrological process when it is an input of a physically based distributed hydrological model. Nevertheless,
as aforementioned, long-term spatial and temporal variation in water balance components, such as surface
runoff, evapotranspiration and groundwater, can be impacted by various factors within a basin, including
LUCC and climate change (Deng et al. 2015, Fang et al. 2013). Therefore, both time-consistent LUCC and
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various climate change scenarios are necessary to be considered when future hydrological processes are
simulated. Evidence that runoff of small basins is more sensitive to the spatial distribution of precipitation
has been demonstrated previously (Biemans et al. 2009), thus little difference in climate variables (e.g.,
precipitation) between adjacent subbasins of a small basin may result in quite different runoff. However,
few studies have attempted to use these small differences to investigate the correlation between
hydrological characteristics, precipitation and temperature. Therefore, it is necessary to reexamine the
correlation between these factors within a small basin when taking the difference into consideration,
especially under future scenarios.
Statistical downscaling develops the statistical relationships between local climate variables and
large-scale predictors and hence simulates local characteristics from coarse projections, such as those
obtained from a General Circulation Model (GCM). Previous studies assessed the impacts of climate change
under the fifth phase of the Coupled Model Intercomparison Project (CMIP5) representative concentration
pathways (RCPs) scenarios on streamflow by using statistical downscaling methods. Hydrological
responses are predicted under future climate change scenarios; however, the landscape characteristics used
in hydrological models held constant. For example, “Moreover, the soil and land cover used in SWAT
model in this study were assumed constant in the future. It was vital to streamflow response to precipitation.
These problems are most likely to produce uncertainties to the future hydrology”, Ouyang et al. (2015)
concluded in uncertainties analysis. In the research of this dissertation, I am focusing on the comparisons
of different streamflow change under both historical and CMIP5 RCP scenarios by using the corresponding
future LUCC in a typical small basin within the Connecticut River Basin. Two scenarios, RCP 4.5 (low to
moderate future emissions) and RCP 8.5 (very high future emissions), will be selected with CMIP5 models.
Based on these research gaps, a promising study can be separated into two sections. The first section mainly
contributes to the understanding of how streamflow will change under different RCP scenarios of different
GCMs by using the corresponding optimal future LUCC pattern. In addition, after obtaining the simulated
future streamflow data, this section also investigates the similarities and differences of streamflow change
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for all subbasins within a small basin. Previous studies have tried to investigate the relationship between
hydrological variations and climate change using historical records, while scientists believe that some
climate variables will continue to influence the magnitude and fluctuation of hydrological characteristics in
the next several decades. Thus, the second section aims to quantitatively investigate the dynamic influence
of certain climate variables, such as precipitation and potential evapotranspiration (PET), on streamflow
under plausible future scenarios. Following the results of the first section, the second section is able to fill
in a research gap that details of the connections between streamflow and climate variables among adjacent
subbasins within a small basin remain lacking.
For a better understanding of different geographical scales applied in this dissertation, several key
terms related to the selected study areas are necessary to be clarified beforehand. Regional scale refers to
areas of size similar to the lower Connecticut River Basin (i.e. ~10,000-20,000 km2). Local scale (or small
basin scale) refers to areas of size similar to the Ashuelot River Basin, a subbasin of the Connecticut River
Basin (i.e. ~1000-2000 km2). For the definition of time used in this study, I use the term “historical” to refer
to the 20th century.

5

Overall Research Plans & Questions
The dissertation consists of three main chapters that will investigate the relationships between LUCC,
climate change and hydrological responses at local scale in the Connecticut River Basin when taking spatial
variance into consideration.
1. The first chapter will separate and quantify the impacts of climate change and LUCC on runoff
change and detect differences in the contribution of LUCC among subbasins. This chapter will address the
following research questions:
(1) What is the relative contribution of climate change and LUCC to increasing runoff during a certain
period? (2) Are there any differences in the contribution of LUCC among subbasins?
2. The second chapter will focus on verifying spatial autocorrelation of the variance in different land
use/cover category during a certain period. Based on a selected local model and ordinary logistic regression
model, the research proposes that it is potential for us to have relatively accurate evaluation of the
contribution of each influencing factor to LUCC and suitability map of each land use/cover category over
space when taking spatial non-stationarity into consideration. This chapter will address the following
research questions:
(1) How can we identify spatially non-stationary relationships between influencing factors and
multiple land use/cover categories in a study area? (2) Can we get more accurate simulation of LUCC by
taking spatial heterogeneity into account at a local scale?
3. Following an optimal method of simulating LUCC concluded in previous chapter, the third chapter
will mainly focus on simulating how streamflow will change in a small basin under future LUCC and
climate change scenarios. After obtaining future simulated streamflow data for each subbasin within the
small basin, the change rate of streamflow can be calculated between selected historical and future time
periods. This chapter also aims to quantitatively evaluate the relationship of change rate between
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streamflow and climate variables (e.g., precipitation and PET) in the future. Overall, this chapter will
address the following research questions:
(1) How will streamflow change under different RCP scenarios of different GCMs by applying the
corresponding optimal future LUCC scenario? (2) What are the similarities and differences of streamflow
change for all subbasins within a small basin? (3) What is the correlation of change rate between streamflow
and climate variables among subbasins within a small basin?
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Chapter 1
Quantifying the impacts of climate change and land use/cover change on runoff in the
lower Connecticut River Basin
A version of: Wang, H. and Stephenson, S.R. (2018). Quantifying the impacts of climate change and land
use/cover change on runoff in the lower Connecticut River Basin. Hydrological Processes, 32(9), 13011312
Abstract
Climate change and land use and cover change (LUCC) have had great impacts on watershed hydrological
processes. Although previous studies have focused on quantitative assessment of the impacts of climate
change and human activities on decreasing runoff change, few studies have examined regions that have
significant increasing runoff due to both climate variability and land cover change. This study shows that
annual runoff had a significant increasing trend from 1956 to 2014 in the U.S. lower Connecticut River
Basin. Abrupt change point years of annual runoff for four subbasins are detected by nonparametric MannKendall-Sneyers test and reconfirmed by the double mass curve. The research then divides the study period
into 2 subperiods at the abrupt change point year in the early 1970s for each subbasin. The ChoudhuryYang equation based on Budyko hypothesis was used to calculate precipitation and potential
evapotranspiration, and landscape elasticities of runoff. The results show that the difference in mean annual
runoff between 2 subperiods for each subbasin ranged from 102 to 165.6 mm. Climate variations were the
primary drivers of increasing runoff in this region. Quantitative contributions of precipitation and potential
evapotranspiration in all subbasins are 106.5% and -3.6% on average, respectively. However, LUCC
contributed both positively and negatively to runoff: -18.6%, -13.3%, and 10.1% and 9.9% for 4 subbasins.
This may be attributed to historical LUCC occurring after the abrupt change point in each subbasin. Our
results provide critical insight on the hydrological dynamics of north-east tidal river systems to communities
and policymakers engaged in water resources management in this region.
8

1.1 Introduction
The hydrological cycle of a river basin is a complex process influenced by climate, physical characteristics
of the basin, and human activities (Chen, Chen, and Li 2013). The Fifth Assessment of the
Intergovernmental Panel on Climate Change

(IPCC 2014) reports that increase of global average

temperature will range from 2.3 to 6.2 ℃ in this century if the greenhouse gases emissions remain
unchecked. These temperature changes are expected to lead to widespread alteration of precipitation
patterns. Global warming has been shown to lead to greater PET in arid regions, which may indirectly affect
the hydrological cycle as well (Budyko 1963, Huo et al. 2008). Human activity is also a primary driver of
runoff change (Lin et al. 2007, Piao et al. 2007, Wang et al. 2013, Xing et al. 2018). Population increase
and industrialization impact the quantity and quality of water resources in a variety of ways, such as direct
consumption, land use and land cover change, soil and water conservation projects, dam construction and
surface infiltration alteration induced by urban expansion (Li et al. 2007, Wei and Zhang 2010).
Previous studies have investigated the relative contributions of climate variability and human activities
to runoff change in different regions of the world. For example, Jiang et al. (2011) concluded that human
activities were the main cause of decreased runoff during two drier periods while climate change led to
increased runoff during wetter periods in the Laohahe basin in northern China; Patterson, Lutz, and Doyle
(2013) found that human factors varied among basins, either amplifying or minimizing the effect of climate
on streamflow in the South Atlantic between 1970 and 2005; Huang, Zhang, and Gallichand (2003) found
that afforestation caused a 32% reduction in runoff in two small watersheds (≤1.15 𝑘𝑚2 ) in the Loess
Plateau from 1956 to 1980; Claessens et al. (2006) found that climate played a larger role than suburban
land use changes in changing evapotranspiration rates in Massachusetts; Ma et al. (2010) used a distributed
hydrological model to show that climate and human impacts on runoff accounted for 51% and 55% of the
decline in runoff in the Chaobai River in northern China, respectively. Physical hydrological modeling and
statistical analysis are the two main methods used in most of these studies. However, a hydrological
9

modeling approach is more complex and often requires high-resolution data, which demands more work
load in data preparation and hence creates high uncertainty. Statistical methods require long-term historical
data, but their reliance on statistical relationships rather than underlying physical processes can lead to
uncertainties in the causes of the observed phenomena (Xu et al. 2014). Although many studies have
attempted to separate and quantify the impacts of climate change and human activities on decreasing runoff,
few studies have focused on quantitative assessment of the influence of specific climate variables and
anthropogenic factors (e.g. land use/cover change) on runoff change at local scales, particularly where
runoff exhibits a significant increasing trend.
The Connecticut River Basin is located in the northeastern United States, a region that has experienced
the strongest increase of extreme precipitation in the US in last 50 years (Parr and Wang 2014). Griffiths
and Bradley (2007) used the significant positive trends in extreme precipitation indices and showed that the
northeastern US moved toward wetter conditions from1926 to 2000. The Northeast Climate Impacts
Assessment (NCIA 2006) concluded that the Northeast has been warming at a rate of nearly 0.3°C per
decade since 1970, with faster warming in winter (0.7°C per decade since 1970). On a global scale,
precipitation is balanced by evapotranspiration and the moisture holding capacity of the atmosphere
increases with temperature. Therefore, frequency of both precipitation extremes and consecutive dry days
are expected to increase as the time to replenish moisture in the atmosphere through evaporation increases
(Parr and Wang 2014). Accordingly, hydrological processes, especially surface runoff and
evapotranspiration are expected to change in the northeast US. Collins (2009) examined 28 New England
hydrological gauges in watersheds with minimal human influence and found that 25 of 28 long-term annual
flood series records show upward trends from 1932 to 2006. However, other researchers have questioned
this positive correlation between temperature and surface runoff. For example, research by Dai et al. (2009)
on the 200 largest rivers of the world revealed statistically significant trends in one third of these rivers
between 1948 and 2004, with 45 downward and 19 upward. Marshall and Randhir (2008a) simulated
average annual surface runoff from 1960-2000 in the Connecticut River Basin, and found that average
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annual surface runoff decreased by an average of 12% and 22% under IPCC low and high warming
scenarios, respectively. These studies highlight the significant uncertainties regarding the long-term
relationship between climate variability and surface runoff in the Connecticut River Basin, especially in
certain segments of the basin on a regional scale.
Besides the impact of climate variability, landscape change has also played an important role in surface
runoff change in the basin. The Connecticut River Basin encompasses nearly 400 towns and cities and the
population of Connecticut and Massachusetts is expected to rise by 1.7% and 10.4% by 2040, respectively
(Connecticut State Data Center 2017). The Trust for Public Land (TPL) of Connecticut River program
reported that this increase will occupy a disproportionately large area of land compared to past population
increases, due to the increasing demands of ample room for economic development and housing. Moreover,
natural resources are threatened by the consumption of farms and forests for new residential housing in this
region as well. For instance, Thorn et al. (2017b) find that rapid expansion in developed land area and
corresponding decreasing farmland and forest have occurred since the last three decades of the 20th century
due to population increase in New Hampshire, especially in the southeastern and south-central part of the
state. Although some regions are experiencing modest population growth, low-density residential and
commercial development still has been trending upward in recent decades, which leads to a large land
transformation and increased water consumption (Clay et al. 2006). Forest land area is projected to decline
by 3.2%-5.8% and 8.4%-11.5% in Vermont and New Hampshire from 2010 to 2060, respectively (Morin
et al. 2015). Decreasing vegetation cover caused by population growth and urbanization can have a large
influence on runoff as hydrological processes are altered by evapotranspiration, interception and infiltration
(Archer et al. 2016). During the 20th century, annual nitrate concentrations increased by an order of
magnitude in the Merrimack and Connecticut Rivers in New England because of landscape and societal
changes (Robinson, Campbell, and Jaworski 2003). These studies show that recent development and land
use patterns have potential to reduce both quality and quantity of water resources in New England in the
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future, and highlight the importance of understanding the contribution of LUCC to runoff change for water
management in the basin.
This study aims to separate and quantify the impacts of climate change and LUCC on surface runoff
change in the lower Connecticut River Basin from 1956 to 2014. Our research questions are as follows: 1)
How has runoff changed from 1956-2014 in the lower Connecticut River Basin? 2) What is the relative
contribution of climate change and LUCC to the change in runoff? 3) How sensitive are water resources in
the lower Connecticut River Basin to LUCC? Trend in annual runoff and abrupt change points are detected
by a non-parametric Mann-Kendall test (Kendall 1948) and Mann-Kendall-Sneyers test (Gerstengarbe and
Werner 1999, Sneyers 1975), respectively. Elasticities of runoff are estimated from Choudhury-Yang
(Choudhury 1999, Yang et al. 2008) equation based on various climate and land use/cover conditions during
the period. Finally, the contributions of precipitation, PET and LUCC to runoff change are quantitatively
assessed using a long-term water balance equation based on the Budyko hypothesis.

1.2 Study area and data
The Connecticut River is the longest tidal river in the northeastern United States. It starts from Fourth
Connecticut Lake in New Hampshire near the Canadian border, and flows south 660 kilometers (410 miles)
before discharging at Long Island Sound. With a large variety of landscapes and a high proportion of private
lands, the Connecticut River Basin is of major importance to the region, providing homes, jobs and
recreational opportunities to over 2 million inhabitants (Dreyer and Caplis 2001). However, spatial
heterogeneity of climatic variables leads to different degrees of climatic influence on natural resources in
the basin. Marshall and Randhir (2008a) pointed out that the increase in annual precipitation for individual
state in New England ranged from 12% to 29.5% from 1895 to 1999, while annual precipitation averaged
over New England increased by 3.7%. This variety directly affects hydrological processes, especially for
different subbasins. Our study area covers 4781𝑘𝑚2 , comprising southern Vermont and New Hampshire,
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and large regions of central Massachusetts (Figure 1.1). Much of the most productive soil lies in the fertile
watersheds of these three states, particularly in Massachusetts, which has been known as the “breadbasket
of New England” for centuries (NASS 2007). However, the basin lost 19% of its farmland between 1982
and 1997, while developed land increased by 31% (Nusser and Goebel 1997). Previous studies concluded
that water resources may be threatened by unsustainable LUCC if no substantial water management actions
are implemented. Therefore, it is imperative for us to have not only a qualitative but also a quantitative
understanding of how both climate and human activities have impacted runoff in this region over the past
several decades.
Based on the available meteorological and hydrological datasets in the lower Connecticut River Basin
from 1956 to 2014, this study selected four subbasins corresponding to the Ashuelot, Millers, Deerfield,
and Westfield River watersheds, covering large regions of western Massachusetts and southern Vermont
and New Hampshire. A fifth subbasin corresponding to the Chicopee River watershed was considered;
however, in order to avoid large non-LUCC disturbance on runoff trend detection, this watershed was
excluded as the Quabbin Reservoir, one of the largest unfiltered water supplies in the United States, was
built there from 1930 to 1939. As the Quabbin Reservoir was used heavily to meet water demand in
Boston’s Metropolitan District during consecutive dry years in the 1960s (Kempe 2006), this large-scale
human disturbance would make comparisons with other watersheds problematic. The four drainage areas
of selected watersheds range from 964 𝑘𝑚2 to 1443 𝑘𝑚2. The lower Connecticut River Basin boundary
shapefile data was obtained from the National Hydrography Dataset (NHD) (USGS). A digital elevation
model (DEM) at 30 m resolution was obtained from the National Elevation Dataset (NED) and used to
determine the watershed boundaries. Annual river discharge data were acquired from USGS Water Data
for the Nation (USGS Water Resources). Monthly precipitation and temperature data from 39 stations
between 1956 and 2014 were obtained from the Global Summary of the Month dataset of National Oceanic
and Atmospheric Administration (NOAA). From these stations, monthly mean temperature and
precipitation throughout each watershed at 900 m resolution were obtained by Kriging interpolation. Then
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the study estimated corresponding PET using the Thornthwaite equation described below (Karlsson and
Pomade 2003).

Figure 1.1: Location of the Lower Connecticut River Basin and four subbasins in this study
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1.3 Methodology
1.3.1 Trend and abrupt change point detection
The non-parametric Mann-Kendall trend test (MK) (Kendall 1948, Mann 1945) is commonly used to
evaluate the significance of trends in long-term meteorological and hydrological time series. For a timeseries data set 𝑋 = {𝑥1 , 𝑥2 , … 𝑥𝑛 }, when 𝑛 ≥10, MK test statistics 𝑆 approximates a normal distribution.
Statistics 𝑆 can be calculated by:
𝑛
𝑆 = ∑𝑛−1
𝑖=1 ∑𝑗=𝑖+1 𝑠𝑔𝑛(𝑥𝑗 − 𝑥𝑖 )

(1)

+1, 𝑥𝑗 > 𝑥𝑖
where 𝑠𝑔𝑛(𝑥𝑗 − 𝑥𝑖 ) = { 0, 𝑥𝑗 = 𝑥𝑖 , and 𝑛 represents the size of the data set.
−1, 𝑥𝑗 < 𝑥𝑖
The mean and variance of 𝑆 is:
𝐸(𝑆) = 0
𝑉𝐴𝑅(𝑆) =

(2)
1
[𝑛(𝑛
18

− 1)(2𝑛 + 5) − ∑𝑏𝑎−1 𝑡𝑎 (𝑡𝑎 − 1)(2𝑡𝑎 + 5)]

(3)

where 𝑏 is the number of tied groups and 𝑡𝑎 is the extent of the 𝑎𝑡ℎ group.
The standard normal variate 𝑍 is computed as follows:
(𝑆−1)
√𝑉𝐴𝑅(𝑆)

𝑍=

, 𝑆>0

0, 𝑆 = 0
(𝑆+1)

{√𝑉𝐴𝑅(𝑆)

(4)

, 𝑆<0

As the standard normal variate 𝑍 follows the standard normal distribution, the null hypothesis of no
significant trend can be rejected if |𝑍| > 1.96 at a 5% significance level. A positive value of 𝑍 represents
an increasing trend, and the negative represents a decreasing trend.
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Detecting abrupt change points is one of the most important steps in quantifying the contribution of
driving factors to runoff change. This study uses both non-parametric Mann-Kendall-Sneyers test (MKS)
and Double Mass Curve (DMC) to detect and reconfirm the abrupt change points, respectively. MKS is
widely applied to determine abrupt change points in climatic and hydrological time series (Li et al. 2007,
Yang and Tian 2009, Zhang et al. 2011). In time-series data set 𝑋 = {𝑥1 , 𝑥2 , … 𝑥𝑛 }, the research treats each
element 𝑥𝑖 as a data value. The numbers 𝑟𝑖 of value 𝑥𝑗 preceding it (𝑗 < 𝑖), such that 𝑥𝑖 > 𝑥𝑗 , are computed.
The null hypothesis is that there is no trend in the sample data set. Under the null hypothesis, the test
statistics can be calculated as the following:
𝑆𝑘 = ∑𝑘𝑖=1 𝑟𝑖

where 𝑟𝑖 = {

(5)

1, 𝑥𝑖 > 𝑥𝑗
(𝑗 = 1,2,3 … , 𝑖).
0, 𝑥𝑖 ≤ 𝑥𝑗

The mean and variance of 𝑆𝑘 is:
𝐸(𝑆𝑘 ) =

𝑘(𝑘−1)
4

𝑉𝐴𝑅(𝑆𝑘 ) =

(6)

𝑘(𝑘−1)(2𝑘+5)
72

(7)

Then the forward sequence 𝑈𝑘 is estimated as follows:
𝑈𝑓 =

𝑆𝑘 −𝐸(𝑆𝑘 )

(8)

√𝑉𝐴𝑅(𝑆𝑘 )

The backward sequence is calculated using the same equation but with a reversed data series.
The null hypothesis is rejected if there are any points outside the confidence interval in the forward
sequence. Moreover, a trend in the data can also be detected based on the value of those points (𝑈𝑓 >
0 indicates increasing trend; 𝑈𝑓 < 0 indicates decreasing trend). The forward and backward sequences used
in this study enable the detection of the approximate time of occurrence of the trend by locating the
intersection of these two curves. The intersection point detected within the confidence interval indicates the
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year when runoff trend changed abruptly (Demaree and Nicolis 1990, Moraes et al. 1998). DMC has been
frequently used to check the consistency of hydrological records and to detect abrupt change points caused
by human activities during a certain period (Searcy and Hardison 1960, Wang et al. 2013, Yong et al. 2013).
Intense anthropogenic disturbance could result in the occurrence of an abrupt change point over the trend
of precipitation and runoff. In our study, DMC was used to reconfirm the detected abrupt change points
from MKS when human activity poses influences on four subbasins and between 1956 and 2014.

1.3.2 Elasticity of runoff computation
Climatic and LUCC elasticity of runoff computation is a hydrological sensitivity analysis method that
indicates the responses of runoff to changes in the driving factors. The Budyko hypothesis (Budyko 1971)
states that the annual water balance can be expressed as a function of available water and energy. Thus, the
water balance equation based on Budyko hypothesis for a stable basin can be written as follows:
𝑃 = 𝐸 + 𝑅 + ∆𝑆

(9)

where 𝑃 is precipitation, 𝐸 is actual evapotranspiration, 𝑅 is runoff, and ∆𝑆 is change in basin water
storage. Over a period of 10 years or more, it is appropriate to assume ∆𝑆 is 0 (Chen, Chen, and Li 2013).
Choudhury (1999) proposed an empirical equation based on earlier work by Pike (1964) and
hypothesized that adjustable parameters would vary with changing spatial scales. Based on the derivation
from previous studies, it was found that the ratio of evapotransipration to precipitation was controlled by
both climatic and landscape conditions. Landscape characteristics mainly include the vegetation cover,
slope gradient and soil properties (Yang et al. 2009). Thus, Yang et al. (2008) derived the water-energy
balance equation by dimensional analysis and mathematic reasoning, introducing a new parameter 𝑛 to
represent the landscape characteristics of a basin. Roderick and Farquhar (2011) referred to this as the
Choudhury-Yang equation:
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𝐸=

𝑃𝐸0
(𝑃𝑛 +𝐸0𝑛 )1⁄𝑛

(10)

where 𝑃 is the mean annual precipitation, 𝐸 is the mean annual actual evapotranspiration, 𝐸0 is the mean
annual PET, the landscape parameter 𝑛 is mainly attributed to properties of soil, topography and vegetation
in a basin (Yang et al. 2009, Yang et al. 2008). Over a long time period, from Equation (9) and (10), the
study can describe mean annual runoff as:
𝑃𝐸

𝑅 = 𝑃 − (𝑃𝑛 +𝐸𝑛0 )1⁄𝑛

(11)

0

As 𝑃, 𝐸0 and 𝑛 are independent variables in Equation (11), the total difference of runoff change between
two sub-periods can be written as:
𝜕𝑅

𝜕𝑅

𝜕𝑅

𝑑𝑅 = 𝜕𝑃 𝑑𝑃 + 𝜕𝐸 𝑑𝐸0 + 𝜕𝑛 𝑑𝑛

(12)

0

According to Schaake (1990), the runoff elasticity coefficient (𝜀𝑋) can be defined as the ratio of the runoff
change rate to the climate factor change rate:
𝜀𝑋 =

𝜕𝑅/𝑅
𝜕𝑋/𝑋

(13)
𝜕𝑅/𝑅

Similarly, this study defined the landscape elasticity of runoff as 𝜀𝑛 = 𝜕𝑛/𝑛. Substituting Equation (13) in
Equation (12) yields:
𝑑𝑅 = 𝜀𝑝

𝑑𝑃
𝑅
𝑃

+ 𝜀𝐸0

𝑑𝐸0
𝑅
𝐸0

+ 𝜀𝑛

𝑑𝑛
𝑅
𝑛

(14)

where the elasticities of runoff can be a function of 𝐸0 , 𝑃 and 𝑛 (Yang and Yang 2011):

𝜀𝑝 =

(𝐸0 ⁄𝑃)𝑛 1⁄𝑛+1
]
1+(𝐸0 ⁄𝑃)𝑛
(𝐸0 ⁄𝑃)𝑛 1⁄𝑛
1−[
]
1+(𝐸0 ⁄𝑃)𝑛

1−[

1

𝜀𝐸0 = 1+(𝐸

0 ⁄𝑃 )

(15)

1
𝑛

1+(𝐸0 ⁄𝑃)𝑛 1⁄𝑛
]
(𝐸0 ⁄𝑃)𝑛

1−[
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(16)

𝜀𝑛 =

𝐴−𝐵
[1+(𝑃/𝐸0 )𝑛 ]1/𝑛 −1

(17)

𝐴=

𝑃𝑛 ln 𝑃 + 𝐸0𝑛 ln 𝐸0
𝑃𝑛 + 𝐸0𝑛

𝐵=

ln(𝑃𝑛 + 𝐸0𝑛 )
𝑛

1.3.3 Separating the contribution to runoff change
In a specific basin, climate change is a function of the variability in precipitation and the variability of actual
evapotranspiration. If mean annual runoff shows a significant trend over a period of 10 years or more, the
research is able to separate and quantify the contribution of each driving factor. Therefore, the study period
can be split into two sub-periods based on the abrupt change point. In this study, the difference in runoff
change between two sub-periods can be denoted by the mean annual runoff during the first period (𝑅1 ) and
the second period (𝑅2 ).
∆𝑅 = 𝑅2 − 𝑅1

(18)

The difference in runoff change can be attributed to the impacts of climate change and LUCC in a basin
over a long time period (Xu et al. 2014).
∆𝑅 = ∆𝑅𝑐 + ∆𝑅𝐿𝑈𝐶𝐶 = ∆𝑅𝑝 + ∆𝑅𝐸0 + ∆𝑅𝐿𝑈𝐶𝐶

(19)

Where ∆𝑅𝑐 is runoff change induced by climate change, ∆𝑅𝐿𝑈𝐶𝐶 is runoff change induced by LUCC, ∆𝑅𝑝
is runoff change induced by the variability of precipitation and ∆𝑅𝐸0 is runoff change induced by variability
of PET.
Based on Equation (14) and Equation (19), runoff changes caused by each driving factor can be
calculated by the elasticities of runoff, which are written as:
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∆𝑅𝑝 = 𝜀𝑝

𝑑𝑃
𝑅;
𝑃

∆𝑅𝐸0 = 𝜀𝐸0

𝑑𝐸0
𝑅;
𝐸0

∆𝑅𝐿𝑈𝐶𝐶 = 𝜀𝑛

𝑑𝑛
𝑅
𝑛

(20)

where 𝑑𝑃, 𝑑𝐸0 , 𝑑𝑛 represent the change of mean annual precipitation, mean annual PET and land use/cover
status between the first sub-period and the second sub-period. Quantification of land use/cover status for
each sub-period (𝑛1 and 𝑛2) is a function of mean annual precipitation 𝑃, potential evapotranspiration 𝐸0
and runoff 𝑅, which can be calculated by Equation (11).

1.3.4 Potential evapotranspiration
Calculation of PET in this study depends on Thornthwaite’s equation (Thornthwaite 1957) which is mainly
based on temperature with an adjustment made for the number of daylight hours (Karlsson and Pomade
2003). The equation calculated on monthly data (mm) is expressed as:
10𝑇̅𝑚 𝑎
)
𝐼

𝐸0 𝑚 = 16𝐾𝑚 (

(21)

where 𝑚 represents the month from January to December, 𝐾𝑚 is a constant for each month of the year
accounting for hours of daylight and varying as a function of latitude, and 𝑇̅𝑚 is the monthly mean
temperature in degrees Celsius. 𝐼 is the heat index for each year:
𝑇̅

𝐼 = ∑ 𝐼𝑚 = ∑( 5𝑚 )1.514

(22)

𝑎 is an exponent to be evaluated as follows:
𝑎 = 6.7 × 10−7 × 𝐼 3 − 7.7 × 10−5 × 𝐼 2 + 1.8 × 10−2 × 𝐼 + 0.49

(23)

Physically-based methods (e.g., Penman-Monteith equation) have been widely used to estimate PET
around the world (Wang, Zou, et al. 2016, Yang and Yang 2011). However, these methods are constrained
by dependence on numerous parameters (i.e., temperature, relative humidity, wind speed, and solar
radiation), especially for mountainous regions (Córdova et al. 2015, Moeletsi, Walker, and Hamandawana
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2013). In this research, only mean daily temperature and daylight hour records are available during the full
study period (1956-2014). Van der Schrier, Jones, and Briffa (2011) found that the difference of annual
PET calculated between the Penman-Monteith and Thornthwaite methods is negligible at midlatitudes
between 40N and 60N in the eastern US. Moreover, zonally averaged values show almost the same
estimated PET at 45N in the northeastern US at annual scale. Karlsson and Pomade (2003) pointed out that
the Thornthwaite method is valid only in areas with climates similar to the eastern U.S., where the equation
was developed. Therefore, after consideration of the literature, the study has substituted the Thornthwaite
method for the Penman-Monteith method in this paper.

1.4 Results
1.4.1 Trend and abrupt change point analysis
Figure 1.2 shows the trends of mean annual runoff for four subbasins between 1956 and 2014. All four
subbasins share a similar trend pattern with an increasing trend of 31.1 mm/decade (ranging from 30.2 to
33) on average. Although the year of the lowest mean annual runoff is detected in 1965 (ranging from 177.2
to 389.5 mm/year) in all subbasins, only three subbasins (1, 2, and 3) have the highest mean annual runoff
in the same year (2006). Table 1.1 reveals the standard normal variate Z for mean annual runoff,
precipitation and PET, respectively, computed from the Mann-Kendall trend test. Trends are significant at
the 5% level if |𝑍| > 1.96. All Z values other than mean annual precipitation in subbasin 3 and mean annual
PET in subbasins 1 and 3 show significant increasing trends at 5% significance level. Subbasin 3 has no
significant trend in mean annual precipitation change and PET change, however, it exhibits a more
significant trend (Z = 2.22) than that of subbasin 4 (Z = 2.11) in annual mean runoff change.
Figure 1.3 shows the forward and backward sequences of mean annual runoff change for four
subbasins by using MKS. Intersection points within the confidence interval indicate that the abrupt change
point years of subbasins 1, 2, 3 and 4 appear in 1973, 1972, 1970 and 1971, respectively. These results are
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confirmed using DMC. Figure 1.4 depicts the double cumulative curve between annual precipitation and
runoff for four subbasins. Figures 4A-4D each show two straight lines with different slopes divided by
abrupt change points at 1973, 1972, 1970 and 1971 for subbasins 1,2,3 and 4, repectively. Table 1.2 shows
the mean annual runoff, precipitation and PET for each sub-period determined by abrupt change points.
Observed difference of annual runoff between two sub-periods is 140.8 mm/year on average for all
subbasins, ranging from 102 to 165.6 mm/year. Compared with annual runoff and precipitation, however,
PET calculated by Thornthwaite method did not show a large difference before and after the abrupt change
year.

Figure 1.2: Trends of mean annual runoff, precipitation and potential evapotranspiration from 1956 - 2014.
A, B, C and D represent subbasin 1, subbasin 2, subbasin 3 and subbasin 4, respectively.
22

Table 1.1: Standard normal variate Z for mean annual runoff, precipitation and potential
Evapotranspiration. * indicates that the trend is significant at a 5% significance level.

Subbasin 1

Subbasin 2

Subbasin 3

Subbasin 4

Runoff

2.62*

2.25*

2.22*

2.11*

Precipitation

3.28*

3.22*

1.90

2.16*

Potential
Evapotranspiration

1.35

2.55*

1.41

2.16*

Figure 1.3: Mann-Kendall-Sneyers test of annual runoff with forward (black) and backward (gray) series.
A, B, C and D represent subbasin 1, subbasin 2, subbasin 3 and subbasin 4, respectively. Y-axis and X-axis
represent Z value and year order, respectively.
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1.4.2 LUCC parameter 𝒏 and elasticities of runoff
Table 1.3 gives a quantitative sense of how climate factors and LUCC impact runoff in four subbasins.
Landscape parameter 𝑛 calculated by Equation (11) ranges from 0.86 to 1.93, with a mean value of 1.59
for all subbasins. Precipitation elasticity of runoff for four subbasins ranges from 1.28 to 1.66, with the
lowest value in subbasin 3. Both PET elasticity and landscape elasticity show negative values using
Equation (16) and (17), indicating that higher absolute values cause more decreased runoff during the long
time period. For example, PET elasticity is -0.62 in subbasin 1, indicating that a 10% increase in PET would
decrease runoff by 6.2% in this basin. Based on the absolute values of PET and landscape elasticity, it
shows that land use and land cover may have less impact on runoff change in general. However, in subbasin
3 which has the largest drainage area, runoff decreases 0.5% more when both PET and 𝑛 increase by 10%.

Table 1.2: Mean annual runoff, precipitation and potential evapotranspiration before and after the abrupt
change point year for each subbasin

Subbasin 1

Subbasin 2

Subbasin 3

Subbasin 4

Runoff

Precipitation

PET

n

Before (mm)

536.2

1014.8

599.3

1.6

After (mm)

638.2

1158.8

604.5

1.8

∆ (mm)

102

144

5.2

0.2

Before (mm)

519.2

1015.3

595.9

1.78

After (mm)

656.5

1196.6

603.8

2.02

∆ (mm)

137.3

181.3

7.9

0.24

Before (mm)

717.5

1077.3

602.1

0.9

After (mm)

875.9

1240.8

610.8

0.85

∆ (mm)

158.4

163.5

8.6

-0.05

Before (mm)

556.5

1084.1

608.1

1.96

After (mm)

722.1

1261.3

621

1.77

∆ (mm)

165.6

177.2

12.9

-0.19
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Figure 1.4: Double Mass Curve of precipitation and runoff for four subbasins. A, B, C and D represent
subbasin 1, subbasin 2, subbasin 3 and subbasin 4, respectively. Y-axis and X-axis represent cumulative
annual runoff (mm) and cumulative annual precipitation, respectively.
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Table 1.3: Annual mean precipitation (𝑃, mm), annual mean evapotranspiration (𝐸𝑇0 , mm), aridity index
(𝐸𝑇0 /𝑃), landscape parameter (𝑛) and elasticities (𝜀𝑝, 𝜀𝐸𝑇0 , 𝜀𝑛) of runoff for each subbasin.𝜀𝑝, 𝜀𝐸𝑇0 , 𝜀𝑛
represent the precipitation, potential evapotranspiration and watershed landscape elasticity of runoff for the
four

watersheds,

respectively.

For

example,

𝜀𝑝 is 1.62 in the first watershed, which means that a 10% increase in P would increase R by 16.2%.

Subbasin#
1
2
3
4

Gauge
Station

Annual
mean
𝐸𝑇0

Annual
mean
Runoff

𝐸𝑇0 /P

1114.8

602.9

607.1

0.54

1.73 1.62

1144.4

601.5

617

0.53

1.93 1.66

1199.3

608.6

835.7

0.51

0.86 1.28

1213.2

617.5

677.2

0.51

1.82 1.61

Drainage Annual
area
mean
(km2)
P

Ashuelot
River
Millers
River
Deerfield
River

1087.8

Westfield
River

1287.2

963.5
1442.6

n

𝜀𝑝

𝜀𝐸𝑇0

𝜀𝑛

0.62
0.66
0.28

0.28
0.24
0.33

0.61

0.23

Besides the direct impact of precipitation, according to Equation (10), it is known that a high value of
𝑛 could result in higher actual evapotranspiration 𝐸 when 𝑃 and 𝐸0 are constant. Therefore, runoff
becomes lower using Equation (11) when n is high. This inference could be verified based on 𝑛 in Table
1.3 and observed change of climate variables in Table 1.2. Precipitation change between two sub-periods
in subbasin 2 is 17.8 mm/year more than in subbasin 3, with 0.7 mm/year less in PET. However, runoff
change in subbasin 2 increases by 21.1 mm/year less than in subbasin 3. This could be attributed to the fact
that 𝑛 is 1.93 in subbasin 2 – more than double than in subbasin 3. Aridity index (𝐸0 /𝑃) is also calculated
from 1956-2014. Table 1.3 shows a similar aridity index for the four subbasins, with an average of 0.52.
Although subbasins 3 and 4 have the same aridity index, there is a large difference in 𝑛 between them. This
suggests that the landscape parameter 𝑛 may have no relationship to the degree of dryness of the climate at
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a given location, but may greatly affect elasticities. Changes in 𝑛 between two sub-periods for each
subbasin are shown in Table 1.2. Subbasins 1 and 2 exhibit a positive difference in landscape change (0.2
and 0.24, respectively) while subbasins 3 and 4 exhibit a negative difference (-0.05 and -0.19, respectively).

1.4.3 Quantifying the contribution to runoff change
This study highlights the relative contributions of climate change (precipitation and PET) and LUCC to
runoff change. According to Equation (20), elasticities of runoff, change in driving factors between two
sub-periods and mean annual values of all variables are required in order to separate and quantify the
respective impacts on runoff change. Table 1.4 shows the quantitative contributions of driving factors to
runoff change for four subbasins between 1956 and 2014. Increasing runoff caused by precipitation ranges
from 127 mm to 162.2 mm in four subbasins. PET plays a less important role, with -5.2 mm on average.
LUCC reduces runoff in subbasins 1 and 2 (-19.4 and -18.4 mm, respectively) but increases runoff in
subbasins 3 and 4 (16 and 16.5 mm, respectively). Based on Equation (20), positive and negative values of
∆𝑛 can account for the difference. Previous work concluded that vegetation increase could result in a
positive ∆𝑛, and hence decreasing runoff (Zhang et al. 2016). Thus, it is likely that our results reflect
vegetation cover changes occurring throughout the subbasins during the study period.
Modeled runoff change is calculated based on Equation (19), ranging from 104.3 to 167.3 mm.
Compared with the observed runoff change in Table 1.2, modeled runoff change shows little difference. As
runoff change caused by precipitation exceeds the modeled runoff change in both subbasins 1 and 2,
contributions of precipitation to runoff variation in these two basins are over 100% (121.7% and 117.2%,
respectively). The contribution rate of PET is -3.6% on average. Due to the positive and negative runoff
variation induced by vegetation cover change, the contribution of LUCC also exhibits both negative (18.9% and -13.3%) and positive (10.1% and 9.9%) rates. Table 1.5 illustrates proportion rates of total
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change for driving factors in each subbasin. The cumulative percentage of precipitation, PET and LUCC
account for 86.7%, 2.9% and 10.4% of runoff change on average, respectively.

Table

1.4:

Quantitative

contributions

of

driving

factors

to

runoff

change.

∆𝑅𝑝 ,

∆𝑅𝐸𝑇0 𝑎𝑛𝑑 ∆𝑅𝐿𝑈𝐶𝐶 represent runoff change induced by precipitation, potential evapotranspiration and land
use/cover change, respectively. 𝐶𝑝 , 𝐶𝐸𝑇0 𝑎𝑛𝑑 𝐶𝐿𝑈𝐶𝐶 represent the contribution to runoff change by
precipitation, potential evapotranspiration and LUCC, respectively.

Subbasin
#

Change
point year

∆𝑅𝑝
(mm)

∆𝑅𝐸𝑇0
(mm)

∆𝑅𝐿𝑈𝐶𝐶
(mm)

∆𝑅

𝐶𝑝 (%)

𝐶𝐸𝑇0 (%)

𝐶𝐿𝑈𝐶𝐶
(%)

1

1973

127

-3.3

-19.4

104.3

121.7

-3.1

-18.6

2

1972

162.2

-5.4

-18.4

138.5

117.2

-3.9

-13.3

3

1970

145.8

-3.3

16

158.5

92

-2.1

10.1

4

1971

159.4

-8.7

16.5

167.3

95.3

-5.2

9.9

Table 1.5: Proportion rates of total change for driving factors in each sub-basin

Precipitation

LUCC

Potential Evapotranspiration

Sub-basin 1

85%

13%

2%

Sub-basin 2

87%

10%

3%

Sub-basin 3

88%

10%

2%

Sub-basin 4

86%

9%

5%
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1.5 Discussion
New England is among the most heavily forested regions in the United States (Foster et al. 2008). The
Connecticut River Basin in particular is one of the few areas with more than 75% forest cover and more
than 75% private ownership of forests (Smith et al. 2004). Elasticities of runoff shown in Table 1.3 represent
the sensitivity of runoff response to changes in climate and LUCC. In this study, the absolute value of
precipitation elasticity is much larger than that of PET elasticity and landscape elasticity, indicating that
runoff is more sensitive to precipitation than to other driving factors during the study period. Compared
with landscape elasticity of runoff in areas where LUCC is the dominant factor of runoff change (e.g., Loess
Plateau in China), absolute values in this study are much smaller. This comparison indicates that LUCC
may play a less important role than other driving factors such as humidity and temperature. The high
prevalence of forest cover in this region would also suggest that the impact of human activities is secondary
to that of climate. Variation of runoff can be predicted based on historical climate data and future climate
scenarios in a basin if the climatic factor elasticity of runoff holds constant. However, landscape elasticity
of runoff can be affected both by local human activities and climate change. According to Yang et al. (2008)
and Roderick and Farquhar (2011), the landscape parameter 𝑛 is closely related to climatic seasonality, soil
types, topography (e.g., average slope), vegetation type or land use and vegetation cover, which largely
depend on economic activities. Moreover, recent research also quantitatively demonstrated that the value
of the 𝑛 can also reflect agricultural activities (e.g., cultivation and irrigation) (Xing et al. 2018). This
suggests that additional socio-economic variables pertaining to agricultural activities should also be
accounted for in further research, in order to improve the predicted hydrological response.
Based on the Mann-Kendall-Sneyer test, the abrupt change point of runoff change in the four basins
was determined to occur in the early 1970s. This result is consistent with the findings of previous studies.
Collins (2009) concluded that the pre-1970 era and the post-1970 era were hydroclimatically distinct, as
more frequent and larger floods occurred in both developed and undeveloped watersheds in New England
after 1970. Moreover, TPL also began investing in green infrastructure in Massachusetts, Vermont, New
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Hampshire and Connecticut to protect land and water resources following the enactment of the Federal
Clean Water Act (FCWA) in 1972. Apart from the Connecticut Clean Water Act in 1967, this new federal
requirement called for elimination of all discharges to internal water bodies and made regulation and
management more reasonable (Service and Works 1977).
Table 1.2 shows the change in landscape parameter 𝑛 between two sub-periods based on the abrupt
change point in each subbasin. Although ∆𝑛 is small for all basins, positive and negative values indicate
the inverse variation trends over the study period. Positive ∆𝑛 implies that the vegetation cover may
increase in subbasins 1 and 2; therefore the opposite situation applies in subbasins 3 and 4. These results
can be demonstrated in previous relevant studies depicting the historical forest landscape change in New
England. Redman and Foster (2008) showed the evolution of forest cover and population from 1650 to
2000. Before 1850, deforestation was widespread throughout New England due to settlement and intensive
agricultural activity. Afterward, however, forest area continuously increased in New England until the
1960s when competing land uses started to reverse the trend. From 1971-1999, 66,707 ha of forest were
lost while 81,573 ha of residential and commercial land use were added as a result of accelerated
suburbanization in Massachusetts linked to the resurgent economy of themid-1970s. Nineteen rural towns
in western Massachusetts (subbasins 3 and 4 in our study) lost 2% forest cover from 1971 to 1985, with
even greater decline of interior forest that cannot be easily measured via remote sensing methods. However,
the story is different in some regions of southern New Hampshire, where our subbasins 1 and 2 are located.
Although forest cover started declining again from the early 1970s in New England as a whole, thousands
of acres of forest in New Hampshire have been protected since 2000 due to the activities of numerous land
trusts and municipal local projects (Foster 2009). For instance, the Upper Valley Land Trust was considered
to be one of the most effective in the nation due to its contribution of protecting forest land along the
Connecticut River between Vermont and New Hampshire. Thus, significant progress on land protection
was made in New Hampshire between 1998 and 2004, with approximately 300,000 acres land conserved
(Sundquist and Stevens 2005). For example, detailed information could be found in a land conservation
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plan of the Ashuelot River watershed (subbasin 1) published in July 2004 (Zankel 2004a). This report
systematically developed some well-ordered strategies and summarized the accomplishments which local
organizations and agencies have made since 1990s. 21% of the watershed (about 56,100 acres) was
permanently protected before 2004 and the number could even get greater by the dedicated efforts from the
society. Morin et al. (2015) pointed out that around 15,000 acres of net forest were gained from 2007 to
2012 as a result of reforestation and succession in agricultural areas. Hence, corresponding evidence of
opposite vegetation cover change could be detected in regional-scale studies. Unfortunately quantitative
analysis of local-scale or watershed-scale vegetation cover change from the 1950s remains limited in our
study area. For example, the landscape variation could be made more evident through calculation of
Normalized Difference Vegetation Index (NDVI) or Leaf Area Index (LAI) in these basins in future studies.
The fact that there is nearly 21% less forest cover in Connecticut and Massachusetts than in Vermont and
New Hampshire makes subbasin 3 and 4 more vulnerable to lose additional forest cover (Smith et al. 2004).
Besides vegetation coverage, climatic seasonality variables (e.g., coefficient of variation of precipitation)
and agricultual activity (e.g., irrigation area) also should be taken into consideration. Xing et al. (2018)
pointed out that the 𝑛 could become larger if both the percentage of irrigation area and vegetation coverage
are constrained to a certain range. Future studies will investigate how climatic seasonality and agricultural
activity affect the 𝑛 and comparisons of these factors among the four subbasins. Despite the small change
in 𝑛, the contribution of LUCC to runoff change shows that this driving factor was more important to runoff
change than its elasticity would suggest. The large contribution of precipitation to runoff change
corresponds to the results of Parr and Wang (2014) that extreme precipitation increased 240% by 2011
relative to 1950. Our quantitative analysis has clearly demonstrated the substantial impact of precipitation
on increasing runoff since the 1950s.
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1.6 Conclusion
Assessing the impacts of climate change and human activities on hydrological phenomena has long been a
subject of scientific inquiry. Few studies, however, have focused on quantitative analysis of significant
increasing runoff caused by both climate variability and LUCC. In our study, a non-parametric MannKendall test and driving factor elasticity method were employed to analyze the trend and contributions to
runoff change in the lower Connecticut River Basin. This study finds that between 1956 and 2014, four
subbasins in the lower Connecticut River Basin experienced significant increasing runoff with an abrupt
change point around 1972. These results correspond to a series of federal and state water management
actions in the 1970s, highlighting the impact of policy changes on hydrological processes. Comparisons
between contributions of driving factors to runoff change show that climate change mattered more than
LUCC in runoff variation in the lower Connecticut River Basin during these 59 years. Although runoff is
more sensitive to precipitation than other driving factors during the period, impacts of LUCC on runoff
change are nonetheless significant. Contribution rates of LUCC to runoff variation show that LUCC was
more important than the study first hypothesized. Negative and positive contributions of LUCC on both
sides of the river imply that more vegetation cover might be lost on the west side in 59 years. Despite high
forest cover in the basin, subbasins in Massachusetts could be more vulnerable to lose additional forest
cover; thus, runoff is more sensitive to LUCC based on landscape elasticity analysis in this study. Future
work will further refine the extent of runoff change among subbasins using additional metrics of vegetation
change such as NDVI and LAI.
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Chapter 2
Modeling spatially non-stationary land use/cover change in the lower Connecticut River
Basin by combining geographically weighted logistic regression and the CA-Markov model
A version of: Wang, H., Stephenson, S.R. & Qu, S. (2019). Modeling spatial non-stationary land
use/cover change in the lower Connecticut River Basin by combining geographically weighted logistic
regression and the CA-Markov model. International Journal of Geographical Information Science, 33(7),
1313-1334
Abstract
Simulating land use/cover change (LUCC) and determining its transition rules have been a focus of research
for several decades. Previous studies used ordinary logistic regression (OLR) to determine transition rules
in cellular automata (CA) modeling of LUCC, which often neglected the spatially non-stationary
relationships between driving factors and land use/cover categories. This study uses an integrated
geographically weighted logistic regression (GWLR) CA-Markov method to simulate LUCC from 2001–
2011 over 29 towns in the Connecticut River Basin. Results are compared with those obtained from the
OLR-CA-Markov method, and the sensitivity of LUCC simulated by the GWLR-CA-Markov method to
the spatial non-stationarity-based suitability map is investigated. Analysis of residuals indicates better
goodness of fit in model calibration for geographically weighted regression (GWR) than OLR. Coefficients
of driving factors indicate that GWLR outperforms OLR in depicting the local suitability of land use/cover
categories. Kappa statistics of the simulated maps indicate high agreement with observed land use/cover
for both OLR-CA-Markov and GWLR-CA-Markov methods. Similarity in simulation accuracy between
the methods suggests that the sensitivity of simulated LUCC to suitability inputs is low with respect to
spatial non-stationarity. Therefore, this study provides critical insight on the role of spatial non-stationarity
throughout the process of LUCC simulation.
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2.1 Introduction
Determining the relationship between land use/cover change (LUCC) and its driving factors has become an
increasingly active area of research in recent decades (Wang, Zheng, and Zang 2012, Marshall and Randhir
2008b). Previous studies show that LUCC plays an important role in complex interactions between humans
and the environment (Foley et al. 2005). For example, urban sprawl is associated with numerous landscape
issues such as deforestation, cultivated land loss and impervious land increase, resulting in the dramatic
alteration of the physical environment and socio-economic systems (Long et al. 2014). Therefore,
understanding past LUCC trends and simulating future landscape changes enable decision makers to
formulate appropriate policies for managing sustainable development.
Geographic information systems (GIS) and remote sensing (RS) have been efficiently integrated to
analyze past LUCC and predict future land use and land cover in many cases over last several decades
(Keshtkar and Voigt 2016, Singh et al. 2015). In addition, various statistical methods and geospatial models
have been combined to detect empirical trends and determine transition rules. Ordinary logistic regression
(OLR) has become one of the most frequently used statistical approaches for simulation of LUCC (Hu and
Lo 2007, Arsanjani et al. 2013). Although this approach has been widely employed in modeling dynamic
LUCC, the relationship between land use/cover categories (dependent variables) and driving factors
(independent variables) is implicitly assumed to be stationary. This assumption is often violated in practice,
particularly at local scales where land use/cover is rarely found to be spatially invariant (Li and Gar-On
Yeh 2004, Can et al. 2015). General statistical methods provide estimated correlations between dependent
and independent variables; however, spatial variations of changes are also necessary to consider in
simulation of LUCC.
Cellular automata (CA), a popular transition rule-based model, has been widely used to simulate
dynamic changes of spatial patterns in various study areas (Serra, Pons, and Saurí2008, Li and Yeh 2000,
Itami 1994). Iterations of predefined transition rules enable prediction of future LUCC following certain
regular patterns of spatial variations. Although rules of spatial interactions in cell neighborhoods can be
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briefly reflected by implementing this approach, temporal variations of LUCC may not be effectively
included in this method. Fortunately, integrated models for simulating future land use and land cover
usually include a Markov transition probability matrix to quantify the degree of past LUCC in setting up
transition rules (Sang et al. 2011, Kamusoko et al. 2009, Li and Reynolds 1997). CA divides a study area
into a regular grid with each cell containing a single classified land use/cover category at a given time. Each
subsequent status of a cell is a function of its previous status. Therefore, any change between two LUCC
categories may be estimated through a Markov transition probability matrix based on previous known land
use/cover data following Markov probabilistic rules (Iacono et al. 2012).
Previous studies improved the quality of LUCC modeling by combining the different individual
techniques to overcome their limitations. Wu (2002a) proposed an integrated model based on OLR and CA
to achieve more realistic simulation results of rural-urban land conversions in the city of Guangzhou in
China. Poelmans and Van Rompaey (2010) combined both OLR and CA in a hybrid approach to simulate
urban expansion in Flanders–Brussels region. They found that integrated models improved the accuracy of
probability maps by incorporating both empirical relationships analysis and neighborhood interactions
during the modeling process. However, as mentioned above, these OLR-CA approaches overlooked
temporal variations of LUCC. A spatial and temporal modeling method known as CA-Markov (also called
Markov-CA) (Eastman 2003, Li and Reynolds 1997, Clark Labs 2006), which integrates the Markov
transition probability matrix with the CA model, gained popularity for LUCC simulation in recent years.
For example, Rimal et al. (2018) explored the urban sprawl pattern in the Kathmandu valley using transition
potential maps created by multi-criteria evaluation (MCE), analytic hierarchy process (AHP) and fuzzy
membership function using a CA-Markov model. Fu, Wang, and Yang (2018) employed an updated MCE
approach combined with the Entropy method to find a more appropriate linkage between weights of driving
factors and historical land use/cover data. After implementing this improved CA-Markov model, their
application demonstrated good performance in simulating land use changes in Hamilton County, Ohio.
Although many applications of the CA-Markov model exhibited high goodness-of-fit between predicted
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and observed land use/cover maps, quantitative evaluations were often missing on the relationships between
socio-economic factors and land use/cover categories. At a global scale, Arsanjani et al. (2013) conducted
a study on an integrated modeling approach combining OLR with the CA-Markov model, and showed that
the method would minimize the weakness of each individual technique and enable analysis of how
probability of a single land use/cover category varies over the study area.
In practice, however, the fixed correlations between explanatory variables and land use/cover
categories are unable to reflect the spatial variation of transition rules over the study area (Shu et al. 2017).
Previous studies have shown that the relationships between driving factors and LUCC can be distinct at
different locations (Wang, Kockelman, and Wang 2011, Du, Wang, and Guo 2014, Maimaitijiang et al.
2015), and the spatially varying relationships may be related to the spatial autocorrelation of either driving
factors or land use/cover, which further result in spatial varying land use/cover transition rules. This nonstationary characteristic ultimately results in stark spatial contrasts in environmental change through
spatially invariant interactions between human activities and LUCC (Wang and Stephenson 2018). In
contrast, global statistical tools such as OLR use constant coefficients only to measure the contribution of
driving factors to a specific land use/cover category. In an integrated OLR-CA-Markov modeling approach,
for instance, the suitability map for a land use/cover category is an important part of the forecasting process.
However, as the map reflects the suitability of a selected land use/cover class in each regular pixel, it should
be more proper to set up transition rule through incorporating local models rather than global statistical
tools. In fact, recent studies on this issue used several methods to improve the performance of integrated
models to reflect the spatial heterogeneity of transition rules employed in CA (Li, Liu, and Gong 2015,
Geertman, Hagoort, and Ottens 2007). For example, Shu et al. (2017) incorporated a genetic algorithm in
conventional logistic CA and achieved relatively higher accuracy in simulating urban expansion by taking
into account the spatial variation of the weights of driving factors.
Among various local statistical methods, geographically weighted regression (GWR) has been widely
accepted due to its ability to explore non-stationary relationships between dependent and explanatory
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variables (Brunsdon, Fotheringham, and Charlton 1996, Fotheringham, Brunsdon, and Charlton 2003a).
Previous studies proposed and implemented GWR models to analyze spatial heterogeneity cases reflected
by different distribution patterns among subregions, such as urban and suburban areas of a state or river
sub-basins (Wang and Stephenson 2018, Mennis and Jordan 2005). Some studies integrated GWR with
spatial models to simulate LUCC by investigating empirical relationships between land use/cover types and
driving factors under spatial non-stationarity. Recent studies integrated GWLR and CA to identify the
spatially varying relationships between urban expansion and its driving factors (Feng and Tong 2018,
Mirbagheri and Alimohammadi 2017, Gao et al. 2017). Their findings concluded that GWLR fits the input
data better than OLR and that GWLR-CA improves the overall accuracy of simulated future urban sprawl.
Although these previous studies have integrated spatial heterogeneity in prediction of LUCC, a complete
simulation of multiple-category LUCC and an evaluation of an integrated GWLR-CA-Markov model
remain lacking.
This research uses Markov transition probability matrix to set up transition rules for temporal
variations of future LUCC, the CA model is used to account for the neighborhood effect, and GWLR is
employed to evaluate the impact of spatial non-stationarity on predicting LUCC in CA modeling. The main
objective of this study is to assess the effect of spatial variations of transition rules in simulating multiple
land use/cover categories using an integrated method that brings CA, Markov transition probability matrix
and GWLR together through combining the GWLR-CA and CA-Markov methods (denoted as GWLR-CAMarkov here for simplicity). Therefore, suitability transition rules in CA go with local models rather than
global models. Thus, our research questions are as follows: (a) How can we identify spatially non-stationary
relationships between driving factors and multiple land use/cover categories in a study area? (b) What is
the estimated contribution of each driving factor to different land use/cover category in the study area when
spatial variation is taken into account? (c) How does the spatial variation affect the suitability map? (d)
What is the sensitivity of simulated LUCC by the GWLR-CA-Markov method to the suitability map with
consideration of spatial non-stationarity?
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Figure 2.1: Location of the lower Connecticut River Basin and study area.

2.2 Study area and data
Our study area is located in the lower reaches of Connecticut River Basin and covers 29 towns/cities
(hereafter termed “towns”), including not only urban areas but also suburban and rural areas, in the state of
Connecticut (Figure 2.1). Connecticut River is the longest tidal river in the Northeastern United States.
Although forest covers more than 70% of the Connecticut River Basin, the basin has been experiencing
rapid urbanization and deforestation in recent years (Zhai et al. 2016). In particular, extensive LUCC has
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been found in the lower reach of the basin over the past several decades (Foster 2009). Moreover, both
positive and negative contributions of LUCC to runoff variations have been shown on two sides of the river
and spatial heterogeneity of driving factors is proposed to be one of the main causes of this phenomenon
(Wang and Stephenson 2018). In addition, three towns along the river (i.e., Manchester, Rockville and East
Hartford) have the highest population density in the state of Connecticut and thus relatively intense human
activities (Census Bureau, 2017). Therefore, the region comprising 29 towns within the lower Connecticut
River Basin, covering approximately 1836 km2, was selected as the study area.
This study obtained gridded land cover data in three periods (2001, 2006 and 2010) at a spatial
resolution of 30 meters from the National Land Cover Database (NLCD). The study acquired the lower
Connecticut River Basin boundary data from the National Hydrography Dataset of the U.S. Geological
Survey (USGS). In recent studies, multicollinearity in data preparation was avoided by limiting the number
of explanatory variables (Feng and Tong 2018). In addition, screening of physical and socio-economic
independent variables was performed following Keshtkar and Voigt (2016), Fu, Wang, and Yang (2018)
and described below. The study selected six independent variables (i.e., slope, distance to main roads,
elevation, population density, per capita income and distance to town center) in this research (Table 2.1).
This study obtained slope and elevation data from the National Elevation Dataset digital elevation model
(DEM) to account for the influence of hilly terrain present in central and northern Connecticut on LUCC.
Proximity variables, namely distance to main roads and distance to town centers, were chosen to reflect the
effects of location relative to built infrastructure. The research chose population density and per capita
income as typical social and economic variables with potential to influence land use (Kaiser, Godschalk,
and Chapin 1995). Some initially considered variables, such as per capita GDP and residential density, were
excluded due to limited data availability and multicollinearity. All explanatory variables were normalized
from 0 to 1 in this study (Figure 2.2). This study also obtained protected area boundaries from the USGS
Protected Areas Data Portal. These areas remain unchanged in the LUCC simulation following policies
enacted by state and federal governments. In the process of data preparation, this study collected datasets
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of driving factors in 2006 for calibration of the models. Due to data limitations, however, this study acquired
datasets of population density and per capita income in 2010 from the U.S. Geological Survey and United
States Census Bureau, respectively. This study combined open water and wetland categories and made them
similarly restricted from analysis. Finally, the study reclassified open space, forest land, shrub land and
grass land to a “green space” category to reduce the number of possible land cover categories. This study
also reclassified pasture and cultivated land as “agricultural land.” In all, the present research used six land
use/cover categories in this study: open water and wetland, low intensive urban land (“low intensive”),
medium intensive urban land (“medium intensive”), high intensive urban land (“high intensive”), green
space and agricultural land.
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Figure 2.2: Raster layers of the driving factors (a: slope, b: per capita income, c: population density, d:
distance to main roads, e: distance to town center, f: elevation).
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Table 2.1: Driving factors selected to simulate LUCC in the study area
Data

Type

Slope

Independent

Digital Elevation
Model
Distance to main
roads
Distance to town
center
Population
density
Per capita
income
Land use maps
of study area

Source of data
National Elevation
Dataset
National Elevation
Dataset
United States Census
Bureau/TIGER
United States Census
Bureau/TIGER

Year

Independent

U.S. Geological Survey

2010

Independent

United States Census
Bureau/TIGER

2010

Dependent

National Land Cover
Database (NLCD)

2001,
2006,
2011

Independent
Independent
Independent

2006
2006
2010
2010

2.3 Methodology
2.3.1 Modeling workflow
Our modeling approach proceeds as follows: (1) recombination of land use/cover categories from NLCD
data and normalization of values of independent variables; (2) systematic sampling (11321 points in
modeling calibration) of the study area and creating the binary pattern of each land use/cover category by
extracting values from the recombined raster map; (3) calibration of coefficients of driving factors using
OLR and GWLR models; (4) calculation and generation of the suitability map of each land use/cover
category for the two respective models; (5) computing the Markov transition matrix; (6) simulating the
LUCC based on the defined CA-Markov model; and finally, (7) evaluating and comparing the efficiency
of corresponding suitability maps and the accuracy of simulated LUCC maps based on OLR and GWLR.
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2.3.2 OLR and GWLR
OLR has been widely implemented to detect empirical relationships between dependent and independent
variables over the last two decades (Verburg, Overmars, and Witte 2004). Here, this approach is used to
explore the function of probability of occurrence for a specific land use/cover type in a grid pixel. Binary
dependent variables indicate whether a specific land use/cover type exists and independent variables
represent the contribution of driving factors. Before applying the model, multicollinearity of independent
variables was tested by calculation of the Variance Inflation Factor (VIF) (Vilar et al. 2016). If the VIF is
greater than 10, multicollinearity is considered to exist and these corresponding variables should be
removed from analysis (Neter et al. 1996). Multicollinearity of the six selected driving factors is tested by
VIF before the study applied the two models. The integrated formula of OLR and logistic transformation
can be written as:
𝑃

logit(𝑃𝑖 ) = ln [1−𝑃𝑖 ] = 𝛽0 + ∑𝑘𝑗=1 𝛽𝑗 𝑋𝑗
𝑖

(1)

After logistic transformation, the function can be expressed as follows:

𝑃𝑖 =

𝐸𝑋𝑃(𝛽0 +∑𝑘
𝑗=1 𝛽𝑗 𝑋𝑗 )
1+𝐸𝑋𝑃(𝛽0 +∑𝑘
𝑗=1 𝛽𝑗 𝑋𝑗 )

(2)

where 𝑃𝑖 is the probability of the occurrence or suitability of a specific land use/cover type at grid pixel 𝑖,
𝑘 is the number of explanatory variables, 𝑋𝑗 is the value of pixel 𝑖 for explanatory variable 𝑗, 𝛽0 is an
estimated constant and 𝛽𝑗 is an estimated coefficient for 𝑋𝑗 in the OLR model. Contributions of driving
factors may be compared with each other by using estimated coefficients as pixel values have been
uniformly normalized. However, the assumption that these coefficients can be applied to the whole study
area can be invalid as driving factors may have different impacts on LUCC at different locations. In this
case, GWLR allows us to take into account spatially variant driving factors to obtain spatially variant
coefficients. Suitability computed with GWLR can be expressed as follows:
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𝑃𝑖(𝑢,𝑣) =

𝐸𝑋𝑃(𝛽0(𝑢,𝑣) +∑𝑘
𝑗=1 𝛽𝑗(𝑢,𝑣) 𝑋𝑗 )
1+𝐸𝑋𝑃(𝛽0(𝑢,𝑣) +∑𝑘
𝑗=1 𝛽𝑗(𝑢,𝑣) 𝑋𝑗 )

(3)

where (𝑢, 𝑣) are the spatial coordinates at grid pixel 𝑖.
The spatial weighting function refers to the evaluation of the proximity of the regression point to the
other data points around it (McMillen 2004). In calibration of GWLR, two main functions, Gaussian and
bi-square, were computed as Equations (3) and (4), respectively:
1

𝑊𝑖𝑗 = exp[− 2 (𝑑𝑖𝑗 ⁄𝑏)2 ]
𝑊𝑖𝑗 = {

[1 − (𝑑𝑖𝑗 ⁄𝑏)2 ]2 𝑖𝑓 𝑑𝑖𝑗 < 𝑏
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(4)

(5)

where 𝑊𝑖𝑗 represents the weight calculated for data point 𝑗 at location 𝑖, 𝑑𝑖𝑗 is the distance between 𝑖 and 𝑗,
and b is the bandwidth to identify the number of neighbors included in GWLR. In this study, the initial
clustered distribution of land use/cover types makes the Gaussian function more appropriate in order to
account for spatially disparate clusters of the same land use/cover type throughout the study area
(Mirbagheri and Alimohammadi 2017). In the bandwidth selection, spatially varying kernels are taken into
consideration in order to adjust scope with different levels of data point density. The fixed method uses a
constant distance as the bandwidth while the bandwidth of the adaptive method is equivalent to the distance
to the nth nearest neighbor. Therefore, the adaptive bandwidth instead of the fixed was used to calculate and
to define the spatial weights in the Gaussian function. Before calibration in GWLR, this study selected the
optimal bandwidth by comparing results from the corrected Akaike Information Criterion (AICc) method
(Du, Wang, and Guo 2014). This study also used AICc to compare the goodness of fit of OLR and GWLR
models in estimating the coefficients of explanatory variables in this study. All modeling processes were
completed in R using the GWR package (Gollini et al. 2013, R Development Core Team 2018).
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2.3.3 CA-Markov model
In LUCC modeling, pixels have higher probability to change to a certain land use/cover category
when their neighboring pixels belong to the same category (Eastman 2003). Proximity is therefore an
essential characteristic of LUCC simulation. CA modeling is able to account for proximity in simulating
LUCC over time by representing space as pixels changing over defined time intervals. Generally, pixels
that are more distant from the central pixel in the neighborhood will have smaller effects. Before applying
CA model, four basic conditions are needed to be fulfilled: (1) a delineated study area with regular cellular
entities (pixels); (2) a definition of contiguity filter (neighborhood interaction); (3) states of cellular entities
at a certain time and (4) predefined transition rules. Therefore, the next state of each cell depends on the
current state of the cell, its neighboring cells, and a set of predefined transition rules. The CA modeling
process can also be divided into several iterations by which cell states either change or remain the same at
each time step. During each iteration, cells with the higher transition probabilities for a land use/cover
category will be more likely to change to that category while cells with lower transition probabilities will
be more likely to remain unchanged. In this research, a 5 × 5 Moore contiguity filter was applied to assign
a suitability weight to the pixels surrounding each analyzed pixel, and 5 iterations in total were conducted
from 2006 to 2011. Transition rules of a classical CA used in the present study can be expressed as follows
(Wu 2002a):
𝑆𝑖,𝑡 = 𝑃𝑖,𝑡 ∗ 𝐶𝑂𝑁𝑖,𝑡 ∗ 𝜔𝑖,𝑡
𝜔𝑖,𝑡 =

(6)

∑5∗5 𝐹(𝐿𝑖,𝑡 =𝑥)

(7)

5∗5−1

𝐶𝑂𝑁𝑖,𝑡 = {

1, 𝑝𝑖𝑥𝑒𝑙 𝑖 𝑖𝑠 𝑜𝑢𝑡 𝑜𝑓 𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡 𝑎𝑟𝑒𝑎
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(8)

where 𝑆𝑖,𝑡 represents the joint suitability of the pixel 𝑖 at time 𝑡, 𝑃𝑖,𝑡 is the suitability of the occurrence of a
specific land use/cover category at pixel 𝑖 at time t, and 𝐶𝑂𝑁𝑖,𝑡 is a function for classifying protected and
physically unchangeable areas (e.g., river and wetlands) following state and federal regulations regarding
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land use and land cover. Thus, “constraint” areas are restricted from analysis and assigned the value 0
(Figure 2.1). 𝜔𝑖,𝑡 represents the defined transition rules of 5 × 5 neighborhood interactions. Function
𝐹(𝐿𝑖,𝑡 = 𝑥) returns a value of 1 when the land use/cover category of pixel 𝑖 is the one being analyzed at
time 𝑡, and 0 otherwise.
As mentioned in the introduction, transition rules set up in CA only simulate spatial neighborhood
interactions, neglecting temporal variation of LUCC between two time periods. Markov model is able to
quantitatively assess the probabilities of transition between time steps. Thus, in the combined CA-Markov
model initially suggested by Li and Reynolds (1997), the CA model reflects the neighborhood interactions
and spatial transitions while the Markov model provides LUCC probability and number of pixel transitions.
By integrating CA with a Markov model, change from one land use/cover category to another may be
simulated over time (Keshtkar and Voigt 2016, Camacho Olmedo and Mas 2018). Obtaining the transition
probability matrix is a core step in the modeling process. Values in the matrix represent the probability of
a certain land use/cover category at time 𝑡 changing to another specific land use/cover category at time 𝑡 +
1. Moreover, the status of each pixel at time 𝑡 + 1 only depends on its previous status at time 𝑡, meaning
that it has no relationship to its status before time 𝑡. Therefore, the process assumes that the socio-economic
and physical driving factors taken into consideration at a given time will continue to affect the land
use/cover pattern in the future (Briassoulis 2000). The transition probability matrix can be written as
follows:
𝑝11
𝑃𝑖𝑗 = [ ⋮
𝑝𝑛1

⋯ 𝑝1𝑛
⋱
⋮ ] (∑𝑛𝑗=1 𝑝𝑖𝑗 = 1, (𝑖, 𝑗 = 1,2 … , 𝑛)
⋯ 𝑝𝑛𝑛

S(𝑡 + 1) = 𝑃𝑖𝑗 ∗ 𝑆(𝑡)

(9)

(10)

where 𝑃𝑖𝑗 denotes the Markov transition probability matrix for a land use/cover category between two
periods; n is the number of land use/cover categories; 𝑆(𝑡) represents the land cover/use class proportion
vector at time 𝑡, and 𝑆(𝑡 + 1) represents the land cover/use class proportion vector at time 𝑡 + 1.
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2.3.4 Kappa index
Differences between suitability maps result in a diverse set of transition rules in CA-Markov modeling with
consideration of non-stationarity. To test the sensitivity of simulated LUCC to the suitability maps, this
study used kappa statistics to evaluate the accuracy of the simulations based on every location in the dataset.
Three kappa statistics were calculated: traditional kappa (𝐾𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 ), Kappa for no ability (𝐾𝑛𝑜 ) and Kappa
for location (𝐾𝑙𝑜𝑎𝑐𝑡𝑖𝑜𝑛 ) (Pontius 2000b). 𝐾𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 measures a simulated map’s ability to attain perfect
classification; 𝐾𝑛𝑜 represents the proportion classified correctly relative to the expected proportion
classified correctly without specifying quantity or location; and 𝐾𝑙𝑜𝑎𝑐𝑡𝑖𝑜𝑛 denotes the locational accuracy
of pixels in the simulated map.

Table 2.2: Gains and losses of land use/cover (km2) in two respective time periods
2001 - 2006

2006 - 2011

LUCC category

Gain (+)

Loss (-)

Gain (+)

Loss (-)

A

0.45

11.07

0.05

5.50

G

7.01

13.11

2.67

10.49

H

4.10

0.19

4.95

0.19

M

7.90

0.23

8.60

0.32

L

9.74

2.50

4.62

4.11

O

0.19

2.28

0.23

0.52

Note: O: open water and wetland; L: low intensive urban land; M: medium intensive urban land; H: high
intensive urban land; G: green space; A: agricultural land
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2.4 Results
2.4.1 Calibration analysis
Table 2.2 shows gains and losses of land use/cover categories during two time periods (2001 – 2006, 2006
– 2011). From 2001 to 2006, agricultural land and green space lost more area than any other land use/cover
category. During this period, the net losses of agricultural land and green space are approximately 10 𝑘𝑚2
and 6 𝑘𝑚2 , respectively. In contrast, intensive urban land gained approximately 22 𝑘𝑚2 over the same
period. Low intensive urban land and medium intensive urban land gained the most area from 2001-2006
and 2006-2011, respectively. Although transitions between land use/cover categories were moderate from
2006-2011 relative to 2001-2006, agricultural land and green space continue to lose the most area while
intensive urban land increases throughout the study period from 2001 to 2011.
Results of VIF range from 1.09 to 1.88, indicating that these selected driving factors are acceptable as
multicollinearity does not exist in our study. Optimal nearest-neighbor bandwidths were determined for
agricultural land (25), green space (19), high intensive urban land (23), medium intensive urban land (19),
low intensive urban land (19) and open water and wetlands (19). Table 2.3 shows the comparison of
residuals (AICc, sum of squares) and spatial autocorrelation (Moran’s I) between OLR and GWR. Smaller
AICc and sum of squares in GWR suggest that this model performs better than OLR in predicting land
use/cover categories, with a particularly substantial difference in sum of squares for green space (704.16).
In addition to averaged residual values, the spatial distribution of residuals also indicates the superior
performance of GWR. Residuals show a significant clustered distribution when Moran’s I is positive and
where p < 0.05. Our results show significant clustering in the initial pattern of every land use/cover category
except green space. Green space exhibits a random spatial distribution of residuals under GWR, and spatial
autocorrelation was determined to be negligible (Moran’s I = 0.01) and substantially lower than that under
OLR (Moran’s I = 0.24). Although significant positive Moran’s I values suggest that the clustered
distribution of residuals may remain clustered due to the initial land use/cover patterns, this large difference
in Moran’s I and its tendency toward 0 under GWR suggest that the clustered distribution of residuals of
48

each land use/cover category has been moderated under GWR. This is supported by the maps in Figure 2.3,
illustrating the spatial distribution of model residuals under OLR and GWR. For instance, the extreme
residual values of the green space and medium intensive urban land categories decrease when spatial nonstationarity is taken into consideration, indicating better performance for GWR.

Table 2.3: Statistical and spatial analysis of residuals in calibration of OLR and GWR

O

L

M

OLR

GWR

OLR

GWR

OLR

GWR

AICc

1749.69

-1387.52

2380.52

1001.76

13.72

-1849.16

Sum of
squares

772.67

459.34

817.09

592.83

662.94

455.13

Moran’s I

0.27

0.01

0.19

0.02

0.22

0.02

P-value

<0.01*

<0.05*

<0.01*

<0.01*

<0.01*

<0.01*

H

G

A

OLR

GWR

OLR

GWR

OLR

GWR

AICc

-17544.86

-19354.82

12524.41

10508.28

1702.22

-895.85

Sum of
squares

140.55

102.58

2001.39

1297.23

769.30

510.56

Moran’s I

0.27

0.08

0.24

0.01

0.31

0.05

P-value

<0.01*

<0.01*

<0.01*

>0.1

<0.01*

<0.01*

Note: * denotes that the P-value is statistically significant. O: open water and wetland; L: low intensive
urban land; M: medium intensive urban land; H: high intensive urban land; G: green space; A:
agricultural land
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Figure 2.3: Distribution of model residuals for OLR and GWR.
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Table 2.4: Estimated coefficients of driving factors in OLR and GWR

Explanatory variables
𝑂𝐼𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡
𝑂𝑆
𝑂𝐸
𝑂𝐷𝑅
𝑂𝐷𝑇
𝑂𝑃𝑑
𝐿𝐼𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡

OLR
Value
0.133
-0.485
-0.325
0.075
0.117
-0.330
0.157

Min.
-2.131
-4.118
-39.676
-6.626
-4.595
-49.774
-1.599

1st Quartile
0.004
-0.671
-2.410
-0.248
-0.119
-0.831
-0.031

GWR
Median
0.155
-0.266
-0.765
0.079
0.036
-0.083
0.005

3rd Quartile
0.451
-0.025
-0.134
0.623
0.329
0.302
0.172

Max.
5.343
4.212
4.469
10.351
3.661
49.919
1.712

𝐿𝑃𝑑

0.365

-7.273

0.000

0.541

1.961

14.473

-0.132
-6.879
-0.111
-2.872
-0.179
-4.433
𝑀𝐼𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡
0.107
-1.484
𝑀𝑃𝑑
1.441
-12.712
𝑀𝑃𝑖
-0.175
-4.676
-0.060
-7.894
𝑀𝐷𝑅
-0.111
-4.327
𝑀𝑆
𝐻𝐼𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡
0.067
-0.662
𝐻𝑃𝑑
-0.054
-15.532
𝐻𝑃𝑖
-0.064
-1.296
-0.029
-2.956
𝐻𝐷𝑅
-0.026
-2.077
𝐻𝐷𝑇
-0.035
-2.163
𝐻𝑆
𝐺𝐼𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡
0.442
-3.667
𝐺𝑃𝑑
-1.039
-41.615
𝐺𝑃𝑖
0.183
-12.113
-0.045
-3.550
𝐺𝐷𝑇
0.585
13.282
𝐺𝐸
𝐺𝑆
1.245
-3.662
𝐴𝐼𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡
0.091
-4.498
𝐴𝑃𝑑
-0.385
-27.867
𝐴𝑃𝑖
0.068
-2.930
0.135
-4.235
𝐴𝐷𝑅
0.073
-2.149
𝐴𝐷𝑇
-0.277
-8.912
𝐴𝐸
-0.418
-5.640
𝐴𝑆
Note: 𝑋𝑖 represents the contribution of driving factor
𝐿𝐷𝑅
𝐿𝐷𝑇
𝐿𝑆

-0.364
-0.227
-0.373
-0.000
-0.000
-0.423
-0.406
-0.362
0.000
-0.110
-0.036
-0.041
-0.024
-0.046
0.023
-2.407
-0.511
-0.492
-0.085
0.271
-0.099
-1.069
-0.099
-0.090
-0.068
-3.000
-0.466
𝑖 to the land

-0.003
0.160
-0.000
0.086
-0.012
0.022
0.016
0.243
0.149
1.144
-0.011
-0.000
-0.000
0.032
-0.008
0.000
0.000
0.053
-0.000
0.000
-0.000
0.000
-0.000
0.000
-0.000
0.000
-0.000
0.000
0.522
0.975
-0.803
0.961
0.085
0.821
-0.054
0.366
0.643
1.880
0.872
1.869
0.006
0.157
-0.210
0.000
0.009
0.227
0.066
0.416
0.022
0.212
-0.024
0.181
-0.082
0.004
use/cover category 𝑋 . S:

5.618
2.965
5.094
2.001
10.151
4.153
4.986
4.904
1.483
1.134
1.491
1.784
0.996
1.548
4.620
60.754
8.761
2.812
16.305
7.636
1.951
20.383
3.080
4.449
2.566
12.765
2.070
slope; E:

elevation; DT: distance to town center; DR: distance to main roads; Pi: per capita income; Pd: population
density. O: open water and wetland; L: low intensive urban land; M: medium intensive urban land; H: high
intensive urban land; G: green space; A: agricultural land
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Table 2.4 demonstrates that the contributions of the selected driving factors to land use/cover
categories vary across the study area. According to Equation (1), a positive coefficient in Table 2.4
represents a positive contribution of the driving factor toward a specific land use/cover category, while a
negative coefficient represents a negative contribution. The OLR model only provides a single coefficient
value to describe the contribution of the driving factor to each land use/cover category over the whole study
area. However, some driving factors are excluded from the table as they are determined to be non-significant
during the process of calibration. Results from OLR show that slope, population density and per capita
income have the most significant impacts on LUCC in the study area. Particularly, the absolute values
reflect that population density is far more significant than other driving factors in determining medium
intensive urban land. Moreover, the high positive value (1.441) indicates that medium intensive urban land
suitability is high where population density is high. High intensive urban land is affected negatively by both
population density and per capita income to a similar degree (-0.054 and -0.064, respectively). Besides
intensive urban land, slope is considered to be the most significant driving factor in influencing the
suitability of open water and wetlands (-0.485), green space (1.245) and agricultural land (-0.418).
In contrast, GWR provides a range of coefficients to depict the spatially varying contributions of
driving factors. A large difference between the minimum and maximum coefficients indicates that the
corresponding driving factor has the most non-stationary contributions across the study area. Therefore,
population density serves a driving factor which has the most varying contributions to LUCC over the 29
towns. Figure 2.4 uses agricultural land as an example to illustrate the spatial distribution of estimated
coefficients of driving factors. Pixel values represent coefficients indicating the significance of a driving
factor in simulating agricultural land. For all driving factors, population density has the lowest value among
minimum coefficients (-27.87) and the highest value among maximum coefficients (20.38), indicating that
it has the strongest impact on the suitability of agricultural land. Moreover, this coefficient is negative in
most of the study area, representing an impeding influence on agricultural land. High positive coefficients
for elevation in the northeast of the study area indicate high suitability for agricultural land when elevation
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is high and other driving factors are held constant. Similar relationships are also detected for other land
use/cover categories. Compared with results from OLR, GWR clearly provides us more information
regarding to how to identify spatially non-stationary relationships between driving factors and multiple land
use/cover categories and the estimated contribution of each driving factor to different land use/cover
categories in this study. Therefore, OLR could restrict the analysis of relationship between driving factors
and multiple land use/cover categories.

Figure 2.4: Visualization of GWR coefficient estimates for agricultural land
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Figure 2.5: Comparisons of suitability maps between OLR and GWLR (a: suitability of green space
based on OLR; b: suitability of green space based on GWLR; c: distribution of green space in 2006; d:
suitability of medium intensive based on OLR; e: suitability of medium intensive based on GWLR; f:
distribution of medium intensive in 2006)
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Figure 2.6: Land use/cover map of (1) 2006 observed; (2) 2011 observed; (3) 2011 OLR-CA-Markov
simulated; and (4) 2011 GWLR-CA-Markov simulated.
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2.4.2 Suitability map and sensitivity analysis
Spatially stationary and non-stationary suitability calculations of land use/cover categories are based on
Equation (2) and Equation (3), respectively. Input of spatially varying coefficients in Equation (3) make
the corresponding suitability map more representative in local analysis. Figure 2.5 depicts the differences
between the OLR-based suitability maps and GWLR-based suitability maps for green space and medium
intensive urban land. Values indicating suitability of a specific land use/cover category range from 0 to 1,
with 0 denoting no suitability and 1 denoting the highest suitability. The OLR-based suitability map of
green space shows low suitability near the center of the study area while high suitability is found to the
west. The GWLR-based suitability maps correspond to the observed spatial patterns of green space (Figure
2.5b) and medium intensive urban land (Figure 2.5e) in 2006 considerably better than the suitability maps
based on OLR for these categories.
Figure 2.6 depicts observed land use/cover in 2006 and 2011 and the simulated maps based on OLRCA-Markov and GWLR-CA-Markov in 2011. Increase in intensive urban land is apparent between the
observed and simulated maps in 2011. Evaluated kappa indexes in Table 2.5 show that both simulated 2011
land use/cover maps attain high accuracy, with 𝐾𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 , 𝐾𝑛𝑜 and 𝐾𝑙𝑜𝑎𝑐𝑡𝑖𝑜𝑛 higher than 80%. Moreover,
all selected kappa statistics show very similar assessments of accuracy for the OLR-CA-Markov simulated
map and GWLR-CA-Markov simulated map despite obvious differences in suitability inputs, indicating
that the sensitivity of simulated LUCC or the CA-Markov model to the changes in suitability data caused
by consideration of spatial non-stationarity is small. The Kappa Index of Agreement (KIA) also reflects
substantial agreement for green space and almost perfect agreement for the others (excluding open water
and wetlands) between the two simulated maps. In addition to kappa statistics, Table 2.5 shows error matrix
analysis in terms of omission and commission of pixel transitions. Errors of commission occur when pixels
associated with a certain category are mistakenly identified as other categories, while errors of omission
occur when pixels that should have been identified as a particular category are ignored (Lillesand, Kiefer,
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and Chipman 2014). Results of the OLR-based simulated map show that agricultural land and high intensive
urban land have the largest errors of omission (15.26%) and commission (47.64%), with similar results for
the GWLR-based simulated map (15.24% error of omission, agricultural land; 47.11% error of commission,
high intensive urban land).

Table 2.5: Kappa statistics and error analysis of OLR and GWLR simulated maps

2011 OLR simulated map

2011 GWLR simulated map

KIA

Omission

Commission

KIA

Omission

Commission

O

0.99

0.1%

0.4%

0.99

0.1%

0.4%

L

0.86

11.4%

20.4%

0.86

11.4%

20.5%

M

0.84

13.2%

26.1%

0.85

13.1%

26.0%

H

0.88

11.4%

47.6%

0.88

11.5%

47.1%

G

0.79

11.0%

2.2%

0.79

11.0%

2.2%

A

0.83

15.3%

5.4%

0.84

15.2%

5.3%

𝐾𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑

0.85

0.85

𝐾𝑛𝑜

0.87

0.87

𝐾𝑙𝑜𝑎𝑐𝑡𝑖𝑜𝑛

0.92

0.92

Note: KIA denotes the Kappa Index of Agreement of land use/cover category. O: open water and
wetland; L: low intensive urban land; M: medium intensive urban land; H: high intensive urban land; G:
green space; A: agricultural land
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2.5 Discussion and conclusion
Four research questions have been investigated in this study. These questions can be divided into two
portions based on different modeling processes. The first portion entails implementing OLR and GWLR
models to evaluate the relationship between driving factors and multiple land use/cover categories when
spatial non-stationarity is taken into consideration. The second portion is concerned with detecting the
differences between suitability maps created by the two models and examining the sensitivity of simulated
LUCC to the suitability map with consideration of spatial non-stationarity. OLR has been incorporated into
CA-Markov model to simulate LUCC in previous research (Arsanjani et al. 2013) to allow for more robust
estimation of the contributions of driving factors when compared with some subjective scoring methods,
such as MCE. Nevertheless, few studies note that anomalous highly clustered residuals make the OLRbased method less convincing even if the simulated results achieve a relatively high accuracy. Our
conclusions confirm this as shown in Figure 2.3 and Table 2.3. Distribution and summary statistics of
residuals clearly reflect that GWLR is able to provide a better goodness of fit, leading to more realistic and
convincing suitability maps. In recent studies, spatially variant weights of driving factors were taken into
consideration to set up transition rules in simulating future urban expansion using GWLR (Feng and Tong
2018, Mirbagheri and Alimohammadi 2017). Although overall accuracy can be improved and more urban
growth is captured using GWLR compared with OLR, analysis of the role of spatial non-stationarity in a
complete simulation of LUCC by integrating with CA-Markov remains lacking. Unlike previous research,
this research followed the suggestion of Keshtkar and Voigt (2016) to investigate the sensitivity of
simulated LUCC to suitability maps with consideration of spatial non-stationarity. In addition, this study
conducted a complete simulation of change in multiple land use/cover categories by implementing OLRCA-Markov and GWLR-CA-Markov models.
In this study, it is found that only some selected driving factors exhibit significant impacts on the
suitability of a certain land use/cover category at the same time. After OLR calibration, it shows that certain
factors contribute insignificantly to the suitability of various land use/cover categories. These driving
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factors are eventually excluded from the modeling processes of OLR and GWLR. For example, in our study
area, the increase in green space is uncorrelated with distance to main roads. This means that road
construction neither promotes nor impedes the suitability of green space in our study area. In contrast,
things could be interpreted differently when it comes to the locational analysis. Population density can be
recognized to be the most important factor for crop cultivation (Table 2.4). High positive coefficients
indicate that population density strongly correlates to the suitability of agricultural land in corresponding
locations. Nevertheless, pixels with coefficients close to 0 represent that the corresponding places have
negligible correlation with agricultural land, showing less importance of this factor as well at some places
(Figure 2.4). Table 2.4 shows that the third quartile value of the coefficients of population density is close
to 0 for agricultural land, indicating that the contribution of population density to agricultural land is
negligible in the corresponding location. Summary statistics of residuals indicate that GWLR is able to
outperform OLR in setting up transition rules for CA. Smaller Moran’s I implies that the spatially clustered
distribution of residuals has been moderated by GWLR model to some degree. Figure 2.3 also depicts a
decrease in extreme values of residuals, leading to a better goodness of fit.
In the second portion of the study, suitability maps of land use/cover categories also demonstrate the
strength of using GWLR before incorporating the CA-Markov model. Visual comparisons between the
suitability map and the observed pattern of a specific land use/cover category confirms the high accuracy
of GWLR relative to OLR (Figure 2.5), reflecting the incorporation of spatial non-stationarity in the
transition rules. Following incorporation of CA-Markov, accuracy assessment shows that both OLR-CAMarkov and GWLR-CA-Markov have high levels of agreement with observed data, indicating that either
method may be reasonable for simulation of future LUCC (Table 2.5). However, the very similar kappa
statistic values suggest that the difference between OLR-based and GWLR-based suitability maps plays a
minor role in simulating LUCC using CA-Markov, and that the simulated land use/cover maps by CAMarkov mask the considerable spatial variation in the GWLR-based suitability map. Moreover, when
limiting the study area only to the pixels where the OLR-based and GWLR-based simulated maps have
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“disagreements”, the accuracy of the new masked simulated maps are relatively low, with overall KIA of
28.09% and 27.84% respectively. This supports our conclusion that the GWLR-CA-Markov and OLR-CAMarkov approaches are similar in simulating LUCC whether measured by accuracy or error. The research
therefore concludes that the sensitivity of simulated LUCC to the spatial non-stationarity in the suitability
map is low in our study area during this time period. In other words, the CA-Markov model may be less
effective in simulating LUCC in response to the spatial non-stationarity when the suitability map is the key
indicator of change. In addition, error metric analysis provides a specific evaluation of the potential of OLRbased and GWLR-based approaches in simulating LUCC. For both methods, similar maximum errors of
omission indicate that agricultural land is underestimated in the simulated maps. In contrast, similar
maximum errors of commission imply that high intensive urban land is somewhat overestimated in both
simulations, as shown in Figure 2.6 and Table 2.5. These similar results demonstrate that the errors depend
more on the CA-Markov modeling process than the suitability inputs, indicating a violation of the temporal
stationarity assumption during the simulation. In this case, our hypothesis is that CA filtering and
probability thresholding play more important roles in simulation process; therefore, accounting for not only
spatial but also temporal non-stationarity in CA-Markov modeling is a key area for future research.
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Chapter 3
Quantifying the relationship of change rate between streamflow and climate change in a
small basin under future scenarios

Abstract
Previous studies have identified the importance of simulating and quantifying the relationship between
hydrological variation and climate change under historical scenarios at regional and continental scales.
However, robust demonstration of the potential of combining consistent land use/cover change (LUCC)
and climate change to simulate future hydrological processes is still lacking. Furthermore, investigating the
future connections between hydrological characteristics and climate variables demands exploration of these
phenomena at small (basin) scale. To fill this gap, this research simulates land use/cover patterns in 2030
based on the logistic Cellular Automata-Markov model. Second, the Soil Water Assessment Tool (SWAT)
simulates the streamflow change within the Ashuelot River basin in New England between 2002-2009 and
2032-2039. Projected future climate data are obtained from two general circulation models (GCMs) under
RCP 4.5 and RCP 8.5. Additionally, this research quantifies the relationship of change rate between
streamflow, precipitation and potential evapotranspiration (PET) among 29 subbasins at monthly scale
between the two time periods under different climate scenarios by implementing a three-dimensional panel
data approach. Results show greatest changes in forestland (-21.07 km2) and intensive urban land (+5.4
km2) by 2030. Comparisons between the two periods show a negative overall trend in runoff under RCP
4.5 and RCP 8.5 of both selected GCMs. Panel data analysis indicates that the change rate of streamflow is
influenced more by the change rate of precipitation when both precipitation and PET contribute
significantly to the change rate of streamflow over the study period. Therefore, this study provides an
important insight into quantifying and comparing the relationship of basin-scale change between
streamflow and future climate.
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3.1 Introduction
Climate change and land cover variability are the two major components affecting the hydrological
processes (Pfister et al. 2004, Hovenga et al. 2016). These interacting processes involve numerous
meteorological and landscape variables such as precipitation, evapotranspiration, solar radiation,
temperature, soil type, topography, land use and land cover (Wu et al. 2012). The IPCC AR5 (2014) reports
that anthropogenic changes to the global hydrological cycle will result in an increasing spatial and temporal
disparities between wet and dry regions. Recent studies found that approximately 36% of the world
population experiences water scarcity issues, especially in some developing countries (Von Grebmer et al.
2015). The spatially unequal distribution of water stress is also projected to intensify to 52% of the world
population exposed to severe water scarcity by 2050 without significant intervention (Wang, Zhang, et al.
2016). In addition to climate variability, land use/cover change (LUCC) caused by human activities is
another principal component of hydrological characteristics such as infiltration, percolation, groundwater
and runoff. Specifically, previous research has confirmed that decreasing vegetation and infiltration
capacity of soil leads to increasing streamflow (Wang and Stephenson 2018, Zuo et al. 2016, Bronstert,
Niehoff, and Bürger 2002).
For a better quantitative understanding of these interactions, scientists have been investigating the
response of hydrological characteristics to climate change and LUCC by applying various hydrological
models. These models are usually divided into three types: empirical, conceptual, and physical (Devia,
Ganasri, and Dwarakish 2015). Although previous studies have shown successful applications of these
models in most of cases, physically based distributed models have outperformed others owing to their
ability to represent real physical processes (Jayakrishnan et al. 2005). SWAT (Soil and Water Assessment
Tool) model, a physically based distributed model, has been widely used to evaluate the impacts of climate
change and LUCC on water resources in the past decade. Implementations of SWAT can be classified into
three general directions based on the variables controlled in each case – impacts of climate change, impacts
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of LUCC, and combined impacts on hydrological processes. Ouyang et al. (2015) assessed the impact of
climate change on streamflow and made long-term watershed management plans using six global climate
models (GCMs). Uniyal, Jha, and Verma (2015) quantified the impacts of climate change on water balance
components in the Upper Baitarani River basin in India by considering several warming scenarios. Can et
al. (2015) found that surface runoff declines when forest, agricultural land and grassland increase under
different land use scenarios. Yang and Lu (2018) defined two respective land use/cover scenarios for 2000
and 2015 and investigated the effects of the Grain-for-Green Program on runoff and erosion in the Loess
Plateau in China. Data preparation of these studies usually include both climate variables and land use/cover
scenarios; however, their constant independent inputs do not necessarily reflect dynamic environmental
change occurring over several decades, particularly when considering long-term climate scenarios.
Recent studies have begun to investigate future climate-driven hydrological responses using biascorrected and downscaled GCM outputs and corresponding simulated land use/cover patterns, reflecting
the compound effects of climate change and LUCC. However, some uncertainties and limitations remain
in those studies due to the lack of a theoretical basis for selecting an optimal method for LUCC simulation.
For example, Kundu, Khare, and Mondal (2017) used SWAT to quantitatively estimate future water balance
in 12 subbasins of Narmada River basin using the Markov Chain model to generate future land use/cover
patterns. Yang, Long, and Bai (2019) investigated the combined impacts of LUCC and climate change on
future runoff in the Luanhe River basin using an integrated method of Multi Criteria Evaluation (MCE),
cellular automata (CA) and Markov model. Hipt et al. (2019) used a combination of Multi-Layer Perceptron
(MLP) and Markov model to examine the effect of LUCC and climate change on water resources in a
tropical West African catchment. Although these applications show relatively high goodness-of-fit between
simulated and true land use/cover maps, quantitative assessment of relationships between driving factors
and land use/cover categories are missing (Wang, Stephenson, and Qu 2019), resulting in relatively less
convincing predicted hydrological responses under corresponding future scenarios. Following Wang,
Stephenson, and Qu (2019), this study employs an integrated logistic regression-CA-Markov model (LCM)
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in the present study. This method has been shown to achieve high simulation accuracy of future land
use/cover patterns at small scales even when spatial non-stationarity of socio-economic variables is taken
into consideration (Wang, Stephenson, and Qu 2019).
Previous studies have attempted to investigate the relationship between hydrological variations and
climate change using historical records. Xu et al. (2011) found that periodic changes in runoff, temperature
and precipitation are closely correlated, and a significant and positive correlation of these variables with
annual runoff at regional scale and different temporal scales. Wang, Ding, and Iqbal (2017) quantified the
relationship between runoff indices (i.e., maximum daily discharge difference and accumulated direct
discharge), precipitation and temperature by applying a multiple linear regression method. Moreover, Duan
et al. (2017) showed that temperature plays a more important role than precipitation in determining late21st-century runoff variation under global warming, although precipitation has played a more important role
in the last several decades. Their results suggest that the contribution of temperature to hydrological change
has been underestimated under various future scenarios of climate change and LUCC in the conterminous
United States. In addition, scientists believe that temperature and precipitation will continue to influence
the magnitude and fluctuation of hydrological characteristics, such as streamflow, in the next several
decades (McCabe and Wolock 2011, Wu et al. 2018). Moreover, other climate variables such as potential
evapotranspiration (PET) may also impact water resources through indirect effects from temperature, solar
radiation and wind (Wang and Stephenson 2018). Thus, further research on the dynamic influence of these
climate variables under plausible future climate scenarios is needed. Although studies on these relationships
are relatively well-developed at regional and continental scales, details of their connections among and
within small basins and their adjacent subbasins remain lacking.
Evidence that runoff of small basins is more sensitive to the spatial distribution of precipitation has
been demonstrated previously (Biemans et al. 2009), such that little difference in climate variables (e.g.,
precipitation) between adjacent subbasins of a small basin may result in quite different runoff. However,
few studies have attempted to use these small differences to investigate the correlation between
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hydrological characteristics, precipitation and temperature. Therefore, it is necessary to reexamine the
correlation between these factors within a small basin when taking the difference into consideration,
especially under future scenarios. Moreover, most previous research at a given spatial scale derived the
correlation based only on an average value applied to the entire area, neglecting the potential nonstationarity of both dependent and independent variables among subbasins. Therefore, under these
conditions, the time periods, multi-adjacent subbasins, and hydrological and climate variables comprise a
multi-dimensional dataset. In the area of econometrics, these multi-dimensional data have been frequently
recognized as panel data based on their unique combination. Previous research also demonstrated that panel
dataset is able to be considered as a better dataset than the cross-sectional in analyzing the dynamics of
variation over the last decade (Fan et al. 2017). Thus, based on these theories, this study will ultimately
apply an idea of panel data to reach the aim of investigating the quantitative relationship between
streamflow change and climate variable change within a small basin under future scenarios.
As a whole, this study mainly focuses on simulating how streamflow will change in a small basin
under future LUCC and various climate change scenarios by integrating LCM and SWAT model together.
After obtaining future simulated streamflow data for each subbasin within the small basin, the change rate
of streamflow can be calculated between selected historical and future time periods. This research also aims
to quantitatively assess the relationship of change rate between streamflow and climate variables (e.g.,
precipitation and PET) in the future. Specifically, present study will address the following research
questions: (1) How will streamflow change under different RCP scenarios of different GCMs by applying
the corresponding optimal future LUCC scenario? (2) What are the similarities and differences of
streamflow change for all subbasins within a small basin? (3) What is the correlation of change rate between
streamflow and climate variables among subbasins within a small basin?
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3.2 Study area and data
3.2.1 Selection of study area
In this research, this study selects the Ashuelot River basin, a part of the Connecticut River Basin in the
Northeastern United States, as our study area (Figure 3.1). Previous research demonstrated that the US
Northeast has being experiencing the strongest increasing extreme precipitation in the United States in the
past 50 years (Parr and Wang 2014). The Ashuelot River originates from Pillsbury State Park in
Washington, New Hampshire and flows 103 kilometers before discharging into the Connecticut River in
Hinsdale, New Hampshire. The entire basin drains approximately 1100 square kilometers and covers 27
towns from both southwestern New Hampshire and Massachusetts. The river has been attracting increasing
attention since 1991 when the Silvio O. Conte National Fish and Wildlife Refuge Act was passed to protect
and improve the diversity of species in the Connecticut River Basin (Zimmerman and Lester 2006).
According to the 2006 Ashuelot River Corridor Management Plan (Skuly et al. 2006), frequency of flooding
events is increasing along the river bank due to expanding impervious land in the basin. Moreover,
ecological changes, such as forest loss and shift, are projected to become more severe under a high
greenhouse gas scenario late-century (Sintros 2010).
The Ashuelot River basin plays an ecologically and culturally significant role in southwest New
Hampshire, providing wildlife habitat and recreational resources. A land conservation plan for the basin
published by the Nature Conservancy, the Monadnock Conservancy, the Society for the Protection of New
Hampshire Forests, and the Southwest Region Planning Commission highlights pressures in the region
caused by an expansion of new roads, sprawling development and some irreversible LUCC (Zankel 2004b).
Moreover, the 2010 Sustainability Project for Forest and Water Climate Adaptation also projected
increasing loss of forest and tree cover due to urban development in the next several decades, raising the
likelihood of extreme streamflow events. As these concerns are shared by many river basins throughout the
northeast, it is appropriate to regard the Ashuelot River basin as a typical small basin in our study region.
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Figure 3.1: Location of the Ashuelot River basin and numbered subbasins (main map) and lower
Connecticut River Basin (inset map)
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Table 3.1: Reclassification of land use/cover type

SWAT land
use/cover type
WATR
URBN
PAST
FRSD
RNGB
AGRL

NLCD classification

Description

Open water, woody wetlands, emergent herbaceous wetlands
Developed area
Barren land, grassland, pasture
Deciduous forest, evergreen forest, mixed forest
Shrub
Cultivated crops

Water
Intensive urban land
Pasture
Forestland
Shrubland
Agricultural land

3.2.2 Data acquisition and management
The datasets are mainly divided into two main components, namely spatial data and
hydrometeorological data, in this study. The research obtained slope and elevation data from the National
Elevation Dataset digital elevation model (DEM) to delineate boundaries of the basin and its subbasins.
Three periods of 30-meter spatial resolution land use/cover maps (2001, 2006 and 2011) were acquired
from the National Land Cover Database (NLCD). For compiling with the SWAT model land use/cover
classification system, this study reclassified the NLCD data into six land use/cover classifications (Table
3.1). Soil spatial data were downloaded at a scale of 1:24000 from the Soil Survey Geographic Database
(SSURGO) maintained by the US Department of Agriculture (USDA) Natural Resources Conservation
Service (NRCS). Six independent variables covering both physical and socio-economic attributes for LCM
were selected following the research of Wang, Stephenson, and Qu (2019). In addition to slope and
elevation data obtained for SWAT inputs, this study chose distance to main roads and distance to town
centers in 2010 from US Census Bureau TIGER datasets as proximity variables to show the impacts of
location on land use/cover simulation processes. In addition, socio-economic factors, namely population
density and per capita income in 2010, were acquired from the U.S. Geological Survey (USGS) and US
Census Bureau TIGER datasets, respectively.
Due to limited real-time weather stations in our study basin, historical meteorological data (daily
precipitation. daily maximum and minimum temperature, average daily relative humidity, average daily
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wind speed and daily solar radiation) between 1979 and 2013 were downloaded from the Climate Forecast
System Reanalysis (CFSR) global meteorological dataset as SWAT inputs. Fuka et al. (2014) demonstrated
that the CFSR data performs as well as or better than traditional meteorological gauging data in simulating
streamflow. These data provide an alternative to in-situ meteorological data where such data are insufficient
to represent historical weather records. Average monthly PET calculation follows the Penman-Monteith
equation (Allen et al. 1998). Figure 3.1 shows the spatial distribution of six CFSR meteorological stations
in the study area. Future hydrological simulation from 2030 to 2039 is driven by the outputs of two general
circulation models (GCMs) (bcc-csm1-1 and HadGEM2-CC) under two representative concentration
pathways (RCP 4.5 and RCP 8.5). The bcc-csm1-1 is developed by Beijing Climate Center and is a fully
coupled, relatively low-resolution (2.8° × 2.8° ) climate system model incorporating the global carbon cycle
and dynamic vegetation cover (Wu et al. 2014). The HadGEM2-CC, developed by the Met Office Hadley
Centre, belongs to the Hadley Centre Global Environmental Model version 2 (HadGEM2) family. This
model includes various Earth system components such as troposphere, land surface and hydrology,
terrestrial carbon cycle while omitting tropospheric chemistry, with a moderate resolution (1.88° × 1.25° )
(Bellouin et al. 2011). A recent study by Karmalkar et al. (2019) investigated the eligibility and reliability
of 36 GCMs in the northeastern U.S., showing that bcc-csm1-1 (hereafter, “bcc”) and HadGEM2-CC
(hereafter, “Hadley”) rank #2 and #16, respectively, based on selected performance metrics. Based on their
results, these models were selected to represent a range of variability in hydrological simulations. Highresolution (4 km) gridded climate outputs for these models were downloaded from the Multivariate
Adaptive Constructed Analogs (MACA) dataset, which uses a statistical downscaling method to remove
biases from raw GCM outputs (Abatzoglou and Brown 2012). Corresponding historical monthly discharge
data from 1981 to 2013 for calibration and validation were acquired from USGS Water data for the Nation
(USGS Water Resources).
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3.3 Methodology
3.3.1 Modeling workflow
To understand how streamflow will change and to quantify the relationships of change rate between
streamflow, precipitation and PET under future scenarios, our methodology comprises three main modules:
1) calibration and validation of LCM and simulation of future land use/cover pattern; 2) calibration and
validation of SWAT model and simulation of future streamflow change under RCP 4.5 and RCP 8.5 of two
selected GCMs; 3) eligibility examination (i.e., unit root test and cointegration test) and utilization of linear
regression model for the panel dataset. Descriptions of each module are given below.

3.3.2 Simulation of LUCC by LCM
Creating suitability maps of various land use/cover categories in the study area is an important component
in the process of forecasting LUCC. Compared with certain subjective scoring methods, such as MCE,
logistic regression is able to robustly evaluate the quantitative relationship between driving factors and land
use/cover categories based on the socio-economic and physical attributes of study area (Arsanjani et al.
2013). Therefore, the suitability of occurrence for a specific land use/cover category in each gridded pixel
can be expressed as a function of the values of selected independent variables. Coefficients derived from
the regression model are applied to the entire study area, representing the contribution of corresponding
driving factors to the land use/cover category. Although previous research has incorporated spatial nonstationarity of independent variables into logistic regression for simulating LUCC with an integrated CAMarkov model approach, the sensitivity of simulated LUCC to spatial non-stationarity was found to be low
for a subbasin-scale study area within the Connecticut River Basin (Wang, Stephenson, and Qu 2019).
Moreover, LUCC maps simulated by LCM are also able to achieve high agreement with the corresponding
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observed data. Therefore, the present study mainly focuses on employing logistic regression to create
suitability maps, and then to generate future land use/cover patterns as initial inputs to the SWAT model.
Integrated CA-Markov model has been widely used in LUCC analysis in recent years (Iacono et al.
2015, Subedi, Subedi, and Thapa 2013, Halmy et al. 2015). This combined approach is able to simulate
LUCC through both spatial and temporal transitions of land use/cover categories during a certain period.
Over predefined rounds of iteration, Individual CA model predicts the following status of each pixel based
on its current status, its neighboring impacts, and a predefined transition rule. Specific predefined rounds
of iteration make each individual pixel status either changeable or remained. This process follows the rule
that pixels will be more likely to change to a certain land use/cover category when the transition probability
for that category is high, but keep remained with a lower one (Wu 2002b).
While the CA model is capable of simulating the spatial interactions between neighborhoods, the Markov
model aims to provide the number and probability of pixel transitions between two adjacent time steps
(Sang et al. 2011). The modeling process is stochastic, and the next status of each pixel at time 𝑡 + 1 only
depends on its status at time 𝑡 by applying the transition probability matrix. The transition probability
matrix and Markov process can be expressed as follows:
𝑝11
𝑃𝑖𝑗 = [ ⋮
𝑝𝑛1

⋯ 𝑝1𝑛
⋱
⋮ ] (∑𝑛𝑗=1 𝑝𝑖𝑗 = 1, (𝑖, 𝑗 = 1,2 … , 𝑛))
⋯ 𝑝𝑛𝑛

𝑃𝑖𝑗 × 𝐷𝑡 = 𝐷𝑡+1

(1)

(2)

where 𝑃𝑖𝑗 is the transition probability matrix for the selected land use/cover categories over two time stages;
𝑛 represents the total number of land use/cover categories; and 𝐷𝑡 and 𝐷𝑡+1 denote the land use/cover
category proportion vector for time 𝑡 and 𝑡 + 1, respectively.
Based on this framework, this study first simulates the 2011 land use/cover pattern based on the 2001
and 2006 land use/cover map. This process includes generating the suitability map for each land use/cover
category in 2006 through utilizing a logistic regression model and setting up transition rules (e.g., transition
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probability matrix from Markov model) for simulation. The 2011 ground-truth land use/cover map is treated
as the reference for evaluating the accuracy of simulation results. Three Kappa indices, namely traditional
Kappa (𝐾𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 ), Kappa for no ability (𝐾𝑛𝑜 ) and Kappa for location (𝐾𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 ), are employed in this
validation process (Pontius 2000a). Lastly, the land use/cover maps of 2001 and 2006 are used to simulate
2030 land use/cover if the aforementioned Kappa indices demonstrate substantial agreement (0.61-0.80)
(Viera and Garrett 2005).

3.3.3 SWAT model simulation
The SWAT model is a physically-based and semi-distributed hydrological model developed by the U.S.
Department of Agriculture (USDA) Agricultural Research Service (ARS) in Temple, Texas (Gassman et
al. 2007). It has been widely and effectively used to investigate the impacts of climate change and LUCC
on water resource quantity and quality at various scales (Arnold et al. 1998, Gassman et al. 2007). Within
the SWAT model framework, a basin is delineated and can be divided into subbasins based on a DEM. It
is then further divided into Hydrologic Response Units (HRUs) representing the basic simulation traits
assumed to be static properties, encompassing a single soil type, land use/cover category and slope range.
Hydrological components, such as evapotranspiration, streamflow and percolation, are simulated from
these smallest parcel units to the subbasin level, and accumulated at the outlet through the entire stream
network. Consequently, the daily water budget may be calculated in an individual basin. The SWAT model
follows a water balance equation to simulate hydrological components. The equation can be expressed as:
𝑆𝑊𝑡 = 𝑆𝑊0 + ∑𝑡𝑡=1( 𝑅𝑑 − 𝑆𝑈𝑅𝑄𝑑 − 𝐸𝑇𝑑 − 𝑃𝐸𝑅𝐶𝑑 − 𝑄𝑅𝑑 )

(3)

where 𝑆𝑊𝑡 is the soil water content at the end of the study period; 𝑆𝑊0 is the soil water content at the
beginning of the study period; 𝑅𝑑 is daily precipitation during the time period 𝑡; 𝑆𝑈𝑅𝑄𝑑 is daily surface
runoff; 𝐸𝑇𝑑 is amount of daily evapotranspiration; 𝑃𝐸𝑅𝐶𝑑 is daily percolation and 𝑄𝑅𝑑 represents the daily
amount of return flow (Arnold et al. 1998). The unit in this equation is mm.
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Before simulating the historical and future streamflow utilizing SWAT, calibration and validation
must be performed by comparing simulated streamflow data with the corresponding observed streamflow
data obtained from the same gauge station over a given time period. Moreover, previous studies
demonstrated that not all hydrological parameters accounted for in SWAT may significantly affect the
simulated results (Cibin, Sudheer, and Chaubey 2010). SWAT Calibration and Uncertainty Programs
(SWAT-CUP), a multiprocedural-linked software package, enables sensitivity analysis of parameters,
calibration, validation, and uncertainty analysis of SWAT model results (Abbaspour 2013). The Sequence
Uncertainty Fitting algorithm (SUFI-2) is selected to optimize parameters in this study due to its ability to
consider uncertainties from various sources, such as driving factors, observed data, and the conceptual
model specification (Abbaspour 2013). Significance of parameters in model calibration is assessed by a ttest in SWAT-CUP. Parameters are more sensitive when absolute value of the t statistic is large, and a small
p value (p < .05) indicates that the sensitivity of the parameter is significant. In the present study, model
performance is evaluated by three indicators: coefficient of determination ( 𝑅 2 ), the Nash-Sutcliffe
coefficient (𝐸𝑁𝑆 ) and percent bias (PBIAS). The equations of these indicators are expressed as follows:
2

𝑅 2 = [∑𝑏𝑎=1(𝑄𝑜,𝑎 − 𝑄𝑜 )(𝑄𝑠,𝑎 − 𝑄𝑠 )] / ∑𝑏𝑎=1(𝑄𝑜,𝑎 − 𝑄𝑜 )2 ∑𝑏𝑎=1(𝑄𝑠,𝑎 − 𝑄𝑠 )2

(4)

𝐸𝑁𝑆 = 1 − ∑𝑏𝑎=1(𝑄𝑜 − 𝑄𝑠 )2𝑎 / ∑𝑏𝑎=1(𝑄𝑜,𝑎 − 𝑄𝑜 )2

(5)

PBIAS = 100 ∗ ∑𝑏𝑎=1(𝑄𝑜 − 𝑄𝑠 )𝑎 / ∑𝑏𝑎=1 𝑄𝑜

(6)

where 𝑄𝑜 represents the observed streamflow data; 𝑄𝑠 represents the simulated streamflow data from
SWAT; 𝑄𝑜 is the average of the observed data; 𝑄𝑠 is the average of the simulated data; 𝑏 is the number of
records; and 𝑎 is the 𝑎𝑡ℎ observed or simulated streamflow data.
Based on the topographic attributes of the Ashuelot River basin, this research divides the study area
into 29 subbasins. The SWAT model is calibrated for the period from 1981 to 1996, and validated for the
period from 1997 to 2013, ensuring an optimal balance of tested years. In addition, the years 1979 and 1980
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are treated as warm-up years for initializing the model. The 2001 land use/cover map is used for delineation
of the HRUs and calibration and validation of the SWAT model.

3.3.4 Panel data analysis
Over the last several decades, panel data analysis has been widely and effectively used in analyzing the
impacts of physical environment on humans, such as detection of the influences of climate change and
extreme weather events on agricultural yields (Naudé 2004, Aşıcı 2013, Powell and Reinhard 2016,
Massetti and Mendelsohn 2011). The more familiar time series and cross-sectional data are considered as
simplified forms and special cases of panel data: time series data may span a long time period but usually
encompasses a single area, while cross-sectional data covers many areas but only at a single point in time.
However, panel dataset can include measurements of multiple variables over selected time periods for each
subbasin within a large basin (Fitzmaurice, Laird, and Ware 2012). In this research, our panel data consist
of 29 subbasins and span a time period from January to December for each study period. Independent
variables include the change rates of streamflow, precipitation and PET between Period 1 (2002-2009) and
Period 2 (2032-2039).
Before employing least squares regression with panel data, the reliability and applicability of input
variables, and the stability of relationship between dependent and explanatory variables across the dataset
are necessary to be investigated (Levin, Lin, and Chu 2002, Kao 1999). Specifically, this research examines
the stationarity of dependent and independent variables over the time series to avoid spurious regression
using a unit root test. Moreover, in order to mitigate uncertainties stemming from reliance on one test, four
methods, namely Levin-Lin-Chu (LLC) t test, Im-Pesaran-Shin (IPS) w test, Fisher-ADF (F-ADF) test and
Fisher-PP (F-PP) test, are performed. After passing the unit root test, a cointegration test is applied to ensure
the stationary relationship between dependent and independent variables. Following Pedroni (1999) and
Kao (1999), this study employs a Pedroni test (i.e., Panel/Group ADF, Panel/Group PP) and Kao test to
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assess the existence of cointegration. Fixed-effects regression, rather than random-effects regression, was
selected owing to the relatively small number of subbasins (29) and their common effect size (Borenstein
et al. 2010).

3.4 Results and Discussion
3.4.1 Simulation of future LUCC by LCM
Based on the observed 2001 and 2006 land use/cover maps, a Markov transition matrix of land use/cover
categories between 2001 and 2006 is generated. On the basis of the observed 2006 land use/cover pattern
and the raster maps of six selected independent variables, suitability maps of six land use/cover categories
(WATR, URBN, PAST, FRSD, RNGB and AGRL) are obtained by applying a logistic regression model.
The research then simulates 2011 land use/cover for validation by integrating the Markov transition matrix,
suitability maps and predefined CA transition rules in a CA-Markov model. Figure 3.2(3) and Figure 3.2(4)
show the observed and simulated 2011 land use/cover maps, respectively. Visual comparisons between
these maps illustrate that most simulated areas exhibit high agreement with the observed data, except for
shrubland (RNGB) southeast of Keene City which has the most intensive urban area in New Hampshire.
Three Kappa indices employed to validate the accuracy of the LCM model indicate that the simulated 2011
land use/cover map exhibits almost perfect agreement with the observed data, with 𝐾𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 of 97.05%,
𝐾𝑛𝑜 of 98.79% and 𝐾𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 of 97.29% (Viera and Garrett 2005). These values underscore the validity of
the LCM model and suggest confidence in its ability to simulate future LUCC in our study area with high
accuracy. Table 3.2 shows the area of each land use/cover category in 2001 and change rates of land
use/cover transitions between 2001 and 2011. In 2001, forestland occupied the largest area in the Ashuelot
River basin, with the approximate proportion of 80.92%. However, from 2001-2011, forestland also had
the largest net change area (6.38 𝑘𝑚2) compared with the other land use/cover categories, with the gain of
1.05 𝑘𝑚2 and the loss of 7.43 𝑘𝑚2. This result corresponds to the finding of the 2010 Sustainability Project
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that forest area declined significantly from 2000 to 2010. Change rates of gain and loss reflect that shrubland
experienced not only the largest area increased (3.95 𝑘𝑚2) but also the largest increasing rate (38.72%) in
these ten years. More interestingly, results also indicate that intensive urban land increased by 1.85% of its
area, approximately 1.31 𝑘𝑚2, with no loss of the land during this time period.
Following the Markov transition matrix obtained in the previous step, LUCC in 2030 is simulated
using the observed land use/cover map of 2006 as a basis due to the obtained 2006 suitability map of each
land use/cover category (Figure 3.2(5)). Table 3.2 also shows the degree of land use/cover transition
between 2001 and 2030. Change trends of land use/cover categories over this period are similar to those
between 2001 and 2011. Across the entire Ashuelot River basin, forestland is projected to exhibit the
greatest loss (21.07 𝑘𝑚2) again during this period. Although shrubland gains 70.96% of its area (7.23 𝑘𝑚2)
by 2030, almost 40% of its area (4.05 𝑘𝑚2) will be lost during the same period. Therefore, this leads to a
net increasing change of 3.18 𝑘𝑚2 for shrubland in the study area. Urban area also increases in the next
decade, with an increasing rate of 7.65% and no loss. Our findings are in agreement with those of Thorn et
al. (2017a) that impervious cover is projected to increase in southern New Hampshire in the future.
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Table 3.2: Change rate and area of land use/cover transitions between 2001, 2011 and 2030

2001 – 2011

Land
use/cover
type

2001

WATR

2001 – 2030

Gain

Loss

Net
change

Gain

Loss

Net
change

89.63

0.05 (0.06)

0.31 (0.34)

-0.26

0.16 (0.18)

1.37 (1.53)

-1.21

URBN

70.58

1.31 (1.85)

0 (0)

1.31

5.40 (7.65)

0 (0)

5.40

PAST

33.16

1.49 (4.5)

1.24 (3.74)

0.25

4.30 (12.98)

5.17 (15.60)

-0.87

FRSD

874.13

1.05 (0.12)

7.43 (0.85)

-6.38

4.02 (0.46)

21.07 (2.41)

-17.05

RNGB

10.19

3.95 (38.72)

1.17 (11.47)

2.78

7.23 (70.96)

4.05 (39.78)

3.18

AGRL

2.60

0.43 (16.61)

0.05 (2.11)

0.38

1.37 (52.74)

0.23 (8.92)

1.14

Note: Values in bracket denote change rate %. Values out of bracket denote area with the unit of 𝑘𝑚2.
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Figure 3.2: Land use/cover maps of (1) observed 2001, (2) observed 2006, (3) observed 2011, (4) simulated
2011, and (5) simulated 2030 data
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3.4.2 Simulation of future streamflow by SWAT model
During the calibration process, sensitivity of parameters is investigated and parameters are adjusted to
achieve optimal model outputs. Table 3.3 shows the 8 parameters considered to be the most sensitive to the
estimation of streamflow in this study(Kundu, Khare, and Mondal 2017, Yang, Long, and Bai 2019). The
performance of the calibrated SWAT model is evaluated by three indicators (i.e., 𝑅 2, 𝐸𝑁𝑆 and PBIAS).
Following the conclusions of Moriasi et al. (2007) and Almeida, Pereira, and Pinto (2018), the SWAT
model exhibits satisfactory performance when 0.50 < 𝑅 2 ≤ 0.60 , 0.36 < 𝐸𝑁𝑆 ≤ 0.60 and ±15 <
PBIAS ≤ ±25 . For calibration of monthly streamflow, 𝑅 2 , 𝐸𝑁𝑆 and PBIAS are 0.74, 0.68 and 2.8,
respectively. Validation of monthly streamflow shows that 𝑅 2, 𝐸𝑁𝑆 and PBIAS are 0.66, 0.47 and -22.9,
respectively. Therefore, both calibration and validation demonstrate satisfactory agreement between
observed and simulated streamflow, indicating that the calibrated SWAT model is applicable for simulating
hydrological processes in the study area (Figure 3.3).

Figure 3.3: Observed and simulated monthly streamflow at the #24 subbasin gauge station for calibration
(1981-1996) and validation (1997-2013)
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Figure 3.4: Comparisons between observed runoff of Period 1 (2002-2009) and simulated runoff of Period
2 (2032-2039) at monthly level for 29 subbasins (subplot A: RCP 4.5; subplot B: RCP 8.5)

Table 3.3: Selected SWAT parameters

Parameters
V_CH_N2

Range
0–1

Description
Manning coefficient for main channel

V_SFTMP

-5 – 5

Snowfall temperature (◦C)

V_ALPHA_BNK

0–1

Baseflow alpha factor for bank storage

V_CANMX

0 – 95

Maximum canopy storage

R_SOL_K

-1.5 – 1.5

Soil conductivity (mm/h)

V_CH_K2

0 – 150

Hydraulic conductivity in main channel (mm/h)

V_EPCO

0–1

Plant evaporation compensation factor

R_CN2

-0.7 – 0.7

Soil conservation service runoff curve number for moisture
condition II

Note: V_ means the existing parameter value is to be replaced by a given value. R_ means the existing
parameter value is multiplied by (1+ a given value).
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After integrating the simulated 2030 land use/cover map with downscaled GCM outputs, streamflow
data in Period 2 (2032-2039) are projected by applying the calibrated SWAT model. To avoid unequal
conditions of accumulation and the impact of basin size on comparability, this study uses surface runoff to
assess the differences between subbasins under both historical and future scenarios (Langbein 1949). Figure
3.4 shows comparisons between monthly observed runoff in Period 1 and simulated runoff in Period 2 for
the 29 subbasins. Specifically, Figure 3.4A shows that annual peak runoff in Period 2 is projected to be
lower than that of Period 1 for each subbasin under RCP 4.5. Figure 3.4B illustrates a similar finding under
RCP 8.5, indicating that peak runoff that usually occurs in March and April will decrease substantially
under future climate change. Figure 3.5 shows the average monthly runoff of all subbasins for Period 1 and
different scenarios of Period 2. Compared with Period 1, runoff is lower under both GCMs and climate
scenarios from 2032-2039. Furthermore, both GCMs project smaller average monthly runoff under RCP
8.5 than RCP 4.5, underscoring the potential threat to water resources from a high greenhouse gas emissions
scenario. However, our previous finding that the study area will experience decreasing forest area and
increasing urban area (section 4.1) suggests that runoff may increase in the future if only LUCC is taken
into consideration. Therefore, this study concludes that future runoff variations may be influenced more by
climate change than LUCC in our study area, with larger decreases in runoff under higher warming
scenarios (RCP 8.5).
Monthly change rate of streamflow for all 29 subbasins illustrates how streamflow of Period 2 changes
relative to that of Period 1, where positive and negative change rates refer to increasing and decreasing
streamflow, respectively. Figure 3.6 shows the scatter plots (348 points) of change rate of streamflow
between Period 1 and Period 2 under RCP 4.5 and RCP 8.5 scenarios by using Hadley model and bcc model
separately. It also further depicts how closely aligned the change rates of RCP 4.5 and RCP 8.5 scenarios
are for a given model. Results clearly indicate an interesting phenomenon that the change rates of
streamflow under two scenarios in the bcc model have a better linear correlation than in the Hadley model.
In other words, the linearity of impact of two RCP scenarios on future streamflow change appears strong
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in the bcc model and relatively weak in the Hadley model. Moreover, densely clustered points in the third
quadrant of Figure 3.6b clearly shows that negative change rate of streamflow projected by bcc model takes
a dominant position under both RCP 4.5 and RCP 8.5 scenarios. Although the cluster of points in Figure
3.6a is less dense than that in Figure 3.6b, it still shows that there is a majority of points, approximately
41.38% of all, falling in the third quadrant. This finding indicates that the overall variation tendency of
streamflow is decreasing at monthly level when the outputs of both climate models are applied.

Table 3.4: Panel unit root test statistics
Test type

Scenario
DF
DPRP
DPET
RCP 4.5
-1.68 (0.046) **
-13.87 (0.000) ***
-10.88 (0.000) ***
LLC test (bcc)
RCP 8.5
-3.57 (0.000) ***
-26.54 (0.000) ***
-12.86 (0.000) ***
RCP 4.5
-2.63 (0.004) ***
-10.39 (0.000) ***
-6.10 (0.000) ***
IPS test (bcc)
RCP 8.5
-3.46 (0.000) ***
-18.42 (0.000) ***
-7.96 (0.000) ***
RCP 4.5
75.00 (0.066) *
200.64 (0.000) ***
137.29 (0.000) ***
F-ADF test (bcc)
RCP 8.5
87.90 (0.001) ***
335.29 (0.000) ***
169.44 (0.000) ***
RCP 4.5
76.51 (0.052) *
201.17 (0.000) ***
68.15 (0.000) ***
F-PP test (bcc)
RCP 8.5
84.15 (0.014) **
575.09 (0.000) ***
84.37 (0.014) **
RCP 4.5
-16.65 (0.000) ***
-9.29 (0.000) ***
-6.36 (0.000) ***
LLC test (Hadley)
RCP 8.5
-17.4 (0.000) ***
-17.60 (0.000) ***
-8.68 (0.000) ***
RCP 4.5
-10.03 (0.000) ***
-4.48 (0.000) ***
-1.94 (0.026) **
IPS test (Hadley)
RCP 8.5
-9.27 (0.000) ***
-11.77 (0.000) ***
-4.23 (0.000) ***
RCP 4.5
311.94 (0.000) ***
152.18 (0.000) ***
98.28 (0.001) ***
F-ADF test (Hadley)
RCP 8.5
322.33 (0.000) ***
324.95 (0.000) ***
136.08 (0.000) ***
RCP 4.5
248.97 (0.000) ***
122.66 (0.000) ***
126.16 (0.000) ***
F-PP test (Hadley)
RCP 8.5
327.48 (0.000) ***
325.57 (0.000) ***
149.89 (0.000) ***
Note: DF, DPRP and DPET represent the change rate of streamflow, precipitation and PET, respectively.
P-values are denoted in parentheses. Asterisks represent significance at the 10% (*), 5% (**) and 1% (***)
levels.
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Figure 3.5: Average monthly runoff of 29 subbasins for Period 1 and two RCP scenarios of Period 2

Table 3.5: Cointegration test statistics
Variables

Scenario

DPRP
(bcc)
DPET
(bcc)

RCP 4.5
RCP 8.5
RCP 4.5
RCP 8.5

DPRP
(Hadley)
DPET
(Hadley)

Panel ADF

Group ADF

-7.10 (0.000) ***
-3.94 (0.000) ***
-6.34 (0.000) ***
-5.54 (0.000) ***

-5.22 (0.000) ***
-2.18 (0.015) ***
-4.58 (0.000) ***
-4.17 (0.000) ***

Panel PP
DF (bcc/Hadley)
-7.22 (0.000) ***
-3.66 (0.000) ***
-5.82 (0.000) ***
-4.35 (0.000) ***
-19.52 (0.000)
***

Group PP

Kao (ADF)

-5.23 (0.000) ***
-7.89 (0.000) ***
-1.57 (0.058) *
-9.26 (0.000) ***
-4.14 (0.000) ***
-9.54 (0.000) ***
-2.76 (0.003) *** -10.20 (0.000) ***
-28.12 (0.000)
RCP 4.5
-19.98 (0.000) ***
-30.90 (0.000) ***
-1.81 (0.035) **
***
-11.50 (0.000)
RCP 8.5
-10.22 (0.000) ***
-16.48 (0.000) *** -9.19 (0.000) ***
-2.06 (0.020) **
***
RCP 4.5
-13.05 (0.000) ***
-14.36 (0.000) *** -6.84 (0.000) *** -5.91 (0.000) ***
-3.19 (0.001) ***
-12.17 (0.000)
-13.74 (0.000)
RCP 8.5
-11.42 (0.000) ***
-11.53 (0.000) ***
-1.94 (0.026) **
***
***
Note: DF, DPRP and DPET represent the change rate of streamflow, precipitation and PET, respectively.
Value in the bracket denotes the p-value. Asterisks *, ** and *** represent the test is significant at 10%
level, 5% level and 1% level, respectively.
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3.4.3 Relationship analysis of change rate
As mentioned above, panel unit root and cointegration tests are required before applying a least squares
regression model. Table 3.4 shows the estimates of three panel unit root tests, including the significance
level of each variable under two RCP scenarios. The results indicate that the change rates of streamflow,
precipitation and PET are stationary over the time series. Moreover, the null hypothesis that variable nonstationarity exists over the time series can be rejected mostly at the 1% significance level. These findings
suggest the absence of spurious regression, and it is therefore reasonable to proceed with a cointegration
test using the same variables. Table 3.5 shows the results of the cointegration test between the change rate
of streamflow and two independent variables. For both RCP scenarios of each GCM, both Pedroni test and
Kao test reject the null hypothesis at either the 5% or 1% significance level, suggesting a long-term
cointegration relationship between the dependent and independent variables. Based on these conclusions,
this research proceeds with quantifying the relationship of change rate between streamflow and climate
variables through regression analysis.

Figure 3.6: Scatter plots of monthly change rate of streamflow between Period 1 and Period 2 for 29
subbasins under different climate change scenarios
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In regression analysis, positive and negative change rates represent increasing and decreasing variables
of the latter period, respectively. In the present study area covering the states of Massachusetts and New
Hampshire, an increasing PET is leading to decreasing streamflow as actual evapotranspiration is close to
PET in this region (Golubev et al. 2001). Therefore, in Table 3.6, a negative correlation between the change
rate of streamflow (DF) and the change rate of precipitation (DPET) is expected if the variable of the change
rate of precipitation (DPRP) remains constant.
Several conclusions can be drawn based on Table 3.6. For the bcc model, coefficients of DPRP and
DPET are all significant at either the 1% or 5% level, indicating that the change rates of these two climate
variables are closely associated with that of streamflow between Period 1 and Period 2. As expected, DPRP
and DPET represent positive and negative contributions to DF, respectively. Moreover, it is clear that the
impact of DPET on DF is relatively smaller than that of DPRP on DF, suggesting that variation in
precipitation may play a much more important role than that of PET in streamflow changes during the 2030s
in the Ashuelot River basin. However, the Hadley model presents a different story. Under RCP 8.5, although
the coefficient of DPRP is significant at the 1% level, DPET is not significantly correlated with DF,
revealing that the impact of PET on streamflow variation during this period may be minor. However, under
RCP 4.5, both DPRP and DPET have significant positive correlations with DF, contrasting with the results
of DPET under RCP 8.5. This contrary finding is probably attributed to the overestimation of positive DPRP
caused by high precipitation under this scenario in the Hadley model. Figure 3.7 illustrates the distribution
of DPRP and its corresponding DF under RCP 4.5 of the two models. It clearly shows greater correlation
of positive DPRP and DF in the Hadley model (i.e., first quadrant of Figure 3.7a) than in the bcc model
(Figure 3.7b), suggesting that positive DF is exaggerated due to the overestimation of DPRP in the Hadley
model. This conclusion is supported by previous research by Hanson (1991) and Fekete et al. (2004), which
found that any estimated error in precipitation can translate to the error in streamflow in wet regions, such
as New England. Therefore, it is reasonable that the positive correlation between DF and DPET in this case
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may be caused by overestimated positive DF and a positive DPET influenced by warming temperature.
Furthermore, this evidence supports the conclusion of Karmalkar et al. (2019) that the bcc model
demonstrates greater skill than the Hadley model in the northeastern U.S. region.

Figure 3.7: Distribution of the change rates of precipitation (DPRP) and streamflow (DF) under RCP 4.5
in the Hadley model (a) and bcc model (b)

Table 3.6: Parameter estimation of regression analysis under various climate scenarios
Independent
Coefficient
t-statistic
Probability
R square
variables
Intercept
0.14
3.57
0.000
bcc_4.5
DPRP
1.61
7.66
0.000
0.30
DPET
-0.11
-2.15
0.032
Intercept
-0.01
-0.33
0.742
bcc_8.5
DPRP
1.28
9.87
0.000
0.29
DPET
-0.07
-2.51
0.013
DF
Intercept
0.01
0.39
0.700
Hadley_4.5
DPRP
1.52
25.14
0.000
0.68
DPET
0.04
2.12
0.035
Intercept
0.14
6.16
0.000
Hadley_8.5
DPRP
2.04
29.60
0.000
0.74
DPET
-0.00
-0.14
0.890
Note: DF, DPRP and DPET represent the change rate of streamflow, precipitation and PET, respectively.
Scenario

Dependent
variable

88

3.5 Conclusion
This research quantifies the relationship of change rate between streamflow and two climate variables
(precipitation and PET) in the Ashuelot River basin under future climate change and LUCC scenarios. This
study presents three main conclusions. First, it simulates land use/cover map of 2030 with high accuracy
using an integrated LCM model. Forestland is projected to lose the largest area (21.07 𝑘𝑚2) among all land
use/cover categories by 2030, while urban area will continue to increase in next decade (+5.4 𝑘𝑚2). Second,
historical (Period 1: 2002-2009) and future (Period 2: 2032-2039) streamflow data of all 29 subbasins are
simulated using a calibrated SWAT model and downscaled outputs from two GCMs under a moderate and
high warming scenario. Comparisons between Period 1 and Period 2 show overall decreasing runoff under
RCP 4.5 and RCP 8.5 in both bcc and Hadley models. Based on the results of Figure 3.4, it is also expected
that warmer temperature and higher greenhouse gas emissions may result in continued decreasing runoff in
the future. Lastly, panel data analysis is applied to investigate the relationship of change rates between
streamflow, precipitation and PET under future climate scenarios. Results of regression analysis indicate
that the change rates of precipitation and PET are significantly related to that of streamflow in the bcc model
over the study periods. At the same time, the change rate of streamflow is influenced more by the change
rate of precipitation rather than that of PET. Additionally, results from the Hadley model are strongly
influenced by its overestimated positive change rate of precipitation, resulting in an overestimation of
positive change rate of streamflow. With the positive change rate of PET caused by warming temperature,
the exaggerated positive change rate of streamflow consequently leads to a positive correlation between
these two variables, contrary to our expectations. This study therefore concludes that the bcc model is more
reliable in our study area.
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Limitation and outlook
This dissertation quantitatively explores the relationships between hydrological variation, LUCC and
climate change under both historical and future scenarios at regional and local scales. The conclusions of
this dissertation have fully addressed the research questions proposed in each chapter, providing a
foundation upon which future studies under similar conditions and study areas may ground their inquiries.
However, there are still some uncertainties and limitations caused by data availability and resolution and
selection of models and driving factors. These known limitations and uncertainties offer opportunities for
several promising future research directions.
In the first chapter, there are some limitations to the theoretical analysis and methods. First, subbasin
selection was limited due to the restricted eligible hydrological gauge stations and meteorological stations.
Expanding the study area to include more subbasins may improve accuracy of results; for example,
comparisons could be more evident and convincing if more positive and negative values of ∆𝑛 are found.
Second, the Budyko framework employed in our research is based on the assumption that LUCC is an
independent variable. However, LUCC is also a driver of climate change and alters human and
environmental vulnerabilities to climate change in both negative and positive ways (Melillo, Richmond,
and Yohe 2014). Climate change is also exacerbating impacts on hydrological and climatic regimes, as well
as threatening species and land cover (Staudinger et al. 2012). Third, Kriging interpolation introduces
uncertainties in the estimated monthly precipitation and temperature values, especially as eligible
meteorological stations were limited. Elevation may be another minor factor influencing the accuracy of
the interpolation results (Goovaerts 2000). Accordingly, correlation between precipitation and elevation
and additional interpolation approaches are expected in future work.
In the second chapter, there are four main limitations needed to be addressed in future studies. First,
the spatial distribution of residuals could not be randomly distributed due to the initial clustered pattern of
land use/cover categories. Therefore, a high goodness of fit of the model is difficult to obtain. Second, I
assume that social-economic variables such as population density and per capita income remain constant
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during the study period. Third, due to the limited number of years for which land use/cover data were
available, future work should expand the interval between examined years to test whether similar results
may be found over longer periods. Finally, because transition rules can be affected by many other factors
(e.g., sampling method, data resolution and iteration times), the suitability map and the simulated results of
CA-Markov model may vary when those factors are changed (Du, Wang, and Guo 2014, Liu et al. 2017,
Dahal and Chow 2015). Future work will simulate future LUCC in additional study areas and test the
sensitivity of LUCC simulations to the suitability map with significant LUCC under varying scenarios of
climate and economic development.
In the third chapter, the research provides a first insight into understanding the future quantitative
relationship of change rate between streamflow and climate variables in a small basin by integrating climate
change scenarios and future LUCC, however, some limitations still remain in the modeling process. Due to
limited socio-economic and landscape data availability, the research is unable to simulate land use/cover
data that correspond exactly with the future time period. Uncertainties in the downscaled outputs of GCMs
cannot be addressed completely because of its relatively coarse resolution and specified downscaling
methods. Further research incorporating additional climate variables and expanded study periods is
necessary in order to fully articulate the future relationship of streamflow and climate change.
Based on the findings, uncertainties and limitations evident in this research, it can be concluded that
identifying and quantifying the historical and future relationships between hydrological response, LUCC
and climate change at regional and local scales are not trivial but complicated work. Future climate change
and land use/cover studies stand to benefit from further verification and quantitative assessment of spatial
autocorrelation of LUCC within a basin at regional and local scales. Such studies may involve analysis of
historical high-resolution aerial photos by integrating novel remote sensing and computational techniques,
such as Geographic Object-Based Image Analysis and Random Forest Algorithm, with existing water
balance models. Another promising area of research should focus on differentiating the impacts of various
CMIP5 GCMs on hydrological simulations. Although this dissertation selects two reliable GCMs based on
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conclusions of previous studies, future research is required for a more comprehensive comparison of all
possible CMIP5 GCMs and observed data in different regions to produce subsets of GCMs more suitable
for analysis of hydrological variation and LUCC at regional and local scales. Results from these studies
will provide local stakeholders and policymakers with more specific and actionable information for
developing strategies to adapt to ongoing and projected future environmental change.
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