The stochastic delay di erential equation
Introduction
Let a be a nite signed measure on a nite interval J = ;r 0], r 0. Here Z = ( Z(t) t 0) is a real-valued process with independent stationary increments starting from 0 and having c adl ag trajectories, i.e. Z i s a L evy process, and X 0 =
The research on this paper was carried out within the Sonderforschungsbereich 373 at Humboldt University Berlin and was printed using funds made available by the Deutsche Forschungsgemeinschaft (X 0 (t) t 2 J) is an initial process with c adl ag trajectories, independent o f Z. The question treated in this note concerns the existence of stationary solutions to (1.1). If r = 0, the answer to this question is known Essentially, these results are due to Wolfe (1982) . Their multi-dimensional versions were considered, in particular, by Jurek and Verwaat (1983) , Jurek (1982) , Sato and Yamazato (1983) , Zabczyk (1983) , Chojnowska-Michalik (1987) . In this paper we show that a stationary solution of (1. (1.6) The distribution of a stationary solution X is unique for given a and the characteristics of Z, and the law o f X(t) is the distribution of U = 1 Z 0 x 0 (t) dZ (t) ( 1.7) where x 0 (t) is the so-called fundamental solution of the corresponding to (1.1) deterministic homogeneous equation (see the de nition in Section 2). If Z is a Wiener process and a is concentrated in the points 0 and r, these results were proved by K uchler and Mensch (1992 Figure 1: The fundamental solution x 0 (t) for a(du) = ; 0 (du) + 0 :7 ;0:2 (du) ; 0:3 ;0:4 (du) ; 0:2 ;0:6 (du) + 5 :5 ;0:8 (du) ; 5:4 ;1 (du) a positive monotone function, for example, it may oscillate around 0 under (1.6), see Figure 1 . Thus, the proof of the necessity of (1.6) and (1.4) for the convergence of the integral in (1.7) is not so straightforward as in the case r = 0 . Prato and Zabczyk (1992) for the details. Chojnowska-Michalik (1987) studied the problem of the existence of stationary distributions for the solutions of (1.8) and obtained the su ciency of conditions similar to (1.6) and (1.4). Under an additional assumption on the semigroup (T t ) t 0 ((T t ) can be extended to a group on R), which i s not satis ed in our case, she proved also the necessity of these conditions. The assumption that the initial process X 0 and Z are independent is important for the above result. Otherwise, (1.6) is not necessary for the existence of a stationary solution, cf. Theorem 3.1 in Jacod (1985) and Theorem 20 in Mohammed and Scheutzow (1990) .
Preliminaries
The aim of this section is twofold: to establish our notation and to recall some basic facts concerning L evy processes and deterministic delay di erential equations of the considered type.
Deterministic d e l a y di erential equations
Since the equation (1.1) involves no stochastic integrals and is treated pathwise, we will formulate a number of results for solutions of the equation (1.1) with deterministic Z and X 0 , for which w e refer to Hale and Verduyn Lunel (1993) , Diekmann et al. (1995) , and also to Mohammed and Scheutzow (1990) .
By a solution of the equation (1.1) we call a real-valued function X(t), t ; r, which is locally integrable and satis es (1.1) for all t ; r or only for t 0 if the initial condition is not speci ed (here and below \ i n tegrable" means \integrable with respect to the Lebesgue measure" the double integral in (1.1) exists for such functions by the Fubini theorem). Assume that a nite signed measure a on J, a real-valued locally integrable function Z on R + satisfying Z(0) = 0, and a real-valued integrable function X 0 on J are given (only such a, Z, and X 0 will be considered in the sequel). Then the equation (1.1) has a unique solution. This solution is c adl ag (resp. continuous, resp. absolutely continuous) if and only if Z is c adl ag (resp. continuous, resp. absolutely continuous).
Given a measure a, w e call a function x 0 : ;r 1 ! R the fundamental solution of the homogeneous equation
if it is the solution of (2.1) corresponding to the initial condition X 0 (t) = ( 1 t = 0 0 ;r t < 0: In other words, a function x 0 (t), t ; r, is the fundamental solution of (2.1) if it is absolutely continuous, x 0 (t) = 0 for t < 0, x 0 (0) = 1, and
for Lebesgue-almost all t > 0. To facilitate some notation in the sequel it is convenient to put x 0 (t) = 0 f o r t < ;r.
The solution of (1.1) can be represented via the fundamental solution x 0 of (2.1): The asymptotic behaviour of solutions of the equations (1.1) and (2.1) for t ! 1 is connected with the set of complex solutions of the so-called characteristic equation h( ) = 0 (2.4) where the function h( ) is de ned in (1.5). Note that a complex number solves (2.4) if and only if (e t t ; r) solves (2.1) for the initial condition X 0 (t) = e t , t 2 J. The set := f 2 C j h( ) = 0 g is not empty moreover, it is in nite except the case where a is concentrated at 0. Since h( ) i s a n e n tire function, consists of isolated points only. It is easy to check that n 2 and j n j ! 1 imply Re n ! ; 1 , t h us the set f 2 j Re cg is nite for every c 2 R. In particular, it holds v 0 := max f Re j 2 g < 1:
(2.5) De ne v i+1 := max f Re j 2 Re < v i g i 0:
For 2 denote by m( ) the multiplicity o f as a solution of (2.4).
It is easy to check from (2.2) that 1=h( ) is the Laplace transform of (x 0 (t) t 0) at least if Re is large enough. (In fact,
if Re > v 0 .) Applying a standard method based on the inverse Laplace transform and Cauchy's residue theorem, we come to the following lemma which i s e s s e n tially known and can be found in a slightly di erent form in Hale and Verduyn Lunel (1993) and Diekmann et al. (1995) . The proof will be sketched in Section 4. 
L evy processes
Let Z = ( Z(t) t 0) be a L evy process. Throughout the paper a continuous truncation function g is xed, i.e. g: R ! R is a bounded continuous function with compact support satisfying g(y) = y in a neighbourhood of 0. It is well known, see e.g. Jacod and Shiryaev (1987) , that the distribution of Z is completely characterized by a triple (b c F) o f t h e L evy{Khintchine characteristics, namely, a n umber b 2 R (the drift), a nonnegative n umber c 2 R + (the variance of the Gaussian part), and a nonnegative -nite measure F on R that satis es F(f0g) = 0 and Z R (y 2^1 )F(dy) < 1 (2.6) (the L evy measure of jumps). In particular, E expfiu(Z(t) ; Z(s))g = e x p f(t ; s) b c F (u)g u 2 R s < t there is no need to use an advanced theory of stochastic integration (however, let us mention that the results stated below are valid for at least locally bounded measurable f). Indeed, the integral I f (t) can be de ned by formal integration by parts:
where Z(s;) = l i m s 0 "s Z(s 0 ). Of course, this pathwise de nition is equivalent t o t h e usual de nitions of stochastic integrals. The next lemma is a simple exercise. The rst equality in its statement can be found e.g. in Lukacs (1969) . (2) the processes X = ( X(t) t 2 J) a n d Z = ( Z(t) t 0) are independent. We s a y that a solution X = ( X(t) t ; r) is a stationary solution to (1.1) if
for all t > 0, n 1, t 1 : : : t n ; r.
Recall that x 0 ( ) is the fundamental solution of the equation (2.1) and v 0 is de ned by (2.5).
Theorem 3.1 There i s e quivalence b etween:
(i) the equation (1.1) admits a stationary solution
(ii) there is a solution X of (1.1) such that X(t) has a limit distribution as t ! 1 (iii) for any solution X of (1.1), X(t) has a limit distribution as t ! 1 (iv) v 0 < 0 and R jyj>1 log jyj F(dy) < 1.
Moreover, in that case the distribution of (X(t + t k ) k n) where n 1 0 t 1 < t 2 < < t n are x e d and X(t) is an arbitrary solution of ( 2. It follows from the proof of Theorem 3.1 that, given a L evy process Z with the characteristics (b c F) on a probability space ( F P ), one can construct, under the condition (iv), a stationary solution on the same probability space if it is large enough, in particular, if there is another L evy process on ( F P ) with the same characteristics independent o f Z. Jacod and Shiryaev (1987) ), I f (t) converges in distribution as t ! 1 if and only if there is a nite limit lim t!1 B(t) and the measures C(t) 0 (dy)+(y 2^1 )F(t dy) w eakly converge to a measure e C 0 (dy)+(y 2^1 ) e F(dy) with e F(f0g) = 0, the limit distribution being in nitely divisible with the characteristics (B(1) e C e F) (here 0 ( ) is the Dirac measure at 0). In our case F(t) ; F(s) is a nonnegative measure for all t > s due to (2.11). Therefore, the conditions just mentioned take place if and only if the conditions of Lemma are satis ed, moreover, e C = C(1) a n d e F = F(1). It remains to note that I f (t) i s a c adl ag process with independent increments, hence the convergence in distribution of I f (t) a s t ! 1 implies the convergence of I f (t) almost surely as t ! 1 .
Before proving Theorem 3.1 we need a number of preliminary lemmas. We k eep the notation and the conventions of Section 2. By Lemma 2.1, jx 0 (t)j ce ; t , t 0, for some c > 0 a n d such t h a t 0 < < jv 0 j, from which the claim follows easily. The right-hand side of the previous inequality is nite in view of (2.6) and (1.4). In view of (2.9), in order to show that By the assumption, there are a T > 0 a n d a n " > 0 s u c h that G(t) "t for all t T. The left-hand side of the above inequality is nite by the assumptions, so we easily obtain (1.4).
Proof of Theorem 3.1: Let us rst note that by (2. The implications (i))(ii) and (iii))(ii) are trivial. Let us prove (iv))(iii). According to Lemma 4.1, the rst two summands in the righthand side of (4.9) converge to zero for all !. N o w (iii) follows from (4.10), Lemmas 4.3 and 2.1. The same argument s h o ws that the limit distribution of (X(t+t k ) k n), 0 t 1 < < t n , t ! 1 , coincides with the limit distribution of ( Therefore, the process X is stationary in the sense of (3.1), and we need to prove t h a t it has a c adl ag modi cation satisfying (1.1). Formally, w e proceed as follows. are L evy processes with the L evy measures 1(y > 1) F(dy) and 1(y < ;1) F(dy) respectively. Our last step is to prove (ii))(iv). Let X be a solution of (1.1) such that X(t) c o n verges in distribution as t ! 1 . Let ' t (u), u 2 R, b e t h e c haracteristic function of X(t).
Then there is an interval 0 u 0 ], u 0 > 0 and numbers 2]0 1 and t 0 0 s u c h that j' t (u)j for all u 2 0 u 0 ] and t t 0 .
In view of (4.9), (4.10) and independence of X 0 and Z, 
