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Spherical data augmentation 
Sulcal labeling 
a b s t r a c t 
The inference of cortical sulcal labels often focuses on deep (primary and secondary) sulcal regions, whereas shal- 
low (tertiary) sulcal regions are largely overlooked in the literature due to the scarcity of manual/well-defined 
annotations and their large neuroanatomical variability. In this paper, we present an automated framework for 
regional labeling of both primary/secondary and tertiary sulci of the dorsal portion of lateral prefrontal cortex 
(LPFC) using spherical convolutional neural networks. We propose two core components that enhance the in- 
ference of sulcal labels to overcome such large neuroanatomical variability: (1) surface data augmentation and 
(2) context-aware training. (1) To take into account neuroanatomical variability, we synthesize training data 
from the proposed feature space that embeds intermediate deformation trajectories of spherical data in a rigid to 
non-rigid fashion, which bridges an augmentation gap in conventional rotation data augmentation. (2) Moreover, 
we design a two-stage training process to improve labeling accuracy of tertiary sulci by informing the biological 
associations in neuroanatomy: inference of primary/secondary sulci and then their spatial likelihood to guide 
the definition of tertiary sulci. In the experiments, we evaluate our method on 13 deep and shallow sulci of hu- 
man LPFC in two independent data sets with different age ranges: pediatric ( 𝑁= 60) and adult ( 𝑁= 36) cohorts. 
We compare the proposed method with a conventional multi-atlas approach and spherical convolutional neural 
networks without/with rotation data augmentation. In both cohorts, the proposed data augmentation improves 
labeling accuracy of deep and shallow sulci over the baselines, and the proposed context-aware training offers 
further improvement in the labeling of shallow sulci over the proposed data augmentation. We share our tools 
with the field and discuss applications of our results for understanding neuroanatomical-functional organization 



















1 Association cortices are considered portions of the cerebral cortex that de- 
velop late in gestation (compared to primary sensory cortices) and that also 
show a protracted development after birth ( Armstrong et al., 1995; Chi et al., 
1977; Miller et al., 2020b; 2020c; Voorhies et al., 2020b; Weiner, 2019; Welker, 







Indentations in the outer surface of the cerebrum, known as sulci,
re key phenotypical biomarkers for linking brain structure and func-
ion ( Armstrong et al., 1995; Cachia et al., 2008; De Winter et al., 2015;
uang et al., 2020; Le Goualher et al., 1999; Lyu et al., 2018a; 2018b;
angin et al., 2004; Miller et al., 2020b; Weiner et al., 2014; Welker,
990; Zilles et al., 1988 ). It is well known that deep sulci, which emerge
arly in gestation, are key landmarks linking structure, function, and be-
avior in primary sensory cortices ( Armstrong et al., 1995; Ono et al.,
990; Sanides, 1964; Schwarzkopf and Rees, 2013; Welker, 1990 ). By
ontrast, studies have recently begun to show that shallow, tertiary sulci,
hich emerge late in gestation ( Chi et al., 1977; Welker, 1990 ), are∗ Corresponding author. 
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 http://creativecommons.org/licenses/by-nc-nd/4.0/ ) ey landmarks in association cortices ( Amiez et al., 2020; Lopez-Persem
t al., 2019; Miller et al., 2020b; Voorhies et al., 2020a; Weiner, 2019;
einer et al., 2014 ) 1 . These latter studies manually defined hundreds
o thousands of tertiary sulci as a majority of present tools do not fully
upport labeling of fine-grained tertiary sulci in all association cortices
et. Nevertheless, steady improvements of previous tools are bringing usunctionally variable than primary sensory cortices. As shallow, tertiary sulci 
re more likely to be located in association cortices ( Armstrong et al., 1995; Chi 
t al., 1977; Welker, 1990 ), their identification and morphology also reflect this 
ncreased variability ( Fig. 1 ). 
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Subject 1 Subject 2 Subject 3 Subject 4 Subject 5
(a) sulcal variability




































(b) clusters of sulci based on surface area and sulcal depth
Fig. 1. Primary, secondary, and tertiary sulci in LPFC emerge at different timepoints in gestation and are related to morphological variability in surface area and 
sulcal depth. (a) white matter ( top ) and inflated cortical surfaces ( bottom ) from five individual subjects zoomed in on LPFC in the left hemisphere. Light gray vertices 
are sulci, dark gray vertices are gyri, and colors indicate manually identified primary/secondary and tertiary sulci. Sulci in LPFC, especially tertiary sulci, have 
high spatial variability as well as various branches that differ across individuals as well as between hemispheres in the same individual. This variability makes it 
challenging to manually label sulci in LPFC, as well as generate automated tools that accurately define LPFC tertiary sulci. (b) sulci in LPFC can be clustered into 
different categories based on the point in which they emerge in gestation: primary sulci emerge first, while tertiary sulci emerge last and secondary sulci emerge 
in between. Interestingly, these gestational timepoint differences are also related to morphological differences: primary sulci are largest (in terms of surface area) 
and deepest, while tertiary sulci are typically smallest, and also shallowest, while secondary sulci are in between. We consider two groups in the present work: 
primary/secondary sulci ( blue ) and tertiary sulci ( red ) as determined by modern and classic neuroanatomy studies ( Armstrong et al., 1995; Chi et al., 1977; Connolly, 
1950; Cunningham, 1892; Miller et al., 2020b; 2020c; Retzius, 1896; Sanides, 1962; 1964; Weiner, 2019; Weiner et al., 2014; Weiner and Zilles, 2016; Welker, 
1990 ). Each data point indicates total surface area and average sulcal depth per sulcus in LPFC. A total of 13 sulci from 96 subjects are used for this visualization. 
See Table 1 for details of the labeling protocol and Section 3.1 for the data collection. 
Table 1 
6 primary/secondary and 7 tertiary sulci. 
Acronym Region Acronym Region Acronym Region 
cs central sulcus sprs superior precentral sulcus iprs inferior precentral sulcus 
sfs_p posterior component of the 
superior frontal sulcus 
sfs_a anterior component of the superior frontal 
sulcus 
ifs inferior frontal sulcus 
pmfs_p posterior component of the 
posterior middle frontal sulcus 
pmfs_i intermediate component of the posterior 
middle frontal sulcus 
pmfs_a anterior component of the 
posterior middle frontal sulcus 
imfs_h horizontal component of the 
intermediate frontal sulcus 
imfs_v vertical component of the intermediate 
frontal sulcus 






























e  loser to achieving this goal ( Borne et al., 2020; Cointepas et al., 2001;
oshi et al., 2012; Le Goualher et al., 1999; Lyu et al., 2010; Mangin
t al., 1995; Parvathaneni et al., 2019b; Perrot et al., 2008; Rettmann
t al., 2002; Riviere et al., 2002; Sandor and Leahy, 1997; Shattuck
t al., 2009; Shi et al., 2009; Tao et al., 2002; Tu et al., 2007; Yun et al.,
019 ). Importantly, quantifying the precise morphology of tertiary sulci
lso has translational applications. For instance, recent studies show that
orphological features of a tertiary sulcus in anterior cingulate cortex
redicts whether an individual with schizophrenia will hallucinate or
ot ( Garrison et al., 2015 ). Additionally, features of a tertiary sulcus in
nferior frontal cortex are distinct in individuals with autism spectrum
isorder (ASD) compared to individuals without ASD ( Brun et al., 2016 ).
inally, ongoing work shows that the morphology of a tertiary sulcus in
entral temporal cortex is different in those who cannot perceive faces
developmental prosopagnosiacs) compared to those with typical face2 rocessing ability ( Parker et al., 2020 ). Thus, developing tools to au-
omatically identify tertiary sulci is critical for expediting the rate of
rogress in understanding how features of tertiary sulci relate to the
unctional organization of association cortices and cognition especially
ecause tertiary sulci are hominoid-specific structures and associated
ith human-specific aspects of cognition ( Armstrong et al., 1995; Borne
t al., 2020; Miller and Cohen, 2001; Petrides, 2018; Voorhies et al.,
020a; Weiner, 2019; Welker, 1990 ). 
A promising way forward to achieve this goal is convolutional neu-
al networks (CNNs) that have recently shown remarkable achievement
n image segmentation over traditional machine learning techniques.
espite their success, a majority of CNN architectures are restricted
n their capability to be only optimized for Euclidean image grids.
uch approaches cannot fully encode cortical surface data (2-manifold
quivalent to a genus-zero topology) represented by a non-uniform grid

























































































































(  ithout arbitrary cut of the original surface (i.e., topological change;
roken neighborhood associations). In this context, spherical CNNs have
ecome more popular to handle spherical data ( Cohen et al., 2018; Es-
eves et al., 2018; Jiang et al., 2019; Kondor et al., 2018; Kondor and
rivedi, 2018; Perraudin et al., 2019; Seong et al., 2018 ). These architec-
ures can learn spherical convolutional filters as a part of their training
ith valid spherical parametrization. 
CNNs generally tend to improve performance as training samples in-
rease ( Hauberg et al., 2016; Nalepa et al., 2019; Shorten and Khoshgof-
aar, 2019; Uzunova et al., 2017; Wilms et al., 2017; Zhao et al., 2019 ).
ata augmentation also helps address the scarcity of training samples
hrough geometric transformations (e.g., rotation, translation, etc.) that
enerate extra (free) samples ( Shorten and Khoshgoftaar, 2019 ). How-
ver, geometric transformations may not be fully utilized for spherical
ata mainly due to the nature of the spherical space, in which geomet-
ic transformations are restricted; rotation and flipping are the only
vailable options that enable limited variations of the training sam-
les (i.e., global positional changes). Recent advances in volumetric
ata augmentation offer reasonable approximation of sampling (fea-
ure) space via statistical shape modeling ( Uzunova et al., 2017; Wilms
t al., 2017 ) or local transformation/diffeomorphism ( Hauberg et al.,
016; Nalepa et al., 2019; Zhao et al., 2019 ), over which new training
amples are generated. To the best of our knowledge, little advanced
ork is present yet in surface (spherical) data augmentation as this fur-
her requires the encoding of spherical deformation into a tractable fea-
ure space as well as efficient computation to draw samples from that
pace, which we aim to efficiently address here through decomposable
eformation. 
In addition to data augmentation, context-aware training may also
elp improve the automatic definition of small, variable cortical folds
ike tertiary sulci. Specifically, recent research shows that context en-
oders offer localized information for context-aware training and this
pproach is actively adaptive in image segmentation, as well as image
econstruction ( Gu et al., 2019; Kim et al., 2013; Salehi et al., 2017; Tu
nd Bai, 2009; Xiang et al., 2017 ). Consequently, modelling the biolog-
cal relationship between deep, primary/secondary sulci and shallow,
ertiary sulci with context encoders has the potential to improve the
nference of tertiary sulci that are also more variable in size and loca-
ion than primary/secondary sulci as shown in Fig. 1 . For example, a
ey neuroanatomical observation is that the hierarchical emergence of
ulci (primary: first; secondary: intermediate; tertiary: last) reflects their
rominence (primary: large and deep; secondary: intermediate in both
epth and surface area; tertiary: small and shallow). Thus, it could be
atural to infer sulci in a top-down manner as proposed in earlier work
or volumetric cortical segmentation ( Asman and Landman, 2014 ). In
his way, primary/secondary sulci could act like spatial markers and
erve as a series of priors to guide annotation of tertiary sulci ( Barkovich,
005; Ono et al., 1990; Sanides, 1964 ). 
In this paper, we focus on sulci in lateral prefrontal cortex (LPFC) for
wo main reasons. First, previous studies indicate extensive individual
ifferences in the structural and functional organization of LPFC (see
ig. 1 ). This variability makes LPFC a good target to develop method-
logical tools because if the tools are effective in LPFC, they will likely
eneralize to other cortical areas that exhibit less variability. Second,
ngoing work shows that LPFC tertiary sulci (a) serve as mesoscale
inks between microstructural anatomical properties and functional net-
orks ( Miller et al., 2020b ) and (b) predict reasoning skills and working
emory in children ( Voorhies et al., 2020b; Yao et al., 2020 ). Hence,
e extend our earlier work ( Hao et al., 2020 ) to the labeling of pri-
ary/secondary and tertiary sulci in LPFC to address the following ques-
ions: 
• Does spherical deformation enhance spherical data augmentation to
improve labeling accuracy of both primary/secondary and tertiary
sulci in LPFC? 3 • Does the inclusion of context-aware training improve performance
when defining tertiary sulci in LPFC over spherical data augmenta-
tion? 
To address both of these main questions, we adapt spherical CNNs
esigned for generic semantic segmentation tasks. Two key modifica-
ions are needed because generic spherical CNNs lack hierarchical neu-
oanatomical association and do not adequately capture anatomical
ariability with limited training samples. To adapt the generic networks,
e propose spherical data augmentation as well as context-aware train-
ng to efficiently utilize existing training samples and to accept a wide
ange of individual variability by considering training data synthesis and
ontextual information. Additionally, we apply our method to identify 7
ertiary sulci in LPFC for the first time. As these sulci vary considerably
cross individuals and even between hemispheres in the same individ-
al ( Miller et al., 2020b; 2020c; Voorhies et al., 2020b ), our method
as the potential to allow researchers to make sense of this variability
hrough automated definitions. The main contributions of this paper can
e summarized as follows: (a) spherical data augmentation with detailed
ethodology, (b) context-aware training with spatial prior information
f primary/secondary sulci, and (c) extensive evaluation of deep (pri-
ary/secondary) and shallow (tertiary) sulci in LPFC in both pediatric
nd adult cohorts. 
. Methods 
.1. Problem statement 
The goal of the present study is to develop decomposable
eformation-based spherical data augmentation as well as context-
ware training informed by biological associations in neuroanatomy.
ore formally, for a cortical surface 𝛀 ⊂ ℝ 3 , we can extract 𝑁 distinct
eature maps with meaningful geometry (e.g., mean curvature) denoted
y { 𝐅 1 , ⋯ , 𝐅 𝑁 } from a feature space  ⊂ ℝ 𝑁 such that 𝐅 ∶ ℝ 3 → ℝ .
iven a collection 𝐙 of sulcal labels on 𝛀, consider a functional 𝑓 𝑁 ∶
 
𝑁 → ℝ |𝐙 |. Then, likelihoods that belong to each sulcal label can be
ritten by 
 ( 𝐙 |𝐅 1 , ⋯ , 𝐅 𝑁 ) = 𝑓 𝑁 ( 𝐅 1 , ⋯ , 𝐅 𝑁 ) . (1)
nce 𝑓 𝑁 is optimized, the cortical labels can be determined by finding
aximum likelihoods of  . Here, 𝑓 𝑁 (model) is a realization of machine
earning techniques that infer 𝐙 from a part of  ; a full collection of  is
mplausible in practice. In general, the inference becomes more robust
y controlling the model complexity (or domain-specific design) of 𝑓 𝑁 
nd/or generalizing  by increasing the sample size. 
In this work, we use spherical CNNs designed for vertex-wise infer-
nce (so-called spherical U-Net) ( Jiang et al., 2019 ) to solve 𝑓 𝑁 . Our
pproach focuses on data augmentation (i.e., approximation of ) and
etrieval of a priori to enhance generalizability in a trained instance of
he existing architectures rather than structural development over exist-
ng ones. In particular, the proposed data augmentation offers a generic
rocess that does not necessarily depend on a specific spherical CNN ar-
hitecture. In the remainder of this section, we describe three main steps
f sulcal labeling: (a) generation of augmented samples (pre-processing),
b) a priori computation of primary/secondary sulci (training strategy),
nd (c) spatial coherence improvement (post-processing). Fig. 2 illus-
rates a schematic overview of the proposed method. 
.2. Surface data augmentation 
.2.1. Decomposable spherical deformation 
We focus on deformation trajectories encoded by spherical har-
onics that can model a smooth transition from rigid to non-rigid
eformation. In general, cortical surfaces are enforced to be equiva-
ent to a genus-zero in modern cortical surface reconstruction pipelines
 Cointepas et al., 2001; Dale et al., 1999; Kim et al., 2005 ). As our focus
I. Lyu, S. Bao, L. Hao et al. NeuroImage 229 (2021) 117758 
Fig. 2. A schematic overview of the proposed method. Our method consists of two main components in the learning phase: surface data augmentation ( blue box) 
and context-aware training ( green box). During data augmentation, we augment training samples ( dotted box) by deforming surface data over the sphere via surface 
registration to every possible pair of training samples. We decompose spherical deformation via the spherical harmonics and reconstruct its intermediate deformation 
by controlling the basis functions. In this way, a gap can be filled between moving and target samples in the feature space along their deformation trajectory ( red ). 
In the context-aware training, spatial information of primary/secondary sulci are inferred to guide labels of tertiary sulci. The information except for the background 
label ( gray node in the output likelihoods) is then fed into the second training stage to offer spatial clues to guide the labeling of tertiary sulci. Note that the sulcal 

































𝜔  s on the use of spherical data, we assume that the surface data is mapped
nto the unit sphere via an invertible spherical mapping of its associ-
ted cortical surface 𝜑 ∶ ℝ 3 → 𝕊 2 . We then use a hierarchical spherical
egistration ( Lyu et al., 2019 ) as a core component of the proposed data
ugmentation. We extend this theory to a trajectory encoding. To up-
ate a spherical location, its spherical displacement is modeled by two
uccessive rotations, and the composite rotation is encoded via spheri-
al harmonics decomposition ( Lyu et al., 2019 ). More formally, given an
rbitrary global axis 𝐳, we define the tangent plane 𝑇 𝐳 𝕊 2 at 𝐳 with two
rthonormal bases 𝐮 1 and 𝐮 2 . Let [ ⋅] × denote a 3-by-3 skew-symmetric
atrix to represent a cross product. The two respective rotations 𝐑 1 and
 2 about and of 𝐳 can be written as a matrix exponential 
 1 = exp ( 𝜔 [ 𝐳] ×) , (2)
 2 = exp ( 𝜔 ⟂[ 𝐳 ⟂] ×) , (3)
uch that for ∃𝑐 𝐮 1 , 𝑐 𝐮 2 , 𝜔 
⟂ ∈ ℝ , 
xp ( 𝜔 ⟂[ 𝐳 ⟂] ×) ⋅ 𝐳 = exp 𝐳 ( 𝑐 𝐮 1 𝐮 1 + 𝑐 𝐮 2 𝐮 2 ) and 𝐳 ⟂ 𝐳 
⟂, (4)
here exp 𝐳 ( ⋅) is the exponential map at 𝐳: 𝑇 𝐳 𝕊 2 → 𝕊 2 . From Eqs. (2) and
3) , the composite rotation is given by 𝐑 = 𝐑 ⋅ 𝐑 as a function of2 1 
4  𝑐 𝐮 1 , 𝑐 𝐮 2 , 𝜔 ) . For ∀𝐩 ∈ 𝕊 
2 , a new location is determined by 
̂
 = 𝐑 ( 𝑐 𝐮 1 , 𝑐 𝐮 2 , 𝜔 ) ⋅ 𝐩 . (5)
his encodes any rotation of the special orthogonal group  (3) with the
hree parameters. As these parameters are global, the resulting rotation
s rigid. The idea can be extended to spatially varying rotation (param-
ters). At 𝐩 ( 𝜃, 𝜙) ∈ 𝕊 2 for ( 𝜃, 𝜙) ∈ [ 0 , 𝜋] × [ − 𝜋, 𝜋] , let 𝑌 𝑙,𝑚 ( 𝜃, 𝜙) denote a
eal-valued spherical harmonics basis at degree 𝑙 and order 𝑚, where
, 𝑚 ∈ ℤ + and |𝑚 | ≤ 𝑙. By letting ?̂? = exp 𝐳 ( 𝑐 𝐮 1 𝐮 1 + 𝑐 𝐮 2 𝐮 2 ) , spatially vary-
ng rotation (or its associated parameters) can be obtained by plugging a
et of spherical harmonics coefficients 𝐜 𝐮 1 = { 𝑐 
𝑚 
𝑙, 𝐮 1 
} and 𝐜 𝐮 2 = { 𝑐 
𝑚 
𝑙, 𝐮 2 
} into
q. (4) : 
̂




𝑚 =− 𝑙 
(
𝑐 𝑚 
𝑙, 𝐮 1 
𝐮 1 + 𝑐 𝑚 𝑙, 𝐮 2 𝐮 2 
)
⋅ 𝑌 𝑙,𝑚 ( 𝜃, 𝜙) 
) 
. (6)
imilarly, 𝜔 can be written as a function of spherical harmonics coeffi-
ients 𝐜 𝜔 = { 𝑐 𝑚 𝑙,𝜔 } . 




𝑚 =− 𝑙 
𝑐 𝑚 
𝑙,𝜔 
⋅ 𝑌 𝑙,𝑚 ( 𝜃, 𝜙) . (7)
























































































































𝑤  y finding optimal spherical harmonics coefficients, we can register two
or multiple) surfaces, and this can be efficiently solved via a gradient
ecent using the second order approximation ( Lyu et al., 2019 ). 
Key advantages of such encoding can be summarized as follows: (a)
ecomposable deformation trajectory: a local spherical displacement
an be decomposed via spherical harmonics, and (b) single-run regis-
ration: extra registration steps are unnecessary to generate intermedi-
te deformation at lower degrees thanks to orthonormality of spherical
armonics basis functions, which accelerates computation of the inter-
ediate deformation. Using these characteristics, we can generate in-
ermediate deformation of a given sample efficiently. 
.2.2. Feature deformation 
To deform cortical folds for spherical data augmentation, we adapt
he idea of spherical registration that locally alters spherical locations
 Lyu et al., 2019 ). Specifically, we compute spherical harmonics coef-
cients after co-registration of spherical data (e.g., mean curvature).
ortical surfaces generally do not hold the same number of vertices,
hich hinders consistent handling of spherical data. To address this is-
ue, many applications including Jiang et al. (2019) have re-tessellated
nput spheres via icosahedral subdivisions ( Baumgardner and Freder-
ckson, 1985 ) in a semi-uniform way. We re-tessellate spherical data in
his manner to feed the deformed spheres to the networks ( Jiang et al.,
019 ). 
Formally, the deformed sphere at degree 𝑙 is considered as a collec-
ion of new spherical locations ?̂? 𝑙 ∈ 𝕊 2 . For ∀𝐩 ( 𝜃, 𝜙) ∈ 𝕊 2 , the updated
ocation ?̂? 𝑙 can be written by 
̂
 




𝐩 = 𝐑 
(
𝑐 𝑙 𝐮 1 
( 𝐩 ( 𝜃, 𝜙) ) , 𝑐 𝑙 𝐮 2 ( 𝐩 ( 𝜃, 𝜙) ) , 𝜔 
𝑙 ( 𝐩 ( 𝜃, 𝜙) ) 
)
. (9)
e denote a cortical feature map (spherical data) at degree 𝑙 by 𝐅 𝑙 ∶
 
2 → ℝ such that 𝐅 𝑙 ( 𝐑 𝑙 𝐩 ⋅ 𝐩 ) = 𝐅 
𝑙 ′ ( 𝐑 𝑙 ′𝐩 ⋅ 𝐩 ) ( 𝑙 ≠ 𝑙 
′). Given a point 𝐪 ( 𝜃, 𝜙)
f the icosahedral mesh, we determine a unique location ( 𝜃, 𝜙) on { ̂𝐩 𝑙 } .
herefore, a new feature map ?̂? 𝑙 ⊂ 𝐅 𝑙 can be generated by 
̂
 
𝑙 = { 𝐅 𝑙 ( 𝐪 )} . (10)
hus, ?̂? 𝑙 has the same number of vertices with a deformed feature map.
n practice, the generation of new features is involved with an extensive
riangle search over the triangular mesh. For computational efficiency,
e use a customized axis-aligned bounding box (AABB) hierarchy, in
hich spherical locations are represented by spherical polar coordinates
s proposed in Lyu et al. (2019) . 
.2.3. Feature space approximation 
We decompose deformation trajectories and collect all the deformed
amples driven by their intermediate deformation to approximate the
eature space  from the deformed samples (i.e., { ̂𝐅 0 , ⋯ , ̂𝐅 𝑙 } per trajec-
ory). Intuitively speaking, ?̂? 0 is a feature map that is rigidly aligned to
hat of a target surface (or template), i.e., global rotation. ?̂? 𝑙 becomes
on-rigid and closer to the target surface data as 𝑙 increases. Specifi-
ally, we co-register every possible pair within training samples. Once
gain, our approach does not require multiple registration steps for ev-
ry degree of spherical harmonics by using their orthonormality. Hence,
e compute spherical harmonics coefficients once at the highest degree
nd reconstruct local displacements by controlling the number of basis
unctions. Note that the augmented samples do not change the original
euroanatomy (i.e., sulcal intersection/addition/removal) but instead
nable local displacements (i.e., local translation/scaling constrained by
 
2 ) via spherical registration without violating the spherical topology
uch as a sign change in surface normal (or triangle flip). Fig. 3 shows
n example of pair-wise registration and their intermediate deformation
hat captures a deformation trajectory. We emphasize that spherical reg-
stration drives spherical data to be matched to that of a target sphere,5 hereas deformed annotation does not necessarily match that of the tar-
et; the use of just a singe training sample can insufficiently cover sulcal
ariability. 
.3. Context-aware training 
As discussed earlier, the gestational timepoint, during which a sulcus
merges is directly related to their morphological prominence: primary
ulci appear first and are largest/deepest, while tertiary sulci appear last
nd are smallest/shallowest (besides dimples; Armstrong et al. (1995) ;
hi et al. (1977) ; Sanides (1962, 1964) ; Welker (1990) ). As we used
hese facts to help guide the order, in which we manually defined sulci
n LPFC, we also use these facts to guide the context-aware training. We
ence propose hierarchical training to mirror these associations rather
han one-time learning of both primary/secondary and tertiary sulci to-
ether. As the true labels of primary and secondary sulci are unknown
n unseen data, we infer spatial information of primary and secondary
ulci from a trained model with only these labels as they are relatively
table as indicated in our LPFC work ( Hao et al., 2020 ) and as moti-
ated by context encoders for CNNs ( Salehi et al., 2017; Xiang et al.,
017 ). We then feed the prior information (extra input channels) to the
etworks, which requires a two-stage training process. In particular, we
weak Eq. (1) to enable two-stage training. We formulate likelihoods of
he 6 primary/secondary sulci and background as follows: 
 1 ( ̂𝐙 𝑙 {0 , ⋯ , 6} |?̂? 𝑙 1 , ⋯ , ̂𝐅 𝑙 𝑁 ) = 𝑓 𝑁 ( ̂𝐅 𝑙 1 , ⋯ , ̂𝐅 𝑙 𝑁 ) . (11)
here must be overlap with the background label ?̂? 𝑙 0 in the second stage
f training for tertiary sulci. Thus, we let  ′1 be a sub-collection of like-
ihoods that exclude ?̂? 𝑙 0 . Note that we do not re-normalize  
′
1 as it can
ignificantly boost a likelihood of one of the 6 sulci. The final likelihoods
or a full set of the labels have the following form: 
 2 ( ̂𝐙 𝑙 |?̂? 𝑙 1 , ⋯ , ̂𝐅 𝑙 𝑁 ,  ′1 ) = 𝑓 𝑁+6 ( ̂𝐅 𝑙 1 , ⋯ , ̂𝐅 𝑙 𝑁 ,  ′1 ) . (12)
n the first training stage, we find optimal parameters of Eq. (11) .
nce trained, we draw likelihoods from 𝑓 𝑁 to feed the second train-
ng of Eq. (12) . We successively solve the respective likelihood func-
ions of Eqs. (11) and (12) via the spherical CNNs proposed by
iang et al. (2019) . The readers are referred to the original method-
logy (theory, implementation, software, etc.) in Jiang et al. (2019) for
etails. 
Since the likelihood map is computed over the icosahedral mesh, this
eeds to be mapped back to its associated cortical surface 𝛀 to determine
ertex-wise sulcal labels. For ∀𝐯 ∈ 𝛀 at degree 𝑙, there exists a unique
riangle of the icosahedral mesh that contains a spherical location of
 
𝑙 
𝜑 ( 𝐯 ) ⋅ 𝜑 ( 𝐯 ) . By finding a barycentric coordinate from the closest triangle
n the icosahedral mesh, we interpolate  2 to assign a likelihood to 𝐯 ,
ay  𝐯 2 . We use the same AABB hierarchy as used in the icosahedral
e-tessellation for an efficient triangle search. 
.4. Spatial coherence 
CNN architectures tend to offer spatial coherence reasonably well
albeit, not perfectly) as convolutional layers cover local to global re-
ions. In our application, maximum likelihood-based sulcal labeling of-
en suffers from spatial incoherence although spatial coherence is im-
licitly encouraged in the spherical CNNs as shown in Fig. 4 . Moreover,
he boundaries of the sulcal regions are variable, which can yield several
solated connected components per sulcal label. To remove tiny isolated
egions, we use a graph-cut technique proposed by Boykov and Kol-
ogorov (2004) . The technique utilizes a min-cut/max-flow algorithm
hat minimizes an energy function encoded by the within- and between-
luster similarity. Thus, the resulting sulcal labels become smoother and
ore spatially coherent. Specifically, we construct a graph of 𝛀 from its
djacent matrix 𝐌 that defines neighborhood relationships of 𝛀. For
𝐯 ∈ 𝛀, we assign a negative log-likelihood given by 
 𝐯 = − log 
(
 𝐯 2 
)
. (13)
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Fig. 3. The proposed data augmentation. Top / Middle : input (binarized) spherical data (geometric feature) 𝐅 is deformed to that of a target sphere. After rigid 
rotation ( 𝐅 0 ), the deformed spherical data become closer as a degree of spherical harmonics increases. Bottom : the manual annotation 𝐙 is driven by the intermediate 
deformation. Even with the improved geometric feature matching, manual annotation does not necessarily match due to spatial inconsistency and various sulcal 
branches ( yellow box). This implies that a single training sample is insufficient to capture variability of sulci in LPFC. For data augmentation, the proposed method 
utilizes intermediate deformation of the combinatorial registration, by which sulcal variability can be better captured than a single training sample. Thus, model 
training is generalized by learning neuroanatomical variations provided by manual annotation for a set of similar spherical data (geometric features), to which the 
enhanced inference of unseen data belongs. 
Fig. 4. Improved spatial coherence. (a) cortical sulci tend to have a relatively small triangle size in the pial surface. (b) the maximum likelihood-based inference 
often yields isolated regions ( yellow ). (c) a standard graph-cut technique is used to refine spatial coherence. From the observation of adaptive triangle size in the pial 
























t  ortical sulci tend to have a relatively small triangle size in the pial
urface ( Dale et al., 1999 ) as shown in Fig. 4 . From this observation, we
enalize spatial incoherence if two vertices are spatially close. Formally,
he pair-wise relationship between neighborhood nodes is thus written
y 
 𝐯 , 𝐯 ′ = exp 
(
− ‖𝐯 − 𝐯 ′‖2 ), (14)
here 𝐯 ′ ∈  and 𝐌 ( 𝐯 , 𝐯 ′) = 1 . For 𝐯 ∈ 𝛀, we can assign its initial la-
el ?̃? 𝐯 by finding the maximum likelihood from  
𝐯 
2 . We formulate the
ollowing energy function as a linear combination of the two terms in
qs. (13) and (14) that can be optimized via a standard graph-cut tech-
ique ( Boykov and Kolmogorov, 2004 ). 
rg mi 𝑛 { 𝑧 } 
∑
𝐯 ∈𝛀
⎡ ⎢ ⎢ ⎣ 𝑤 𝐯 𝐼 
(




𝐯 ’ ∈ ( 𝐯 ) 
𝑤 𝐯 , 𝐯 ’ 𝐼 
(
𝑧 𝐯 ’ ; 𝑧 𝐯 
)⎤ ⎥ ⎥ ⎦ , (15) 
6 here  ( 𝐯 ) = { 𝐯 ′ ∶ 𝐌 ( 𝐯 , 𝐯 ′) = 1} , 𝜆 ∈ ℝ + is a scaling factor, and 𝐼 is an
ndicator function 
( 𝑧 ; 𝑧 ′) = 
{ 
1 𝚒𝚏 𝑧 ≠ 𝑧 ′, 
0 𝚘𝚝𝚑𝚎𝚛𝚠𝚒𝚜𝚎 . (16)
he solution determines sulcal labels with their improved spatial coher-
nce. 
. Experimentaldesign 
.1. Imaging data 
.1.1. Pediatriccohort 
We randomly chose 60 individuals (27 female, 33 male, age range
-18 years) from the Neurodevelopment of Reasoning Ability (NORA)
tudy ( Ferrer et al., 2013; Wendelken et al., 2017 ). All participants and
heir parents gave their informed assent or consent to participate in the

































































































































o  tudy approved by the Committee for the Protection of Human Sub-
ects at the University of California, Berkeley. Brain imaging data were
ollected on a Siemens 3T Trio system at the University of California
erkeley Brain Imaging Center. High-resolution T1-weighted MPRAGE
natomical scans (TR = 2,300 𝑚𝑠, TE = 2.98 𝑚𝑠, 1 × 1 × 1 𝑚𝑚 3 voxel spac-
ng) were acquired. All T1-weighted images were visually inspected
or scanner artifacts. We used a standard FreeSurfer pipeline (v6.0)
 Dale et al., 1999 ) to generate cortical surfaces, and each reconstruc-
ion was visually inspected for segmentation errors and subsequently
orrected if any were found. 
.1.2. Adult cohort 
We analyzed a subset of the multi-modal imaging data available for
ndividual subjects from the Human Connectome Project (HCP) ( Van Es-
en et al., 2012 ). We began with the first 5 numerically listed HCP sub-
ects and then randomly selected 31 additional human subjects from the
CP for a total of 36 individuals (17 female, 19 male, age range 22-36
ears). T1-weighted anatomical scans ( . 8 × . 8 × . 8 𝑚𝑚 3 voxel spacing)
ere acquired in native space from the HCP database, along with out-
uts from the HCP modified FreeSurfer pipeline ( Glasser et al., 2013 ).
he details on image acquisition parameters and image processing can
e found in Glasser et al. (2013) . 
.2. Manual sulcal labeling 
Guided by a recent comprehensive proposal for labeling sulci in LPFC
 Petrides, 2018; Petrides and Pandya, 2012 ), each sulcus was manually
efined within each individual hemisphere on the inflated mesh. The
urvature metric distinguished the boundaries between sulcal and gyral
omponents, and manual lines were drawn to separate sulcal compo-
ents based on the proposal by Petrides and colleagues ( Petrides, 2018;
etrides and Pandya, 2012 ), as well as the appearance of sulci across the
nflated, pial, and smoothed white matter surfaces (standard outputs of
he FreeSurfer pipeline). We maintained the number of components for
ll sulci (e.g., the three components of the posterior middle frontal sul-
us) based on the proposal. Manually labeling thousands of sulci is an
rduous and time-consuming process. Considering the novel proposal of
ertiary sulci in LPFC, and to prevent researchers from having to man-
ally define sulci multiple times, we implemented a four-tiered, coarse-
o-fine procedure motivated by our previous work (K.S.W) in ventral
emporal cortex ( Weiner, 2019; Weiner et al., 2014 ). First, screenshots
f pial and inflated surfaces were taken for each subject and hemisphere.
econd, independent raters (J.A.M., J.Y., and W.V.) coarsely labeled
hese sulci using text and drawing tools in the screenshots. Third, defini-
ions were modified by a neuroanatomist (K.S.W.) and finalized among
he four of us through discussions regarding any contentious definitions
the fine portion of the coarse-to-fine procedure). J.A.M., J.Y., and W.V.
hen defined the finalized versions of these sulci as further described
n Miller et al. (2020b) ; Voorhies et al. (2020b) . Thus, while inter-rater
eliability is widely used to assess the consistency of neuroanatomical
tructures manually defined by experts, to expedite the labeling process,
nalized manual definitions of sulci were conducted only once during
he last stage of our four-tiered procedure. Consequently, we are un-
ble to assess inter-rater reliability quantitatively at this time as label
les were generated only once after the definitions of sulci were already
greed upon among the experts involved in the labeling procedure. 
The following 13 sulci in LPFC were examined in this study: (1) the
entral sulcus, (2) the superior precentral sulcus, (3) the inferior pre-
entral sulcus, (4) the anterior component of the superior frontal sulcus
sfs), (5) the posterior component of the sfs, (6) the inferior frontal sul-
us, (7) the posterior component of the posterior middle frontal sulcus
pmfs), (8) the intermediate component of the pmfs, (9) the anterior
omponent of the pmfs ( Miller et al., 2020b; Petrides, 2018 ), (10) the
orizontal component of the intermediate frontal sulcus (imfs), (11) the
ertical component of the imfs, (12) the medial frontomarginal sulcus,
nd (13) the intermediate frontomarginal sulcus. Table 1 summarizes7 he sulci with their acronyms. We emphasize that while tertiary sulci
re often not identifiable in every hemisphere in LPFC ( Amiez et al.,
020; Garrison et al., 2015; Lopez-Persem et al., 2019; Petrides, 2018 ),
he tertiary sulci examined here are identified in all 192 hemispheres
hat are included in the present study and in previous studies ( Miller
t al., 2020b; Voorhies et al., 2020b ). 
The labeling approach was the same between the two hemispheres.
he labeling process started with the most stable sulci in the LPFC area
f interest in the order in which they emerge in gestation according to
revious work ( Chi et al., 1977 ): (1) central sulcus (20-23 weeks) and
recentral sulcus (sprs and iprs; 24 -27 weeks) posteriorly, (2) superior
rontal sulci (sfs_a and sfs_p; 24-27 weeks) superiorly, and (3) inferior
rontal sulcus inferiorly (28-31weeks). We then defined the two inter-
ediate frontal sulci (imfs_h and imfs_v) followed by the medial (mfms)
nd intermediate (ifms) components of the frontomarginal sulcus. Fi-
ally, we defined the three components (pmfs_a, pmfs_p, and pmfs_i)
f the posterior middle frontal sulcus. To our knowledge, exact gesta-
ional timestamps are unknown for these latter 7 sulci. For example,
hile Chi et al. (1977) documented that “tertiary superior, middle, and
nferior frontal ” sulci emerge between 36-39 weeks in gestation, the ex-
licit labeling of these 7 tertiary sulci in LPFC was not available during
hat time period and was proposed very recently by Petrides (2018) ;
etrides and Pandya (2012) . Thus, due to the fact that the main mor-
hological feature discriminating tertiary from primary/secondary sulci
s depth and the morphology of tertiary sulci in LPFC are significantly
ore variable than primary/secondary sulci in LPFC ( Miller and Cohen,
001; Miller et al., 2020c; Voorhies et al., 2020b ), we use (a) the time-
oint in which the sulci emerge in gestation and (b) the variability in
epth and surface area to discriminate tertiary from primary/secondary
ulci in the present work. As illustrated in Fig. 1 , primary/secondary
ulci (cs, sfs_a, sfs_p, ifs, sprs, iprs) are in blue and what we consider
s tertiary sulci for the present work are in red due to their exten-
ive variability in depth and smaller surface area compared to the pri-
ary/secondary sulci. 
While classic and modern (a handful of examples:
rmstrong et al. (1995) ; Chi et al. (1977) ; Sanides (1962, 1964) ;
urner (1948) ; Vogt et al. (1995) ; Welker (1990) ) and modern (a
andful of examples: Amiez et al. (2020) ; Lopez-Persem et al. (2019) ;
angin et al. (2004) ; Weiner (2019) ; Weiner and Zilles (2016) ) studies
cknowledge shallow “dimples ” on the cortical surface, these dimples
re in addition to tertiary sulci and were often ascribed numbers or
etters instead of an actual name in classic neuroanatomical work
 Bonin and Bailey, 1951 ) because they were not identifiable consis-
ently enough to warrant a name. In some cases, there was contention
f a cortical indentation was a dimple or a tertiary sulcus. For example,
hile Retzius (1896) referred to the sulcus sagitallis gyri fusiformis ,
onin and Bailey (1951) more than 50 years later referred to this same
ndentation as dimple y ( Weiner and Zilles, 2016 ). Thus, it remains
n open question what the quantitative cutoff are for differentiating
 tertiary sulcus from a dimple. Additionally, recent work ( Amiez
t al., 2020; Schall et al., 2020 ) proposes that consistent dimples in
on-human primates deepen throughout evolution and become tertiary
ulci in humans. For these reasons and because tertiary sulci in LPFC
re quite prominent ( ∼1.2 𝑐𝑚 in depth and ∼500 𝑚𝑚 2 in surface area;
iller et al. (2020b) ), we use the term tertiary sulci rather than dimples
n this paper. 
Altogether, the definitions of primary, secondary, and tertiary sulci
re based on the timepoint in gestation during which the sulci emerge
s recognized by classic and modern anatomists ( Armstrong et al.,
995; Chi et al., 1977; Connolly, 1950; Cunningham, 1892; Miller
t al., 2020b; 2020c; Retzius, 1896; Sanides, 1962; 1964; Turner, 1948;
einer, 2019; Weiner et al., 2014; Weiner and Zilles, 2016; Welker,
990 ). That is, primary sulci emerge first in gestation, are largest (in
erms of surface area) and deepest, while tertiary sulci emerge last in
estation, are typically smallest, and also the shallowest, while sec-
ndary sulci are in between – historical details that we have discussed at































































Average improved Dice overlap between before and after 
the graph-cut technique. Quantitatively, the overall perfor- 
mance gain in Dice overlap after the graph-cut technique 
is marginal, while qualitatively, small isolated clusters are 
removed as shown in Fig. 4 , which improves spatial coher- 
ence. 
Pediatric Adult 
Left Right Left Right 
Multi-atlas .0097 .0007 .0066 .0007 
Naive .0076 .0008 .0008 .0076 
Rotation .0015 .0017 .0011 .0046 
Non-rigid .0016 .0057 .0004 .0046 















































ength in a recent review of LPFC ( Miller et al., 2020c ). Nevertheless, we
lso acknowledge that determining which sulci are primary, secondary,
r tertiary can be contentious. As such, we are not fully tied to these
efinitions and only emphasize that this is the first study to use surface
ata augmentation and context-aware training for spherical CNNs to de-
ne (i) subcomponents of the fms (mfms, ifms), (ii) subcomponents of
he imfs (imfs_h, imfs_v), and (iii) subcomponents of the pmfs (pmfs_p,
mfs_i, and pmfs_a; Table 1 ). Despite contentions regarding sulcal def-
nitions, we emphasize that the latter pmfs subcomponents are most
ssuredly tertiary sulci as they emerge last in gestation among sulci in
PFC ( Chi et al., 1977; Cunningham, 1892; Miller et al., 2020a; Retzius,
896; Turner, 1948 ) as well as are small and shallow compared to other
ulci in LPFC ( Miller et al., 2020b; 2020c; Petrides, 2018; Voorhies et al.,
020b ) as also shown in Fig. 1 . 
.3. Dataaugmentation 
For surface data, we used three geometric features ( 𝑁 = 3 ): mean
urvature of the inflated cortical surface, average convexity ( Dale et al.,
999 ), and mean curvature of the smoothed white matter surface. Note
hat we did not alter the original cortical surfaces (mesh) for the data
ugmentation. The geometric features were generated from the exact
ame surfaces as used for the manual labeling. In spherical registration
 Fischl et al., 1999a; Lyu et al., 2019; Yeo et al., 2010 ), these three fea-
ures have shown to effectively capture details of cortical geometry in
 multi-resolution manner. As feature deformation was marginal after a
egree of 10 in our data, we used a degree of 10 in the spherical har-
onics decomposition. After co-registration, we incrementally added
he estimated spherical harmonics coefficients up to 𝑙 = 10 to augment
amples along the deformation trajectories. Note that we excluded any
air of co-registration that belonged to a validation/test set. In the sur-
ace registration, it took about 2 mins on a single CPU thread to estimate
pherical harmonics coefficients at an icosahedral level of 6 (40,962 ver-
ices) and 5 sec to generate 11 deformed features via spherical harmon-
cs reconstruction (on average) on a single thread. 
.4. Training and label refinement 
To train the spherical CNNs, we used 10,242 vertices via icosahedral
ubdivision at level of 5 with an entry feature layer with size of 32. A
tandard Adam optimizer ( Kingma and Ba, 2014 ) was employed over
ategorical cross-entropy loss with a learning rate of .01. We employed
emperature scaling ( Guo et al., 2017 ) to alleviate over-confident infer-
nce during the optimization. For all the experiments, we used 5-fold
ross validation with 60% for training and 20% each for validation and
est by rotating the partitions. For each fold, we fixed the weights of
he trained model when the validation set reached the lowest validation
oss. We then summarized labeling performance on each test set after
he cross validation. The training at each fold is therefore not neces-
arily optimized for the test set. We trained each hemisphere with the
ame experimental configurations on both pediatric and adult cohorts.
he overall computation was performed on an Intel Xeon Silver 4114
rocessor and an NVIDIA Titan Xp with 12Gb memory. Finally, we used
= 1 in the graph-cut technique. 
Note that the improvement of Dice overlap was marginal (less than
01 for all methods) between before and after the graph-cut technique
s shown in Table 2 , while qualitatively improved spatial coherence
s observed in both primary/secondary and tertiary sulci by removing
iny isolated regions as shown in Fig. 4 . For a learning rate in training
f the neural networks, there is no systematic adjustment proposed yet
n present studies to the best of our knowledge, so tuning of such a
yperparameter (learning rate) still remains challenging in deep neural
etworks. From our observations, learning rate of .01 offers balanced
raining between computational speed and stability in its convergence
ompared to .1 or .001. 8 .5. Baseline methods 
Due to the absence of existing methods that support the annotation
rotocol of tertiary sulci defined in this work, we used three generic
aseline methods for comparison: a conventional multi-atlas approach
sing majority voting ( Hansen and Salamon, 1990; Kittler, 1998 ) and
he original spherical CNNs ( Jiang et al., 2019 ) with/without rotation
ata augmentation, in which we computed an optimal rigid alignment
or every pair within the training samples to allow (rigid) positional
ariations of each individual sample. In the multi-atlas approach, we
mployed leave-one-out cross validation to maximize its performance,
here all subjects (template) are registered to a target subject and the
ost frequent inferences are used to determine the final labels (majority
oting). For the spherical CNNs, we preserved the same parameters for
raining configurations including the (i) hyperparameter settings, (ii)
odel architectures, (iii) exact partitions of cross-fold validation, and
iv) spatial coherence for post-processing except for the number of input
hannels. For all methods, we rigidly aligned each individual subject
o a single target to avoid potential performance degeneration by data
isalignment. 
. Results 
.1. Surface data augmentation 
In the pediatric cohort, we performed a single paired 𝑡 -test on the av-
rage Dice overlap (60 left (right) hemispheres) and 13 multiple paired 𝑡 -
ests for all sulci (60 left (right) hemispheres per region) over each base-
ine method. For the average Dice overlap evaluation (single paired 𝑡 -
est), the proposed data augmentation achieves significantly higher Dice
verlap for both primary/secondary and tertiary sulci than multi-atlas
nd conventional training without rotation data augmentation as sum-
arized in Table 3 . Although no significant improvement is observed in
rimary/secondary sulci compared to rotation data augmentation, the
roposed data augmentation shows improved Dice overlap for tertiary
ulci (see Table 3 ). In region-wise analysis (13 multiple paired 𝑡 -tests),
he proposed augmentation yields significantly improved Dice overlap
n the left (right) hemisphere for 12 (12) and 9 (10) out of 13 sulci com-
ared to the multi-atlas approach and the conventional training without
otation data augmentation after multi-comparison correction for the 13
ulci by false discovery rate (FDR; Benjamini and Hochberg (1995) ) at
 = . 05 (see Table 3 ). Note that a full set of subjects except for one to be
abeled was used in the multi-atlas approach, which may already have
n advantage over other methods in terms of capturing sample varia-
ions despite its moderate performance. We did not find regional differ-
nces (based on statistical significance) compared to the conventional
raining with rotation data augmentation except for the central sulcus
n the right hemisphere ( Fig. 6 ). Importantly, performance (in terms of
ice overlap) is not worse with the proposed data augmentation than
he other methods ( Fig. 6 ). 
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Table 3 
Summary of average Dice overlap (mean ± stdev.) for the pediatric and adult cohorts. Legend: signifi- 
cant improvement ( 𝑝 < . 05 ) for Non-rigid+Context ∗ ( blue ) compared to the baseline methods; signif- 
icant improvement for Non-rigid or Non-rigid+Context ∗ ( black ) compared to the baseline methods. 
Cohort Hemisphere Approach Overall Primary/secondary Tertiary 
Pediatric Left Multi-atlas .4528 ± .0585 ∗ .6610 ± .0614 ∗ .2744 ± .0871 ∗ 
Naive .5296 ± .0921 ∗ .6989 ± .0832 ∗ .3844 ± .1327 ∗ 
Rotation .5718 ± .1054 ∗ .7595 ± .0820 .4110 ± .1611 ∗ 
Non-rigid .5944 ± .1117 .7649 ± .0816 .4482 ± .1733 
Non-rigid + Context .6159 ± .0956 .7650 ± .0810 .4880 ± .1529 
Right Multi-atlas .4348 ± .0674 ∗ .6375 ± .1041 ∗ .2611 ± .0783 ∗ 
Naive .5156 ± .0916 ∗ .6895 ± .1019 ∗ .3665 ± .1312 ∗ 
Rotation .5742 ± .1102 ∗ .7355 ± .1267 ∗ .4360 ± .1565 ∗ 
Non-rigid .5908 ± .1241 .7478 ± .1319 .4562 ± .1667 
Non-rigid + Context .6076 ± .1189 .7574 ± .1256 .4791 ± .1672 
Adult Left Multi-atlas .4843 ± .0647 ∗ .6521 ± .0679 ∗ .3404 ± .0890 ∗ 
Naive .4227 ± .1012 ∗ .5778 ± .1206 ∗ .2897 ± .1051 ∗ 
Rotation .5712 ± .0968 ∗ .7185 ± .0798 ∗ .4450 ± .1387 ∗ 
Non-rigid .6046 ± .1131 .7449 ± .0930 .4843 ± .1588 
Non-rigid + Context .6333 ± .0928 .7471 ± .0922 .5357 ± .1351 
Right Multi-atlas .4703 ± .0695 ∗ .6450 ± .0738 ∗ .3205 ± .1113 ∗ 
Naive .4136 ± .1141 ∗ .6034 ± .1559 ∗ .2508 ± .1165 ∗ 
Rotation .5544 ± .1049 ∗ .7460 ± .0808 ∗ .3901 ± .1696 ∗ 
Non-rigid .5893 ± .1033 .7508 ± .0973 .4508 ± .1808 














































































Similar to the pediatric cohort, we performed a single paired 𝑡 -test
n the average Dice overlap (36 left (right) hemispheres) and 13 mul-
iple paired 𝑡 -tests for all sulci (36 left (right) hemispheres per region)
ompared to the baseline methods in the adult cohort. In the average
ice overlap (single paired 𝑡 -test), the proposed data augmentation of-
ers higher Dice overlap for both primary/secondary and tertiary sulci in
he adult cohort than multi-atlas and conventional training without ro-
ation data augmentation as summarized in Table 3 . The proposed data
ugmentation also offers improved Dice overlap for tertiary sulci com-
ared to rotation data augmentation ( Fig. 7 ). Despite this improvement
n the definition of tertiary sulci, no improvement is observed in either
emisphere for the definition of primary/secondary sulci using the pro-
osed data augmentation ( Table 3 ). Importantly, in region-wise analysis
13 multiple paired 𝑡 -tests), we found that the proposed method yields
ignificantly improved Dice overlap in the left (right) hemisphere in 10
10) and 13 (13) out of 13 sulci compared to the multi-atlas approach
nd the conventional training without rotation data augmentation (FDR
t 𝑞 = . 05 ; Fig. 7 ). We did not find significant region-wise differences in
oth primary/secondary and tertiary sulci from the conventional train-
ng with rotation data augmentation in the region-wise analysis ( Fig. 7 )
espite overall improvement across all of the tertiary sulci in the average
ice overlap evaluation ( Table 3 ). 
.2. Context-awaresulcal labeling 
We trained the spherical CNNs with 6 primary/secondary sulci with
he same configurations as used in other baseline methods ( Hansen and
alamon, 1990; Jiang et al., 2019; Kittler, 1998 ). In average Dice overlap
valuations (single paired 𝑡 -test), the proposed context-aware training
rovides significantly improved Dice overlap particularly for tertiary
ulci over the baselines on both pediatric and adult cohorts (see Table 3 ).
n region-wise analysis (13 multiple 𝑡 -tests), as the spherical CNNs were
rained with 6 primary/secondary sulci in the first place, a handful of
hese sulci show significant improvement in both hemispheres after the
ontext-aware training, while we observed significant improvement in
ice overlap in several tertiary sulci (see Figs. 6 and 7 ) in both pediatric
nd adult cohorts after multi-comparison correction over the 13 sulci by
DR at 𝑞 = . 05 . 
When considering the average Dice overlap, two-sample 𝑡 -tests (60
ersus 36 hemispheres) reveal comparable Dice overlap in both hemi-
pheres between the pediatric and adult cohorts in the proposed method9 nd the baseline methods including multi-atlas and rotation data aug-
entation ( 𝑝 > . 05 ). Additionally, the spherical CNNs without data aug-
entation achieve significantly different accuracy between the two co-
orts; i.e., Table 3 shows absolute difference of about.1 in Dice overlap
or overall, primary/secondary sulci, and tertiary sulci ( 𝑝 < . 005 ). No-
ably, the context-aware training even with a small sample size (adult
ohort) still offers a high Dice overlap comparable to that in the pedi-
tric cohort. 
To investigate the effect of the context-aware training over the pro-
osed data augmentation, we compared the proposed data augmenta-
ion without and with the context-aware training. In the average Dice
valuation, one-sample 𝑡 -tests reveal improved performance overall and
or tertiary sulcal labels in the left (right) hemisphere in the pediatric
ohort ( 𝑝 = . 0244 (.0444) and 𝑝 = . 0103 (.0761)) and in the adult co-
ort ( 𝑝 = . 0128 (.0397) and 𝑝 = . 0035 (.1277)). In the region-wise anal-
sis, however, there are no significant differences without and with the
ontext-aware training in either cohort after multi-comparison correc-
ion across the 13 sulci (FDR at 𝑞 = . 05 ). 
. Discussion 
Here, we tested if spherical data augmentation methods and context-
ware training improved the automatic identification of deep primary
nd secondary sulci as well as shallow tertiary sulci in LPFC. Leveraging
 rich dataset of 13 manually defined sulci in LPFC in children, adoles-
ents, and adults spanning in age between 5 and 35, our present find-
ngs show that spherical data augmentation and context-aware training
uccessfully label sulci in LPFC (even shallow tertiary sulci) automati-
ally with improved performances beyond the leave-one-out multi-atlas
pproach and spherical CNNs without/with conventional rotation data
ugmentation. The proposed context-aware training further improved
he identification of tertiary sulci while achieving comparable overall
ccuracy in both pediatric and adult cohorts ( Figs. 6 and 7 ). As the pro-
osed data augmentation is generic, our method can be utilized in genus-
ero surface-based studies that suffer from the scarcity of the training
amples in addition to sulcal labeling. In the remainder of this section,
e discuss these findings (i) in the context of surface data augmentation,
ii) relative to context-aware training, and (iii) the automatic labeling of
ertiary sulci, which together aim to provide structural and functional
nderstanding of LPFC. 
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Fig. 5. Visual inspection of label inference on example subjects around the average performance ( top : pediatric sample, bottom : adult sample). The multi-atlas 
approach ( second column from left ) lacks geometric details of labeled regions along cortical folds as indicated by the rather low dice coefficient compared to the 
rightmost column. The conventional training without data augmentation ( third column from left : Naive) shows poor performance that generates small isolated 
segments even after improving spatial coherence due to limited generalizability particularly with a small sample size. Although rotation data augmentation ( fourth 
column from left ) offers higher accuracy than the conventional training, the inference is more improved (generalized) with the proposed data augmentation, and 
the labeling accuracy of tertiary sulci can be further improved by introducing context information (two rightmost columns: Non-rigid and Non-rigid+Context). Note 
that there is even considerable variability in sulci that emerge relatively early in gestation such as sprs and iprs. In the pediatric example ( top left ), the reader can 



































a  .1. Surface data augmentation 
Our results indicate that data augmentation is key to improve label-
ng performance of sulci in LPFC, particularly with small sample sizes.
ven with simple rotation data augmentation, there was noticeable im-
rovement in both pediatric and adult cohorts included in the present
tudy ( Table 3; Figs. 5 - 7 ). By extending simple rotation to non-rigid
eformation trajectories, the proposed data augmentation further im-
roved overall performance compared to the conventional data aug-
entation. This suggests that the intermediate non-rigid deformation
s likely to fill a gap of augmented features generated by simple rotation
ata augmentation, which consequently improves the model generaliz-
bility. Meanwhile, the proposed data augmentation yielded compara-
le Dice overlap between the pediatric and adult cohorts despite a rel-
tively small size of data in the adult cohort ( 𝑁= 36). In addition to the
rain maturation in the adult cohort, it is likely that even small training
amples already have sufficient variations after the proposed data aug-
entation to capture primary sulci, which might not be fully captured10 n rotation data augmentation. By contrast, the conventional spherical
NNs without data augmentation show significant performance degen-
ration ( Figs. 5 - 7 ). This implies that the conventional training without
ata augmentation is limited to account for sulcal variability. 
From a technical perspective, there could be multiple choices in im-
lementing a feature space that embeds surface deformation trajecto-
ies. In our earlier work ( Hao et al., 2020; Parvathaneni et al., 2019a ),
e co-registered all training samples together in a group-wise manner,
n which the training samples were registered to their group mean while
he mean is refined during the registration. Since the augmented sam-
les become closer to their group mean, it is likely that the labeling
ccuracy increases if unseen data is similar to the group mean; i.e., this
trategy can improve the variability of the group mean. This approach
s beneficial with computational efficiency and compact representation
or relatively consistent samples. In the present work, we instead co-
egistered every possible pair of training samples. Although it is hard to
etermine what is best among these approaches depending on data vari-
tions, the group mean could be less effective in general unless unseen
I. Lyu, S. Bao, L. Hao et al. NeuroImage 229 (2021) 117758 
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Multi-atlas Naive Rotation Non-rigid Non-rigid+Context
Fig. 6. Dice overlap per sulcus in the pediatric cohort in LPFC. The statistical significance is reported after multi-comparison correction among the 13 sulci (FDR 
at 𝑞= .05). The proposed data augmentation (Non-rigid) shows higher accuracy (Dice overlap) than the baseline methods. After the context-aware training, the Dice 
overlap is further improved in primary/secondary (cs (left hemisphere); iprs and sfs_p (right hemisphere)) and tertiary (pmfs_a, imfs_v, and mfms (left hemisphere); 
ifms (right hemisphere)) sulci compared to the conventional training with rotation data augmentation. Importantly, the proposed method does not perform worse 
than the baseline methods for any sulcus. Legend: standard errors (hat); significant improvement compared to the baseline methods for Non-rigid+Context ∗ ( blue ); 
for Non-rigid or Non-rigid+Context ∗ ( black ). 
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Multi-atlas Naive Rotation Non-rigid Non-rigid+Context
Fig. 7. Dice overlap per sulcus in the adult cohort in LPFC. The statistical significance is reported after multi-comparison correction among the 13 sulci (FDR at 
𝑞= .05). The proposed data augmentation shows higher accuracy (Dice overlap) than the baseline methods. After the context-aware training, the Dice overlap is 
further improved in primary/secondary (sprs (right hemisphere)) and tertiary (pmfs_a, imfs_h, and imfs_v (left hemisphere); imfs_v and ifms (right hemisphere)) sulci 
compared to the conventional training with rotation data augmentation. Importantly, the proposed method does not perform worse compared to the baseline methods 
for any sulcus. Legend: standard errors (hat); significant improvement than the baseline methods for Non-rigid+Context ∗ ( blue ); for Non-rigid or Non-rigid+Context ∗ 
( black ). 
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b  ata is registered to it, and the trained models could be consequently bi-
sed toward common sulcal patterns estimated from the registration. On
he other hand, despite the computational demand of the co-registration
nd model training, the combinatorial co-registration covers a smooth
ransition across samples, which can thus enhance the model generaliz-
bility. 
The proposed data augmentation may not sufficiently cover certain
amples that contain cortical patterns too far from those of the train-
ng set. This is a general issue in modern deep neural networks re-
ardless of data augmentation. Our work rather focuses on how train-
ng performance can be improved from a fixed (limited) set of train-
ng samples. We hypothesized that unseen data will be likely covered
y the proposed data augmentation if their (partial) folding patterns
re a subset of generated intermediate patterns guided by surface reg-
stration. In our experiments, we showed that non-rigid deformation
ffers better performance in terms of Dice overlap than the baseline
ethods. Yet, the proposed data augmentation is based on the decom-
osable deformation driven by surface geometry, which may not nec-
ssarily enforce neuroanatomical alignment as shown in Fig. 3 . A po-
ential direction to address such an issue would be explicit matching
f labeled sulcal regions (e.g., sulcal curves) used in previous work
uch as Auzias et al. (2013) ; Choi et al. (2015) ; Datar et al. (2013) ;
launès et al. (2004) ; Lyu et al. (2015) ; Van Essen (2005) . To utilize
hese methods, however, a tractable feature space (e.g., decomposable
eformation) needs to be carefully designed for efficient augmentation
f surface data. 
The surface registration used in this work offers a diffeomorphic
apping in a discrete domain as discussed in Lyu et al. (2019) . Briefly,
he method uses spatially varying rotation based on spherical harmon-
cs, so it is differentiable (spherical harmonics consist of trigonometric
unctions) and invertible (a transpose of the rotation matrix). It also
olds a one-to-one correspondence on a discretized surface (triangu-
ar mesh) by preventing triangle flips (self-intersection) at every opti-
ization step that adjusts the update step size associated with spherical
armonics coefficients. The augmented data samples hold diffeomor-
hism (invertible deformation without self-intersection). In this way,
natomical deformation obeys a smooth transition between training
amples, which guarantees that the augmented data is uniquely deter-
ined on a re-tessellated surface mesh; i.e., no changes of the origi-
al neuroanatomy and thus, a preservation of spatial coherence of the
ulcal labels. Although random local deformation may more efficiently
eneralize the trained models in terms of a wider data variation, dif-
eomorphism is not guaranteed by random perturbation on spherical
armonics coefficients in the current approach, which, in turn, may not
roduce valid deformation of the cortical surfaces. Further investigation
nto more generalized data augmentation will likely increase the model
eneralizability. 
Modern surface reconstruction pipelines ( Cointepas et al., 2001; Dale
t al., 1999; Kim et al., 2005 ) enforce a reconstructed cortical surface to
e genus-zero, by which a cortical surface can be simplified while pre-
erving its topology. Hence, a spherical mapping offers a common para-
etric space that allows easy manipulation of highly convoluted cortical
urface data. Although mapping distortions always exist, the influence of
hese distortions can be reduced via conformal or area-preserving map-
ings ( Fischl et al., 1999a; Gu et al., 2004; Haker et al., 2000; Quicken
t al., 2000; Tosun et al., 2004 ). We also found that the spherical map-
ing ( Fischl et al., 1999b ) used in this work preserves surface areas
ell; the average absolute difference of the whole sulci across the 96
ubjects is 112 . 17 ± 20 . 40 𝑚𝑚 2 ( 116 . 81 ± 19 . 92 𝑚𝑚 2 ), which is equivalent
o . 1202 ± . 0180 % ( . 1247 ± . 0183 %) of the total surface area in the left
right) hemisphere (see supplementary information for the region-wise
ifferences). As discussed previously, little work is present in surface
ata augmentation as this requires the encoding of surface deformation
nto a tractable feature space as well as efficient computation to draw
amples from that space. Although non-parametrization-based surface
egistration is appealing such as particle shape correspondence ( Datar12 t al., 2013; Oguz et al., 2009 ) or spectral alignment ( Gahm et al., 2018;
ombaert et al., 2013; Wright et al., 2015 ), these methods would need
xplicit encoding of deformation trajectories in the context of surface
ata augmentation, which can be explored in future work. 
.2. Context-aware training 
The proposed context-aware training offers improved Dice overlap
ven above and beyond the proposed data augmentation. In particu-
ar, we observed significantly improved performance on several tertiary
ulci in both cohorts over rotation data augmentation (see Figs. 6 and
 ), whereas the spherical CNNs with only the proposed data augmenta-
ion do not outperform rotation data augmentation on these individual
ulci despite overall improved Dice overlap. In the proposed context-
ware training, the variability in tertiary sulci is taken into account by
ncluding primary/secondary sulci as a priori , which improves the Dice
verlap of tertiary sulci. This suggests that the relatively consistent spa-
ial information of primary/secondary sulci can improve the automatic
efinition of tertiary sulci with surface data augmentation and context-
ware training. We note that this improvement is specific to tertiary sulci
s primary/secondary sulci are less variable than tertiary sulci and as
uch, context-aware training provided no significant improvement over
ata augmentation (see Figs. 6 and 7 ). Future studies can test if these
ndings are specific to LPFC or also extend to primary/secondary and
ertiary sulci in other portions of cortex. 
Despite the improved average Dice overlap for tertiary sulci both
ithout and with the proposed context-aware training, no region-wise
tatistical difference was observed. As reported in previous studies
 Barkovich, 2005; Blanton et al., 2001; Chi et al., 1977; Miller et al.,
020b; Sanides, 1962; 1964 ), tertiary sulci in LPFC appear last in ges-
ation and continue to develop after birth, while primary sulcal regions
re largely developed prenatally ( Encha-Razavi and Sonigo, 2003; Ray-
aud et al., 2003; Rodriguez-Carranza et al., 2008 ). Hence, a small sam-
le size might be sufficient to capture neuroanatomical variability in
rimary/secondary sulci. On the other hand, the high neuroanatomical
ariability in LPFC tertiary sulci might not be fully learned by the pro-
osed context-aware training given the relatively limited training sam-
les in the present study despite the improved global performance. We
xpect that increasing the sample size will improve the model general-
zability as well as boost performance in the ability to predict tertiary
ulci, which can be tested in future research. 
Based on our previous ( Hao et al., 2020 ) and present findings, there
re likely remaining inaccuracies in the automated definition of primary
nd secondary sulci. Nevertheless, these inaccuracies will be regular-
zed through the introduction of a priori information as additional in-
ut channels together with tertiary sulci as well as their geometry. As
uch, the proposed training approach does not solely depend on the
rior information from the first stage of the training (i.e., the infer-
nce of primary/secondary sulci). We also acknowledge that the pro-
osed method can be biased toward more heavily weighting the larger,
ore prominent sulci. Such an imbalanced issue has been studied in
in et al. (2017) , in which CNNs are likely to pay more attention to larger
ulci. This imbalance could be alleviated in future studies by incorpo-
ating other features such as focal loss ( Lin et al., 2017 ) to avoid over-
mphasizing large, prominent sulci during training. Adjustments based
n sulcal variability (or prediction accuracy) would also be a suitable
lternative to address imbalances in the present sulcal labeling protocol.
We used mean curvature and average convexity for input channels.
ean curvature of the inflated surfaces captures global folding patterns
f their associated cortical surfaces with simplified neuroanatomical de-
ails as shown in Fig. 2 . This measure guides a global alignment of the
ortical surfaces, and each individual measure provides a different level
f details that can support a global-to-local representation of the cortical
urfaces as shown in several surface registration methods ( Fischl et al.,
999a; Lyu et al., 2019; Yeo et al., 2010 ). The learning process could
e further improved with other cortical measures such as shape index





























































































































 Koenderink, 1990 ) or various metrics ( Batchelor et al., 2002; Kim et al.,
016 ) because they are capable of offering complementary measures of
ocal geometry from different perspectives. 
Finally, a small portion of cortical surface area was labeled and used
o train the spherical CNNs. Nevertheless, this does not suggest that
raining is based only on geometry within these labeled regions. The
nlabeled regions are capable of informing how neuroanatomical struc-
ures are positioned as convolutional layers cover local to global regions.
n turn, the networks are likely to attend to their neighborhood as well
s other cortical lobes rather than only labeled regions. Future stud-
es can come closer to determining which neuroanatomical information
e.g. individual sulci/gyri, lobes, etc.) contribute most to the automated
efinition of sulci in LPFC. 
.3. Labeling performance 
The present approach advances recent work aiming to develop ma-
hine learning techniques to define sulci throughout cortex ( Borne et al.,
020; Cointepas et al., 2001; Joshi et al., 2012; Lyu et al., 2010; Mangin
t al., 1995; Parvathaneni et al., 2019b; Perrot et al., 2008; Rettmann
t al., 2002; Riviere et al., 2002; Sandor and Leahy, 1997; Shattuck
t al., 2009; Shi et al., 2009; Tao et al., 2002; Tu et al., 2007; Yun
t al., 2019 ). Specifically, by focusing on fine-grained, manual sulcal
efinitions in LPFC, the present study included additional sulcal regions
n LPFC that were combined together as one sulcus in previous studies
 Borne et al., 2020; Cointepas et al., 2001 ). For example, while the previ-
us work considered one intermediate frontal sulcus (imfs), the present
pproach broke this down into five distinct sulcal components (imfs_v,
mfs_h, pmfs_a, pmfs_i, and pmfs_p) as recently proposed in post-mortem
rains by Petrides (2018) akin to component-wise sulcal pattern analy-
is ( Régis et al., 2005 ), which was recently verified in-vivo in pediatric
 Voorhies et al., 2020b; Yao et al., 2020 ) and adult cohorts ( Miller et al.,
020b ). These previous studies can use the present approach to guide
he definition of tertiary sulci in LPFC. 
As a given sulcus often intersects, or shares a sulcal bed, with other
earby sulci due to extensive individual differences in these intersec-
ions, there are often unclear regional boundaries. Since tertiary sulci
re small in their surface area and shallow in their depth as shown
n Fig. 1 , these intersections often make it particularly difficult to de-
ermine regional boundaries. In turn, unclear boundaries are likely to
nterchangeably improve/degenerate Dice overlap in a cortical expanse
ith intersecting tertiary sulci. A component-wise analysis (or graphical
epresentation) of individual sulci would be promising to handle such
eterogeneous anatomical structures ( Le Goualher et al., 1999; Mangin
t al., 1995; Shi et al., 2009 ). Yet, this approach needs a careful design
f sub-structures that encode fine-grained tertiary sulci defined in the
resent sulcal labeling protocol. In our study, although such a problem is
andled by relying solely on cortical geometry including likelihood esti-
ation and spatial coherence refinement, this could be more effectively
ddressed by incorporating detailed anatomical associations in future
ork. Our proposed data augmentation with context-aware training did
ot improve the automated identification of all sulci, and performance
as lower for tertiary than primary/secondary sulci. Nevertheless, per-
ormance for tertiary sulci can be significantly improved by considering
ombined tertiary sulcal complexes: i) posterior middle frontal sulcus (a
ombination of the pmfs_p, pmfs_i, and pmfs_a), the intermediate frontal
ulcus (a combination of the imfs_h and imfs_v), and the frontomarginal
ulcus (a combination of mfms and ifms); see Figs. 6 and 7 for perfor-
ance of individual sulci and supplementary information for combined
ertiary sulci. For example, when considering all 3 pmfs components
ogether, performance approaches a Dice overlap of.7 in the left hemi-
phere for both cohorts (Fig. S.1 in supplementary information). Thus,
uture studies could use these tools to accurately identify these tertiary
ulcal “complexes ” automatically and then manually define each com-
onent from these automated definitions. 13 Finally, automatically identifying tertiary sulci in future studies will
lso likely reveal novel neuroanatomical-functional links in LPFC and in
ther cortical expanses. For instance, recent findings indicate that ter-
iary sulci serve as mesoscale links between microstructural and func-
ional properties in LPFC ( Miller et al., 2020b ) and also predict rea-
oning skills in children ( Voorhies et al., 2020b ). The main limitation
f this previous work is that tertiary sulci must be manually defined
n order to uncover these links, which requires neuroanatomical exper-
ise that most human brain mappers do not have. The present tools will
ow allow neuroimaging researchers to identify tertiary sulci with much
ess manual intervention. Nevertheless, manual intervention will still be
ecessary as labeling performance is much lower for tertiary than pri-
ary/secondary sulci ( Figs. 6 and 7 ). A main goal of future studies will
e to improve labeling performance in order to minimize the manual
ntervention in labeling tertiary sulci. As recent studies also show local
orphological differences in tertiary sulci between typical controls and
ifferent clinical populations ( Brun et al., 2016; Garrison et al., 2015;
arker et al., 2020 ), these future improvements will be especially criti-
al for uncovering the role of tertiary sulcal morphology in health and
isease. Finally, as previous studies also show that tertiary sulci in other
arts of cortex are also functionally ( Lopez-Persem et al., 2019; Weiner
t al., 2014 ) and behaviorally ( Amiez et al., 2018; Garrison et al., 2015 )
eaningful, these tools will also improve understanding regarding the
elationship among neuroanatomical structure, functional representa-
ions, and behavior in other portions of cortex in future studies. 
. Conclusion 
We presented registration-based spherical data augmentation with
ontext-aware training for the automated labeling of sulci in LPFC in pe-
iatric and adult cohorts. To augment training samples, we defined a fea-
ure space represented by surface deformation trajectories, over which
ugmented features were drawn along their trajectories. Specifically, we
ecomposed the trajectories via spherical harmonics for smooth feature
ampling as well as computational efficiency. Motivated by context en-
oders, we also employed biological associations of sulci in the proposed
wo-stage training. The experimental results in both pediatric and adult
ohorts showed that our approach improved the Dice overlap partic-
larly in 7 tertiary sulci in LPFC over the leave-one-out multi-atlas ap-
roach and the spherical CNNs without/with conventional rotation data
ugmentation. The proposed context-aware training further improved
nference in tertiary sulci while achieving comparable overall accuracy
n both cohorts. Finally, as the proposed data augmentation is generic,
ur method can be utilized in genus-zero surface-based studies that suf-
er from a scarcity of training samples in addition to sulcal labeling in
uture studies. 
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