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Abstract. In this paper, we focus attention on extending the topological
conjugacy of adding machine maps and minimal systems to iterated function
systems. We provide necessary and sufficient conditions for an iterated
function system to be conjugated to an adding machine map. It is proved
that every minimal iterated function system which has some non-periodic
regular point is semi-conjugate to an adding machine map. Furthermore, we
investigate the topological conjugacy of an infinite family of tent maps, as
well as the restriction of a map to its ω−limit set with an iterated function
system.
1. Introduction
Minimality is an important concept in the study of dynamical systems. It
describes the irreducibility of a system from the topological point of view,
which means that a minimal system has no proper subsystem [4]. Adding ma-
chines are a fundamental component of discrete dynamical systems [1, 5, 6, 7].
Let f : X → X be a continuous map of a compact metric space X . In [5]
the authors give sufficient and necessary conditions for f to be topologically
conjugate to an adding machine map.
Let us recall that an Iterated Function System(IFS) F = {X ; fλ|λ ∈ Λ} is
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any family of continuous mappings fλ : X → X, λ ∈ Λ, where Λ is a finite
nonempty set (see[2]).
Iterated function systems are used for the construction of deterministic fractals
and have found numerous applications, in particular to image compression and
image processing [2]. Important notions in dynamics like attractors, minimal-
ity, transitivity, and shadowing have been extended to IFS (see [3, 11, 12, 8]).
The present paper concerns the minimality and adding machine maps for IFS.
In the next section, we introduce certain notation and we give some definitions,
which will be used throughout the paper. In Section 3 we proceed with the
study of minimality and minimal sets for IFS. Theorem 3.5, which is the
main result of this section, shows that for a sequence α = (j1, j2, ...) of in-
tegers greater than 1, an IFS is topologically conjugate to adding machine
map gα, if and only if conditions (1) − (3) of Theorem 3.5 are satisfied. In
Section 4 several lemmas lead to Theorem 4.6 which shows that: If the IFS,
F = {X ; fλ|λ ∈ Λ} is minimal, X is infinite and F has some non-periodic
regularly recurrent points, then there is a sequence α of prime numbers and a
continuous surjective map π : X → ∆α such that gα ◦π = π ◦ fλ, for all λ ∈ Λ.
Also, we will present several corollaries of this theorem and its proof.
2. Preliminaries
Let (X, d) be a compact metric space and F = {X ; fλ|λ ∈ Λ} be an IFS.
We let ΛZ+ denote the set of all infinite sequences {λi}i≥1 of symbols belonging
to Λ. For a given σ = {λn} ∈ ΛZ+ we put Fσ = {Fσn} where
Fσn = fλn ◦ · · · ◦ fλ2 ◦ fλ1 , n ≥ 1.
A sequence {xn}n≥1 inX is called an orbit of the IFS F , if there exists σ ∈ ΛZ+
such that xn+1 = fλn(xn), for each λn ∈ σ.
For a subset A ⊂ X , we let F(A) = ⋃λ∈Λ fλ(A).
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Definition 2.1. Suppose that (X, d) and (Y, d
′
) are compact metric spaces.
Let F = {X ; fλ|λ ∈ Λ} and G = {Y ; gλ|λ ∈ Λ} be two IFS such that fλ : X →
X and gλ : Y → Y are continuous maps, for all λ ∈ Λ. Consider σ ∈ ΛZ+,
we say that Fσ is topologically conjugate to Gσ if there is a homeomorphism
h : X → Y such that Gσn ◦ h = h ◦ Fσn , for all n ≥ 1.
By the above definition, for σ ∈ ΛZ+ we say that Fσ is topologically con-
jugate to the map g : Y → Y , if there is a homeomorphism h : X → Y such
that gn ◦ h = h ◦ Fσn, for all n ≥ 1.
Let F = {X ; fλ|λ ∈ Λ} be an IFS and k be a positive integer. Set
Fk = {X ; fλk ◦ · · · ◦ fλ1 |λ1, ..., λk ∈ Λ}.
It should be noted that for every k > 1, Fk is an IFS such that its functions
and their number are different from those in F .
Definition 2.2. [9] Let n be a positive integer and F = {X ; fλ|λ ∈ Λ}. A
nonempty closed set M ⊆ X is called a Fn−minimal set if Fσn(M) = M and
Fσn(A) 6= A, for all nonempty sets A ⊂ M and all σ ∈ ΛZ+ . The IFS F is
minimal if the only minimal set for F1 is the whole space X .
Equivalently, for a minimal iterated function system F = {X ; fλ|λ ∈ Λ}, for
any x ∈ X the collection of iterates fλk ◦· · ·◦fλ1(x), k > 0 and λ1, . . . , λk ∈ Λ,
is dense in X .
Definition 2.3. (Adding machine map. [5]) Let α = (j1, j2, . . .) be a se-
quence of integers where each ji ≥ 2. Let ∆α denote all sequences (r1, r2, . . .)
where ri ∈ {0, 1, · · · , ji − 1} for each i. We put a metric dα on ∆α given
by dα((r1, r2, . . .), (s1, s2, · · · )) = Σ∞i=1 δ(ri,si)2i , where δ(ri, si) = 1 if ri 6= si and
δ(ri, si) = 0 if ri = si. Addition in ∆α is defined as follows:
(r1, r2, ...) + (s1, s2, ...) = (z1, z2, . . .),
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where z1 = (r1 + s1) mod j1 and z1 = (r2 + s2 + t1) mod j2. Here t1 = 0 if
r1 + s1 < j1 and t1 = 1 if r1 + s1 ≥ j1. Continue adding and carrying in this
way for the whole sequence.
We define, the adding machine map, gα : ∆α → ∆α by
gα((r1, r2, . . .)) = (r1, r2, ...) + (1, 0, 0, . . .).
If each ji = 2 then the system is called the dyadic adding machine.
Let f : X → X be a continuous map. A point x is non-wandering point of
f if for any neighborhood U of x there exists n ∈ N such that fn(U)∩U 6= ∅.
The set of all non-wandering points of f is denoted as Ω(f), if Ω(f) = X then
the systems is said to be non-wandering.
A sequence {xn}n≥0 is called a δ−pseudo-orbit (δ ≥ 0) of f if d(f(xn), xn+1) ≤
δ for all n ≥ 0. A map f is said to have the shadowing property if for any
ǫ > 0 there is δ > 0 such that for every δ−pseudo-orbit {xn}n≥0 of f , there
exists y ∈ X satisfying d(fn(y), xn) < ǫ for all n ≥ 0.
A dynamical system (X, f) is sensitive if there is δ > 0 with the property that
for every nonempty open set U ⊂ X , there is n > 0 such that diam(fn(U)) >
δ[15].
3. Topological conjugacy of adding machine maps and minimal
IFS
In this section we present some lemmas and notations needed in the proof
of our main results.
Lemma 3.1. Let n ≥ 1 and M be a Fn−minimal set, then
Fσn(F i(M)) = F i(M), for every positive integer i and every σ ∈ ΛZ+. Also,
there is t ≤ n such that F i(M) is an Fn−minimal set, for all i ≤ t− 1.
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Proof. By the definition of Fn−minimal set, it is enough to prove the case of
1 ≤ i ≤ n−1. Fix 1 ≤ i ≤ n−1. Suppose that {λ1, ..., λi} and {λi+1, . . . , λn+i}
are arbitrary sequences in Λ of length i and n, respectively. Since M is a
Fn−minimal set, we have
fλn+i ◦ · · · ◦ fλi+1(fλi ◦ · · · ◦ fλ1(M)) = fλn+i ◦ · · · ◦ fλn+1(Fσn(M))
= fλn+i ◦ · · · ◦ fλn+1(M)
⊆ F i(M).
This implies that, Fσn(F i(M)) = F i(M), for all σ ∈ ΛZ+ .
Consider t ≤ n as the least positive integer with F t(M) ∩M 6= ∅. By con-
tradiction, suppose that Fσn(A) = A, for a nonempty set A ⊂ F i(M) and a
sequence σ ∈ ΛZ+ . Consider x ∈ M and the sequence {λ1, · · · , λi} such that
fλi ◦ · · · ◦ fλ1(x) ∈ A. Then Fσn(F i(M)) = F i(M) implies that
fλn+i ◦ · · · ◦ fλi+1(Fσi(x)) = fλn+i ◦ · · · ◦ fλn+1(Fσn(x)) ∈ A.
Since Fσn(M) =M , we have fλn ◦· · ·◦fλ1(x) ∈M consequently, F i(M)∩M 6=
∅. This is a clear contradiction of the fact that i ≤ t− 1. 
Lemma 3.2. Let X be a compact Hausdorff space and F = {X ; fλ|λ ∈ Λ}
be a minimal IFS with continuous functions fλ : X → X. Let n be a positive
integer. Then for some Fn−minimal set M and some t ≤ n, we have the
following properties:
(1) X is disjoint union of M,F(M), · · · ,F t−1(M).
(2) Each of the sets M,F(M), · · · ,F t−1(M). is clopen.
(3) The family {M,F(M), · · · ,F t−1(M)} is the collection of all subsets of X
that are F t−minimal and also the collection of all subsets of X that are
Fn-minimal.
Proof. Let M be a Fn−minimal set. By Lemma 3.1, for every positive integer
i, F i(M) is a Fn−minimal set. Consider t ≤ n as the least positive integer
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with F t(M) ∩ M 6= ∅. Since minimal sets are disjoint or equal, we have
F t(M) =M . By the choice of t, the sets M,F(M), · · · ,F t−1(M) are pairwise
disjoint. Let U = M ∪ F(M) ∪ · · · ∪ F t−1(M), Our choice of t and M shows
that, fλ(U) ⊂ U for all λ ∈ Λ. So U = X and the statement (1) holds .
Statements (2) and (3) hold trivially whenever X is the disjoint union of the
sets M,F(M), · · · ,F t−1(M). 
Corollary 3.3. Let F be a minimal IFS and n > 1 be an integer. Then the
following are equivalent:
(1) There is a continuous map g : X → Zn such that
(g ◦ fλ)(x) = g(x) + 1 (mod n), for all λ ∈ Λ.
(2) There is a proper subset M in X which is minimal for Fn and is not
minimal for F t, for all t < n
Proof. (1)⇒ (2) Consider the map g : X → Zn such that
(gofλ)(x) = g(x) + 1 (mod n), for all λ ∈ Λ and put Mi = {x ∈ X : g(x) = i}
for all 0 ≤ i ≤ n− 1. So M0,M1, ...,Mn−1 are pairwise disjoint nonempty sets.
Take arbitrary elements 1 ≤ i ≤ n− 1 and λ ∈ Λ. Let x ∈Mi. Since
(g◦fλ)(x) = g(x)+1 (mod n) we have fλ(x) ∈Mi+1. Then F(Mi) ⊂Mi+1. On
the other hand, let y be an arbitrary point inMi+1. Since fλ is a surjective map,
there exists x ∈ X such that y = fλ(x). So, g(y) = g(fλ(x)) = g(x)+1 = i+1.
Hence x ∈ Mi. This implies that Mi+1 ⊆ fλ(Mi). So, F(Mn−1) = M0 and
F(Mi) = Mi+1, for all 0 ≤ i < n − 1. This implies that M0 is a Fn-minimal
set and is not minimal for F t, where t < n.
(2) ⇒ (1) Let M be a minimal set for Fn such that M is not minimal for
F t, for all t < n. So by statement (1) of Lemma 3.2, X is a disjoint union
of M,F(M), ...,Fn−1(M). Now we define g : X → Zn by g(x) = i if x ∈
F i(M), where F0(M) = M . Because of the statement 2 in Lemma 3.2, g is
continuous. 
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Definition 3.4. Let A = {X1, ..., Xn} be a finite partition of X . We say that
the sets X1, ..., Xn are cyclically permuted by F , if fλ(Xn) = X1 and
fλ(Xi) = Xi+1, for all 1 ≤ i ≤ n− 1 and all λ ∈ Λ.
It is clear that if the sets X1, ..., Xn are cyclically permuted by F , then
Fσj (Xi) = Xi+j (mod n) for all σ ∈ ΛZ+ and all i ≥ 0.
Next theorem is one of the main results of this paper. This theorem is an
extension of Theorem 2.3 of [5] to iterated function systems and is proved the
same way.
Theorem 3.5. Let α = (j1, j2, ...) be a sequence of integers greater than 1.
Let mi = j1.j2....ji for each i. Then, for every σ ∈ ΛZ+, Fσ is topologically
conjugate to gα if and only if the following properties hold:
(1) For each positive integer i, there is a cover Pi of X consisting of mi pairwise
disjoint, nonempty, clopen sets which are cyclically permuted by F .
(2) For each positive integer i, Pi+1 partitions Pi.
(3) If V1 ⊃ V2 ⊃ V3 ⊃ ... is a nested sequence with Vi ∈ Pi for each i, then
⋂∞
i=1 Vi consists of a single point.
Proof. (⇒)Consider σ ∈ ΛZ+ such that Fσ is topological conjugate with
gα : ∆α → ∆α, so there exist h : X → ∆α such that h ◦ Fσn = gnα ◦ h for all
n ≥ 1. Consider Qi = {Yi,0, ..., Yi,mi−1} and Pi = {Xi,0, ..., Xi,mi−1}, defined in
the proof of Theorem 2.3. in [5]. So, for each 0 ≤ j ≤ mi−1,
Fσj (Xi,0) = h−1 ◦ gjα ◦ h(Xi,0) = h−1 ◦ gjα(Yi,0) = h−1(Yi,j) = Xi,j.
The other properties are similar to proof of Theorem 2.3. [5]
(⇐) By the proof of Theorem 2.3 in [5], the set ∩i≥1Yi,ti is a singleton, where
ti ∈ {0, ..., mi − 1}, for all i ≥ 1.
This property enable us to define h : X → ∆α as follows.
Take x ∈ X . For each i ≥ 1, there is a unique ki ≤ mi − 1, such that
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x ∈ Xi,ki. On the other hand, ∩i≥1Yi,ki consists a single point y. Then, we
can put h(x) = y. Again, by proof of Theorem 2.3. in [5], h is continuous and
bijective. Now, we show that h ◦ Fσn = gnα ◦ h for all n ≥ 1.
Let x ∈ X . For each i ≥ 1, there are unique Xi,ki ∈ Pi containing x and
unique ti ≤ mi − 1 congruent to ki + 1 modulo mi. Then, each of the points
h ◦ Fσ1(x) and gα ◦ h(x) is an element of ∩i≥1Yi,ti. Since the set ∩i≥1Yi,ti
consists a single point, we have h ◦ Fσ1(x) = gα ◦ h(x).
Repeating the above technique with fλ1(x) instead of x, we get
h ◦ Fσ2(x) = h(fλ2(fλ1(x))) = gα ◦ h((fλ1(x))) = gα(gα(h(x))).
So, by induction on n we have
h(Fσn(x)) = h(fλn(Fσn−1(x))) = gα(h(Fσn−1(x))) = gα(gn−1α (h(x))) = gnα(h(x)).

The symmetric tent map Ta : [0, 1] → [0, 1] with a ∈ [0, 2] is defined as
follows:
Ta(x) =


ax if 0 ≤ x < 1
2
,
−ax + a if 1
2
≤ x ≤ 1
Theorem 3.6. [1] Let α = (j1, j2, ...) be a sequence of integers greater that 1.
The set of parameters a, such that for the tent map Ta the restriction of Ta to
the closure of the orbit of c = 1
2
is topologically conjugate to gα : ∆α → ∆α, is
dense in [
√
2, 2].
So, we have the following result.
Corollary 3.7. Let α = (j1, j2, ...) be a sequence of integers greater than 1
and mi = j1.j2....ji for each i. Let X be a compact Hausdorff space and
F = {X ; fλ|λ ∈ Λ} be an IFS with the following properties:
(1) For each positive integer i, there is a cover Pi of X consisting of mi pairwise
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disjoint, nonempty, clopen sets which are cyclically permuted by F .
(2) For each positive integer i, Pi+1 partitions Pi.
(3) If V1 ⊃ V2 ⊃ V3 ⊃ ... is a nested sequence with Vi ∈ Pi for each i, then
⋂∞
i=1 Vi consists of a single point.
Then the set of parameters s for which the restriction of Ts to the closure of
the orbit of c = 1
2
is topologically conjugate to Fσ, for every σ ∈ ΛZ+, is dense
in [
√
2, 2].
Conditions (1)− (3) in Theorem 3.5 imply that X is a zero dimensional set.
So we have the following result:
Corollary 3.8. Let X be a compact metric space and F = {X ; fλ|λ ∈ Λ} be
an IFS. If there exists an adding machine map gα such that for every σ ∈ ΛZ+,
Fσ is topologically conjugate to gα then X is a zero dimensional space.
Let f be a continuous map on X and Q be an open cover of X . Let N(Q)
denote the minimal cardinality of a subcover of Q. The join of open covers
Q1, ..., Qn is
n∨
k=1
= {X1, ..., Xn;Xk ∈ Qk, 1 ≤ k ≤ n}
and put f−1(Q) = {f−1(V );V ∈ Q}. Define the topological entropy of f with
respect to an open cover Q by h(f |Q) = lim
n→∞
1
n
log(
n∨
k=1
f−k(Q)) and the topo-
logical entropy of f by h(f) = supQ h(f | Q) where the supremum is taken
over all open covers Q of X .
In [ [13]Theorem 11.3.13], the authors prove that if f is a continuous map of
an interval with zero topological entropy and S is a closed topological tran-
sitive invariant set without periodic orbits, then the restriction of f to S is
topologically conjugate to an adding machine map.
Remark 3.9. Let F be an IFS containing only one mapping f which satisfies
the conditions (1)-(3) in Theorem 3.5 and consider the sequence P1  P2  · · ·
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of open covers in these statements. This is clear that f−k(Pi) = Pi for all
k, i ≥ 1, consequently h(f |Q) = 0, for all i ≥ 1.
Now, let Q be a finite open cover of X . Statement (3) of Theorem 3.5 implies
that there exists i0 ≥ 1 such that Pi0 is a refinement of Q. Then
h(f |Q) ≤ h(f | Pi0) = 0 and consequently h(f) = 0. For more details see
Theorem 11.3.13 of [13], Corollary 5.4.8 of [10] and Page 57 of [14].
4. Minimal IFS with regularly recurrent points and adding
machine maps
Suppose that F is minimal. Denote by NM(F) the set of positive integers
i such that some subset M of X is F i−minimal but is not F i−minimal for
j = 1, ..., i− 1.
By Lemma 3.2, for every n ∈ NM(F) there is a unique cover Cn of X which
consists of the n−pairwise disjoint Fn−minimal sets.
Definition 4.1. The point x ∈ X is said to be regularly recurrent if for every
neighborhood U of x, there is a positive integer n such that Fσni(x) ∈ U , for
every i ≥ 0 and every σ ∈ ΛZ+ .
A point x ∈ X is called a periodic point of the IFS F if there is a finite
sequence λ1, λ2, ..., λn of elements in Λ such that fλn ◦fλn−1 ◦ · · · fλ1(x) = x [2].
Our next lemmas are used in the proof of Theorem 4.6.
Lemma 4.2. Suppose that F = {X ; fλ|λ ∈ Λ} is minimal, if X is infinite and
F has some non-periodic regularly recurrent points then S(F) is infinite.
Proof. Fix l ≥ 1. We show that there exists n ∈ NM(F) such that n > l.
Let x be a non-periodic regularly recurrent point in X . There exists a neigh-
borhood U ⊂ X of x such that Fσi(x) /∈ U , for each σ ∈ ΛZ+ and i = 1, ..., l.
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Since x is a regularly recurrent point, there is a positive integer t such that for
each non-negative integer i, and each σ ∈ ΛZ+ we have Fσti(x) ∈ U .
So Lemma 3.2 implies that the set M = {Fσti(x)}σ∈ΛZ+ ,i>1 is F t−minimal.
Consider n as the least positive integer for which M is Fn−minimal. So,
n ∈ S and M ⊂ U, hence n > l. 
Lemma 4.3. Suppose that F = {X ; fλ|λ ∈ Λ} is minimal, X is infinite and
F has some non-periodic regularly recurrent points. Suppose that l, n ∈ S and
l is a multiple of n, then Cl refines Cn.
Proof. LetM ∈ Cl and x ∈M . Since {Fσli(x)}σ∈ΛZ+ ,i≥0 ⊂M is a F l−minimal
set. So M = {Fσli(x)}σ∈ΛZ+ ,i≥0. This is clear that
{Fσli(x)}σ∈ΛZ+ ,i≥0 ⊂ {Fσni(x)}σ∈ΛZ+ ,i≥0. SoM is contained in {Fσni(x)}σ∈ΛZ+ ,i≥0
which is a F l−minimal set and consequently an element of Cn. 
Lemma 4.4. Suppose that F = {X ; fλ|λ ∈ Λ} is minimal, X is infinite and F
has some non-periodic regularly recurrent points. Let l ∈ S and n be a positive
integer. If l is a multiple of n, then n ∈ NM(F).
Proof. Let l = kn and M be a F l−minimal set. Put
M1 =M ∪ Fn(M) ∪ ... ∪ F (k−1)n(M). So, for all 1 ≤ i ≤ n− 1,
F i(M1) ∩M1 = ∅ and these facts that F l(M) ⊆ M and l = kn imply that
Fn(M1) ⊆
⋃k
j=1F jn(M) ⊆M1, which completes the proof. 
Lemma 4.5. Suppose that F = {X ; fλ|λ ∈ Λ} is minimal, X is infinite and
F has some non-periodic regularly recurrent points. Let l and n be two prime
numbers in NM(F). Then ln ∈ NM(F).
Proof. Let M1 be a F l−minimal set and x ∈ M1 be arbitrary. There exists a
Fn−minimal set M2 such that, x ∈M2. Consider A = M1 ∩M2. If
F t(A) ∩ A 6= ∅, for some t > 0, then F t(M2) ∩M2 6= ∅. This implies that t
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is a multiple of n. By similar argument for M1 we have F ln(A) ∩ A 6= ∅ and
F i(A) ∩ A = ∅ for all 1 ≤ i ≤ ln− 1. 
In [[5] Theorem 2.4.], the authors prove that:
If f : X → X is minimal, X is infinite and f has some non-periodic regularly
recurrent points, then there is a sequence α of prime numbers and a continuous
surjective map π : X → ∆α such that gα ◦ π = π ◦ f , for all λ ∈ Λ.
In the next theorem, we have a similar result for iterated function systems.
Theorem 4.6. Suppose that F = {X ; fλ|λ ∈ Λ} is minimal, X is infinite and
F has some non-periodic regularly recurrent points. Then there is a sequence
α of prime numbers and a continuous surjective map π : X → ∆α such that
gα ◦ π = π ◦ fλ, for all λ ∈ Λ. Also, π−1(π(x)) = {x}, for every regularly
recurrent point x ∈ X.
Proof. Let p be a prime number and s ∈ NM(F). Consider N(s, p) as the
multiplicity of p in the prime factorization of s and N(p) = maxs∈S N(s, p).
Now assume that α = (p1, p2, ...) is a sequence of primes such that the number
of appearance of each prime number p appears in this sequence is exactly N(p).
Therefore if we put ni = p1p2...pi then Lemmas 4.4 and 4.5 imply that
ni ∈ NM(F), for every positive integers i. Consider {Xi,1, ..., Xi,ni} as Cni
cover of X . By Lemma 3.2, the statement (1) of Theorem 3.5 holds and by
Lemma 3.2, the statement (2) of Theorem 3.5 holds. So by Theorem 3.5 for
every σ ∈ ΛZ+ , there exists a continuous surjective map π : X → ∆α such that
gnα ◦ π = π ◦Fσn for all n ≥ 1. Now we show that for every regularly recurrent
point x ∈ X , π−1(π(x)) = {x}.
Let y ∈ π−1(π(x)) and y 6= x. So there exists a sequence V1 ⊃ V2 ⊃ V3 ⊃ ....
with Vi ∈ {Xi,1, Xi,2, ..., Xi,mi} for each i, such that x, y ∈ ∩i≥1Vi.
Let V be an open subset of X such that x ∈ V and y /∈ V . Since x is regularly
recurrent there is a positive integer n such that Fσni(x) ∈ V for all i ≥ 1.
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So M = {Fσni(x)}σ∈ΛZ+ ,i≥1 is an Fn− minimal set in V . This immediately
implies that there exists 1 ≤ t ≤ n such that t ∈ NM(F) and M is F t−
minimal set. On the other hand, there is a positive integer j such that nj is
a multiple of t. So, by Lemma 4.3 and this fact that x ∈ Vj ∩ M we have
Vj ⊂ M , which contradicts our assumption that y ∈ Vj and y /∈ M . Thus
π−1(π(x)) = {x}. 
Corollary 4.7. The IFS F is minimal and each point of X is regularly re-
current if and only if there is a sequence α of prime numbers such that Fσ is
topologically conjugate to gα, for every σ ∈ ΛZ+.
Let g : X −→ X be a continuous map, the ω-limit set of g at y is
ω(y, g) =
⋂
m≥0
(
⋃
k≥m
gk(y)).
Definition 4.8. [6] Let X be a compact metric space, with α = (j1, j2, ...) a
sequence of integers so that ji ≥ 2 for each i. Denote by Sα(X) the set of all
pairs (y, g) in X ×C(X,X) such that (ω(y, g), g) is topologically conjugate to
gα : ∆α −→ ∆α.
Corollary 4.9. [5] Let β = (j1, j2, ...) and γ = (k1, k2, ...) be sequences of
integers with ji ≥ 2 and ki ≥ 2 for each i. We let Mβ denote a function whose
domain is the set of all prime numbers and which maps to the extended natural
numbers 0, 1, 2, ...,∞. The function Mβ is defined by Mβ(p) = Σ∞i=1ni where
ni is the power of the prime p in the prime factorization of ji. Then fβ and fγ
are topologically conjugate if and only if the functions Mβ and Mγ are equal.
Then we have the following corollary.
Corollary 4.10. Suppose that the IFS F is minimal and each point of X
is regularly recurrent. There is a sequence α of prime numbers such that for
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every sequence β of prime numbers, Mβ =Mα implies that Fσ is topologically
conjugate to gβ, for every σ ∈ ΛZ+.
Let α = (j1, j2, ...) a sequence of integers so that ji ≥ 2 for each i. In [7],
the authors prove that if for every prime number p, Mα(p) < ∞ then Sα(X)
is a nowhere dense subset of X × C(X,X).
So, by considering Lemmas 4.3 and 4.4 and the sequence α in the proof of
Theorem 4.6 we have the following result.
Corollary 4.11. Suppose that the IFS F is minimal and each point of X is
regularly recurrent. There exists a sequence α of prime numbers such that the
set of all (y, g) ∈ X×C(X,X) which g : ω(y, g) −→ ω(y, g), for every σ ∈ ΛZ+,
is topologically conjugate to Fσ is a nowhere dense subset of M × C(M,M).
In [[15], Corollary 4.3] the authors prove that if f : X → X is a sensitive
non-wandering dynamical system with the shadowing property then the set
of non-periodic regularly points of f is dense in X . So we have the following
result.
Theorem 4.12. Suppose that f : X → X is sensitive and minimal map with
the shadowing property. Then there is a sequence α of prime numbers and a
continuous map π : X → ∆α such that gα ◦ π = π ◦ f and π is one to one on
a dense subset of X.
Proof. Minimality of f implies that {fn(x)}n≥0 = X for all x ∈ X . So f
is a non-wandering system and does not have any periodic point. Then by
Corollary 4.3. of [15] the set of all regularly recurrent points is dense in X .
Consequently Theorem 4.6 (in the case of Λ has only one element), implies that
there is a sequence α of prime numbers and a continuous map π : X → ∆α
such that gα ◦π = π ◦f and π is one to one on the set of all regularly recurrent
points which a dense subset of X . 
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So it seems plausible to put forward the following conjectures.
Conjecture 1: Suppose that f : X → X is a sensitive minimal map with
the shadowing property. Then there is a sequence α of prime numbers and a
homeomorphism map π : X → ∆α such that gα ◦ π = π ◦ f .
Conjecture 2: Suppose that F = {X ; fλ|λ ∈ Λ} is a sensitive minimal
IFS map with the shadowing property. Then there is a sequence α of prime
numbers and a homeomorphism map π : X → ∆α such that gα ◦ π = π ◦ fλ,
for all λ ∈ Λ.
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