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We introduce a hybrid method for dielectric-metal composites that describes the dynamics of
the metallic system classically whilst retaining a quantum description of the dielectric. The time-
dependent dipole moment of the classical system is mimicked by the introduction of projected
equations of motion (PEOM) and the coupling between the two systems is achieved through an
effective dipole-dipole interaction. To benchmark this method, we model a test system (semicon-
ducting quantum dot-metal nanoparticle hybrid). We begin by examining the energy absorption
rate, showing agreement between the PEOM method and the analytical rotating wave approxima-
tion (RWA) solution. We then investigate population inversion and show that the PEOM method
provides an accurate model for the interaction under ultrashort pulse excitation where the traditional
RWA breaks down.
I. INTRODUCTION
The electronic structure and quantum dynamics of a
system can be modelled using several approaches based
on, e.g., wave function methods1, Green’s functions2–4,
density matrix theory5,6 or density functional theory
(DFT)7,8. In practice, to model larger and larger elec-
tronic systems, high-performance computing facilities
along with optimized algorithms are continually devel-
oped. To improve the scaling of the algorithm, hybrid
approaches have been devised to break down the compu-
tational complexity of composite systems which include
a small subsystem — still amenable of a fully quantum-
mechanical treatment — and a larger environment —
which is dealt with a lower level of approximation, most
often classical. Examples of such composites include sol-
vated molecules9–11, protein-ligand interactions12–14 and
semiconductor-metal nanoparticle hybrids15–23. In all
these cases, we are more interested in the dynamics of
the smaller subsystem and we look at the environment
as a source of unavoidable perturbations.
Such hybrid approaches rely on the possibility to sep-
arate the composite system into two or more compo-
nents whose dynamics are solved using different levels
of approximation and to treat the residual interaction
between the subsystems in an appropriate way. For ex-
ample, a continuum solvation model (such as the polar-
izable continuum model) may be used in the solvated
molecule problem where the molecule is treated using
quantum mechanics (QM) and the solvent treated as a
dielectric continuum, the interaction being electrostatic
in nature9–11,24. Various quantum mechanics/molecular
mechanics (QM/MM) approaches have also been applied
to model the protein-ligand interaction. In these cases,
the ligand is treated using QM while the protein envi-
ronment via MM and the potentials associated with the
protein’s molecular make-up is approximated by means
of classical force fields12–14.
Hybrid methods have also been applied to model
the coupling between molecules and metal nanoparticles
(MNPs) upon optical excitation. For small MNPs, the
composite system can still be treated fully quantum me-
chanically25. For larger MNPs, classical electrodynam-
ics is employed to model the MNP dynamics whereas a
quantum description of the molecule is retained. In this
case, the interaction between the MNP and the molecule
is modeled through an effective electromagnetic coupling.
These hybrid approaches make use of numerical methods
such as the finite-difference time domain (FDTD) to solve
the classical electrodynamics problem — namely, the
Maxwell’s equations — while the dynamics of the molecu-
lar electrons are solved by means of time-dependent DFT.
The overall dynamics are made self-consistent by includ-
ing the electromagnetic field generated by the MNP into
the molecular evolution and vice versa26–29.
In this work we propose an alternative, simpler and
much less computationally expensive method that avoids
the solution of Maxwell’s equations when the near–field
effects in the electromagnetic coupling between the MNP
and the quantum system (e.g., a molecule or a quantum
dot) are negligible. To this end, we shall present a gener-
alized model for treating the time-dependent interaction
between a quantum system (QS) and classical system
(CS) coupled through an electromagnetic field. The in-
teraction is considered in the dipole-dipole approxima-
tion within the quasi-static limit. The dynamics of the
QS are described via the density matrix master equation
involving an effective field which depends on the time-
dependent dipole moment of the CS. We note here that
whilst we employ density matrix theory for the quantum
dynamics, the method is general and can be applied to
any time-dependent quantum mechanical approach such
as those mentioned in the opening paragraph. The CS is
modeled using classical electrodynamics in the linear re-
sponse regime where the time-dependent dipole moment
is reproduced by the introduction of a set of auxiliary
degrees of freedom. These degrees of freedom enter into
a set of projected equations of motion (PEOM) and are
constrained by modeling the frequency-dependent polar-
izability of the CS.
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2As a testbed, we consider the hybrid system consisting
of a semiconducting quantum dot (SQD) and MNP. In
particular, the SQD is treated as an abstract two-level
QS while the MNP is modelled as a gold nanosphere.
This system has been studied extensively16–23 because
it can be solved analytically by means of the rotating
wave approximation (RWA). For continuous wave exci-
tation, we show that this analytical benchmark for the
energy absorption is correctly retrieved by the proposed
hybrid approach. Pulsed excitations are also examined
and agreement between the proposed method and the
RWA approximation is shown if picosecond pulses are
used. However, for a femtosecond pulse the RWA breaks
down and an approach like the proposed method must
be preferred.
The paper is organised as follows: In Section II, we de-
scribe the dipole-dipole interaction between the QS and
CS and derive the PEOM method for treating the time-
dependent dipole moment of the CS. The method is ap-
plied to a simple SQD-MNP system in Section III and
the results for energy absorption rates and population
inversion are compared with those from semi-analytical
approximations. Finally, the conclusions are presented
in Section IV.
II. THE PEOM METHOD
Figure 1. Schematic diagram showing the dipole-dipole in-
teraction between a QS and a CS, separated by a distance
R. When an external field, ~EEXT, is applied, a dipole, ~PQS,
is induced in the QS thus generating a field. The CS thus
experiences this dipole field in addition to the external field,
and we denote the total field felt by the CS as ~ECS. Similarly,
due to ~ECS, a dipole field is generated in the CS which is in
turn felt by the QS in addition to ~EEXT, and we denote the
total field felt by the QS as ~EQS. In this way, the QS and CS
dynamics are coupled through the external field.
We consider a QS and a CS separated by a distance, R.
An external field, ~EEXT(t), is applied inducing a dipole-
dipole interaction between the two systems (see Fig. 1).
To simplify the notation, we assume that the QS and
CS are isotropic media, though the method can be easily
generalized to the anisotropic case. We write ~EEXT(t) ≡
EEXT(t)eˆ and denote the unit vector pointing along the
line separating the centers of the particles as nˆ. The fields
felt by the QS and CS are then, respectively17,30,31,
~EQS(t) = EEXT(t)eˆ+
PCS(t)
BR3
~g , (1a)
~ECS(t) = EEXT(t)eˆ+
PQS(t)
BR3
~g , (1b)
where PCS(t) (PQS(t)) is the total dipole moment of the
CS (QS). B is the dielectric constant of the background
medium and
~g = 3nˆ (eˆ · nˆ)− eˆ . (2)
The form of the fields here assumes only a dipole inter-
action. This is valid if R is sufficiently large, but can be
generalised to take into account higher multipole inter-
actions as shown in Ref. 32.
For demonstration, we shall presently use the density
matrix approach to describe the quantum system, al-
though the method is applicable to any time-dependent
model. In the density matrix formalism, the dipole mo-
ment of the QS is given by
~PQS(t) = tr (ρ(t)~µ) , (3)
where tr (· · · ) is the matrix trace operator, ~µ is the dipole
moment operator matrix and ρ is the QS density matrix
which evolves in time due to the field, ~EQS(t), via the
following master equation,
ρ˙ = − i
~
[H0,ρ] +
i
~
~EQS(t) · [~µ,ρ] + η (ρ) . (4)
In Eq. (4), H0 is the Hamiltonian of the unperturbed QS
and the interaction energy with the time-dependent field
~EQS(t) is treated within the electric dipole approxima-
tion (second term). η (ρ) is an additional function which
can be used to model phenomenological effects not in-
cluded in the Hamiltonian such as non-radiative decay
(see Ref. 6, for example).
We assume that the CS has a frequency dependent
polarizability α(ω) which is known, e.g. by experiment
or ab-initio calculations. Its dipole moment can then be
described (in the linear response regime) via33
~PCS(ω) = Bα(ω) ~ECS(ω) .
In the time domain, the dipole moment is written in
terms of the response function α(t),
~PCS(t) = B
∫ t
−∞
α(t− t′) ~ECS(t′)dt′ . (5)
Using a coupled iterative technique, we could then solve
Eq. (4) numerically to obtain the time-dependent re-
sponse of the QS to the effective field ~EQS(t). However,
computing the integral in Eq. (5) at each time-step in
the solution is cumbersome and the values of ~ECS(t) and
3α(t) for each time-step must be held in memory which
may not be feasible for long simulations. This leads to
the main component of the PEOM method, an alterna-
tive to calculating Eq. (5) directly by following a time-
convolutionless scheme inspired by Ref. 34.
We introduce N complex auxiliary degrees of freedom,
{sk(t)} for k = 1, 2, . . . , N , which satisfy the following
EOMs
~˙sk = − (γk + iωk)~sk + iB ~ECS(t) , (6)
and assume that ~PCS(t) can be written as
~PCS(t) =
N∑
k=1
ckRe [~sk(t)] , (7)
so that the memory-dependent integral in Eq. (5) is re-
placed with an expansion over the functions ~sk found by
solving the differential equations in Eq. (6). As these dif-
ferential equations no longer contain a time-convolution
(i.e., they are “memoryless”), they can be efficiently
integrated by using standard iterative algorithms, e.g.,
the Runge-Kutta fourth-order method. All that is re-
quired is to find suitable values for the (real) parameters
{ck, γk, ωk} in Eq. (6). The formal solution of Eq. (6) is
~sk(t) = B
∫ t
−∞
i e−(γk+iωk)(t−t
′) ~ECS(t
′)dt′ . (8)
Substituting the real part of Eq. (8) into Eq. (7) and
rearranging yields
~PCS(t) = B
∫ t
−∞
(
N∑
k=1
cke
−γk(t−t′) sin[ωk(t− t′)]
)
×
(
~ECS(t
′)
)
dt′ ,
and comparing with Eq. (5) we see that
α(t) =
N∑
k=1
cke
−γkt sin(ωkt) . (9)
Then taking the Fourier transform of Eq. (9) (using the
causality condition) gives
α(ω) =
N∑
k=1
ck
2
[
1
ω + ωk + iγk
− 1
ω − ωk + iγk
]
. (10)
Hence, the parameters {ck, γk, ωk} may be found by fit-
ting the frequency-dependent polarizability of the CS
(which is known) to the fitting functions on the RHS
of Eq. (10) (e.g. using the least squares method as done
in this work).
III. THE QUANTUM DOT-METAL
NANOPARTICLE SYSTEM
To test the PEOM method proposed in Sec. II, we use
a semiconducting quantum dot (SQD) as the QS and a
metal nanoparticle (MNP) as the CS since this hybrid
system has been widely studied16–23 and some properties
can be obtained analytically. In particular, we look at the
energy absorption rate (EAR) and population inversion,
which are associated with continuous and pulsed wave
excitation respectively.
From Eq. (1), when an external field EEXT is applied,
the fields felt by the SQD and MNP respectively are
ESQD = EEXT + g
PMNP
BR3
,
EMNP = EEXT + g
PSQD
BR3
.
We have taken the external field to be polarized along the
line connecting the centers of the particles, allowing us
to drop the vector notation and set g = 2 (see Eq. (2)).
The SQD is treated as a 2-level atomic system giving
rise to a 2× 2 density matrix with elements that can be
written as6,17{
∆˙ = − 4µ˜21~ ESQD(t)Im [ρ21]− Γ11(∆− 1)
ρ˙21 = − (Γ21 + iω0) ρ21 + i µ˜21~ ESQD(t)∆
, (11)
where ∆(t) = ρ11(t)− ρ22(t) is the population difference
between the ground and excited states with frequency
difference ω0 which is known as the exciton frequency.
Γ11 and Γ21 are the population decay and dephasing rates
of the system respectively. The SQD is assumed to be a
dielectric sphere with dielectric constant S and so it has a
screened dipole matrix element µ˜21 = µ21/effS where µ21
is the bare dipole matrix element and effS =
2B+S
3B
.35
For comparison with previous literature, the MNP is
taken to be a gold sphere of radius a and its polarizability
is approximated by the Clausius-Mossotti formula,
αMNP(ω) = a
3 M(ω)− B
M(ω) + 2B
, (12)
where M(ω) is the frequency-dependent dielectric func-
tion of the bulk metal36 (we use the analytical model
for bulk gold as given by Etchegoin et al.37). Note that
there are no fundamental reasons for using an analytical
expression for the polarizability. For example, αMNP(ω)
may instead be extracted from experimental data or com-
puted using a first-principles approach.
We take the SQD system parameters from Ref. 17. The
dielectric constant is taken to be S = 6 with transition
dipole moment µ = 0.65e nm and exciton energy ~ω0 =
2.5 eV close to the plasmon peak of the gold MNP. The
decay and dephasing times are given by Γ−111 = 0.8 ns
and Γ−121 = 0.3 ns. We assume the background medium
is a vacuum so that B = 1.
A. Energy Absorption Rate
We first look at the EAR of the hybrid system which
is a steady-state property, found by considering the re-
4sponse to the following field,
EEXT(t) = E0 cos(ωLt). (13)
In this case, Eq. (11) can be solved analytically within
the RWA as shown in, e.g., Refs 17–19. In the RWA, the
off-diagonal density matrix elements are first separated
into slowly and quickly oscillating components,
ρ21(t) = ρ¯21(t)e
−iωLt , (14a)
ρ12(t) = ρ¯12(t)e
iωLt , (14b)
where ρ¯21(t) and ρ¯12(t) are assumed to vary on a much
larger timescale than 2pi/ωL. The RWA assumes that
ωL ≈ ω0, neglecting terms oscillating at frequencies far
from ω0, so that the following modified EOMS can be
obtained from Eq. (11),{
∆˙ = 4Im
[(
Ωeff
2 +Gρ¯21
)
ρ¯12
]
+ Γ11 (1−∆)
˙¯ρ21 = [i (ωL − ω0 +G∆)− Γ21] ρ¯21 + iΩeff2 ∆
, (15)
where
Ωeff = Ω0
[
1 +
g
R3
αMNP(ωL)
]
, (16a)
G =
g2µ˜221
~BR6
αMNP(ωL) , (16b)
with Ω0 = µ˜21E0/~ being the Rabi frequency of the
isolated SQD.
The EAR of the SQD is defined as18
QSQD =
1
2
~ω0Γ11 (1−∆s.s.) ,
where ∆s.s. is the value of ∆(t) when a steady-state has
been reached, while the EAR of the MNP is18
QMNP =
〈∫
j · E(in)MNP dV
〉
,
where j = ∂∂t (PMNP(t)/V ) is the current density in the
MNP which has volume V and E
(in)
MNP is the field inside
the MNP. Within the RWA, it can be shown that QMNP
depends on ρ¯s.s.21 , the steady state value of ρ¯21(t)
18. The
total EAR of the system is then Q = QMNP +QSQD. An
analytical solution for ∆s.s. and ρ¯s.s.21 can be obtained by
setting the L.H.S. of Eq. (15) equal to zero (see Ref. 17
for example).
As an alternative to the above RWA solution, we nu-
merically solve the original EOMs in Eq. (11) using the
PEOM method where PMNP(t), which appears in the
expression for ESQD(t), is approximated using Eq. (6)
and Eq. (7). The fitting parameters, {ck, γk, ωk}, are ob-
tained from a least-squares fit of αMNP(ω) to the model
in Eq. (10) over the range 0-20 eV which required N = 12
fitting functions for sufficient accuracy.
Fig. 2 shows the total EAR for the hybrid sys-
tem as a function of the laser detuning (field intensity
I0=1 W/cm
2) for various separation distances of the two
particles. We can see the expected quenching of Q and
the red-shift of the hybrid exciton energy as the particles
are brought together as described in Ref. 17. The ana-
lytical RWA solutions are shown in solid lines while the
crosses are the results taken from the PEOM method.
In this case, we see perfect agreement between the two
methods due to the validity of the RWA for the case of
a sinusoidal external field with frequency very close to
resonance with the SQD exciton frequency. We now turn
our attention to short-pulse excitation to demonstrate a
case where the RWA cannot be used.
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Figure 2. Energy absorption rate, Q, for a SQD-MNP system
with separation distances R = 13 nm (green), 15 nm (red),
20 nm (blue) and 80 nm (black). The solid lines represent the
steady-state analytical solution in the RWA while the crosses
are the results from the PEOM method.
B. Population Inversion and Breakdown of the
RWA
Population inversion occurs when the SQD is excited
from the ground state to the excited state so that ρ11 = 0,
ρ22 = 1 and is associated with short laser pulses (see, for
example, Ref. 38). We consider a pulsed external field
given by
EEXT(t) = E0f(t) cos(ωLt) ,
where f(t) is a dimensionless pulse envelope. The pulse
area for an isolated SQD is defined as
θ = Ω0
∫ ∞
−∞
f(t)dt , (17)
and it is known that population inversion occurs at the
end of the pulse for θ = (2n+ 1)pi (n = 0, 1, 2, . . .)39.
We shall use a hyperbolic secant envelope defined by
f(t) = sech
(
t− τ0
τp
)
, (18)
5where τ0 is the center of the pulse and τp characterizes
the pulse width. We choose the central frequency, ωL, to
be resonant with the exciton frequency, i.e. ~ωL = ~ω0 =
2.5 eV, and we describe the pulse shape in terms of the
number of cycles, n, by defining the pulse duration as
T =
4pi
ωL
n ,
and choosing
τ0 = T/2 , τp = T/30 .
In this way we ensure the maximum amplitude, E0, is
achieved at the center of the pulse and that the external
field is sufficiently close to zero at t = 0 and t = T for
the values of E0 considered here.
For the sech pulse in Eq. (18), it can easily be shown
from Eq. (17) that for an isolated SQD, θ = piΩ0τp and
then a pulse of given duration can be described in terms
of the pulse area by choosing the following field ampli-
tude,
E0 =
~θ
piµ˜21τp
. (19)
In Ref. 20 it was shown that the pulse area for an SQD
when coupled to the MNP may be written approximately
as θ = pi|Ωeff|τp so that Eq. (19) becomes
E0 = ~θ
(
piµ˜21τp
∣∣∣1 + g
R3
αMNP(ωL)
∣∣∣)−1 . (20)
In particular, it was stated that for short pulses (τp ∼
0.1 ps) with amplitude given by Eq. (20), the resulting
dynamics should be independent of R as the influence of
the parameter G (see Eq. (16b)) becomes weaker.
In previous studies relating to pulsed excitations in
SQD-MNP systems, the time-scales have generally been
limited to relatively long pulses. For example in Ref. 40
and 41, the external field is switched on over tens of
nanoseconds while in Ref. 20 and 42, picosecond pulses
are used. In such cases, the population dynamics can be
found by solving the RWA EOMs in Eq. (15) but replac-
ing Ωeff with the time-dependent form,
Ω(t) = f(t)Ωeff ,
giving{
∆˙ = 4Im
[(
Ω(t)
2 +Gρ¯21
)
ρ¯12
]
+ Γ11 (1−∆)
˙¯ρ21 = [i (ωL − ω0 +G∆)− Γ21] ρ¯21 + iΩ(t)2 ∆
.
(21)
The use of the RWA and slowly-varying envelope ap-
proximations respectively imply that solutions to (21)
are only valid if ρ¯21(t) and f(t) vary much more slowly
than 2pi/ωL. Recalling that ~ωL = 2.5 eV, we therefore
require the pulse duration to be much greater than ∼ 2 fs.
Indeed, it is known that the RWA is not reliable for ul-
trashort (femto- and subfemto-second) pulses.43–45 This
is demonstrated in Fig. 3 where we compare the solution
of the original EOMs in Eq. (11) with those of the mod-
ified RWA EOMs in Eq. (21), showing the excited state
population dynamics for an isolated SQD (R→∞) inter-
acting with a picosecond and femtosecond pulse of area
5pi (according to Eq. (19)). Fig. 3 (a) shows ρ22(t) for a
1000-cycle pulse (τp ≈ 0.11 ps) and we can see that the
RWA in this case provides an adequate description of the
dynamics, with population inversion occurring at the end
of the pulse as expected for a 5pi pulse. The inset shows
a magnified region in which we can see the effect of the
RWA neglecting the quickly oscillating terms: however,
in the picosecond time-scale, these effects have negligible
influence on the overall dynamics. Fig. 3 (b) shows ρ22(t)
for a 10-cycle pulse (τp ≈ 1.1 fs) where the pulse dura-
tion is of a comparable time-scale to 2pi/ωL. In this case,
we can see that the quickly oscillating terms neglected in
the RWA solution have a more significant effect on the
overall dynamics: importantly, complete population in-
version is not achieved at the end of the pulse, and there
is a much more oscillatory behaviour.
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Figure 3. Excited state population dynamics for an isolated
SQD (R→∞) interacting with a sech pulse of area 5pi accord-
ing to Eq. (19). The solid red line is the numerical solution to
the original EOMs in Eq. (11) while the dashed blue line is the
solution to the modified RWA EOMs in Eq. (21). (a) Dynam-
ics for a 1000-cycle pulse corresponding to τp ≈ 0.11 ps. (b)
Dynamics for a 10-cycle pulse corresponding to τp ≈ 1.1 fs.
6In Ref. 45, a numerical solution to Eq. (11) for pulsed
excitation in SQD-MNP systems beyond the RWA is pro-
posed. In deriving Eq. (21), ESQD(t) is expressed by sep-
arating out the positive and negative frequency parts as
ESQD(t) ≈ ~
µ˜21
[(
Ω(t)
2
e−iωLt +Gρ21(t)
)
+ c.c.
]
. (22)
Instead of invoking the usual RWA to arrive at Eq. (21),
Yang et al. numerically solve Eq. (11) using as ESQD(t)
the field in Eq. (22) (we shall call this method the effec-
tive field method). However, in deriving Eq. (22), one
must first separate out the slowly oscillating components
of the off-diagonal density matrix elements as in Eq. (14)
(see e.g. Ref.18) and the slowly-varying envelope approx-
imation must also be used. Thus, while the quickly os-
cillating terms are included, improving over the RWA,
the pulse duration must still be longer than 2pi/ωL. We
shall presently demonstrate how these assumptions ren-
der this approach unreliable for few-cycle pulses when
the interparticle distances are small.
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Figure 4. Excited state population dynamics for an SQD-MNP system interacting with a 10-cycle sech pulse for various
interparticle distances, R. The field amplitude is chosen to give a 5pi pulse area for each value of R according to Eq. (20). (a)
Solution to the modified EOMS in Eq. (21) under the RWA and assuming a slowly-varying pulse envelope. (b) Solution to the
original EOMs in Eq. (11) beyond the RWA using the effective field in Eq. (22) which assumes a slowly-varying pulse envelope.
(c) Solution to Eq. (11) using the PEOM method where the auxiliary parameters are obtained by fitting αMNP(ω) in Eq. (12)
accurately over the range 0–10 eV using N = 21 fitting functions. (d) Same as (c) but where αMNP(ω) is fitted over a small
range close to ~ω0 (2.455–2.545 eV) using N = 1 fitting functions. Insets: real (blue dashed) and imaginary (black dashed)
parts of the fitted polarizability, αMNP(ω)/a
3 (exact function shown in grey).
In Fig. 4, we compare the solutions for ρ22(t) based on
the RWA, effective field method and the PEOM method.
In each case, the SQD-MNP system interacts with a 10-
cycle sech pulse of area 5pi with R-dependent amplitude
given by Eq. (20) and the excited state population dy-
namics are shown for various interparticle distances.
In Fig. 4 (a), the modified RWA EOMS in Eq. (15)
are solved and we can see that complete population in-
version occurs at the end of the pulse and the dynamics
are identical for each R as expected from Ref. 20 and
Eq. (20).
In Fig. 4 (b), the original EOMS in Eq. (11) are
solved beyond the RWA by taking ESQD(t) of the form in
Eq. (22) similar to the calculations performed in Ref. 45.
In this case we see that the dynamics are almost identi-
cal to the isolated SQD as shown in Fig. 3 (b) where the
7original EOMs are solved exactly. At difference with the
RWA solution in Fig. 4 (a), complete population inversion
does not occur as a consequence of the RWA-breakdown.
On the other hand, the dynamics remain independent
of R as predicted by Ref. 20. We note at this point
that Ref. 20 and 45 employ a multipole description for
the MNP response while our calculations use the sim-
pler dipole model. However, we have compared results
using the same multipole approximation and noticed no
difference due to the short time-scales involved here.
In Fig. 4 (c), we solve the original EOMs in Eq. (11)
using the PEOM method. We obtain the auxiliary pa-
rameters describing the MNP dipole moment by fitting
αMNP(ω) in Eq. (12) to the functions in Eq. (10). This
is achieved by a least-squares fit over the range 0–10 eV
usingN = 21 fitting functions to gain a fit of sufficient ac-
curacy (see inset). We see that for large R (R = 80 nm),
ρ22(t) resembles the results in (b). However, as the inter-
particle distance decreases, the dynamics change consid-
erably, with larger effect towards the end of the pulse. For
each R, the dynamics are similar up to around 18 fs by
which point the pulse is almost over (see Fig. 5 (b)). After
this point, the population for each R reaches the same
maximum value (around 0.95), but at different times:
∼ 23 fs for R = 80 nm, ∼ 21 fs for R = 20 nm and
∼ 20 fs for R = 13 nm. The population then decreases
more steeply as R decreases, reaching as low as 0.6 for
R = 13 nm.
We ascribe the different results obtained with the
PEOM in Fig. 4 (c) and the effective field method in
Fig. 4 (b) to the fact that femtosecond pulses (∼ 10 cy-
cles) excite a broad range of frequencies: in particular,
much broader than the sub-picosecond pulses (∼ 100 cy-
cles) for which the effective field method45 was originally
developed. As stated earlier, in writing Eq. (22), f(t)
must be slowly varying and the off-diagonal density ma-
trix elements must also first be separated into slowly and
quickly oscillating components. These approximations
indirectly force the MNP to respond only as αMNP(ωL)
(i.e. only at the driving frequency), as apparent in the
definitions of Ωeff and G in Eq. (16). However, the fem-
tosecond pulse has a large bandwidth (> 1 eV), thus
exciting a broad range of frequencies in the MNP re-
sponse. Moreover, αMNP(ω) changes significantly over
this range close to ~ω0 = 2.5 eV due to the formation
of the plasmon peak and thus one would expect the re-
sulting time-dependent dipole moment, PMNP(t), (and
therefore ESQD(t)) to be modified compared with that
for long pulses of smaller bandwidths. In Fig. 5, PMNP(t)
is shown for the R = 13 nm cases in Fig. 4 (b) and (c).
We can see that in the effective field method, the MNP
responds in phase with the external field, while in the
PEOM method the dipole moment continues to propa-
gate well after the pulse is over, thus contributing to the
decline in population of the SQD.
We have stated that in the effective field method,
the MNP responds only at the driving frequency, ωL
(i.e. the polarizability is effectively constant, αMNP(ω) ≈
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Figure 6. Value of ρ22(t) at the end of the pulse for various
pulse durations. The interparticle distance is R = 13 nm and
the pulse area is chosen to be 5pi according to Eq. (20).
αMNP(ωL)). This approximation is valid for monochro-
matic waves (e.g. Eq. (13)) and for long pulses. On
the other hand, for very short pulses the frequency-
dependence of the polarizability is important due to the
larger bandwidth. The PEOM method overcomes this
limitation as αMNP(ω) can be fitted over an arbitrary
frequency range (as in Fig. 4 (c)) so that the relevant
frequencies can be included in the dynamics. The con-
stant polarizability of the effective field method can be
simulated within the PEOM method by choosing a single,
broad function (N = 1) which agrees with αMNP(ω) at
ωL and is approximately constant over the pulse band-
width region (see inset of Fig. 4 (d)). Fig. 4 (d) then
8shows that the effective field results from Fig. 4 (c) are
indeed recovered.
Fig. 6 summarizes the results and shows the range of
pulse durations for which the different approximations
are valid. The three different methods agree for n > 100
cycles (τp > 10 fs). The effective field method correctly
describes the fall in final population as the pulse duration
approaches 10 cycles due to the breakdown of the RWA,
but we can see that when the full response of the MNP is
taken into consideration in the PEOM method, the effect
is much more enhanced.
Overall, the results of this section show that when ex-
aming the response of ultrashort pulses (fewer than ∼ 60
cycles), one cannot rely on the RWA or on the assump-
tion that the MNP polarizability (αMNP) responds only
at the driving frequency, ωL. Therefore, one should con-
sider more advanced approaches. The PEOM methods
is a valid alternative as it is not bound by such approxi-
mations yet still its computational cost and complexity is
similar to that of, e.g., the RWA or effective field method.
IV. CONCLUSIONS
We have described a transferable hybrid approach to
the electron dynamics of a quantum system dipolarly
coupled to a larger environment that can be treated clas-
sically. This hybrid approach is based on a robust pro-
jected equations of motion (PEOM) formalism. The ca-
pabilities of the proposed hybrid approach have been
demonstrated for the widely studied case of a semi-
conductor quantum dot (SQD) coupled to a metallic
nanoparticle (MNP). The SQD has been modelled as a
two-level system, while a semi-empirical model of the
MNP susceptibility has been used. We have validated
this hybrid approach against both analytical and semi-
analytical benchmarks of the SQD-MNP response to pi-
cosecond laser pulses, i.e., longer than 2pi/ω0, where ~ω0
is the SQD energy gap. This is the regime of validity of
the rotating wave approximation (RWA). However, the
validity of the PEOM does not rely on either the RWA
or improvements on it (e.g., the effective field method45)
and we have also modeled the response to femtosecond
laser pulses. In this regime, we have shown that the
response of the SQD-MNP is strongly affected by the
details of the MNP susceptibility. By artificially “blur-
ring” the details of the MNP susceptibility, the results
of the hybrid approach match the prediction of the ef-
fective field method. To this extent, the proposed hy-
brid approach is inherently more accurate than the other
methods which rely on the RWA and improvements on
it.
Beyond the validation for a two-level system, the
PEOM formalism can be used for systems with an ar-
bitrary number of levels and is independent from the
theoretical framework used to model the quantum sys-
tem, e.g., the SQD. In this work, we have used a density
matrix approach, but the PEOM can be easily formu-
lated within a time-dependent density-functional theory
framework, or the recently devised real-time approach to
the Bethe-Salpeter equation46 formalism.
The proposed hybrid approach shares similarities with
other hybrid methods27–29 and, in principle, can be also
coupled to a finite-difference time-domain (FDTD) de-
scription of the electromagnetic field. On the other hand,
an accurate FDTD model is less crucial if the SQD and
MNP are sufficiently far apart. Moreover, the simpler
dipolar coupling used in this work is still popular45,47,48
and the PEOM formalism provides a necessary improve-
ment as attention turns towards ultrafast phenomena.
When both the near-field response and the electromag-
netic scattering can be safely neglected, the proposed hy-
brid method provides a computationally less expensive
alternative to those more accurate approaches which in-
clude an FDTD model of the electromagnetic field. This
hybrid approach is also easier to integrate into existing
electronic structure codes, including codes which employ
periodic-boundary conditions. This is particularly rele-
vant for modelling extended quantum systems (e.g., two-
dimensional semiconductors) coupled to MNPs.49
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