I. INTRODUCTION
In the last 15 years the iterative reconstruction methods have gained much attention in the literature [l, 21 . Several methods have been very prominent, such as EM (Expectation Maximization) [3, 4, 5, 6, 71, ART (Algebraic Reconstruction Technique) [8, 11, and LSCG (Least Squares Conjugate Gradient) [9, 101.
These methods formulate the reconstruction problem as a linear set of equations x is a J-dimensional vector containing the unknown image to be reconstructed. Here A is the system matrix, which contains the weight factors between each of the image pixels and each of the values in the sinogram, corresponding to line orientations. Compared with Radon transform based direct reconstruction methods [ll] , the use of linear algebra has several advantages, such as easier incorporation of irregular geometries. The system matrix can model several real-world properties, such as finite, i.e., non-zero detector size and varying detector sensitivity. Furthermore regularization can easily be incorporated [12, 91 in order to affect the often ill-conditioned reconstruction problem.
One problem is the huge size of the system matrix. A 2D sinogram from, e.g., a GE Advance PET scanner contains I = 281 * 336 values, and reconstructed into a J = 201 * 201 grid, i.e., the system matrix has approximately 3.8 billion elements, requiring over 15 GBytes of memory, when using 4 bytes per matrix element. This is a large amount of memory, even looking some years into the future. Besides this aspect, it would not be wise to store all that data, due to the fact that approximately 99% of the matrix entries will be zeros. This knowledge should be incorporated into the reconstruction schemes.
Assuming that memory is not available for storing the full system matrix, one possibility is to compute the individual matrix elements in each iteration when needed. This can be done by using the Radon transform, e.g., [13] or other modelling schemes for the scanner. This approach is rather easily implemented and is viable and storage requirements are reduced to a minimum, only requiring memory for the sinogram ( b ) and the current solution (x), and perhaps some additional temporary variables of the same size or smaller, but no system matrix is stored in memory. It will be demonstrated that this imple-mentation has a major drawback in speed, since the system matrix will be computed many times during an iterative reconstruction. Each time at the same high computational cost.
ACCELERATED 2D ITERATIVE RECONSTRUCTION
Here a hybrid solution is investigated [14, 131 for accelerating the iterative reconstruction algorithms, but requiring as much memory as modern workstations are currently equipped with., or will be soon. The idea is to store the non-zero elements of the system matrix in the main memory using sparse matrix techniques. In this way the core of the reconstruction algorithms, highly based on matrix vector multiplications, can be accelerated significantly, and thereby solve one of the major dr,awbacks of the iterative methods.
It is proposed that the system matrix A is calculated one time only using all the modifications found for the actual scanner setup. If no specific scanner model is provided then the system matrix can be modelled and generated using the Radon transform or other simpler schemes. From the system matrix the very small values in the matrix can truncated to zero, where the threshold y can be ch'osen to a certain fraction of the maximum matrix value, e.g., y = 0.05maxi,j{ai,j}. If y is chosen sufficiently low, a good compromise between resolution and the sparseness of the matrix can be reached, and normally this does not alter the behaviour of the algorithms. Current work concerns the quantification of the truncation error.
The sparse structure of A can be exploited by only storing non-zero values in the fast memory. For a certain row, number i , all of the matrix elements are calculated, stored, and truncated using Eq. 2. Hereby the number of non-zero elements in the row, denoted by Zi, will be much smaller than the image Zi, indexed by an integer x, can ithen be allocated and stored containing the non-zero matrix value a, and the corresponding column index j,. The procedure is repeated for all rows.
Assuming a nearest neighbour approximation with one pixel for each point along the integration lines and using 4 bytes for storing each of the vector elements, the total storage requirement is then reduced to approximately 8 
IMPLEMENTED METHODS
A software package has been written in C including the proper structures for manipulating sparse matrices and vectors, along with an optimized code for computing matrix vector products, well suited for iterative reconstruction algorithms. In the package ART, EM, and LSCG are implemented both in a fast version using sparse matrix storage of the system matrix and in a slow version where the system matrix is not stored and needed matrix entries are computed in each step of the iterative algorithms. The software package is available for free, but protected by the GNU General Public License. The package is available at http://eivind.imm.dtu.dk/staff/ptoft. and used. If not provided, all of the initial values of the vector are initialized to a properly chosen constant.
A. Interpolation Methods
ART: For a certain row i of the matrix (i depends on the iteration number k ) , the general iteration step incrementing the current solution z(') can, e.g., be found in [l] Several interpolation methods have been implemented for computing the system matrix. Furthermore it is possible to use sub-sampling in the Radon domain and average over the sub-windows in order bi -aTz(k) 
IV. RESULTS

LSCG: The Least Squares Conjugate Gradient
The program has been used on two types of machines.
A Linux machine with a 120 MHz Pentium processor and an Onyx from SGI equipped with four 200 MHz R4400 processors, where the program was running on one processor.
A.
method requires some initialization [lo] Table 1 the reconstruction times on both machines are shown for the fast and the slow method as well as the ratio between the execution times (slow/fast). Times are measured for ART, EM, and the LSCGmethod, when EM and LSCG were running (arbitrarily) 20 iterations, and ART 20 full iterations, i.e., 20 times the number of rows (chosen randomly), which is 20*125*101 iterations in Eq. 3. Note that all times only correspond to the actual iterations. For the fast versions of the iterative reconstruction algorithms, the time to generate the system matrix For all three methods an initial value of the solution, i.e., z ( O ) is needed. In the package an image found by, e.g., a fast direct method, can be supplied once should be added if changing the system matrix, e.g., when changing the sampling parameters of the reconstructed image.
For this example the system mat,rix was modelled using discrete Radon transformation with linear interpolation, where the threshold y was chosen to zero, hence the slow and the fast methods give exactly the same results. Note that the large difference in speedup between ART and EM/LSCG is due to the implementation of the forward projection is more efficient than the multiplication with the transpose of the system matrix. The slow methlods can be accelerated some by implementing multiplication with the transpose of the system matrix (adjioint operator) as a backprojection integral, but note that this implies that the approximation of the system matrix will be different in the forward and the backprojection part. Fig. 1 , when modelling then system matrix using the Radon transform with linear interpolation and each element is averaged over a sub-sampled 3*3 window in order to avoid aliasing problems. On the Onyx it required 22 minutes to generate the 189 MBytes sparse matrix, and each iteration of EM or LSCG required approximately 9 seconds in the fast version. After 10 iterations of EM the algorithm was stopped, and the reconstructed image is shown in Fig. 2 . Using LSCG it appears that the best reconstructed result is obtained after 9 iterations which is shown in Fig. 3 . For sake of comparison, a reconstructed image using Filtered Backprojection is shown in Fig. 4 , and this reconstruction used in total 6 seconds on the Onyx. Figure 4 The reconstructed image using Filtered Backprojection using a Hann window with cutoff at half of the sampling frequency.
V. CONCLUSION
We have demonstrated a very fast implementation of iterative reconstruction comparable in speed with direct reconstruction methods. The implementation is based on storing of the system matrix in fast memory using sparse techniques. The approach is mainly applicable to 2D reconstruction, due to the requirements of a sufficient amount of memory, but in principle the method can also be applied to 3D reconstruction.
The idea is implemented in a software package which is available for free. In the package several direct reconstruction methods are also available, as well as regularization tools and several constraining methods.
The cost of the strategy is that a large amount of memory is required, but for ART we have demonstrated a speedup factor of approximately 80 and for EM and LSCG 170-340 depending on the machine, for a fixed transformation geometry and interpolation level. These factors could be somewhat moderated by a faster implementation of the multiplication with the inverse system matrix.
