The class A of anabelian groups is defined as the collection of finite groups without abelian composition factors. We prove that the commutator word [x1, x2] and the power word x p 1 have bounded width in A when p is prime. By contrast the word x 30 does not have bounded width in A. On the other hand any given word w has bounded width for those groups G ∈ A whose composition factors are sufficiently large as a function of w. In the course of the proof we establish that sufficiently large almost simple groups cannot satisfy w as a coset identity.
Introduction
The study of word values and verbal width of groups has received considerable attention recently, see for example [14] and the survey [15] . We say that a word has width at most m in a group G if every element of the verbal subgroup w(G) is a product of at most m values of w. It turns out that finite nonabelian simple groups have bounded word width: in fact by [5] any given word has width at most 2 in every sufficiently large finite simple group. For general finite groups it was proved in [10] and [11] that the commutator word [x 1 , x 2 ] and the power word x q 1 have bounded width in the class of d-generated finite groups. We could ask if the above statements hold true without the condition on the number of generators of the finite groups. It is not too hard to see that [x 1 , x 2 ] and x p 1 have unbounded width even in the class of finite p-groups. However the situation is different when one considers finite groups without abelian composition factors. We will call such groups anabelian. This class is a natural place to try to apply and extend the current knowledge about word values in finite simple groups. Our first result is a relatively straightforward consequence of Proposition 11.1 from [10] .
Theorem 1 There is a constant D ∈ N such that every element of a finite anabelian group is a product of D commutators.
The affirmative resolution of Ore conjecture [7] proved that every element in a finite nonabelian simple group is a commutator. We expect that the constant D in the above Theorem can be taken to be equal to 1. Some explicit upper bounds for D can be found in [6] .
The corresponding question for powers has a more complicated answer.
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Theorem 2 Given a prime number p there is an integer l = l(p) ∈ N such that every element of an anabelian group G is a product of at most l p-th powers.
Theorem 3 Given integer m ∈ N there is an anabelian group G and an element g ∈ G 30 which is not a product of less than m 30-th powers.
The integer 30 in the above theorem can be replaced with the exponent of any nonabelian finite simple group. In fact the presence of small composition factors is the only reason verbal width is unbounded in anabelian groups.
Theorem 4 Given a group word w there are integers f = f (w) and c = c(w) ∈ N such that w has width at most f in any anabelian group whose composition factors have size at least c.
We conjecture that the number f in Theorem 4 does not depend on w and can be taken to be a small constant less than 10. For example the proof of Proposition 5 can be modified to show that in the special case when G is an iterated wreath product of semisimple groups with sufficiently large simple factors then f can be taken to be 5.
The proof of Theorem 4 follows by induction on |G| from the following general result.
Proposition 5 Given a group word w = w(x 1 , . . . , x d ) there are integers f = f (w) and c = c(w) ∈ N with the following property. Let G be a finite group with a normal semisimple subgroup N = S (k) and let a 1 , . . . , a f ∈ G (d) be arbitrary d-tuples in G. The map ψ : N df → N defined by
is surjective provided |S| > c.
Note that we do not require that G is anabelian in the above Proposition. Its proof depends among other things on the following result which may have independent interest. Proposition 6 Let w(x 1 , . . . , x d ) be a group word. There is an integer c 0 = c 0 (w) with the folllowing property:
Let G be a finite group with semisimple normal subgroup N = S (m) and let g 1 , . . . , g d ∈ G. Assume that |S| > c 0 . There exist a 1 , . . . , a d ∈ N such that w(g 1 a 1 , . . . , g d a d ) does not centralize any simple factor of N .
Proofs
Generally the proofs of Theorems 1, 2 and 3 follow quickly from results in [10] . On the other hand Propositions 5 and 6 require some new technical results on product decompositions and equations in almost simple groups.
Proof of Theorem 1.
Our proof of Theorem 1 is a straighforward consequence of Proposition 8 below.
First we need to intruduce some notation: For automorphisms α, β of a group G and x, y ∈ G define T α,β (x, y) = x −1 y −1 x α y β . For two n-tuples a = (α 1 , . . . , α n ),
We will use the following result from [10] , Proposition 11.1.
Proposition 8
There is a constant D ∈ N with the following property. Let N be a semisimple group, i.e. a product of finite simple groups and let a,
We can now prove Theorem 1 by induction on the size of the anabelian group G. When G is simple the Theorem follows from the validiy of Ore's conjecture which states that every element of G is a commutator.
In general consider a minimal normal subgroup N of G and an element g ∈ G. By the induction hypothesis we may assume that there are elements
. Lemma 4.6 of [10] gives that
, y ρi i ) = κ has a solution in x i , y i ∈ N and the induction step is complete.
Proof of Theorem 3.
Let L be an anabelian group such that L 30 = L and which cannot be generated by m elements, for example we can take L = A (N ) 6 where
. . , x m be set of right cosets of the proper subgroup
and define action of L on N x by permuting the factors according to the transitive action of L on the coset space Ω x . Let K = x∈L (m) N x and take G := K ⋊ L. Since K is a product of the minimal normal subgroups N x and L = L 30 we have that G = G 30 . On the other hand let κ ∈ K be any element with nontrivial projections on every factor A 5 in every N x .
Suppose that κ = g
is centralized by all l i . Let us denote by u(ω) the projection of any element u ∈ K onto the direct factor A. We have
. Since A 30 = 1 we conclude that κ(ω) = 1, contradiction.
Proof of Theorem 2.
We will need the following result which may have independent interest. Proposition 9 Let G be an almost simple group with simple socle S. For any a ∈ G and a prime number p there is some g ∈ S such that (ga) p = 1.
Proof:
We will use [2] as a reference for information on the finite simple groups and their automorphisms. In particular for a finite simple group of Lie type S defined over a field F we shall denote by D S , Φ S the subgroups of Aut(S) of diagonal, field, and a subset Γ S of graph automorphisms. (Γ S is a subgroup of Aut(S) unless S is a Suzuki or Ree group). We will omit the subscript S and write D, Φ and Γ when the simple group S is clear from the context. We have Aut(S) = Inn(S)DΦΓ. For a prime power q we denote by [q] ∈ Φ the field automorphism of S induced by the automorphism x → x q of F.
Suppose that the statement of the proposition is false, i.e there is some a ∈ G such that (ga) p = 1 for all g ∈ S. In the first place note that a p = 1 and since every finite simple group has an elements of order coprime to p we conclude that a ∈ S. Therefore a has order p in G/S.
Suppose that p = 2. Choose elements g 1 , g 2 ∈ S which don't commute. Now g 1 a, g 2 a and g 1 g 2 a have order dividing 2 in G and we deduce that g
and together with (g 1 g 2 ) a = (g 1 g 2 ) −1 this gives g
Therefore we may assue that p is an odd prime and corresponginly the image of a in G/S has odd order p. This implies that S cannot be a sporadic or an alternating simple group, because in this case Out(S) has exponent 2. So S must be simple group of Lie type. By replacing a with sa for appropriate s ∈ S we may assume that a acts on S as an element of the subgroup DΦΓ ≤ Aut(S) generated by the diagonal, field and graph automorphisms.
Suppose first that S is not of type 2 B 2 . We claim that S contains a subgroup S 0 isomorphic to (P )SL(2, q) such that S a 0 = S 0 . The subgroup Aut 0 (S) := Inn(S)DΦ has index 2 in Aut(S) unless S = D 4 (q) and since the order of a in G/S ≤ Out(S) is odd we conclude that in this case a acts on S as an element of Aut 0 (S) i.e. without a graph automorphism component. Therefore a preserves all root subgroups of S and in particular a stabilizes a quasi-simple subgroup S 0 of S of type A 1 . If S has type D 4 it is evident that DΦΓ preserves the central root subgroup of the Dynkin diagram and again a preserves a copy S 0 of (P )SL 2 (q) inside S.
In the equation (ga) p = 1 we restrict g ∈ S 0 and by considering S 0 , a acting on itself by conjugation we are reduced to the case when S = P SL 2 (q). Now the subgroup Inn(S)Φ S generated by all inner and field automorphisms is a normal subgroup of index at most 2 in Aut(S). Using again that a has odd order in G/S ≤ Out(S) we conclude that a ∈ Inn(S)Φ and again replacing a by appropriate sa with s ∈ S we may assume that a is a field automorphism of S. Now consider the equation (ga) p = 1 with g ∈ P SL 2 (q 0 ) where F q0 is the ground field of F q . We conclude that P SL 2 (q 0 ) has exponent p. This is a contradiction since |P SL 2 (q 0 )| is always even.
Finally, if S = 2 B 2 then S has no outer diagonal automorphsism and we may assume that a ∈ Φ. If g ∈ 2 B 2 (2) < S then a centralizes g and therefore (ga)
is a Frobenius groups of size 20 and does not have a prime exponent.
The following are Propositions 10.1 and 9.1 of [10] .
Proposition 10 For every integer q there is an integer C = C(q) with the following property. Let N be a semisimple normal subgroup of a group G and let h 1 , . . . h m ∈ G. Assume that m > C and each finite simple factor of N has size at least C. The mapping ψ :
is surjective.
Proposition 11 Let S be a finite simple group and let T = S (n) . Let f 1 , . . . , f m ∈ Aut(T ) and let c(f i ) denote the number of cycles of f i on the n simple factors of T . Assume that f 1 , . . . , f m induces a transitive permutation group on the simple factors of T . There is a constant D such that if
We will also need the following.
Proposition 12 Let N = S (k) be a semisimple normal subgroup of a group G, let h ∈ G and let p be a prime. There is an element b ∈ N with the following property: (bh) p does not centralize any simple factor of N .
Proof. Without loss of generality we may assume that h acts transitively on the k simple factors of N = S (k) . If k ∈ {1, p} then h p does not stabilize any factor of N . If k = 1 then h acts on N = S by conjugation as some element a ∈ Aut(S) and Proposition 9 provides the required element b ∈ S. Finally assume that k = p. If h p centralizes some simple factor S of N then it will centralize each S We are going to prove Theorem 2 by induction on the size of the anabelian group G. When G is simple the theorem follows from the results in [13] and [8] as well as the stronger result in [5] . Let N be a minimal normal subgroup of G isomorphic to S (n) where S is a simple group. Let C and D be the number provided by Propositions 10 and 11 and take l > 4 + C + 4D.
Let g ∈ G assume that we have found elements
p and we are done.
Suppose now that |S| < C. According to Proposition 12 we may replace h i with b i h i for appropriate b i ∈ N such that h i do not centralize any simple factor of N . We are now searching for elements
This equation is equivalent to
where
Note that each the elements f i cannot centralize any simple factor of N .
We proceed to solve (⋆) independently in U∈Ω U ≤ N for each orbit Ω of f 1 , . . . , f l on the simple factors of N . Therefore we may assume without loss of generality that the action of f 1 , . . . , f l on the simple factors is transitive.
Let n i be the number of fixed points of f i on the simple factors of N and c i = c(f i ) be the number of cycles. We have
where the last inequality holds because l > 4 + C + 4D. So by Proposition 11 we can solve (⋆) in z i ∈ N and we are done.
Finally, suppose that
πi(j) for a permutation π i ∈ Sym(n) and automorphisms u i,j ∈ Aut(S). Writing κ = (k j ) ∈ N and z i = (z(i)) j the equation (⋆) becomes a system E of n equations in z(i) j ∈ S:
Note that by our assumptions the permutations π 1 , . . . , π l generate a transitive subgroup on {1, . . . , n}. Also each variable z(i) j appears exactly twice in all equations of E. We proceed to solve E by successively eliminating some of the elements z(i) j to reduce it to a single equation in S:
At each step if we have more than one equation remaining we find a symbol z(i) j which appears in two different equations, say E r and E s . We solve E r for z(i) j and substitute this value in E s . The transitivity of π 1 , . . . , π l implies that this process will continue until we are left with a single equation E t : k t = W . Note that we have not eleimitated the letters z(i) j for those (i, j) such that π i (j) = j. Denoting A := {(i, j) | π i (j) = j} we find that the final equation has the form
for some ordering of the set A and some expressions X i,j and Y i,j which don't involve z(i) j with (i, j) ∈ A. Now choose at random and fix the values for the remaining variables in the expressions
By assumption u i,j ∈ Aut(S) is not the identity and hence |T i,j | > 1. The existence of solutions z(i) j ∈ S to the final equation E t now follows from
which in turn is a direct consequence of the fact that |A| > C > |S| together with the following Proposition 13 Let S be a finite simple group. Let v i ∈ Aut(S)\{1} and r i , r
Proof:
. By collecting the elements r i to the left we may therefore assume that r i = r
We claim that H = S and therefore M j−1 = S. To prove the claim choose g ∈ S such that g vj = g and for an element
and s ∈ S is arbitrary we see that (g −1 g vj ) S ⊂ H and therefore H = S. The Proposition follows.
We summarise some of the arguments in the proof in the following Proposition which we shall use later. Proposition 14 Let G be a finite group with a semisimple subgroup N = S (k) . For integers d and m let g 1 , . . . g d ∈ G generate a transitive group acting on the set O of simple factors of G. Assume that either condition (1) or condition (2) below hold.
Condition (1): Suppose that C is subset of Aut(S) with the property that
Condition (2): Suppose that there exists S ∈ O, s ∈ N, automorphisms β 1 , . . . , β s ∈ Aut(S) and indices 1 ≤ i 1 < i 2 < · · · . . . i s ≤ d such that for all u ∈ S we have u gi j = u βj for j = 1, 2, . . . , s and in addition
Proof of Proposition 5
The proof of Proposition 5 relies on the following Lemma whose proof occupies the next section.
Lemma 15 Given a word w ∈ F d there are integers c(w), f (w) ∈ N with the following property: Suppose G is a finite group with a semisimple normal subgroup N = S (k) with S simple and |S| > c(w). Given any d-tuples
Assuming this for the moment we can complete Proof of Proposition 5: For tuples r i ∈ N (d ) and elements y i ∈ N we have
is a bijection. We can now apply Lemma 15 to the d tuples a
is surjective. We set now z i = a
The surjectivity ot φ now implies the surjectivity of ψ.
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2.5 Proof of Lemma 15.
Preliminaries
Let r(G) denote the minimal degree of a non-trivial real representation of a finite group G. We refer to the following lemma as 'the Gowers trick'.
Lemma 16 ( [1] ) Suppose that X 1 , . . . , X n are n ≥ 3 subsets of a finite group G each of size at least |G|r(G)
The following proposition summarises some basic results about the sets [α, G].
Proposition 17
For automorphisms α i of a group G and element g ∈ G we have
The following Lemma is a special case of [12] , Lemma 4.25. Similar version holds for any universal cover of a simple group of Lie type but we won't need this result in full generality.
Lemma 18 Let φ be a field automorphism of order k of S = SL(n, q) and let
where z ′ ∈ G is a conjugate to z −1 over the algebraic closure K of F q .
Proof: Let σ be the Steinberg automorphisms of the algebraic group SL(n, K) induced by the field automorphism x → x q . We have that φ k = σ. By Lang's theorem there is some u ∈ SL(n, K) such that
Proposition 19 Let G be a group and B a finite subgroup of Aut(G). Let n > |B| and α 1 , . . . , α n ∈ B\{1}. Then n i=1 [α i , G] contains some nontrivial conjugacy class of G.
Proof: Observe that for some 1 ≤ i < j ≤ n we have α j α j−1 · · · α i = 1. The result now follows from Proposition 17 (1) and (3).
Proposition 20 For every integer l there is
Note that this implies that Proposition 22 holds with f (l) = d(l) whenever all automorphisms α i are inner.
The following Proposition can be deduced from Theorem 1 and Lemma 2 from [9] .
Proposition 21 Let S be a classical finite simple group of (untwisted) Lie rank r > 10. There exists a subgroup S 0 isomorphic to SL(n, q) with n ≥ r/2 − 3 such that the following hold.
1. S is a product of at most 1000 conjugates of S 0 , 2. S 0 is invariant under D S Φ S Γ S , 3. For any automorphism α ∈ Aut(S) there is an inner automorphism g such that (αg)| S0 ∈ Φ S0 .
Proposition 22
There is a function f 0 : N → N with the following property: Let l ∈ N, let n = f 0 (l) and let S be a finite simple group of Lie rank at most l. Let us denote by P n the subgroup of permutation matrices in SL(n, q) and by j n the permutation matrix corresponing to the involution (1n)(2, n − 2)... of S n . Define
Note that A ≃ Alt([n/2]) commutes with all field automorphisms of SL(n, q) and with the graph automorphism x → (x −T ) jn .
Proposition 23 For every word w there are integers l, m and m 0 with the following property: Let n > l and S = SL(n, q).
(a) There exists an element a ∈ A < S such that for any m 0 automorphisms φ i ∈ ΦΓ ⊂ Aut(S) we have
(b) There exist word values g 1 , . . . , g m ∈ A < S such that for any m automorphisms φ i ∈ ΦΓ ⊂ Aut(S) we have
Proof: We need the following theorem from [5] .
Theorem 24 Given a word w there is an integer k such every element of a nonabelian finite simple group of size at least k is a product of two word values.
The proof of the following Proposition is elementary.
Proposition 25 Let V be a vector space with V = V 1 ⊕ V 2 ⊕ · · · ⊕ V k+1 for subspaces V i with dim V i = n i . Let A ∈ End(V ) be a matrix which preserves each V i and acts on V i as a permutation matrix a i with m i cycles. Suppose that a 1 , . . . , a k have pairwise coprime orders and have no fixed points, while
Let us first show how (a) implies (b) with m = 2m 0 . By Theorem 24 there is some l = l(w) such that if n > l then any element of A ≃ Alt([n/2]) is a product of two word values. Let g 1 , g 2 ∈ A be the word values such that a = g 2 g 1 and note that by Proposition 17 [
So it remains to prove part (a). Choose l > 10 3 so large that there are at least three distinct primes in the interval ( 
Note that a fixes a subspace of F n q of dimension at most 3. We claim now that if the order v of φ ∈ Φ is at least 6 then |C S (aφ)| < r(S) 3/4 . Note that r(S) = q n−1 − 1 when n > 1 by [4] . If v is divisible by at least two of the primes p i then v ≥ p i p j > n 2 /7 2 > 2n and therefore
On the other hand if v is divisible by exactly one prime from p i , say by p 1 then a v has two cycles of length p 2 and p 3 each and has remaining cycles of total length n − 2p 2 − 2p 3 < (1 − 33/50)n. By Proposition 25 the centralizer of a v in M n (F ) has dimension at most 2(n − 2p 3 ) + 2(n − 2p 2 ) + ( On the other hand if v is divisible by none of the primes p i then a v has at most 2v + 3 cycles of total length at most n/100 in addition to the six cycles of length p i . Therefore by Proposition 25 the dimension of C Mn(F ) (a v ) is at most (2v + 3)n/100 + 3 i=1 2(2p i + n/100) and again using Lemma 18 we have
as v ≥ 6. Notice that if b = a 60 ∈ A then b has two cycles of length p i for each i = 1, 2, 3. Therefore since |b S | > |S| there is a small constant c 0 such that S is a product of c 0 conjugacy classes b S .
Let m 1 = 300c 0 +8 and suppose that all automorphisms φ i ∈ Φ. I claim that for some φ ∈ Φ and noting that a 2 is a conjugate to a in A.
Proof of Lemma 15
Let l = l(w) and m = m(w) be the integer in proposition 23. We will divide the proof into three cases depending on the simple factors of N being 1. Lie groups of rank at most 10l, 2. Alternating groups, and 3. Classical groups of rank at least 10l. Without loss of generality we may assume that g 1 , . . . , g f generates a transitive group on the set O of direct factors of N . Let n i be the number of fixed points of g i on O. If n i < f 0 then the elements g i satisfy the conditions of Propostion 11 and therefore φ is surjective. Now assume that i n i ≥ f 0 . Proposition 22 gives that S = f0 i=1 [α i , S] for any nontrivial automorphisms of S. We can therefore apply Propostion 14 with C = Aut(S)\{1} in Condition (1) to conclude that φ is surjective.
Case 2: When S is an alternating group
Let us deal first with the situation when the action of a i on N is given by permutation of the factors, i.e. when (s 1 , . . . , s k ) ai,j = (s πi,j (1) , s πi,j (2) , . . . , s πi,j (k) ) for a permutation π i,j ∈ Sym(k). We note that in this situation whenever a i,j preserves a simple factor of N then it fixes it. Choose now elements x 1 , . . . , x d ∈ S such that the conjugacy class v S of the word value v := w(x 1 , . . . ,
It is enough to take f ′ = 4 + 4D + 12 and argue as above noting that if the sum Now we can deal with the general case without the retrictions on the a i,j . Suppose S = Alt{1, 2, · · · , n} and let
Let T 1 , T 2 be the subgroups of order 2 in Aut(S) generated by conjugation with the transposition (n − 1, n) and (12) respectively. Note that T 1 Inn(S) = Aut(S) = T 2 Inn(S). Let us put f = 6f ′ and relabel the tuples a i as a i,j with i = 1, . . . , 6, j = 1, . . . , f ′ . We can of course replace each a i,j by any member of its coset a i,j N (d) and in this way we can ensure that for i = 1, 3, 5 the constutuents of each a i,j act on N as elements of T 1 ≀ Sym(k) while for i = 2, 4, 6 they acts as elements of T 2 ≀ Sym(k).
This ensures that each a i,j acts on N i by permutation of its simple factors A i . By the special case above we can find d-tuples b i,j ≡ a i,j mod N such that the maps φ i :
are surjective. Therefore φ = φ 1 · · · φ 6 is surjective onto N and this case is completed.
Case 3: When S is a classical group of rank at least 10l(w). Proposition 21 gives that S = A 1 · · · A 200 where each A i is isomorphic to SL(n, q) with n > l(w) and invariant under DΦΓ. Following the same argument as in the previous case we can set f > 10 3 f ′′ provided we prove the Lemma with f ′′ in the case S = SL(n, q) and the automorphisms a i act on
as elements of ΦΓ ≀ Sym(k). As before let n i be the number of fixed points of w(b i ) on the set O of simple factors of N . Define c i to be the number of orbits of w(a i ) on O. Since w(a i ) and w(a i ) act in the same way on O we have c i ≤ (k + n i )/2.
since f ′′ > m(4 + 4D) and we may apply Proposition 11 to deduce that φ is surjective for any choice of b i ≡ a i mod N .
Now suppose that
This implies the existence of some simple factor S ∈ O such that the set of indices
. Without loss of generality we may assume that S = S 1 . Now divide the interval [1, f ′′ ] into m equal consecutive subintervals I 1 , . . . I m . As |P | ≥ f ′′ (1 − m −1 ) we deduce that P ∩ I s = ∅ for every s ∈ {1, . . . , m}.
Let g 1 , . . . , g m be the word values in the subgroup A provided by Proposition 23 (2). For s = 1, . . . , m suppose that g s = w (v s,1 , . . . , v s,d ).
Note that for any simple factor S ∈ O we have u w(vs) = u gs for all u ∈ S.
For any index i ∈ I s we define x i := v s , b i = a i x i and observe that if i ∈ P and u ∈ S = S 1 then u w(bi) = u gsφi where φ i ∈ ΦΓ is the action of a i on S. 
Now Proposition 23 ensures that

Proof of Proposition 6
We will need several standard results about polynomial rings.
For a commutative ring R let u + (a) ( respectively u − (a)) denote the upper ( respectively lower) unitriangular 2 by 2 matrix with entry a ∈ R in SL(2, R). The following Proposition is a standard application of the Ping-Pong Lemma, cf [3] [II.B, Lemma 24].
Proposition 26 Let R be a polynomial ring and let I be the ideal of R consisting of polynomials with constant term 0. Let U + (I) = {u + (a) | a ∈ I} ≤ SL(2, R) and U − (I) = {u − (a) | a ∈ I}. The group generated by U + (I) and U − (I) in P SL(2, R) is isomorphic to the free product U + (I) ⋆ U − (I).
For a field F and a set X we denote by F [X] the polynomial ring in commuting variables from X. We will say that two non-zeoro polynomials f, g ∈ F [X] are disjoint if they have disjoint variables, i. e, if f ∈ F [X 1 ] and g ∈ F [X 2 ] for disjoint subsets X 1 , X 2 ⊂ X. More generally two finite subsets P 1 , P 2 ⊂ R\{0} of polynomials are called disjoint if there are disjoint subsets X 1 , X 2 ⊂ X such that P i ⊂ F [X i ] for i = 1, 2. This is equivalent to the condition that f ∈P1 is disjoint from f ∈P2 .
Corollary 27 Suppose R = F [X] with ideal I as above and for any nonzero polynomials f 1,s , f 2,s , f 3,s ∈ I ⊳ F [X] with s = 1, . . . , k let
Suppose that f 3,s and f 1,s+1 are disjoint for all s = 1, . . . , k−1. Then
Lemma 28 Let f ∈ F[t 1 , . . . , t n ] be a non-zero polynomial with coefficients in a finite field F, such that the degree of f in each variable t i does not exceed N ∈ N. Assuming that F 0 is a subfield of F such that |F 0 | > N there exist y 1 , . . . , y n ∈ F 0 such that f (y 1 , . . . , y n ) = 0.
Proof of Proposition 6.
We can replace the d-tuple g = (g i ) with any gn where n ∈ N (d) . Suppose first that S = Alt(n) is an alternating group. We may assume that each g i acts on N = S (m) as an element of C ≀ Sym(m) where C < Aut(S) is the group generated by conjugation with fixed transposition t ∈ S. Let A 0 be the subgroup of C S (t) ismorphic to Alt(n − 2). For an element v ∈ A 0 < S let us
is centralized by each g i and therefore for any
. Now if n is sufficiently large compared to w we can find v i ∈ A 0 such that z = 1. Finally note that if w(g 1v1 , · · · , g dvd ) preserves some factor S of N then it acts on it as conjugation by either z or zt and so cannot centralize this factor.
We will now deal with the main case when S is of Lie type. In this case we may assume that each g i acts on N = S we may assume that S = S 0 and the rank n−1 of S 0 is large in terms of w. Now use the argument above with the subgroup A from Proposition 23 in place of A 0 .
It therefore remains to deal with the case when the rank of S is bounded in terms of w. Therefore the field of definition F of S can be assumed to be sufficiently large.
We can make a further reduction. If the type of S is not G 2 , B 2 , 2 B 2 or F 4 then S has a quasisimple subgroup S 1 of type A 1 which is preserved by DΦΓ. When S has type G 2 or F 4 then S has DΦΓ-invariant semisimple subgroup S 1 of type A 1 if Γ = {1}, or of type A 1 ×A 1 if S has exceptional graph automorphisms (which exist only in characteristic 3 for G 2 and characteristic 2 for F 4 ). When S = B 2 (q) and q is odd then Γ = 1 and therefore there is a DΦ-invariant subgroup S 1 of type A 1 . Finally if q is even then every diagonal automorphism of S is inner and we can take S 1 = 2 B 2 (q) < S which is invariant under ΦΓ. By restricting a i ∈ N to range over S (m) 1
we may now reduce to the case when S = S 1 is of type A 1 or 2 B 2 . Moreover we may continue to assume that g i ∈ T 0 := (DΦ) S ≀ Sym(m) < Aut(N ).
I: When S = P SL(2, F).
We need to introduce some notation. Suppose w = k s=1 x ǫs is where e s ∈ {±1} and i 1 , . . . , i k ∈ {1, . . . , d}. We have
for some automorphisms f s ∈ T 0 < Aut(N ). Set w 0 := w(g 1 , . . . g d ) and let J ⊆ {1, . . . , m} be the set of indices j such that S w0 j = S j and such that w 0 induces an the inner automorphism on each S j . For j ∈ J let h j ∈ S j be the element such that u w0 = u h −1 j ∀u ∈ S j . Note that w (g 1 a 1 , . . . , g d a d ) cannot centralize any S j with j ∈ J for any choice of a i ∈ N .
Let us write a i = (a i,1 , . . . a i,m ) ∈ N with a i,j ∈ S j and let f s act on N by
πs (2) , . . . , τ rs,m πs(m) ), τ i ∈ S, i = 1, 2, . . . , m for some permutations π s ∈ Sym(m) and automorphisms r s,j ∈ DΦ < Aut(S). Denote by
the projection of the element k s=1 a ǫsfs is onto S j . We need to prove the existence of some a 1 , . . . a d ∈ N such that for every j ∈ J we have h j = u j . We will prefer to work with a i,j , u j and h j taking values in the universal covering group SL(2, F) of S and treat this problem as a system of polynomial inequations in the matrix coefficients of a s,j ∈ SL(2, q). Note that h j = u j in S becomes equivalent to proving that h 
where t α,β = (t α,β,1 , t α,β,2 , t α,β,3 ). In this subcase we are going to search for values y α,β,l ∈ F p and specialise the indeterminates t α,β,l → y α,β,i to lie in F p , so that each a α,β := A(y α,β ) is going to be fixed under any field automorphism of F. Under this restriction we define each r ∈ DΦ ⊂ Aut(S) to acts on A α,β as a diagonal automorphism, in particular there are elements λ α,β,r i ∈ F which do not depend on t α,β such that
We observe that the coefficients of A ±r α,β are polynomials of degree at most 1 in each of t α,β,l . Put
is,πs(j) ∈ SL(2, R).
For each α ∈ {1, . . . , d} and β ∈ {1, . . . , m} define
The set C α,β simply lists all all pairs (s, j) such that A is,πs(j) from (2) is a matrix whose coefficients are polynomials in F[t α,β ]. Note that each coefficient has degree at most 1 in each of t α,β,l .
Proposition 29 For each α ∈ {1, . . . , d} and β ∈ {1, . . . , m} we have |C α,β | ≤ k.
Proof: Given α, β there are at most k choices for s such that i s = α and then j is determined from π s (j) = β. Now consider the element h −1 j U j ∈ SL(2, R). We claim that h −1 j U j is not a central element of SL(2, R).
Suppose for the sake of contradiction that h −1 j U j is central in SL(2, R). We can set all indeterminates t α,β,l of R to be 0, when clearly U j vealuates to 1 ∈ SL(2, F) which implies that h j is in the centre of SL(2, F). So actually we must have that U j is a central element of SL(2, R). However it is immediate to check that the matrices x s = A ǫsrs,j is,πs(j) satisfy the conditions in Corollary 27 therefore U j cannot be central. This proves the claim.
Suppose that a b c d is the matrix representing h
j U j is not a scalar, at least one of the polynomials b, c, a − d is not zero, let us denote this non-zero polynomial by f j ∈ R. Note that since h j ∈ SL(2, F) each f j is a F-linear combination of the coefficients of
is,πj(s) and moreover each A ǫsrs,j is,πj (s) has matrix coefficients from F[t is,πs(j) ] having degree at most 1 in each of the three variables of t is,πs(j),l , l = 1, 2, 3. Consider now the non-zero polynomial f = j∈J f j ∈ R. The above observation and Proposition 29 show that the maximal degree of any variable t α,β,l ocurring in f is at most k. Therefore since p > k Proposition 28 provides elements y α,β,l ∈ F p such that f (y) = 0. Set a α,β := A α,β (y α,β ) ∈ SL(2, F) and let u j be defined from (2) .
Out choice of y α,β,l ensures that u j = h j in P SL(2, F) for every j ∈ J and therefore w (g 1 a 1 , . . . , g d , a d ) does not centralize the factors S j of N .
Subcase I(b):
We now examine the case when |F | = p L with L large, more precisely assume that L > k 2 . For 1 ≤ s ≤ k and 1 ≤ j ≤ m let n s,j be defined as the integer from {0, 1, . . . , L − 1} such that r s,j ∈ DΦ has field component [p ns,j ]. We extend the automorphism [p n ] of F to an endomorphism of R with the same name defined by f → f p n for each f ∈ R.
Let us assume first assume that n s,j ≤ L − k for all s = 1, . . . , k, j = 1, . . . , m.
Then arguing exactly as in Case I(a) we deduce that every A ǫsrs,j is,πj(s) is a matrix with coefficients which are polynomials from F[t is,πs(j) ] of degree at most n s,j ≤ p L−2k in each of the variables t is,πs(j),l .
As before since |C α,β | ≤ k we deduce that the non-zero polynomial f ∈ R defined in the same way as above has degree at most kp L−k in any variable t α,β,l . Proposition 28 and the fact that kp
give the existence of elements y α,β,l ∈ F such that f (y) = 0 and again we set a α,β := A α,β (y α,β ).
To deal with the general case define V ⊂ Aut(F) by
Given any α, β recall that C α,β defined in (3) is the number of pairs (s, j) such that a ǫsrs,j is,πj (s) ∈ SL(2, R) has coefficients which are polynomials in F[t ns,j α,β ], moreover these polynomials have degree at most 1 in each of t ns,j α,β,l . Given any (s 0 , j 0 ) ∈ C α,β the number of integers 0 ≤ n < L such that [p n+ns 0 ,j 0 ] ∈ V is at most k. Since |C α,β | ≤ k and L > k 2 by the pigeonhole principle we concude that there is some integer, denoted n α,β,l obtaining the matrix A s,j (t α,β ). Each coefficient ofÃ s,j is now a polynomial in t α,β of degree at most p L−k in each variable t α,β,l . For every
Proposition 27 gives that k s=1Ã s,j ∈ SL(2, R) is noncentral. Again we find y α,β,l ∈ F such that
is not in the centre of SL(2, F) for every j ∈ J and we set a α,β = A ′ α,β (y α,β ).
II: When S is the Suzuki group 2 B 2 (2 2L−1 ).
We will need a version of Proposition 27 which will apply to a specific linear 4-dimensional linear representation of 2 B 2 .
Let R be a polynomial ring and as usual let deg f be the maximal degree of the monomials of f ∈ R. Let I be the ideal of polynomials with constant term zero. Define the subset D + ⊂ SL(4, R) to consist of those upper unitriangular matrices g = (g i,j ) with deg g 1,4 > max{deg g i,j | (i, j) = (1, 4)}, and set
Proposition 30 Let U 1 and U 2 are two subgroups of SL(4, R) such that U 1 ⊂ D + ∪ {1} and U 2 ⊂ D − ∪ {1}. Then U 1 and U 2 generate their free product U 1 ⋆ U 2 in P SL(4, R).
Proof: Consider the natural action of P SL(4, R) on the projective space P(R 4 ) and define two subsets V + , V − ⊂ P(R 4 ) as follows:
The proposition follows from the Ping-Pong Lemma [3] [II.B, Lemma 24].
T . We have that {e − (τ, τ θ , ν, ν θ ) | τ, ν ∈ F} is a parametrisation of a Sylow 2-subgroup of S.
Lemma 31 Let R be a polynomial ring and let f 1 , f 2 , g 1 , g 2 ∈ I be non-zero polynomials such that
As a consequence we have e − (f 1 , f 2 , g 1 , g 2 ) belongs to D − ⊂ SL(4, R) and
Lemma 31 and Proposition 30 together give the following Corollary.
Corollary 32 Let R be a polynomial ring and for i = 1, . . . , k, j = 1, 2 and l = 1, . . . , 3 let f i,j.l , g i,j,l ∈ I be nonzero polynomials with the following properties:
1. For every 1 ≤ i ≤ k and 1 ≤ l ≤ 3 the set {f i,1,l , f i,2,l } is disjoint from {g i,1,l , g i,2,l }. with f i,l = (f i,1,l , f i,2,l ) and g i,l = (g i,1,l , g i,2,l ). Then x 1 · · · x k is not central in SL(4, R).
Indeed condition (2) ensures that in the product x 1 · · · x k there is no cancellation between the last term e − (f i,3 , g i, 3 ) of x i and the first term e − (f i+1,1 , g i+1,1 ) of x i+1 .
For α = 1, . . . , d, β = 1, . . . , m and l = 1, 2, 3 let R be the polynomial ring over F in 6dm distinct variables t α,β,l , v α,β,l . As before let n s,j be the integers such that [2 ns,j ] is the field automorphism component of r s,j ∈ DΦ ⊂ Aut(S) in the expression (2) . and define E ±,α,β,l = E ± (t α,β,l ) ∈ SL(4, R) A α,β = A α,β (t α,β , v α,β ) := E −,α,β,1 E +,α,β,2 E −,α,β,3 ∈ SL(4, R), where t α,β = (t α,β,1 , t α,β,2 , t α,β,3 ) and v α,β = (v α,β,1 , v α,β,2 , v α,β,3 ). Observe that each coefficient of E ±,α,β,l is can be written as polynomial over F of degree at most two in each of variables and we are looking for field elements y α,β,l , z α,β,l ∈ F such that if u j is the evaluation of U j at t α,β,l → y α,β,l , v α,β,l → z α,β,l then h j = u j . Since Z(Sp(4, F)) = 1 it is enough to prove that h −1 j u j is not central as an element of SL(4, F). It is immediate that each E ±rs,j ±,is,πs(j) is a matrix in SL(4, R) with coefficients which are polynomials of degree at most two in terms of the four monomials K α,β,l := t EveryẼ ±,s,j,l is matrix with entries which can be written as polynomials from F[K α,β,l ] of degree at most 2 in each variable fromK α,β,l . As |C α,β | ≤ k we deduce that the degree of any coefficient ofŨ j in any variable t α,β,l or v α,β,l is at most 2k max{2 k α,β , 2 m α,β } ≤ 2k2 2L−1−2k = 2k · 4 −k |F| < |F|.
At the same time since the elementsÃ s,j satisfy the conditions from Corollary 32 we deduce thatŨ j is not central in SL(4, R). The argument from Case I therefore applies and we find elements y α,β,l , z α,β,l ∈ F such that h −1 jŨ j (y, z) is not central in SL(4, F) . We observe that (4) implies U j (y, z) =Ũ j (y, z) = u j ∈ S where y = (y α,β,l ), z = (z α,β,l ) ∈ F (3dm) . Therefore as before we can set a α,β = A α,β (y α,β , z α,β ). This completes the last case and the proof of Proposition 6.
