Abstract. We give a formula for a cocycle generating the Hochschild cohomology of the Weyl algebra with coefficients in its dual. It is given by an integral over the configuration space of ordered points on a circle. Using this formula and a non-commutative version of formal geometry, we obtain an explicit expression for the canonical trace in deformation quantization of symplectic manifolds.
Introduction
Let (M, ω) be a connected symplectic manifold of dimension 2n. In deformation quantization one considers formal local associative deformations (star-products) f ⋆ g = f g + ǫ 2 {f, g} + ǫ 2 B 2 (f, g) + · · · of the product of smooth complex-valued functions whose first order term is given by the Poisson bracket associated to ω. Such deformations were classified by Fedosov (see [F] ) up to natural equivalence: they are in one to one correspondence with their characteristic classes: formal series Ω = Ω 0 + ǫΩ 1 + · · · of cohomology classes Ω i ∈ H 2 (M, C), such that −Ω 0 is the class of the symplectic form. An important property of these deformations is that they admit a trace (a linear functional τ on compactly supported functions with values in C((ǫ)) such that τ (f ⋆ g) = τ (g ⋆ f )), which is unique up to normalization. Moreover there is a canonical normalization given by a local condition: locally all deformations are equivalent to the Weyl algebra, and on the Weyl algebra there is a canonical trace given by the integral with respect to the Liouville measure (divided by (2π iǫ) n ). So one requires that the trace coincides with this canonical trace when restricted to functions with support in the neighborhood of any point of M. So to each star-product we have a unique trace obeying this local normalization condition. It is called canonical trace.
Interesting formulas are then obtained if we evaluate the trace on general (compactly supported) functions on M: already in the simplest case of the constant function 1 on a compact symplectic manifold the answer is non-trivial. Namely, one has the following special case of the Fedosov/Nest-Tsygan index theorem, see [F] , [NT1] . Theorem 1.1. (Fedosov, Nest-Tsygan) Suppose (M, ω) is a compact symplectic manifold and let ⋆ be a star-product with characteristic class Ω = −ω + ǫΩ 1 + ǫ 2 Ω 2 + · · · . Then the canonical trace associated to ⋆ obeys where R is the curvature of any connection on TM .
The purpose of this paper is to generalize this theorem and give a similar formula for Tr(f ), as an integral M ψ(f ) of a closed differential 2n-form ψ(f ), for any function f .
The main idea is to apply a non-commutative version of the "formal differential geometry" of [GK] . In formal differential geometry one considers, given a d-manifold M, the infinite dimensional manifoldM of formal parametrizations (∞-jets at 0 of local diffeomorphisms R d → M) as a principal homogeneous space of the Lie algebra W d of formal vector fields, acting by infinitesimal change of coordinates. The action of the subalgebra gl d of linear vector fields integrates to an action of GL d andM/GL d is homotopy equivalent to M: there is a section M →M /GL d of the canonical projectionM /GL d → M and all sections are homotopic to each other. We then have a map from the Lie algebra cohomology of W d to the cohomology ofM and from the relative Lie algebra cohomology of the pair (W d , gl d ) to the cohomology ofM /GL d and thus to the cohomology of M.
In our case, we should use a non-commutative version of this construction. To do this, it is useful to regard a formal parametrization sending 0 to x ∈ M as an algebra isomorphism from the algebra of ∞-jets of functions at a point x ∈ M and the algebra C[[y 1 , . . . , y d ]] of ∞-jets of functions at 0 ∈ R d . This notion has a natural noncommutative generalization. Namely, on R 2n with standard symplectic structure we have a canonical star-product, the Moyal product (see 2.1). It is well-defined on formal power series C[[y 1 , . . . , y 2n ]]. The Weyl algebra A 2n is the algebra of formal power series in y i with coefficients in C [[ǫ] ] and Moyal product. A non-commutative version of a formal parametrization at x ∈ M is then an isomorphism from the algebra of ∞-jets of functions on M at x with star-product to the Weyl algebra A 2n . The Lie algebra of vector fields is then replaced by the Lie algebra Der(A 2n ) of derivations of A 2n which is isomorphic to the quotient of A 2n , with Lie bracket [a, b] 
, by its center Z 2n , consisting of constant functions. The subalgebra gl d is replaced by the Lie algebra sp 2n of the group of automorphisms of A 2n induced by linear symplectic coordinate transformations.
We are then led to study the Lie algebra cohomology of the pair (Der(A 2n ), sp 2n ), or equivalently (A 2n , sp 2n ⊕ Z 2n ). Now this cohomology (with trivial coefficients) has a canonical class, described in [FT2] : it comes from the Hochschild cohomology of the polynomial Weyl algebra A pol 2n with coefficients in the the dual bimodule (A pol 2n ) * , which is one-dimensional and generated by a canonically normalized class τ 2n of degree 2n. This class maps to a cohomology class Θ 2n of (A pol 2n , sp 2n ⊕ Z 2n ) with values in (A pol 2n )
* . We describe this construction below. In [FT2] an algebraic version of the Riemann-RochHirzebruch formula is given. In its simplest form it gives a formula for ev 1 Θ 2n ∈ H 2n (A 2n , sp 2n ⊕ Z 2n ), the value of Θ 2n on 1 ∈ A pol 2n in terms of ad-invariant polynomials on sp 2n ⊕ Z 2n via a Chern-Weil homomorphism. After applying the formal geometry map we obtain a class in H 2n (M, C((ǫ) )), which is precisely the class appearing in (1), see 4.7 below.
It is then natural to expect that by evaluating Θ 2n on more general elements of A 2n we get, via formal geometry, classes which upon integration give the trace of general functions. This is indeed true and the content of one of our main results (Theorem 3.3).
Another result of this paper is an explicit formula for a cocycle τ 2n representing [τ 2n ] and mapping to a relative Lie algebra cocycle Θ 2n , which was hitherto only known to exist by indirect arguments. In particular, this leads in principle to an explicit description of ψ(f ). Also a direct proof of the Riemann-Roch-Hirzebruch formula of [FT2] is obtained and is presented in Sect. 4.
The explicit formula for τ 2n , which we present in Sect. 1 is given in terms of integrals over configuration spaces of points on a circle, and was discovered as a consequence of the proof by Feynman diagrams given in [Sh] with the Moyal product associated with the bivector
The Moyal product is given by the formula
where m(f ⊗ g) = f g is the standard commutative product on polynomials. This algebra is generated by p i , q i with defining relations p i ⋆ q j − q j ⋆ p i = ǫδ ij (thus = iǫ in the notation of physics). It is isomorphic via q i → x i , p i → ǫ∂/∂x i to the algebra of differential operators in n variables with coefficients in
The Weyl algebra is Z-graded for the assignment
We also consider the completed Weyl algebra A 2n over the field of formal Laurent series C((ǫ)). As a vector space over 
to the Lie algebra Der(A pol 2n ) of derivations of the Weyl algebra defines an exact sequence of Lie algebra homomorphisms
The Lie algebra sp 2n of Sp 2n may be identified with the Lie algebra of homogeneous quadratic polynomials in A pol 2n . It acts on A pol 2n by the corresponding inner derivations.
More explicitly, introduce coordinates y i , i = 1, . . . 2n by y 2i−1 = p i , y 2i = q i so that the standard symplectic form on R 2n is ω
a ij y i y j .
2.2.
Hochschild homology and cohomology. The Hochschild homology HH · (A) (with coefficients in the bimodule A) of an associative algebra A with unit 1 over a commutative ring K is the homology of the Hochschild chain complex
A more convenient complex computing this homology is the normalized 
The Hochschild cohomology HH · (A) = HH · (A; A * ) of an algebra is defined as the cohomology of the dual complex Hom K (C(A), K) (it is the Hochschild cohomology of the algebra A with coefficients in the bimodule A * , rather than in the bimodule A appearing in deformation theory). Thus HH · (A pol 2n ) is one-dimensional and concentrated in degree 2n. Our aim is to write a formula for a non-trivial 2n-cocycle. Before doing that we discuss the relation to Lie algebra cohomology.
2.3. Hochschild and Lie algebra cohomology. Let K be a commutative ring and g ⊃ h be a pair of Lie algebras over K. Let
h denote the relative Lie algebra cochain complex of the pair (g, h) with coefficients in a g-module M.
It is the subcomplex of the Lie algebra cochain complex C · (g; M) = Hom C (∧ · g, M) consisting of h-invariant cochains vanishing if any argument is in h. The differential is given by the formula
tial graded commutative K-algebra with respect to the cup-product
where the sum is over (p, q)-shuffles, i.e., permutations such that σ(1) < · · · < σ(p) and σ(p + 1) < · · · < σ(p + q). For any algebra A over C with unit, denote by gl N (A) the Lie algebra of N × N matrices with coefficients in A. It is the tensor product M N (C) ⊗ A of the algebra of N × N matrices with A, considered as a Lie algebra. It contains the Lie subalgebra gl N = M N (C) ⊗ 1. Then we have chain maps φ
These maps are compatible with the inclusion 
denotes the symmetric algebra of a K-module V ):
(the product on the left is the product in the symmetric algebra of the vector space S(gl N (A)); the product on the right is the associative product of M N (C) ⊗ A), we obtain an extension of φ N to a chain map
, for all j ≥ 1. These maps induce maps
2.4. Formula for the Hochschild cocycle. We first introduce some notation:
⊗(k+1) ) be the tensor α acting on the ith and jth factor:
Here y 2i−1 = p i and
, where a(0) is the constant term of the power series a ∈ A pol 2n . Both α ij and π 2n commute with the action of sp 2n (C) , and µ k is an sp 2n (C)-invariant linear form. Moreover π 2n induces a well-defined mapC 2n (A
⊗(2n+1) . The formula for a cochain which, as we will see, is a cocycle, is
with the understanding that u 0 = 0.
Remark. The integrals in the formula for τ 2n may be "computed". For example, if n = 1 we have:
where the formal power series F ∈ C [[x, y, z] ] is given by 
This theorem is proved in 2.6 below.
Remark. Comparison with Tsygan formality. Theorem 2.3 (i) is a consequence of the formality theorem for Hochschild chains (Tsygan conjecture), proved in [Sh] in terms of integrals over configuration spaces, and the the formula for τ 2n was found by simplifying these integrals.
Here is how the story goes. First of all we have Kontsevich's formality theorem [K] , which gives an L ∞ -quasiisomorphism between the differential graded Lie algebra of (formal) polyvector fields on R d (with trivial differential) and the differential graded Lie algebra of continuous
with values in O d and with the Gerstenhaber bracket. Now differential forms on R d form a module over polyvector fields (acting by Lie derivative) and Hochschild chains form a module over Hochschild cochains. Both modules can be considered as L ∞ -modules over polyvector fields via Kontsevich's formality. Based on this observation, Tsygan [T] conjectured the existence of a morphism of L ∞ -modules from the module of Hochschild chains of O d to the module of differential forms. This morphism was constructed in terms of integrals over configuration spaces in [Sh] , and Tsygan's conjecture was proved there using Stokes' theorem.
This morphism of L ∞ -modules may be linearized at any solution of the Maurer-Cartan equation in the Lie algebra of polyvector fields, yielding a tangent map between cohomology spaces. In particular, the bivector α is a Poisson bivector field and thus a solution of the MaurerCartan equation for d = 2n. The corresponding tangent map is an isomorphism from the Hochschild homology of A pol 2n to the homology of the complex of differential forms with differential L α , the Lie derivative in the direction of the bivector field α. The latter homology is zero except in degree 2n, where it is spanned by the class of dy 1 ∧ · · · ∧ dy 2n . The dual map to the tangent map sends the dual cocycle to τ 2n . Its coefficients are given by integrals over the configuration space of 2n + 1 distinct points on the boundary of a disk and an arbitrary number of distinct points in its interior. The integral over the interior points may be performed explicitly and one obtains the formula (2).
On the other hand, the important statement (iii) comes somewhat as a surprise in this approach. 
Corollary 2.1. The cocycle Θ N 2n belongs to the relative complex of the
is sp 2n -invariant, (iii) that it vanishes if any argument belongs to sp 2n ; (ii) shows (3) and in particular that it is non-trivial since it does not vanish on the cycle
2.6. Proof of Theorem 2.3. Proposition 2.1. τ 2n is a cocycle inC(A pol 2n ) and τ 2n (c 2n ) = 1.
Proof: Let us first check the normalization condition τ 2n (c 2n ) = 1. We have π 2n (c 2n ) = (2n)!1 ⊗ · · · ⊗ 1, so α ij acts trivially and the integral reduces to the volume 1/(2n)! of ∆ 2n . Finally,
The proof of the cocycle property is based on Stokes' theorem. We introduce a closed 2n-form η on R 2n+1 with values in ((A ⊗(2n+2) ) be the map
Then we set (the caret denotes omission)
where we set u 0 = 0. We first show that η is a closed form. We have
We claim that φ ≡ µ 2n+1
, from which it follows that dη = 0. To prove the claim, notice that
where we set
This expression is a 0 times the Lagrange expansion with the respect to the first column (∂a i /∂y j ) i=1,...,2n+1 of the determinant of an n + 1 by n + 1 matrix whose remaining columns are (∂a i /∂y k ), k = 1, . . . , 2n. Since two columns are equal, the determinant vanishes. Thus η is closed.
We now apply Stokes' theorem
Here ι k : ∆ 2n → ∆ 2n+1 is the kth face map:
The pull-backs ι * k η can then be computed. If we evaluate them on a = a 0 ⊗ · · · ⊗ a 2n+1 , the result is
These are precisely the terms appearing in the Hochschild differential. The proof is complete.
Proof: The claim follows immediately from the fact that π 2n , α ij , and µ 2n are homomorphisms of sp 2n (C)-modules (with trivial action of sp 2n (C) on C).
Next, we study the behaviour of τ 2n under permutation of its last 2n arguments. Let ψ : R → [−1, 1] be the function so that ψ(u) = 2u + 1 if −1 ≤ u < 0 and ψ(u + 1) = ψ(u). Clearly, ψ(−u) = −ψ(u) (for almost all u). Let ω 2n be the piecewise smooth 2n-form on R n with values in End((A pol 2n ) ⊗(2n+1) ):
Let the symmetric group S 2n act on R 2n by permutation of coordinates and introduce τ
by permutations of the last 2n factors. This representation will be denoted by
We claim that
In the last step, we use the fact that α ij = −α ji and ψ(−u) = −ψ(u). Finally, we change variables in the integral, taking into account an additional sign(σ) coming from the orientation reversal.
We can now complete the proof of Theorem 2.3. The statements (i) and (ii) follow from Proposition 2.1 and Lemma 2.1. It remains to prove (iii). By Lemma 2.2, the left-hand side may be written as
Since a is a quadratic polynomial, only terms linear in α 1i contribute non-trivially, and we may replace the product of
Traces in deformation quantization of symplectic manifolds
In this section we give a formula for the trace in deformation quantization in terms of the Hochschild cocycle of the previous section. We start by reviewing Fedosov's deformation quantization of symplectic manifolds, following [F] .
3.1. Star-products and quantum algebras. Let (M, ω) be a symplectic manifold. A star-product [BFFLS] on M is a formal associative deformation
of the product of smooth functions on M, so that B i are bidifferential operators and f ⋆1 = 1⋆f = 1. Such deformations were classified up to a natural equivalence by Fedosov. They are in one-to-one correspondence with series Ω = ω
starting from the class of the symplectic form.
Let us recall Fedosov's construction (see [F] ). A symplectic frame at x ∈ M is an ordered basis e 1 , . . . , e 2n of the tangent bundle, so that ω(e 2i , e 2i−1 ) = −ω(e 2i−1 , e 2i ) = 1, 1 ≤ i ≤ n and ω(e k , e l ) = 0 for all remaining pairs (k, l). Symplectic frames form a principal Sp 2n -bundle 
We call a section smooth if all coefficients a I,k (x) are smooth functions, and denote by Γ (M, E(M) ) the algebra of smooth sections of E(M).
More generally, we have the algebra
of the isomorphism induced by ω with the canonical embedding j 1 gives an element
A symplectic connection on M is a torsion free connection ∇ on TM such that dω(ξ, η) = ω(∇ξ, η) + ω(ξ, ∇η) for any vector fields ξ, η. Symplectic connections exist on any symplectic manifolds, see, e.g., [F] . A symplectic connection induces a connection, also denoted by ∇, on the associated bundle E(M). It can be uniquely extended to a derivation of degree 1 of the algebra Ω · (M, E(M) ). The curvature Theorem 3.1. (Fedosov) (1) For any symplectic connection and any
] is a star-product on M.
Two Fedosov connections D, D
′ are called gauge equivalent it there is a one-parameter family
for some smooth family of sections λ t of E(M). Gauge equivalent connections lead to equivalent star products and have the same Weyl curvature.
Basic example: Let M ⊂ R 2n be an open subset with standard symplectic structure ω
Moreover, every deformation is locally of this form, namely we have the "quantum Darboux theorem", see [F] , Theorem 5.5.1: 
Definition. A trace on
. Definition. A trace T is called normalized if, for all f ∈ E D with support in a sufficiently small neighbourhood of any point,
φ(f ) dq 1 ∧ dp 1 ∧ · · · ∧ dq n ∧ dp n , for any choice of a trivialization isomorphism φ. The uniqueness of such a trace is clear, as every function with compact support may be written as a finite sum of functions with arbitrary small support. The existence is shown in [F] . It also follows from Theorem 3.3 below, where we give a formula for it.
A local formula for the trace. Let A D (M) be the quantum algebra with Fedosov connection
To give a formula for the trace we use the Lie algebra cocycle Θ N 2n
obtained from the Hochschild cocycle τ 2n , see 2.5. As we consider here only the scalar case, we take N = 1 in this section and write Θ 2n instead of Θ 1 2n . We will use the following property of this cocycle: I. Θ 2n extends uniquely to a continuous 2n-cocycle of the topological Lie algebra A 2n with values in the continuous dual (A 2n ) * . II. Θ 2n vanishes if any of its arguments is in sp 2n or in the center
Properties II and III are the statement that the cocycle Θ 2n is relative for gl 1 ⊕ sp 2n (Corollary 2.1). Property IV is (3) in Corollary 2.1.
Recall that each fibre of E(M) is isomorphic to the Weyl algebra and an isomorphism is given for each choice of symplectic frame of the tangent bundle. By Property III, Θ 2n is defined independently of this choice on the fibres of the bundle E(M) and we get a map
This map extends by Ω · (M)-multilinearity to a map
We define a map
This map only depends on D and not on the choice of representation of D as ∇ + [A, ] ǫ . Indeed, any two representations differ by changing the symplectic connection, which amounts to adding an sp 2n -valued 1-form to A, or adding a 1-form with values in the center. By Property II, ψ D is insensitive to these changes.
Proposition 3.2. (i) For any horizontal sections
′ are gauge equivalent Fedosov connections and φ :
obeys, by III,
(the signs are (−1)
The claim follows using the fact that ∇A + 
by the cocycle property of Θ 2n .
(ii) A similar calculation show that if A t is a family of Fedosov connection forms such that
Theorem 3.3. The unique normalized trace on A D (M) is given by the formula
Tr D (f ) = 1 (2π iǫ) n M ψ D (f ).
If D, D ′ are equivalent Fedosov connections and φ is the corresponding isomorphism, then for all
Proof: We know from Prop. 3.2 (i) that the right-hand side is a trace. In remains to show that it is normalized. For this we use the fact that locally every quantum algebra is isomorphic to the Weyl algebra (Lemma 3.1). By Prop. 3.2, (ii), it is sufficient to evaluate ψ D for E(R 2n ) with the connection D • . In this case, A = i,j ω
• ij y i dx j , so the claim follows from Property II of Θ 2n . The second claim follows from Prop. 3.2, (ii).
3.3. Remark: non-commutative formal geometry. The Fedosov construction has an interpretation in terms of a non-commutative version of formal geometry [GK] , which is the approach that Nest and Tsygan [NT1] take. It turns out that our form ψ D also can be naturally interpreted in this context. For this interpretation it is better to work over the real numbers, so in this subsection we replace C by R. We sketch the constructions here, starting with recalling the commutative case. Recall that in (commutative) formal geometry one considers the manifoldM of ∞-jets at 0 of local parametrizations Abstractly, we thus have a manifold X =M with a Maurer-Cartan one-form ω MC and a subalgebra h whose action integrates to an action of a Lie group H for which X is a principal H-bundle. This gives rise to a canonical ring homomorphism H · (g, H) → H · (X) H−basic ≃ H · (X/H). This map is given by evaluating a cocycle on the MaurerCartan form. More generally, if V is a g-module with integrable action of H, then the associated bundle E V = X × H V → X/H carries a flat connection D coming from the connection d + ω MC on the trivial bundle X × V . We then obtain a canonical homomorphism Turning to the non-commutative case, suppose that M is a symplectic manifold with a star-product. It follows from the local nature of star-products that the space of ∞-jets Jet
] at any point x ∈ M also comes with a star-product. Moreover locally any star-product on a symplectic manifold is equivalent to the Moyal product. We then defineM to be the space of pairs (x, ϕ * ), where x ∈ M and ϕ * is an isomorphism Jet x (M) → A + 2n . Passing to 1-jets, we get an Sp 2n -equivariant projection p :M → F Sp M onto the symplectic frame bundle. This projection has contractible fibers: any two isomorphisms differ by an automorphism of the Weyl algebra. Such an automorphism is given on topological generators by given by the symplectic frame. It is easy to see that this gives a well-defined map on jets.
Again we get a homomorphism H · (Der
any Der A + 2n -module V (since Sp 2n is connected we may pass to the Lie algebra). Equivalently, considering V as a module over the Lie algebra A + 2n with trivial action of the center, we have a formal geometry homomorphism
is the Fedosov quantum algebra (the pull-back by σ of E V is the Weyl algebra bundle E(M)). If
, we obtain in particular a map
The second arrow is induced by the pairing between A + 2n and its dual. Up to the normalization factor (2πi ǫ) −n and passing to Laurent series with complex coefficients, the image of our basic class Θ 2n by this composition is the map
) on the level of cohomology.
The local Riemann-Roch-Hirzebruch theorem
In this section, we study the evaluation of the relative 2n-cocycle Θ
in Section 2 at the identity operator and relate it to characteristic classes. We obtain a direct proof of the local algebraic Riemann-Roch formula discovered in [FT2] 4.1. Chern-Weil homomorphism. Let g be a Lie algebra and h ⊂ g be a subalgebra. Suppose that there is an h-equivariant projection pr : g → h, that is a map commuting with the adjoint action of h and restricting to the identity on h. The amount by which pr fails to be a Lie algebra homomorphism is measured by the "curvature" C ∈ Hom(∧ 2 g, h):
Then there is a Chern-Weil graded algebra homomorphism
independent of the choice of projection pr , sending P ∈ (S q h) * h to the class of χ(P ) = P (C q ). Explicitly,
The sum is over all permutations σ ∈ S 2q such that σ(2i − 1) < σ(2i).
We give a review of this construction below.
In our case, we take g = gl N (A pol 2n ), h = gl N ⊕ sp 2n with sp 2n embedded as 1 ⊗ sp 2n and gl N as gl N ⊗ 1. Then we have a projection pr = pr 1 ⊕ pr 2 with pr 1 (M ⊗ a) = 1 N tr(M) a 2 ∈ sp 2n and pr 2 (M ⊗ a) = Ma 0 , where a j is the component of a ∈ K[y 1 , . . . , y n ] homogeneous of degree j in y.
Characteristic classes.
We introduce ad-invariant functions on sp 2n and gl N (the A-roof genus and the Chern character). An invariant function on sp 2n is uniquely determined by its values on diagonal symplectic matrices diag(t 1 , −t 1 , . . . , t n , −t n ) and a polynomial function of t 1 , . . . , t n extends to an invariant function if and only if it is invariant under the Weyl group, which is generated by permutations and sign reversals t i → −t i . To the function n i=1 sinh(t i /2) −1 t i /2 there corresponds the A-roof genuŝ
We will need the rescaled versionÂ ǫ (X) =Â(ǫX). The Chern character Ch(Y ) = tr (exp Y ) , is an ad-invariant function of Y ∈ gl N . These functions are analytic at 0. The Taylor expansion at zero of their product is a sum of invariant polynomials.
h the term homogeneous of degree j of the Taylor expansion of (Â ǫ Ch)(X) =Â ǫ (X 1 )Ch(X 2 ): it is defined a symmetric j-linear form bŷ
It is given by the formula
The proof of this theorem consists of evaluating explicitly the integral defining Θ 2n on special arguments. Before giving this proof we need to introduce some technology to show that it is indeed sufficient to prove the formula on these special arguments.
4.4. The relative Weil algebra. Let g be a Lie algebra, h ⊂ g a finite dimensional subalgebra, π : g → g/h the canonical projection. The relative Weil algebra is the differential graded commutative algebra
,j is the differential of the relative Lie algebra cochain complex with coefficients in the g-module S j g * and d
is given by a sum over shuffles (with proper signs) as in the case of the Lie algebra cochain complex, see 2.3. We have
This differential graded commutative algebra can thus be identified
If h = 0, the Weil algebra is acyclic [C] . More generally one has a projection W (g, h) → W (h, h) = (S · h) * h which induces a homomorphism on cohomology, and one has the following well-known result.
Lemma 4.1. Suppose there exists an
and every cocycle with i + j > 0 is a coboundary. It follows that E
The spectral sequence degenerates and the result follows.
We now give a formula for a cocycle corresponding to a given element of (S j h) * h using a version of the Chern-Weil construction. The algebra W (g, h) consists of basic elements in the absolute Weil algebra W (g) = W (g, 0). Namely, for each h ∈ h, we have the internal multiplication ι(h) :
Basic elements are those in the kernel of i(h), L(h) for all h ∈ h. Let V be an ad h-invariant complement of h in g. Then the projection pr : g → h along V is h-equivariant. We may regard it as an element A of ∧ 1 g * ⊗ h ⊂ W (g) ⊗ h. The equivariance and projection property of pr imply that A is a connection in the sense of [C] . Namely, an element of degree 1 obeying
Because of this, we have a characteristic homomorphism of differential graded commutative algebras
It is constructed as follows. The curvature
is basic. Passing to cohomology, we have a Chern-Weil homomorphism
which is independent of the choice of h-equivariant projection.
Proposition 4.1. Assume that h has an ad h-invariant complement in g. Then the map χ W is an isomorphism. Its composition χ : (Sh) h) ) is the Chern-Weil homorphism: it sends P ∈ (S j h) * h to the class of
v, w ∈ g, for any choice of ad h-equivariant projection pr : g → h.
Proof: The curvature F = dA + 1 2
[A, A] has two components:
and the formula (6) for pr(v) . These formulae allow us to compute the
). This shows that χ W is a right inverse to the restriction map W (g, h) → W (h, h) = (Sh) * h , which by Lemma 4.1 is an isomorphism. Thus χ W is an isomorphism.
The component of
This proves the second part of the claim. 4.5. Characteristic homomorphism for the Weyl algebra.
(it is not the same filtration as in the proof of Lemma 4.1). Then E p,q = 0 for p ≥ 1 and q < 2n. Therefore the edge homomorphism is an isomorphism for all q ≤ 2n. This implies that H q (g, h) = 0 for q < 2n odd and that χ : (S
is an isomorphism for q ≤ 2n even.
4.6. Proof of Theorem 4.1. Let W n,N be the Lie subalgebra of
. It is isomorphic to the semidirect product of the Lie algebra of polynomial vector fields (derivations of K[q 1 , . . . , q n ]) by gl N (K[q 1 , . . . , q n ]). Set as before h = gl N ⊕ sp 2n . The Lie algebra h 1 = W n,N ∩ h is isomorphic to gl N ⊕ gl n . Consider the commutative square
The vertical arrows are Chern-Weil homomorphisms and the horizontal arrows are induced by the restriction maps. The relative cohomology of W n has been calculated by Gelfand and Fuchs, see [Fu] , using invariant theory; the same method can be applied to the case of W n,N . The result can be formulated by saying that C k (W n,N , h 1 ) = 0 for odd k and the Chern-Weil homomorphism (S j h 1 ) * h 1 → C 2j (W n,N , h 1 ) is an isomorphism for j ≤ n and is zero for j > n. In particular, the differential vanishes on C · (W n,N , h 1 ). Thus the vertical arrows in (7) are isomorphisms. The upper horizontal arrow (and so also the lower one) is injective, since invariant polynomials are uniquely determined by their value on the Cartan subalgebra spanned by q i p i ⊗1, 1⊗D, with D diagonal, for both h and h 1 . Therefore to determine the polynomial P such that ι n (P ) = ev 1 Θ 2n it is sufficient to consider the restriction of ev 1 Θ 2n to W n,N .
We next calculate explicitly the polynomial P so that [ev 1 Θ 2n ] = χ(P ). As P is ad-invariant, it is determined by its value on the Cartan subalgebra d spanned by 1⊗p i q i , 1 ≤ i ≤ n, and E rr ⊗1 (E rr , 1 ≤ r ≤ N is the standard basis of the space of diagonal matrices).
Introduce P n ∈ (S n h) * h so that its restriction to d is
Proof: As the horizontal restriction maps in (7) are injective, it is sufficient to prove the restriction of this identity to W n,N . Since H 2n (W n,N , h 1 ) = C 2n (W n,N , h 1 ) the identity becomes an identity of cocycles, rather than of cohomology classes.
As the right vertical arrow in (7) is an isomorphism, we know that there exists a Q n ∈ (S n h 1 ) * h 1 such that χ(Q n ) is the restriction to W N,n of [ev 1 Θ 2n ]. This means that for all a 1 , . . . , a 2n ∈ W n,N ,
where the sum is over permutations σ ∈ S 2n so that σ(2j − 1) < σ(2j).
We have to show that Q n = (−1) n P n . By h-invariance it is sufficient to show this on the Cartan subalgebra d We can obtain the value of Q n on d by evaluating the cocycle ev 1 Θ 2n on special vectors. We construct these special vectors out of the elements u ij , v ir ∈ W n,N (i, j = 1 . . . n, r = 1 . . . N):
(We write simply Mf (p, q) instead of M ⊗ f (p, q)). These vectors are in the kernel of pr and obey
as the only permutations contributing non-trivially are those for which σ(2) = σ(1) + 1, σ(4) = σ(3) + 1 and so on. By (10) this identity gives a formula for Q n in terms of Θ 2n , as it determines the value of Q n on h uniquely. On the other hand, the left-hand side can be computed using the definition of Θ 2n : by evaluating π 2n on p 1 ⊗ v 1 ⊗ · · · ⊗ p n ⊗ v n , only one permutation contributes and we obtain (see (4))
where the omitted terms are obtained by permuting the last 2n factors. By Lemma 2.2, the effect of these omitted term is to replace the integration over the simplex ∆ 2n with the integration over [0, 1] 2n . The integrand depends then only on n variables, so the integral reduces to an integral over [0, 1] n . The claim follows.
We now compute P n on d by evaluating the integral in (8).
To get the signs right, notice that the Lie algebra gl n is embedded in W n,N via (a ij ) → − a ij q i p j and gl N is embedded as the subalgebra of constant matrices. Thus a diagonal matrix diag(t 1 , . . . , t n ) ⊕ diag(s 1 , . . . , s N ) ∈ gl n ⊕ gl N corresponds to
We compute P n (X, . . . , X). Since X is of degree at most 2 in p i , q i we may replace the product of exponentials in the definition of P n by Expanding the product gives a sum of terms labeled by graphs with vertex set {1, . . . , n}, with an edge between i and j indicating a factor ψ(u i − u j )ǫα ij in the integrand. Only graphs with zero or two edges emerging from each vertex give a non-trivial contribution to P n . Their connected components are thus cycles. The integral over u 1 , . . . , u n can then be written as a product of integrals, one for each cycle: a cycle of length j gives a contribution
This vanishes for reason of symmetry if j is odd. Altogether we then have a sum labeled by the numbers ℓ j ≥ 0 of connected components with j vertices (j ≥ 1):
P n (X, . . . , X) = j jℓ j =n
where we set t i = 0, i > n. The combinatorial factor is C ℓ 1 ,ℓ 2 ,... = n! ℓ 1 ! j≥2 ℓ j !(2j) ℓ j .
It is computed as follows. All graphs with ℓ j cycles of length j are obtained from any one of them by a permutation of vertices. The denominator is 2 ℓ 2 (coming from the factor 1/2 in (11)) times the order of the automorphism subgroup. The latter is generated by cyclic permutations and reflections of vertices in each cycle (giving a factor 2j for each cycle of length j ≥ 2 and 2 for each factor of length 2) and the permutations of cycles of equal lengths (giving the factor ℓ j !).
We now consider the generating function S = ∞ n=0 1 n! P n (X, . . . , X),
(we set P 0 = 1) as a formal power series in t 1 , t 2 , . . . , s 1 , . . . , s N . We have
Lemma 4.4. By using this formula, it is easy to evaluate the sum over j appearing in the formula for S:
ǫt/2 sinh(ǫt/2) .
Putting everything together, we finally get Thus for general X = X 1 ⊕ X 2 ∈ sp 2n ⊕ gl N , P n (X, . . . , X) = det ǫX 1 /2 sinh(ǫX 1 /2) Let P n = (Â ǫ Ch) n ∈ (S h h) * h be the polynomial on the right-hand side of Theorem 4.1, so that ev 1 Θ 2n = (−1) n χ(P n ). Then for any vector fields ξ 1 , . . . sign(σ)P n (C(ξ σ(1) , ξ σ(2) ) · · · C(ξ σ(2n−1) , ξ σ(2n) )) = 1 n! P n ((R − Ω) n )(ξ 1 , . . . , ξ 2n ).
By homogeneity, (Â ǫ (R)Ch(−Ω)) n = ǫ n (Â(R)Ch(−ǫ −1 Ω)) n . We obtain a formula for the trace of 1: 
