The recent U.S. house price bubble and the subsequent deep financial crisis have renewed the interest in reliable identification methods for asset price bubbles. While there is a growing number of studies focussing on the detection of U.S. regional bubbles, estimations of the likely starting points in different local U.S. markets are still rare. Using regional data from 1990 to 2010 methods of Statistical Process Control (SPC) are used to test for house price bubbles in 17 major U.S. cities. Based on the EWMA control chart we also present estimations of the likely starting point of the regional bubbles. As a result, we find indications of house price bubbles in all 17 considered cities. Interestingly enough, the recent bubble was not a homogeneous event since regional starting points range from 1996 to 2002.
Introduction
During the last 15 years the U.S. real estate market was characterized by execptionally high appreciation rates of house prices. Between 1995 and 2005 the real national Case-Shiller house price index more than doubled. Since the mid of 2006 real estate prices began falling dramatically. What followed was the most severe crisis since the Great Depression hitting economies all over the world in a deep and sometimes longlasting way. Nowadays, there is a broad public consent that there was a huge bubble on the U.S. real estate market.
Due to the severe economic consequences resulting from bursting asset price bubbles, it is not surprising that there is a considerable literature concerned with the issues of bubble identification and early warning systems. In general, the different approaches can be classified into three groups: Indicator-based procedures, market-orientated analyses and econometric approaches. 1 The first group makes use of macroeconomic variables that are assumed to have a major impact on the considered asset price development such as the price-earnings ratio, price-to-income ratio or credit-to-income ratio.
2 Market-based procedures identify bubbles as significant deviations of the asset price from its long-term trend. 3 The econometric approaches include traditional cointegration tests as well as more advanced procedures such as Markov switching models or advanced state-space models for bubble identification. 4 Although the existing identification procedures vary in their empirical approaches and clearly have virtues in detecting speculative bubbles, they mainly focus on expost identification rather than estimating the likely time point when the bubble started to develop. Up to now, there are only a few studies that tried to date the likely beginning of the recent bubble at the U.S. national level with the help of econometric approaches. PHILLIPS and YU (2011) date the likely starting point of the bubble with the help of a recursive regression method. Using a sequential right-sided unit root test they estimate the beginning to 2002:M02. DREGER and KHOLODILIN (2011) use a signaling approach and logit/probit models to construct bubble chronologies in 12 OECD countries. For the U.S. housing market, the estimation results indicate that the bubble started in the second quarter of 2001 which is quite similar to the result found by PHILLIPS and YU (2011) . BERLEMANN, FREESE and KNOTH (2012) proposed the application of methods of Statistical Process Control (SPC) to detect house price bubbles and especially, to estimate their likely starting points. Their results indicate, that the methods of SPC are useful in dating the likely beginning of the recent U.S. house price bubble. They find indications of price overvaluations at the national level as early as in between the end of 1996 and the first half of 1998.
While these studies focus on dating the bubble at the U.S. national level, regional differences in house price developments have usually been neglected. The recent bubble is often seen as a national and homogenous event that occured in different U.S. regions at roughly the same point of time. However, having a closer look at local house price dynamics during the last 15 years reveals that prices developed quite differently across regional markets. While some U.S. regions experienced high appreciation rates of house prices, others did not. Thus, a regional analysis of house price bubbles seems to be useful to account for local specifities of real estate markets and to deepen the understanding of the anatomy of the bubble and its spread across local
For a more detailed description of the three classes of identification approaches see BERLE- MANN, FREESE and KNOTH (2012) , GURKAYNAK (2008) or MIKHED and ZEMCIK (2009). 2 See, e. g., LEAMER (2002) , FELDMAN (2003) , CASE and SHILLER (2003) or HIMMELBERG, MAYER and SINAI (2005) . 3 See, e. g., BORIO and LOWE (2002) , DETKEN and SMETS (2004) or HÜLSEWIG and WOLL-MERSHÄUSER (2006) . markets. In the literature, estimations of the likely starting points in different local U.S. markets remain rare. Interestingly enough, to the best of our knowledge, there is only one empirical study that provides estimations of the likely beginning of the recent bubble at the regional level with the help of econometric approaches. 5 We summarize this literature in section 2 of this paper.
As proposed in BERLEMANN, FREESE and KNOTH (2012) , methods of SPC are not only useful in detecting the recent U.S. house price bubble expost but also to date its likely beginning at the U.S. national level. In general, SPC is able to identify change points in time series of any kind and thus can be highly useful in dating the beginning of bubbles in financial markets. Interestingly enough, the bubble identification scheme also comes with an embedded estimator of the likely starting point. In this paper, we apply the methods of SPC to U.S. regional data. Using Case-Shiller house price data for 17 major U.S. cities, methods of SPC are used to examine whether past house price dynamics were in line with economic fundamentals or showed indications of house price bubbles. For every sample city we provide estimations of the likely starting point of the bubble. By doing so, we draw a likely time line across local U.S. markets and thus deliver a regional pattern of the recent U.S. house price bubble.
The paper is organized as follows: Section 2 gives a brief overview of the related literature followed by a short analysis of regional house price dynamics in major U.S. cities in section 3. The methods of SPC are presented in section 4. Section 5 explains the estimation approach and data before the results are shown in section 6. Section 7 contains some robustness checks of our baseline approach. Section 8 concludes.
Literature review
Throughout the last decade there is a growing interest in studying house price dynamics and especially bubbles at the U.S. regional level. This literature applies different identification methods to local U.S. data in order to test for anomalities in regional house price developments. Roughly speaking, the existing studies can be divided into two groups: Studies that focus on the detection of regional bubbles using traditional identification methods and second, recently developed approaches that provide estimations of likely starting points of house price bubbles at the regional level.
The first group of studies draws a quite heterogeneous picture concerning the existence of regional house price bubbles in the U.S. throughout the last years. While a number of studies supports the existence of local bubbles, others conclude that regional price dynamics were rather due to fundamental developments than speculative behaviour.
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The other study we found rather focusses on detecting the starting point of regional house price booms rather than bubbles. For a more detailed review of these approaches see section 2. CASE and SHILLER (2003) was one of the first studies concerned with house price developments at the regional level. The study finds a number of U.S. states that exhibited a bubble during the last years. As observed regional house prices between 2000 and 2002 clearly exceeded the fundamentally justified levels resulting from linear regressions, Case and SHILLER draw the conclusion that bubbles existed in all eight states that are considered in their study. 6 There is also a number of studies applying traditional unit root and cointegration procedures to regional U.S. data. CLARK and COGGIN (2010) use quarterly data on the four U.S. census divisions from 1975 through 2005 and run several variants of unit root and cointegration tests with national and regional data. Their findings support the existence of a house price bubble both at the national and regional level. Based on panel unit root and cointegration tests, GALLIN (2003) uses quarterly data from 1975 to 2002 and finds no long-run relationship between house prices and fundamentals such as per capita income, population and the stock market at the national level. The same holds for U.S. city-level data on 95 metropolitan areas. Using semi-annual data from 1990 to 2005, MIKHED and ZEMCIK (2009) come to similar results. Since house prices and rents in the U.S. Metropolitan Statistical Areas (MSAs) turned out to be non-stationary and not cointegrated, they confirm the presence of a house price bubble in their panel data. Nneji, BROOKS and WARD (2012) conduct regime-switching models for nine U.S. census divisions for the period 1991 to 2010. Their findings suggest that six regions were characterized by speculative bubbles (Mountain, Middle Atlantic, New England and West North Central, Pacific and South Atlantic regions) while there is no evidence of significant overvaluations in the East North Central, East South Central and West South Central region. Based on a standard equilibrium housing model, FÜSS, ZHU and ZIETZ (2011) derive the fundamental house price development in 20 major cities between 1998 and 2008. In a second step, the observed house price is decomposed into the fundamental part resulting from the equilibrium model and the regional bubble component which is defined as the deviation of the observable housing price from its fundamental value. Their results indicate that bubbles tend to appear more likely in coastal regions that are usually characterized by higher income levels and lower unemployment rates than interior regions.
7 GOODMAN and THIBODEAU (2008) follow a similar approach and derive the equilibrium level of the owner-occupied housing stock and house prices from a simple housing market equilibrium model for 84 MSAs. A bubble in a specific market is assumed to occur if the actual house price is more
CASE and SHILLER (2003) run linear regressions on house price dynamics in Hawaii, Connecticut, New Hampshire, California, Rhode Island, Massachusetts, New Jersey and New York. The fundamental value of house prices is measured by personal income per capita, population, employment, housing starts and mortgage rates on state level.
7
To be more precise, indications of house price bubbles are found in Los Angeles, Miami, Tampa, Washington, Las Vegas, Phoenix and San Diego while real estate prices in Charlotte, Cleveland, Dallas, Denver and Boston seem to be in line with economic fundamentals. than 30% higher than predicted by the model. By doing so, they find indications of bubbles in 39 areas in the period 2000 to 2005. 8 Besides those studies that find indications of regional bubbles, there is also a number of studies that come to quite contrary results. HOLLY, PESARAN and YAMAGATA (2010) Although there is thus a number of studies that try to detect house price bubbles at the U.S. regional level which clearly have their virtues in detecting speculative bubbles, they mainly focus on expost identification. Thus, they are less useful in providing estimations of the likely starting point of bubbles in different U.S. local markets. To the best of our knowledge, there are only two studies trying to estimate local starting points in different U.S. regions with the help of econometric approaches. What is more, only one of these papers explicitly focuses on dating the beginning of regional house price bubbles rather than booms. It is important to mention that both terms essentially do not describe the same phenomena.
10 On the one hand, high growth rates of house prices can be driven by economic fundamentals. On the other hand, high growth rates in a specific period do not imply that the bubble, if identified, started to build up in the same period. Thus, the starting point of a house price bubble can differ significantly from the starting point of a house price boom.
Based on a purely descriptive analysis, SHILLER (2007) argues that the recent house price boom was rather a national than a regional event since significant price growth rates appeared in a number of major U.S. cities in the period between 1998 and 2005. Based on regional growth rates of house prices in major U.S. cities, SHIL-LER states that the boom showed its first beginning in some western cities such as San Diego, Los Angeles, San Francisco and Seattle in 1998 with high growth rates of more than 10% per year. Only one year later the boom became apparent in Denver and Boston. In 2001, Miami, Minneapolis, New York and Washington were characterized by price inreases around 10% per year. Las Vegas and Phoenix followed in 2004 (respectively 2005) with annual growth rates of 49% and 43%. SHILLER (2007) also finds some cities that did not experience a house price boom. In Atlanta, Charlotte, Chicago, Cleveland, Dallas and Detroit annual house price growth rates were at a moderate level since 1998.
Another paper that focusses on the detection of the starting point of house price booms at the regional level is the approach of FERREIRA and GYOURKO (2011) . In contrast to SHILLER (2007) their study is based on an econometric approach with more than 23 million single-family housing transactions in 94 metropolitan areas. In a first step, they construct constant quality house price series using hedonic regressions. The house price is modeled as a function of square footage, the number of bedrooms, the number of bathrooms and the age of the home. By normalizing the estimated index to 100 in 2000, they provide the developments of house prices for 94 metropolitan areas across 29 states from 1993 to 2009. After calculating the corresponding year-on-year growth rates of the house price series, FERREIRA and GYOUR- KO (2011) estimate the quarter during which there is a global structural break in the quality-adjusted price appreciation rate series. The estimated global breakpoint is dated to the quarter in which the change in the price growth series had its greatest impact on explaining the price growth series itself. By doing so, they estimate the location of potential structural breaks that can be interpreted as likely starting point of the boom and construct a timeline for the recent house price boom. As a result, they find that the start of the boom was not a homogeneous event since it began at different times in different regions over a decade-long period from 1995 to 2006. Regarding the U.S. cities that are also considered in our approach, FERREIRA and GYOURKO (2011) SHILLER (2007) , the study of FERREIRA and GYOURKO (2011) rather focusses on dating the beginning of the house price boom rather than the bubble and is thus less comparable to our approach. Since they find that income is a major demand shifter that is strongly correlated with the timing and magnitudes of the beginning of local housing booms, at least the start of the boom was fundamentally justified by demand conditions and can not be seen as the corresponding starting point of regional bubbles.
To the best of our knowledge, there is only one study that explicitly provides estimations of the likely beginning of house price bubbles in the U.S. regions with the help of econometric approaches. PAVLIDIS et al. (2009) Detroit (1996) and Atlanta (1997) . One year later, bubbles appeared in Seattle and Minneapolis. In the following years, bubbles emerged in a number of cities such as Phoenix (1999) 
Regional house price dynamics
From 1995 trough 2005 aggregate house prices in the U.S. increased by 7.8% per year in real terms and in the period between 2000 and 2005 price appreciation rates with 11.4% per year were considerably higher. Taking a closer look at U.S. regional price dynamics reveals significant spatial heterogeneities across local real estate markets. While some regions were characterized by high appreciation rates, others did not experience sharp house price increases since the 90s (see Figure 1) . Table 1 reports main statistics of house price dynamics in all 17 major cities from 1990 to 2005. The highest real appreciation rates since the 1990s can be found for the real estate developments in Miami. Here, house prices increased by 7.5% per year and peaked to the end of 2005. In some other southern cities such as Tampa and Washington annual grwoth rates were above 6% per year. On the contrary, house prices in some midwest cities such as Cleveland and Chicago appreciation rates of 1.34% respectively 2.77% per year were even lower than the national average in the same period (3.66% per year). In other northeast cities for which we have data (Boston, New York), growth rates were almost in line with the national average price development.
When inspecting the time series of regional house price developments in these major cities one might have the impression that the house price bubble is easy to detect without having to use any empirical method. One might conclude that cities as Miami, Tampa and Washington experienced house price bubbles while prices in, e. g., Cleveland and Chicago would not cause people to worry about possible overvaluations. However, this impression is somewhat misleading since high growth rates can be driven by purely fundamental causes such as changing income conditions, interest rates or inflation. Before being able to develop an identification scheme for asset market bubbles it is therefore necessary to estimate the underlying fundamental house price process that might be helpful to judge whether house price dynamics steam from changing economic conditions or speculative behaviour. 
Statistical Process Control
Originally, methods of SPC have been used for the control of production processes to detect anomalies in quality performance quite early. However, recently BERLEMANN, FREESE and KNOTH (2012) proposed the application of SPC to detect house price bubbles and especially to estimate the likely starting point of such a bubble.
11
One of the primary techniques of SPC is the use of so-called control charts which plot the averages of quality measurement characteristics in samples taken from the process over time. Control charts are a powerful tool to distinguish between the natural and excess variability of a process. Every control chart has upper and lower conThe Regional Pattern of the U.S. House Price Bubble Á 193 Monthly data on Case-Shiller house prices in 17 major U.S. cities are seasonally adjusted and deflated by corresponding regional CPIs in the four U.S. census regions (Northeast, South, Midwest and West) (source: Standard & Poor's 2012, BLS 2012).
-------------trol limits which are determined from statistical considerations. A process is said to be out-of-control whenever the utilized statistic exceeds these alarm thresholds, there by indicating that the monitored process has changed significantly in one (or more) of its properties, e. g., a shift in the mean, variance or any other distributional parameter. Given this alarm, the observer should then be required to investigate the process and undertake some corrective action to remove unusual sources of variability.
12
While econometric approaches look at typical measures of testing theory (size, power, error probabilities) typical performance measures within SPC are certain types of the expected time to signal. The most popular measure is the Average Run Length (ARL) measuring the time until a signal occurs for a process which is always unchanged or changed already at the beginning. In this paper, methods of SPC are implemented similar to BERLEMANN, FREESE and KNOTH (2012) : First, we choose suitable models to describe past house price developments in 17 major U.S. cities individually. Therefore we use a Vector Autoregressive Model (VAR) that also contains an equation explaining the behavior of house prices which is then utilized to create new house price residuals for the socalled monitoring period in each city. Whenever a change in the process generating house prices occurs (e. g., in the model parameters) the residuals will reflect this. The most simple cases are shifts in the mean or in the scale of the residuals. The control charts are set up for these residuals.
By now, one can find a large number of different kinds of control charts in the literature of SPC which have been developed or enhanced during the last years. Here, we use the EWMA (Exponentially Weighted Moving Average) approach that was introduced by ROBERTS (1959) and was intensively discussed in LUCAS and SACCUCCI (1990) . In order to design the chart it is assumed that the behavior of the residuals is well described by a normal distribution. Assume a stream of empirical residuals ε t which is independent and normally distributed with mean 0 and variance σ 2 . Then, the design of the control chart is given by a certain sequence of statistics and a stopping time L. The EWMA series fZ t g is defined as:
The EWMA control chart includes all past data points although with decreasing weights through the smoothing parameter λ. The natural center line for monitoring residuals is zero. This effects the initializing at z 0 ¼ 0 and the shape of the stopping rule. The EWMA chart gives an out-of-control signal if the current value of Z t exceeds the threshold
λ 2 ð0; 1Þ is a sensivity parameter determining the historical importance of past data points. For the control chart this parameter has to be determined to calculate the corresponding alarm threshold value c E . 13 The parameter is set by the user to most rapidly detect a shift μ 1 in the residuals' mean. There is no explicit relationship between μ 1 and λ. Even more, the optimal λ also depends on the in-control ARL. In the corresponding literature, the smoothing parameter λ is usually chosen in the interval 0:05 λ 0:25. In practice, λ ¼ 0:05, λ ¼ 0:10 and λ ¼ 0:20 are popular choices.
14 As also done in BERLEMANN, FREESE and KNOTH (2012), we set λ to the average value 0:10 and the in-control ARL A ¼ 500.
An alarm can be interpreted as an indication for a structural break which occured in the past. Interestingly enough, we can estimate the likely change point of the process which is highly useful for dating purposes. The EWMA chart comes with an embedded estimator of the change point which is given by:
In an evaluation of this estimator NISHINA (1992) concludes that it performs suciently well. We use this change point estimator in order to date the likely beginning of the recent house price bubble at the U.S. regional level.
Data and estimation approach
The estimation approach followed in this paper consists of several steps. First, we estimate the fundamental relationships explaining regional house price developments for a baseline period. To account for regional specifities of local real estate markets, regional models are estimated for major U.S. cities separately. The estimated coefficents of the regional models are used to generate recursive forecasts of house prices in each city. Using methods of SPC enables us to examine whether a specific city experienced a house price bubble and to date its likely starting point.
In a first step, we need an appropriate model to explain house price dynamics. In the corresponding literature, it has become standard to use a VAR approach to describe house price dynamics by macroeconomic fundamentals without dealing with problems of endogeneity or describe a complex structural model of the macroeconomy. 15 Thus, we estimate the following unrestricted VAR in reduced form:
The Regional Pattern of the U.S. House Price Bubble Á 195
We used the Rlibrary spc to calculate this threshold.
14 See MONTGOMERY (2005), BERLEMANN, FREESE and KNOTH (2012) .
where x t is a vector of n endogenous variables at time t, A i are the n Â n matrices of reduced-form parameters and c is a n Â 1 vector of constants. u t denotes a n Â 1 vector of unobservable error terms.
House price developments are usually described by a variety of macroeconomic variables such as current business activity, inflation, monetary policy decisions, the stock market and the unemployment situation. 16 Since regional house price developments differ across markets mainly due to local economic distinctions, our models include, if available, city-level data. 17 The sample consists of monthly data ranging from 1990:M01 to 2010:M12. Thus, our empirical analysis starts well in advance of the recent house price bubble.
18
Regional house price measures First, we need an appropriate measure of regional house price dynamics. The S&P/ Case-Shiller U.S. national house price index is a repeat-sales index which measures the value of single-family housing for the whole U.S. and is calculated by Standard & Poor's at monthly frequency. Besides national values, the index is also measured in 20 major cities in the U.S. at monthly frequency since 1987. Due to confined data availability, three cities are excluded from our empirical analysis.
19 Thus, we estimate 17 city-level VAR models for which we have data since 1990:M01: Boston, Charlotte, Chicago, Cleveland, Denver, Las Vegas, Los Angeles, Miami, Minneapolis, New York, Phoenix, Portland, San Diego, San Francisco, Seattle, Tampa and Washington.
National production index
Since data on gdp are neither available at monthly frequency nor at the city level, we use the national index of industrial production to capture current business activities in the U.S. economy. The corresponding data steam from the OECD database.
National interest rate
To account for national monetary policy decisions, we include the national interest rate measured by the short-term market rate. 20 The data is taken from the OECD database.
See, e. g., DREGER and WOLTERS (2009), GOODHART and HOFMANN (2008) , BAFFOE-BON-NIE (1998) or KUETHE and PEDE (2011).
17
For a more detailed analysis of regional house price determinants see, e. g., ABRAHAM and HENDERSHOTT (1992) , REICHERT (1990) or O'DONOVAN and RAE (1997) .
18
A detailed description of the data can be found in the appendix.
19
Since Case-Shiller house prices for Texas are not available before 2000:M01, Texas is not included in the empirical analysis. Data for Atlanta and Detroit are available since 1991: M01. To keep comparability between the regional models and avoid falsifications due to different sample sizes we refrain from estimating regional models for both cities.
National stock price
We use the Dow Jones Industrial Average Index to account for stock market developments. 21 Corresponding data steam from the EUROSTAT database.
Regional mortgage rate
Besides the national short-term interest rate, mortgage rates are often included as a measurement for long-term interest rate developments since they play an important role in buy-versus-rent decisions. 22 Interestingly enough, mortgage rates are even available at the U.S. regional level. The nation's largest publisher of mortgage and consumer loan information, HSH.com, releases data on the 30-year-fixed-rate mortgage on state and even city level at monthly frequency. We collect all time series of mortgage rates for our 17 major cities since 1990:M01.
23

Regional unemployment rate
We also include regional unemployment rates in our city-level VAR estimations. Since the employment status of a household tends to be a major driver of the ability to purchase a home, the unemployment rate in a specific region is thus a potentially important determinant of demand for housing. 24 The Bureau of Labour Statistics (BLS) offers data on unemployment rates for all MSAs since 1990 at monthly frequency. For all 17 major cities we use the monthly unemployment rate for the corresponding MSA the city is located in.
Regional inflation
Last, we employ local inflation rates in our VAR models to capture changes of the aggregate price levels in a specific region. Since corresponding time series are not calculated on the city-level we decide to use inflation rates measured for the four U.S. census regions Northeast, South, Midwest and West at monthly frequency. Data are provided by the BLS.
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See, e. g., ASSENMACHER-WESCHE and GERLACH (2010), BELKE, ORTH and SETZER (2008) or SUTTON (2002). 22 See, e. g., REICHERT (1990) , BAFFOE-BONNIE (1998), FRATANTONI and SCHUH (2003) , APERGIS (2003) or DEL NEGRO and OTROK (2007). 23 In the case of Tampa and Minneapolis mortgage rates are not available at the city level, so we switched to state values for Florida and Minnesota in both models. For Portland and Las Vegas, both metro-level and state-level time series are available since 1993 respectively 1991, so we decided to use national mortgage rates for both cities (source: HSH.com).
All time series enter the regression in seasonal adjusted form. 25 We estimate our VAR models in levels which has been become a common approach to model house price dynamics and macroeconomic fundamentals.
26 Data on regional house prices enter the regressions in real terms after deflating them by the CPI of the corresponding U.S. census region (Northeast, South, Midwest and West). National data on production and shares are deflated by the national CPI time series.
27 Regional house prices, national production and stocks are taken in logs.
Thus, our regional models include three national variables and four regional variables to describe house price developments over time: Regional house prices (hp r ), national production (prod n ), national interest rate (i n ), national share price (s n ), regional mortgage rates (mort r ), regional unemployment rates (u r ) and regional inflation (p r ). The vector of endogenous variables x takes the following form:
x ¼ ðhp r ; prod n ; i n ; s n ; mort r ; u r ; p r Þ:
In a second step, we have to decide on the fitting period. In order to determine the appropriate lag length of the VAR models, we try different sample sizes while we allow for a maximum lag length of six months. According to the Schwarz criterion one lag turned out to be the appropriate lag order for all 17 estimations and different sample sizes. Since we have data for all 17 major cities since 1990:M01, we choose the baseline period to be 78 months which is presumably sufficient for VAR estimations.
28 Thus, we estimate our baseline VARs from 1990:M01 to 1996:M06.
29
Next, we check for unit roots of the national and regional time series. 30 Augmented Dickey-Fuller tests reveal that the national variables follow a unit root process. Regional inflation and mortgage rates turned out to be non-stationarity for all 17 cities. The same holds for the city-level unemployment rates. Regional house prices in 14 cities follow a unit root process while house prices in Boston, Denver and New York are stationary. Regarding the time series that follow a unit root, augmented
Here, the Census X12 approach has been applied except for the interest rate and mortgage rate. Regional Case-Shiller house prices are only available in seasonally adjusted form using the Census X-11 procedure. Data on production are available in seasonally adjusted form where by the Census X12 approach has been applied. Regional inflation rates base on the seasonal adjusted regional CPI time series. Data on regional CPI steam from the BLS data base. National share prices and regional unemployment rates have been adjusted with the Census X12 approach after extracting them from the corresponding database. Data on national CPI steam from the BLS data base and are seasonally adjusted.
28
The VAR models are estimated by using the R package vars (version 1.5-0).
29
To check for robustness of our estimations, we also try some variations of the baseline period. For a more detailed view see section 7. 30 Hereby, a linear time trend or at least a constant are included in the test equations.
Dickey-Fuller tests reveal that these variables are I(1).
31 While a VAR model specified in levels is appropriate if all variables are I(0), estimating a model with unit root variables can lead to spurious regression problems. In such a framework, OLS estimations in levels can result in biased VAR results. 32 One possible solution might be the use of first differences in the VAR model. Indeed, this solution implies a loss of information contained in level variables since long-term components of time series are not regarded. 33 However, VAR estimations containing some unit root variables lead to consistent OLS estimators when there are cointegration relations among the variables. SIMS, STOCK and WATSON (1990) show for the case of a trivariate VAR model that the coefficent estimators are asymptotically normally distributed and all test statistics have the usual asymptotic χ 2 -distribution when there is a long-run relationship between the variables. In their conclusion, they favor the use of VARs in levels instead of using differenced variables or cointegration operators. HAMILTON (1994) shows that OLS estimations in levels do not lead to spurious regression problems when the variables are I(1) with zero drift and there are some cointegration relationships between the endogeneous variables. Asymptotically, several functions of the parameters have the standard asymptotic distributions in the presence unit root variables in the VAR model. 34 Thus, HAMILTON (1994) supports the view of SIMS, STOCK and WAT- SON (1990) to estimate a VAR model in levels since the parameter of the system are estimated consistently.
35
Since the Johansen trace statistics indicate that all 17 regional models contain up to four cointegration relations, estimating the regional VAR models in levels seems to be justified. 36 The Regional Pattern of the U.S. House Price Bubble Á 199
Here, neither a constant nor a deterministic or stochastic trend is included in the test equation. 32 See, e. g., SIMS (2001), GRANGER and NEWBOLD (1974) . 33 See, e. g., SIMS (1980) . 34 Regardless the existence of cointegration relations, HAMILTON (1994) shows that the usual t and F tests in a VAR in levels containing unit roots are asymtotically valid. However, this is not the case for Granger-causility tests that do not follow the usual χ 2 -distribution, seealso WATSON (1994), PHILLIPS (1988, 1989) . If the variables are cointegrated, the test statistic has the standard distribution, see WATSON (1994) or SIMS, STOCK and WATSON (1990) . 35 See also MITRA (2006) for a similar approach. In addition, CLEMENTS and MIZON (1991) show that a differenced model implies a loss of information if there is cointegration among the variables.
36
See also DREGER and WOLTERS (2009), ASSENMACHER-WESCHE and GERLACH (2010), BELKE, ORTH and SETZER (2008) and GIULIODORI (2005) . In each regional model, we include a linear time trend in the cointegration equation. We find one cointegration relation for the model of Miami and two for the models in Chicago, Cleveland, Minneapolis, Tampa and Portland. Test results reveal three cointegration relations in Boston, New York, Charlotte, Washington, Los Angeles, Phoenix and Seattle. Four relations are found in Denver, Las Vegas, San Diego and San Francisco. We refrain from presenting the unit root and coinSince we are interested in studying the development of house prices, the referring VAR equation is of special interest. 37 For all 17 models we find a positive and significant effect of the lagged value of regional house prices which is mainly due to the sluggish development of house prices. In almost all models we find that other variables have a significant impact on regional house price developments: 38 In 10 of 17 cities we find a significant negative effect of the local unemployment rate on the level of house prices in the corresponding city. 39 The employment status of a specific region is a major driver of local demand for housing since increasing unemployment tends to dampen the household's income position und thus leads to decreasing demand for housing. Given a constant level of the local housing stock, a negative demand shift decreases local house prices. 40 What is more, for the case of five cities (Boston, Cleveland, San Francisco, Seattle and Washington) the short-term interest rate has a negative impact on house prices. A restrictive monetary policy shock increases the household's costs of financing real estate and thus reduces housing demand. 41 Regarding the impact of the national production index and stock price developments, the results are somewhat heterogeneous: While for three models (Chicago, Seattle and Washington) production has a positive significant impact on house prices, in two cities (Los Angeles and Las Vegas) the opposite is true. The same holds for the effect of increasing stock prices: In Charlotte and Los Angeles higher share prices tend to increase house prices while for Seattle and Washington we find a significant negative effect. Since our VAR models form the basis of the subsequent application of SPC, we tested for the plausibility of the models by running impulse responses for each of the 17 cities. Thus, we analysed the long-run effect of the production index, interest rate, share prices, mortgage rates, unemployment rates and inflation on house prices in a specific city. 42 Regarding unemployment and interest rates, the impulse responses confirm the findings of the VAR estimation results in the long-run. While the VAR models provide quite heterogeneous results for the national production index, impulse responses point into the direction that higher production tends to in-
tegration tests of all 17 models here in length. Detailed results can be provided by the author on request.
37
For a detailed view of the estimation results of the house price equation, see Table 5 in the appendix. We refrain from reporting all estimation results of the VAR models here and rather focus on the house price equation as basis for the following application of SPC. Detailed estimation results can be obtained from the author upon request.
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In the case of three models (Miami, Minneapolis and New York) only the lagged house price variable has a significant effect.
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These cities are Charlotte, Chicago, Denver, Phoenix, Portland, San Diego, San Francisco, Seattle, Tampa and Washington.
crease regional house prices in the long-run, see, e. g., Chicago, Cleveland, Minneapolis, San Diego, Las Vegas and Washington. 43 This finding is also in line with existing empirical studies on house price dynamics and macroeconomic fundamentals. 44 Stock price developments turn out to have little impact on house prices in the longrun. Only for two cities (Cleveland and Phoenix) we find a positive and significant impact on house prices. Interestingly enough, regional developments of the aggregate price level seem to play an important role for local house price developments in the long-run. In 11 regional models we find a negative impact of regional inflation on house price developments. In the literature, one can find several explanation for this result. On the one hand, higher inflation rates should cause the central bank to raise the interest rate which leads to lower demand for housing. On the other hand, high inflation increases the real value of loan repayments and thus dampens housing demand. 45 Altogether, the VAR estimation results and the corresponding impulse responses reveal that regional house price developments are driven by a number of regional and national variables such as employment, interest rates, production and inflation.
In a next step, the estimated coefficients of the regional VARs are used to generate forecasts of regional house prices: Focussing on the house price equation, the estimated coefficients are used to generate forecasts of the city-level house prices throughout the monitoring period. By doing so, we obtain a time series of house price forecasts for each city from 1996:M07 to 2010:M12. Subtracting the forecasts from the realized values leads to the referring time series of residuals in the monitoring period in each city. In order to detect a house price bubble in the regional data, we apply methods of SPC on the time series of residuals from the regional Case-Shiller house price equation. Starting out from 1996:M07 we calculate the values of the EWMA chart and study whether and when the chart generates the first alarm. Whenever the EWMA series exceeds the corresponding upper threshold value, this can be interpreted as a sign for an upcoming house price bubble because actual house prices are significantly higher than predicted by the model. 46 Given the alarm, we also estimate the corresponding change point for each city. This time point can be interpreted as a structural break and thus as likely starting point of the bubble in the corresponding city. As a result, we obtain a chronology of the regional pattern of the recent U.S. house price bubble.
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Interestingly enough, in the case of Las Vegas, the negative impact found in the VAR estimation results does not apply in the long-run. The same holds for Los Angeles: Here, we find a positive although insignificant effect. 44 See, e. g., SUTTON (2002) , HOFMANN (2008) or ADAMS and FÜSS (2010) . 45 See, e. g., DEMARY (2009 ), DEBELLE (2004 ) or TSATSARONIS and ZHU (2004 . 46 Analogous, negative alarms indicate negative bubbles: Current house prices are lower than predicted by the model. Here, we leave out the lower alarm since we are interested in detecting overvaluations of house prices in regional markets.
Results
In the following, we study whether and when the EWMA control chart for the 17 city-level house price developments exceeds the upper alarm threshold the first time. Table 2 shows the estimated starting points of the house price bubble for each city resulting from the EWMA procedure. We find indications of regional house price bubbles in all 17 major cities. Ordering the change points estimated by the EWMA control chart for each city chronologically enables us to follow the likely regional pattern of the recent house price bubble across markets. The first indications of house price overvaluations can be found in New York, San Diego and San Francisco as early as 1996:M08, followed by Minneapolis only one month later in 1996:M09. In the following year bubbles evolved in Las Vegas (1997:M02), Los Angeles (1997:M10), Seattle (1997:M11), Boston, Tampa
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For a detailed view of all 17 EWMA series see Figure 11 in the appendix.
and Denver (1997:M12) . To the end of 1998 we find indications of a house price bubble in Washington (1998:M12) . The bubble then appeared in Chicago (1999: M02), Phoenix (1999:M10) and Miami (1999:M12) . In three cities house price bubbles started to develop quite late in 2002 (Portland 2002 :M02, Charlotte 2002 :M09 and Cleveland 2002 .
Since we use the estimated change points as likely starting points of regional house price bubbles, one would expect increasing forecast errors since the estimated change point as a sign for an upcoming house price bubble in a specific city. To ensure that the estimated starting points for the 17 major cities indeed indicate the beginning of a house price bubble, we analyse the development of the house price forecast errors in between the time point of the estimated change point and the maximum value of the forecast error series. Figure 2 reveals that in almost all cities, forecast errors increased significantly since the estimated change point in a specific city. We also applied the augmented Dickey-Fuller test to test for stationarity of the resulting house price forecast errors from the regional models. The results reveal that house price forecast errors in all 17 cities contain a unit root confirming the plausibility of the EWMA control chart results.
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Figures 3 to 6 display the estimated regional pattern of the U.S. house price bubble. According to the SPC results bubbles started to develop in six western, one midwestern, two northeastern and one southern city during the years 1996 and 1997. To the end of the century bubbles in two cities located in the northeastern respectively midwestern region, one city in the western and one in the southern region followed. In 2002 bubbles appeared in one western, one midwestern and one southern city. These findings draw a quite heterogeneous picture regarding the spatial distribution of local bubbles. According to the SPC approach, we find no indications that the bubble first appeared in a specific U.S. region and spread to other neighbouring regions in the following years thereby following a specific regional pattern. Figure 7 and Figure 8 show the regional timeline of the recent house price bubble across U.S. cities estimated by the SPC procedure compared to the findings of PAVLI- DIS et al. (2009) . A main difference is the number of identified house price bubbles in regional U.S. markets. While PAVLIDIS et al. (2009) find a number of cities that did not experience a bubble, we find indications of house price bubbles in all 17 U.S. cities considered in our approach. Moreover, there are differences regarding the resulting chronological sequence of the cities.
Interestingly enough, similar to PAVLIDIS et al. (2009) we find significant heterogeneities in when the bubble started to grow up in different U.S. cities. Regarding the regional pattern of the bubble, both studies find no indications that the recent bubble evolved in a specific region and spread to another neighboured region in the followThe Regional Pattern of the U.S. House Price Bubble Á 203
The test statistics do not allow for a constant or a linear time trend of the VAR residuals. We refrain from reporting all test results here in length. Detailed results can be obtained by the author upon request. 
Robustness checks
To test for the robustness of our results from the baseline model we try eleven alternative specifications and check whether they have an impact on the estimated starting points of the regional bubbles. Since the regional VAR models are the main basis of the subsequent application of SPC methods we run some variations of our regional baseline models to ensure that the results are independent of the baseline model specification.
First, we change the size of the fitting period up to 84 respectively 90 months for every VAR model and re-run the corresponding EWMA control charts. Second, since both the national interest rate and regional mortgage rates to some extend measure the stance of monetary policy, we re-estimate the city-level models without the national interest rate. However, since the U.S. economy is characterized by a mortgage market where either fixed rate contracts or variable rate contracts are supplied while there is a growing use of variable-rate loans during the last years, we also drop the regional 30 year fixed mortgage rates from the VAR specifications.
49 Fourth, regional house price dynamics might be rather driven by regional economic conditions than national variables. Thus, we drop all national variables from the models so that the regional VAR specifications include only regional variables such as house prices, mortgage rates, unemployment rates and inflation. Fifth, we exclude the national stock market development from the regional models. Since the stock market is characterized by speculative behaviour in the same manner as the real estate market, we thus control for the possibility that the stock market contains a speculative bubble during the fitting period.
What is more, we run some variations of the applied SPC procedure. In general, the higher the sensivity parameter λ is chosen, the more sensitive the control chart is towards alarm signals. First, to test for the impact of the smoothing parameter on regional starting points, we run two variations of the EWMA scheme with λ ¼ 0:05 and λ ¼ 0:2. Second, we apply a different kind of control chart, the CUSUM chart with three different reference values to test for regional bubbles and comparethe results to our findings using the EWMA control chart in the previous section.
The CUSUM procedure (Cumulative sum) is a popular alternative to test for anomalities of a process. 50 In contrast to the EWMA procedure, the CUSUM control chart deploys only a short window with random size of the last data points. Here, a positive and a negative series S is calculated which is set to zero at the beginning and is determined by the past value of S þ respectively S À , the current value of the residuals and the a-priori defined reference value k:
See, e. g., SELLON (2002 ) or DEMARY (2009 See PAGE (1954) .
The design of the control chart is given by its stopping time L:
The parameter k ! 0 for CUSUM is a design knob to increase the scheme's sensitivity for a pre-defined shift in the mean of the residuals. Assuming that σ is the shift of interest (in standard deviation units), then k is usually set at half thevalue of that shift: k ¼ 0:5 Á σ.
51 A widely used value in practice is a reference value of k ¼ 0:5.
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Thus, a shift of about 1σ can be detected while a good ARL performance is provided.
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The CUSUM chart comes, due to the re-setting behavior at 0, with an embedded estimator of the change point τ, which is given by:
To test for speculative bubbles we apply the CUSUM procedure with three different values of k in the same manner as the EWMA procedure on the estimated regional models for the 17 cities. Here, we focus on the upper CUSUM series S þ t and analyse when exactly the series exceeds the upper threshold value since we are interested in studying an upcoming house price bubble.
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Instead of presenting the detailed results of the estimated local change points, we analysed in how far the alternative specifications affect the local starting points on average. Table 3 provides the average deviation in months resulting from the eleven variations with regard to the change points found in the baseline specification.
The results indicate that even though the alternative estimations indeed have an impact on the results, the average deviations of eleven robustness checks amount to only a few months in almost all regional models. Regarding all 17 models, the average deviation is about seven months.
In the case of San Francisco, Las Vegas, Tampa, Denver and Miami we find only slight differences in the estimated starting points of less than four months. For nine of the considered cities the average deviations vary in between the range of four and
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See, e. g., HAWKINS and OLWELL (1998). 52 To test for the robustness of the CUSUM results, we also run the control charts with k ¼ 0:25 and k ¼ 1:0, see also BERLEMANN, FREESE and Knoth (2012). seven months. In the case of Charlotte, the average deviation is about nine months and in two cities (Portland and Cleveland) we find significant changes in the estimated starting points of 27 respectively 24 months. However, regarding the regional timeline of the house price bubble, these average shifts would not change the likely bubble chronology found by the baseline specification. Even if the likely starting points in Portland, Charlotte and Cleveland would be estimated nine months respectively two years earlier, house price bubbles in all three cities would appear later than in other considered cities.
Disussion and conclusions
In this paper we provide a time line of the recent U.S. house price bubble on the regional level. According to the results of the SPC procedure we find indications of house price overvaluations in all 17 considered cities. In some cities these bubbles started evolving as early as in 1996 respectively 1997. However, four U.S. cities followed to the end of the century and in three cities we find that house price bubbles emerged not before 2002. It is an interesting question which factors can explain the regional pattern of the U.S. house price bubble as detected in this paper. We found two empirical factors which might contribute to explaining the picture. First, it seems that bubbles first evolved in those regions with the lowest nominal house price level measured at the end of 1995. Figure 9 : Nominal house prices in 1995 and regional starting points Figure 9 shows the average nominal house prices to the end of 1995 in the 17 cities that are divided into their estimated starting points 1996, 1997, 1998/99 and 2002 . Interestingly enough, in those cities where we find indications of house price bubbles quite early, the average nominal house price in 1995 was lower than in those cities with later starting points. On average, the lower the nominal house prices in 1995, the earlier a bubble appeared in a specific city. One reason behind this finding might be the relaxed lending conditions of mortgage banks especially to households of low income-classes. There is a broad public consent that relaxed lending conditions of mortgage banks especially to households of low income-classes coupled with lowinterest rates contributed to the bubble. 55 Since the 1990s an increasing number of subprime mortgage loans to less credit-worthy borrowers, the so-called " 'NINJA' " loans ("no income, no job and no assets") could be observed. 56 This allowed even households of low-income classes to purchase their own home especially in regions with low house prices. Given a constant level of housing stock in these cities, this positive shift of housing demand increased future house prices in the corresponding region. Increasing house prices and positive future expectations coupled with lax lending conditions led to speculative price increases of real estate and became apparent in a regional house price bubble that formed earlier than in other regions. 57 Second, if this assumption holds true, it seems that the regional density of subprime mortgage loan specialists might have been a contributing factor to regional bubbles. Thus, one would expect higher subprime lending activities in those cities where the house price bubble emerged quite early. Since 1993, the U.S. Department of Housing and Urban Developments (HUD) publishes a list of lenders who specialize in subprime mortgage lending in order to identify subprime mortgage lending trends in the U.S. 58 To the end of 1995, HUD reports 101 lenders across the U.S. as suprime mortgage specialists. We use this list as a proxy for the presence of subprime lending activities in all 17 U.S. cities to the end of 1995. Therefore, the regional distribution of each subprime lender in 1995 is estimated by determing the number of regional offices of each lender in each of the 17 cities. 59 Figure 10 shows the average presence of subprime lender specialists to the end of 1995 in the 17 cities that are divided into their estimated starting points 1996, 1997, 1998/99 and 2002 . Interestingly enough, in those cities where we find indications of house price bubbles quite early, the total average number of subprime lenders is higher than in those regions with later starting points. Since the absolute number of regional offices should be larger in large cities we accounted for the size of each city by determing the number of suprime lenders per million population.
60 By doing so, we estimate the market penetration of subprime mortgage lenders in a specific city to the end of 1995. Interestingly enough, Figure 10 reveals that this causality even holds when accounting for the city size. On average, the earlier the starting point of the house price bubble in a specific city is estimated, the higher is the number of subprime lenders per million capita in these cities.
See SHILLER (2008). 58 Therefore, the HUD uses a number of indicators that identify lenders as subprime lender specialists such as origination rates, shares of subprime lenders' total originations and prime lenders' originations. For a more detailed description of the methodology, see www.huduser. org.
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If a subprime lender has a regional office in a specific city, we assumed that the regional offices of a suprime lender already existed to the end of 1995. Whenever other information from the subprime lender's homepage or other online business communities are available, regional offices are excluded from the sample if they were not present to the end of 1995 in a specific city. If a regional office is located less than 50 miles from the city center, it is assigned to the corresponding city.
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Data on population steam from the Bureau of Economic Analysis (BEA) and refer to the end of 1995. Since we assign regional offices to a specific city if the distance is less than 50 miles, we chose the population data in the corresponding city core and close economic ties throughout the area which are measured by the population in the corresponding MSA.
Appendix
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National CPI
Consumer Price Index all items, all urban consumers, U.S. city average (1982-1984 = 100) , seasonally adjusted -(Census X12).
BLS (2012)
Regional house price
The S&P/Case-Shiller house price index is a repeat-sales index and measures the value of single-family housing. The index reflects changes in housing market prices given a constant level of quality. Changes in the types and sizes of houses or the physical characteristics of houses are specifically excluded from the calculations to avoid incorrectly affecting the index value. Therefore, data on properties that have sold at least twice are considered in order to capture the true appreciated value of each specific sales unit. The S&P/Case-Shiller house price index is available for 20 major cities in the USA. Data are seasonally adjusted (Census X11).
S&P (2012)
Regional mortgage rate 30 Year Fixed Rate Mortgage. Data are derived from weekly editorial surveys of between 2.000 and 3.000 lenders in all 50 states while every institution is contacted directly, branch by branch.
HSH (2012)
Regional CPI Consumer Price Index for the U.S. census regions Northeast, South, Midwest and West, all items (1982-1984 = 100) , seasonally adjusted (Census X12).
BLS (2012)
Regional Inflation
Percentage change on the same month of the previous year, based on the Regional CPI data.
BLS (2012)
Regional unemployment rate Figure 11 shows the EWMA series of the house price forecast errors resulting from the regional base models for λ ¼ 
