ABSTRACT Recently, discriminative learning-based denoising methods have received much attention and have been studied to a large extent because of their high denoising performance with significantly shorter inference time compared to model based denoising methods. In this paper, we consider a perceptually motivated blind image denoising problem, which removes various levels of noise from an observed noisy image with a single model and produces visually pleasant images. It is well known that very few blind image denoising methods are available and they have shown the limited quality of restored images because they sacrifice the fine image details during the denoising process due to over-smoothing, resulting in visually unpleasant images. To overcome these problems, we propose a novel loss function that encourages the network to restore noise free images by focusing on the perceived visual quality. Then, the proposed loss function is adopted to an encoder-decoder network with skip connections that produces visually pleasant images with highly preserved fine image details. Further, this method is robust and constantly performs well for several unknown noise levels. Our extensive experimental results show the superiority of the proposed method both quantitatively and qualitatively.
I. INTRODUCTION
Image denoising has become a classic research topic in the area of low level as well as high level vision tasks, yet is still an active and challenging process. The visual quality of an image can be degraded by various unavoidable noises due to the image sensing process and as a result, removing noise from the observed image is an indispensable step in many image processing and computer vision problems. The degradation process can be formulated mathematically as y = x + v, where y is the noisy version of the original image x and v is the induced noise, usually considered as additive white Gaussian noise (AWGN). Image denoising methods focus on retrieving the noise free image x from its observed noisy version y by reducing or removing the noise term v.
In general, image denoising methods can be categorized into two major classes, model based image denoising
The associate editor coordinating the review of this manuscript and approving it for publication was Yu Zhang. methods and discriminative learning based image denoising methods. Model based methods are capable of tackling image denoising problems with various noise levels, but the noise levels should be known beforehand. They have shown good performance despite having several shortcomings. A noticeable barrier of model based denoising methods is that usually they exploit hand-crafted image priors such as sparsity priors [1] , [2] and nonlocal self-similarity (NSS) priors [3] - [6] , which are unable to characterize the complex image structures. Another disadvantage is that they are very time consuming because of the complex optimization processes being performed during inference, thus require considerably large denosing time. Also they are unable to remove spatially variant noises. Among the many NSS models, BM3D [5] is one of the most popular and state-of-the-art methods.
To prevail over model based methods and overcome the aforementioned drawbacks, discriminative learning based methods were introduced. The goal of discriminative denoising methods is to learn a noise model in the training phase from a given set of training data of distorted and corresponding noise free image pairs. The main advantage of these methods is that they do not need any iterative optimization process during the test phase, thus resulting in faster denoising speed.
There are two types of discriminative denoising methods. The first one tries to learn stage-wise image prior models in the context of a truncated inference procedure [7] - [11] . Schmidt and Roth [7] proposed a cascade of shrinkage fields (CSF) method that incorporated a half quadratic optimization algorithm into a single learning framework, and then unified a random field-based model on top of the framework. Burger et al. [11] proposed a multi layer perceptron for image denoising. Chen et al. [8] , [9] proposed a trainable nonlinear reaction diffusion (TNRD) model that learns modified fields of experts image prior [10] by using a fixed number of gradient descent inference steps. Those discriminative denoising methods are inadequate to apprehend all the characteristics of the image structures while involves many handcrafted parameters.
The second approach is known as plain discriminative learning based denoising methods, which separate the noise from the noisy observed image [12] , [16] . Among these, DnCNN [12] leveraged the success of deep convolutional neural network (CNN) for image denoising and has become one of the state-of-the-art methods because of its competitive denoising performance. DnCNN learns a mapping function between the observed noisy and expected noise free image by means of CNN model parameters.
Another practical concern in image denoising is blindness, in which the methods should perform denoising without any information about the noise levels, because in real life the noise level is usually unknown. However, most existing methods have restricted themselves to specific noise levels and are thereby limited in regard to blind image denoising. Lebrun et al. [13] proposed multiscale image blind denoising by adopting a non-local Bayes approach [14] . A variation of DnCNN called DnCNN-B is trained to provide a single model to deal with different unknown noise levels. However, it does not generalize well for various noise levels and produces over-smoothed images for higher levels of noise thereby losing the fine image details. As a result, the visual quality of the reconstructed images are not satisfactory. Figure 1 shows some examples of over-smoothing problem observed in the existing methods. For each restored image, the corresponding Peak Signal to Noise Ratio (PSNR) is shown, followed by the edge preservation index (EPI) [15] , where PSNR and EPI indicates the denoising performance and fine details preservation ability, respectively. Significant performance degradation and loss of fine detail are clearly noticeable with increasing levels of noise. Zhang et al. [16] proposed a fast and flexible denoising convolutional neural network (FFDNet) to handle spatially variant noise with a single network. This network learns a mapping function between the observed noisy and expected noise free image but with a tunable noise level map as an extra input, where the model parameters are invariant to the noise level. As a result, using a single network FFDNet provides a flexible way to deal with different noise levels. However, the noise level map controls the trade-off between noise reduction and preservation of fine image details. Therefore, FFDNet also suffers from similar problems as DnCNN for various noise levels, as shown in Figure 1 .
To overcome the limitations of existing denoising methods, we present a perceptually motivated blind image denoising method by introducing a novel loss function that focuses on the perceived visual quality of the restored image, thereby producing visually pleasant images. The main contributions of this work are as follows:
• We introduce a novel loss function that encourages the network to produce visually pleasant images by focusing on the perceived visual quality of the restored images.
• Then, we incorporate the newly devised loss function into an encoder-decoder network with symmetric skip connections that transfer high-frequency details to the final reconstruction layers. The network is guided by the proposed loss function to produce visually pleasant images with highly preserved fine image details.
The rest of this paper is organized as follows. Sec. II reviews different categories of existing discriminative denoising methods. Sec. III presents the proposed blind image denoising method. Sec. IV describes the experimental results and performance of the different methods. Sec. V concludes the paper.
II. RELATED WORK
Discriminative learning based methods have become very popular as practical solutions because of their impressive performance with short inference time. Here, we briefly introduce the two categories of discriminative learning methods: classical discriminative learning models and plain discriminative learning models.
A. CLASSICAL DISCRIMINATIVE LEARNING MODELS WITH EXPLICIT IMAGE PRIORS
This type of denoising method learns a prior model explicitly. However, unlike the model based methods, which first learn the image prior and then perform iterative optimization processes during the inference, discriminative learning methods [7] , [8] , [19] - [21] intend to learn during the training phase by minimizing a predefined objective function, where no optimization is involved in the inference phase.
Barbu [22] proposed an Active Markov random field model by combining MRF with a faster inference process for image denoising. Sun and Tappen [23] proposed a nonlocal range MRF (NLR-MRF) that optimizes the parameters of a continuous-valued MRF to increase the quality of Maximum A Posteriori (MAP) during the inference time. Both models were trained through minimization of a loss function by using gradient based learning algorithms. Although the above methods can learn the prior parameters in a discriminative manner, their inference parameters are stage-invariant, thus resulting in less generalization power for various input noise levels.
Some representative examples of discriminative learning models include the CSF method proposed by Schmidt and Roth [7] and the TNRD model proposed by Chen et al. [8] . Using the half-quadratic optimization algorithm, CSF unifies the random field-based model and the optimization process into a single learning framework. TNRD learns a modified field of experts image prior through gradient descent inference with a fixed number of iterations. Additionally, TNRD uses more filters with larger kernel sizes, flexible penalties in arbitrary shapes, and varying parameters for each iteration. CSF and TNRD have shown competitive performance in terms of denoising quality as well as computational efficiency. However their performance is essentially confined to specified forms of prior, because their ability to capture full characteristics of the image structure is limited. Also, CSF and TNRD were fine-tuned to a certain level of noise, including many handcrafted parameters. As a result, they are not applicable to blind image denoising, as they are dedicated to a fixed noise level.
B. PLAIN DISCRIMINATIVE LEARNING MODELS WITH IMPLICIT IMAGE PRIORS
Due to the success story of CNN in image processing, image denoising research has drawn large attention and achieved much progress in recent years by employing CNN models. Plain discriminative learning models use the power of CNN, and unlike classical discriminative learning models, they learn mapping functions to model the image prior implicitly. Jain and Seung [24] proposed a method using a five-layer CNN with sigmoid nonlinearity. Mao et al. [25] proposed a fully convolutional encoder-decoder network with symmetric skip connections for the task of image restoration. Xie et al. [26] proposed a denoising method by combining a sparse coding and denoising auto-encoder (DA) with a training scheme that adopts pre-trained DA (originally trained for unsupervised feature learning) for image denoising. However, those early denoising methods [24] - [26] failed to compete with the benchmark denoising methods, e.g., BM3D [5] . Based on the fact that humans think persistently, Tai et al. [27] proposed a very deep persistent memory network (MemNet) using a memory block that concatenates the output from previous blocks to preserve important features. A gate unit is used to adaptively control the amount of information that should be stored from the current and previous steps.
Recently, Zhang et al. [12] proposed a very deep feed-forward denoising convolutional neural network (DnCNN); a discriminative learning model, that showed impressive denoising performance. DnCNN learns a mapping function x = f (y; σ ) between the observed noisy image y and expected noise free image x by means of the CNN model parameters σ . They trained their model to learn the residuals between x and y, and applied batch normalization techniques to improve the performance and speed up the training process through faster convergence.
Zhang et al. [17] proposed a shallow denoising network that offers a trade-off between the performance and inference time, where they adopted dilated convolution layers [18] to provide the network with a larger receptive field. Furthermore, Zhang et al. [16] proposed a fast and flexible CNN-based image denoising method (FFDNet) to handle different noise levels as well as spatially variant noises in a single model. This approach takes a tunable noise level map as an additional input to the down-sampled noisy image and uses a feed-forward CNN to learn the noise free target image. Instead of using dilated convolution to increase the receptive fields, this method works on down-sampled sub images, which helps to achieve a larger receptive field without VOLUME 7, 2019 producing any artifacts. Moreover the down-sampling process significantly decreases the inference time.
Plain discriminative learning models have demonstrated to have better applicability than the classical discriminative learning models by having good performance as well as by handling different noise levels with a single model. Although some of those methods can handle limited range of noise levels blindly, we observed that they do not generalize well for a variety of noise levels and are often unable to preserve fine image details. Consequently, they tend to produce poor quality images, especially for higher levels of noise.
III. PROPOSED METHOD
The remarkable success of image to image translation (pix2pix) proposed by Isola et al. [28] convinced us to rethink adoption of an encoder-decoder network in the image denoising problem while modifying it in a domain-specific manner. We reveal that, with a suitable objective function, an encoder-decoder network can be trained to improve the denoising performance in a more generalizable way with a stable learning process.
A. NETWORK ARCHITECTURE
We adapt the network architecture from [28] , which is shown in Figure 2 . The goal of the network is to learn a mapping from a noisy input image to a high resolution noise free output image with the same underlying structure. We adopt U-Net [29] as our encoder-decoder denoising network, which takes an input and passes it through subsequent layers with down-sampling in each layer with increasing in channel depth until the bottleneck layer (i.e., the intermediate layer producing the smallest-sized spatial features). From the bottleneck layer, U-Net reverses this process. The first down-sampling part and the second reverse part are known as an encoder and decoder, respectively. A detailed description of the U-Net architecture can be found in [29] .
In this paper, we determined that with the help of a suitable loss function, U-Net works very well for the denoising problems because it effectively secures a large receptive field with an auto-encoder architecture, as well as transfers high-frequency details from the input image to the last reconstruction layer via symmetric skip connections, by which it produces visually pleasing output images.
B. PROPOSED OBJECTIVE FUNCTION
The objective function plays a very important role in image restoration. Because of its simplicity and availability, L 2 has become the de-facto standard and most widely used loss function, although it has several limitations, especially when the goal is to reconstruct high quality images. The most significant drawback of L 2 loss is that it assumes all the pixels are independent of each other and the effect of noise is also independent of the local image characteristics. On the contrary, it is known that the noise sensitivity of the Human Visual System (HVS) strongly depends on the local image characteristics, i.e., luminance, contrast, and structure [30] . As a result a better loss function is needed. Thanks to image quality assessment (IQA) research, several quality metrics based on HVS properties have been developed [30] - [34] that are highly correlated with the quality perception of the HVS. Among them, structural similarity index (SSIM) [30] is the mostly used IQA metric in various image processing applications.
A recent study by Zhao et al. [37] suggests that, instead of using L 2 , a combination of L 1 and Multi-Scale SSIM (MS-SSIM) [31] , which is a variation of SSIM, can improve the performance of image restoration methods. This is because both L 1 and MS-SSIM preserve the contrast in high frequency regions. These losses can be considered as a linear combination L as follows
where
and
where p represents a pixel in an image patch P of a whole image that has a total of N pixels. In Eq. 2 and Eq. 3, y and y represent the ground-truth image and the restored image, respectively. α and β in Eq. 1 are two scalars with values of 0.84 and 0.16, respectively. However, we argue that Eq. (1) is also limited in providing high perceptual quality for the restored images in denoising problems. This is because both L 1 and L MSSSIM losses in Eq. (1) have limitations in reflecting wide structural and contextual information in images. To solve this problem, inspired by the recent work in [38] , we propose a new loss function for the denoising problem based on a linear combination of traditional loss L 1 and a deep learning-based perceptual loss L PL .
Justin et al. [38] found out that image features that are extracted from a pre-trained network (e.g., VGG16 Network [39] trained with a ImageNet dataset [40] ) tend to have perceptually important cues with much contextual and structural information. Based on this, they proposed a perceptual loss formulated as
where φ i,j represents the output features of the j − th layer of the i − th block in a CNN network. In [38] , they incorporated the perceptual loss into L 2 as a linear combination, by which they produced output images with high perceived quality in the super-resolution problem. However, it was revealed that L 2 loss can produce splotchy artifacts [37] . This is because it emphasizes large errors while being tolerant to small errors. Further, L 2 can easily get stuck in a local minimum. By considering all of the above mentioned factors, in this paper, we present a new loss function by the linear combination of L 1 and L PL , thus taking advantages of L 1 over L 2 and producing visually pleasant images inspired by perceptual loss. Our proposed overall loss function is
where α and β are constants fixed at 90 and 10 for all experiments in this paper, respectively.
C. DNCNN VS. FFDNET VS. THE PROPOSED METHOD
In this section, we describe the basic differences between DnCNN [12] , FFDNet [16] and our proposed method. Both the DnCNN and FFDNet use feed-forward CNN models, as shown in Figure 3 . However the main drawback of those methods is that they fail to preserve the fine image details especially as the noise level increases. The proposed method solves this problem with the help of skip connections by transferring and concatenating the low level features (i.e., high frequency details) to high level features, which helps to preserve the fine image details regardless of the noise levels. From recent studies, it is well known that a larger receptive field is needed for better denoising, especially when the noise level is higher. To achieve a larger receptive field, FFDNet used dilated convolution [16] . However, the use of dilated convolution can cause information loss due to the asymmetric griding effect [41] . While the proposed method uses an encoder-decoder network that allows for securing much higher receptive fields and learning important features without the asymmetric griding effect. Finally, motivated by the proposed loss, our proposed approach learns to produce high quality images that are visually pleasant. DnCNN and FFDNet use only per-pixel loss i.e., L 2 , which only tries to match the pixels between the noisy and ground-truth images, as discussed in Section III-B, resulting in poor image quality.
IV. EXPERIMENTAL RESULTS

A. DATASET
We have used partial CelebA dataset [35] and selected 1000 random images to perform the experiments. To create the pair of distorted and reference images, we generated noisy images from the selected images by applying AWGN as
where x is the original image and y is the resulting noisy image with AWGN n(σ ) with the standard deviation σ . Five different levels of noise are used by varying the value of σ as 5, 10, 15, 20 and 25. As a result, we generated 5,000 distorted images from the 1,000 reference images. The generated image pairs are divided into 4,500 training and 500 test images.
B. TRAINING
The model is trained with a mini-batch size of 10, and rotation and flip based data augmentation is also applied during the training phase. All the weights are randomly initialized from a Gaussian distribution with mean 0 and standard deviation 0.02. We use the ADAM optimizer for training [36] , with a learning rate of 2 × 10 −4 , and momentum parameters β 1 = 0.5, β 2 = 0.999. The proposed model is implemented using the PyTorch library and trained with two Nvidia GTX1080Ti GPUs. It took about 10 hours to train the model until 300 epochs. Figure 6 shows the training progress over time.
C. EVALUATION PROCESS AND METRIC
To evaluate the proposed method, first we analyze the effect of the proposed objective function. After that, to measure the performance of the proposed method and compare it with state-of-the-art methods, i.e., BM3D, DnCNN, FFDNet DnCNN-B, and MSD, we divide the evaluation process into two parts. In the first approach, we compare the proposed method (blind denoising) with the non-blind state-of-the-art methods, i.e., we use those methods to denoise images by providing the noise levels. In the second approach, we compare the proposed method with state-of-the-art blind methods, i.e., MSD and DnCNN-B. We evaluate the methods using two types of metrics: first we adopt the PSNR, SSIM, visual saliency index (VSI) [32] and structural contrast quality index (SCQI) [33] as performance metrics, which are very well known and widely accepted metrics to measure the perceptual quality of distorted image under the presence of a noise free reference image. Second, we adopt the edge preservation index (EPI) [15] to measure the ability to preserve the fine image details.
D. ANALYSIS OF THE OBJECTIVE FUNCTION
To verify the effectiveness of the proposed loss function L 1 + L PL , we compare it with two other loss functions L 1 +L MSSSIM and L 2 + L PL , as discussed in Section III-B. The proposed network is trained on the same dataset with these three loss functions. Table 1 shows the quantitative performance of each models for different levels of noise in terms of PSNR and SSIM. The best performance is highlighted with bold face text. Some qualitative results are shown in Figure 4 
E. PERFORMANCE EVALUATION 1) PROPOSED BLIND METHOD VS. OTHER NON-BLIND METHODS
Here, we have taken the non-blind state-of-the-art methods into account, i.e., the noise level specific models, and compared them with the proposed method, which is fully blind. Table 2 shows the quantitative comparison. It can be seen that for the lowest level of distortion σ = 5, all of the three stateof-the-art methods (BM3D, DnCNN and FFDNet) produce higher PSNR, SSIM and VSI values and the same SCQI value compared to the proposed method. However, their performances are significantly decreased with increasing levels of distortion. This is those methods do not generalize well for various levels of distortion, even they were trained for specific distortion levels. However the proposed method has almost constant performance for any level of distortion even though it is trained blindly. As a result, for the noise level σ = 5, DnCNN outperforms the other methods in terms of PSNR and SSIM, while for all other levels of noise σ = 10, 15, 20, and 25, the proposed method outperforms the others in terms of all the metrics. On average, our method improves the average PSNR by 1.44 dB and 1.45 dB compared to DnCNN and FFDNet, respectively.
For qualitative comparison, two random images are taken from the test set that are distorted with noise level 25 and then restored as shown in Figure 5 . The first column shows the noisy images, the last column shows the ground truth images and the middle columns show the restored images via different methods. The electronic zoom of a specific region (highlighted by a yellow rectangle) is shown just below each image, indicating that the fine image details are lost by methods other than the proposed method, where the reconstructed image is quite close to the ground truth image. To validate the fine image details preservation ability of different denoising methods, we measure the average EPI score, and the results are shown in Table 3 . It is obvious that for all distortion levels, the proposed method significantly preserves the fine image details and outperforms the other methods.
2) PROPOSED BLIND METHOD VS. OTHER BLIND METHODS
In this section, we compare the proposed method with stateof-the-art blind denoising methods. We have considered two well-known methods, MSD and DnCNN-B, for blind image denoising (without providing the noise level) on the same dataset. Table 4 shows the performance comparison. The denoising performance of the DnCNN-B method decreased when applied blindly compared to its non-blind version. Here, for the noise level σ = 5, DnCNN-B achieves the highest performance in terms of PSNR and VSI, while MSD achieves the highest performance in terms of SSIM. All of the methods have shown similar performance in terms of SCQI. For other levels of noise and on average, the proposed method shows outstanding denoising performance and clearly outperforms the other methods. Our method improves the PSNR by 4.26 dB and 1.58 dB on average compared to MSD and DnCNN-B, respectively.
Considering the fine image detail preservation ability, the scores of the other methods are considerably lower than the proposed method, as shown in the blind mode comparison in Table 3 . The qualitative results are shown in Figure 7 , where electronically zoomed-in regions show that the fine image details are sacrificed by MSD and DnCNN-B, while strongly preserved by the proposed method. Consequently, the proposed method produces high quality images that are visually pleasant.
F. INFERENCE TIME
Along with the visual quality, inference time is also a crucial point in image restoration. Table 5 shows the average testing time of different methods for image denoising. An image of size 128 × 128 with noise level 25 is used to measure the testing time on an Intel#(R) Core#(TM) i5 CPU with 3.40GHz. It can be seen that FFDNet is the fastest among all of the methods with an inference time of 0.29 second/image, but the performance is lower than our proposed method. The proposed method has inference time of 0.66 second/image, which is smaller than for the other methods except FFDNet. Thus, the joint effect of improved image quality and shorter inference time makes the proposed method preferable.
V. CONCLUSION
In this paper, we propose a robust blind image denoising method that is perceptually motivated and produces visually pleasant images. Our method focuses on perceptual quality and fine image details preservation of the restored images by VOLUME 7, 2019 the help of our proposed loss function. The encoder-decoder network used here extracts the most important features with a larger receptive field size, and along with our suitable loss function, it produces a high quality reconstructed image. The model is able to learn image prior internally without having any information about the noise levels. The experimental results demonstrate that the proposed method outperforms the state-of-the-art blind and non-blind methods. Further, our method generalizes well for a wide range of noise levels and continuously performs well over all of the noise levels. The proposed method demonstrates its superiority in terms of the perceived quality by restoring noise free images in a reasonable time, that have very high visual quality and more natural compared to other methods. Considering those facts, our method is a more realistic choice for blind image denoising applications. Since this study focuses on a single type of noise, i.e., AWGN, in the future we will inspect for a denoising method to handle real complex noise. 
