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Abstract
We develop two methods for obtaining new lower bounds for the cardinality of covering codes.
Both are based on the notion of linear inequality of a code. Indeed, every linear inequality of
a code (dened on Fnq) allows to obtain, using a classical formula (inequality (2) below), a
lower bound on Kq(n; R), the minimum cardinality of a covering code with radius R. We rst
show how to get new linear inequalities (providing new lower bounds) from old ones. Then, we
prove some formulae that improve on the classical formula (2) for linear inequalities of some
given types. Applying both methods to all the classical cases of the literature, we improve on
nearly 20% of the best lower bounds on Kq(n; R). c© 2000 Elsevier Science B.V. All rights
reserved.
MSC: 05B40; 94B25; 94B65
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1. Introduction
Let E = Fnq be a power of a nite alphabet with q> 1 elements (denoted by Fq)
equipped with the Hamming distance d. Recall that the covering radius R of a code
C dened on E is
R=min
(
r>0 such that
[
c2C
Br(c) = E
)
;
where Br(c) denotes the ball centered in c with radius r. Such a code is said to be
an (n; K; q)R code if it contains K codewords. As usual, we denote by Kq(n; R) the
minimum cardinality of a covering (a priori non-linear) code with radius R on Fnq
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(we omit the index q if q = 2). Estimating this function is one of the main prob-
lems in the theory of covering codes. Up to now, only very few values of Kq(n; R)
are known. Instead, many upper and lower bounds have been achieved. The recent
book [3], which provides a beautiful account to the whole theory of covering codes,
contains in particular a complete table of the best-known results on Kq(n; R) (cases
q=2; R610; n633; q=3; R68; n614; q=4; R66; n610 and q=5; R66; n614,
in which we have a special interest in this paper). Simon Litsyn [10] maintains an
up-to-date version of this table (for the binary case).
This paper is devoted to improving some of the best-known lower bounds on Kq(n; R).
We will use two methods which, although quite dierent, are anyway related to each
other.
Here and in the sequel we denote by Ai(x) the cardinality of the intersection of C
and the sphere of radius i centered in x (denoted by Si(x)) namely
Ai(x) = jSi(x) \ Cj:
The rst method uses the so-called linear inequalities of a code that is, inequalities of
the type
8x 2 E; 0A0(x) +   + lAl(x)>; (1)
where each i is a rational number from the interval [0; ]. For the sake of simplicity,
inequality (1) (more precisely, inequalities since it has to be valid on the whole space
E) is denoted by
(0; 1; : : : ; l):
Naturally, any linear inequality can be expanded by appending zeros. In the following,
we take the convention that l is dierent from 0. The parameters l; l and  will be
called, respectively, the size, the leading coecient and the constant coecient of (1).
Any other j is simply called the jth coecient (06j6l).
The crucial interest of linear inequalities is that they lead, via the following lemma,
to a non-trivial lower bound on Kq(n; R).
Lemma 1. If any (n; K; q)R code satises (0; 1; : : : ; l); then
K>
&
qnPl
i=0 i
( n
i

(q− 1)i
’
: (2)
It is an easy generalization of Lemma 6.5.4 of [3] which deals with the binary case.
Recall that this result is obtained by summing (0; 1; : : : ; l) over E and then by
interverting summations, the factor ( ni )(q− 1)i appearing as the cardinality of a sphere
of radius i.
The goal is now to obtain some new linear inequalities, in the sense that they are
intended to give a lower bound (2) as good as possible.
The second method is of dierent kind, although it also uses in a fundamental way
the linear inequalities. The goal is now to improve on formula (2). The idea here is
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to perform the summation needed for the proof of Lemma 1 on some special subsets
of E (rather than on E itself), these subsets being suited to the linear inequality one
has to sum.
Let us now introduce some notation. For any integer s and any non-negative integer
m, we extend the denition of the binomial coecients as usual: s
m

=
s(s− 1)    (s− m+ 1)
m!
:
We also denote by ( nm1m2m3 ), where m1 + m2 + m3 = n, the trinomial coecient
n!=m1!m2!m3!; by convention, if one of the mi’s is negative, (
n
m1m2m3
) = 0.
Notice that, in the following, we use the convention that x0 = 1 even if x is equal
to 0.
2. New linear inequalities
2.1. Generalities
Let q; n and R be xed and let C be a covering code on Fnq with radius R. Let
us begin with some denitions. If f is a function dened on E and i a non-negative
integer, we denote
fi(x) =
X
y2Si(x)
f(y):
If f =A, the characteristic function of the code, this corresponds to the denition
given in the introduction. A useful tool for what we do now is the excess E dened
for any x in E by
E(x) = jBR(x) \ Cj − 1 =
RX
i=0
Ai(x)− 1:
The function E is necessarily non-negative by denition of the covering radius. More
generally, the excess on a subset V of E is
E(V ) =
X
x2V
E(x):
Notice that by interverting summations, one obtains
E(E) = jCjV (n; R)− qn: (3)
In order to get new inequalities, we will need the following result which is a gen-
eralization of Lemma 6.5.3 of [3] (if q = 2, in the forthcoming formula, the only
nonvanishing terms are those for which i+ j− k − 2t=0, according to our convention
00 = 1) and of Lemma 1 of [4] on ternary codes.
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Lemma 2. Let F be any function dened on E; i and j be two non-negative integers;
we have the formula
(Fi)j =
X
06k6n
X
t>0

k
i + j − k − 2t k + t − i k + t − j

n− k
t

 (q− 1)t(q− 2)i+j−k−2tFk :
Proof. Indeed,
(Fi)j(x) =
X
y2Sj(x)
X
z2Si(y)
F(z) =
X
y;z2E
1d(x;y)=j1d(y;z)=iF(z)
=
X
06k6n
X
d(x;z)=k
0
@X
y2E
1d(x;y)=j1d(y;z)=i
1
AF(z)
=
X
06k6n
X
d(x;z)=k
jSj(x) \Si(z)jF(z):
Since it is clear that the cardinality of the intersection of two balls depends only on
the distance between their centers, we may assume
x = 0k0n−k and z = 1k0n−k :
More generally, and from now on, we mean, by ja11 j
a2
2 : : : jamm , the vector composed by
a1 coordinates equal to j1, followed by a2 equal to j2, and so on.
Now, decompose any vector v 2 Fnq as v = 12 : : : k12 : : : n−k , with l; l 2 Fq.
Let t be the number of non-zero l (16l6n− k). Since d(x; v)= j, the number of l
equal to 0 is k−(j−t). In the same way, those equal to 1 are in number k−(i−t). Thus
the number g of l dierent from 0 and 1 is g=k−(k−(j−t)+k−(i−t))=i+j−k−2t.
Finally the number of vectors v that are solutions is
n− k
t

(q− 1)t

k
g

(q− 2)g

k − g
k − j + t

;
which completes the proof.
2.2. What is already known?
Some families of linear inequalities are already well known. We recall them without
details.
The basic inequality is the so-called sphere covering inequality (its size is equal to
R), and it comes directly from the denition:
(1; 1; : : : ; 1| {z }
R+1 times
)1:
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Another elementary (but non-trivial) inequality (of size R+ 1) is Van Wee inequality
(or Johnson, see [8,12]):0
BBB@

n+ 1
R+ 1

;

n+ 1
R+ 1

; : : : ;

n+ 1
R+ 1

| {z }
R times
; 1; 1
1
CCCA

n+ 1
R+ 1

:
It is obtained by the study of excess on spheres of radius 1.
In the following, we call Zhang inequality an inequality of size R+ 2, of the form
(m0; m0; : : : ; m0| {z }
R−1 times
; m1; m1; m2; m2)m0:
Such inequalities can be obtained from Zhang’s paper [13].
Finally, a Zhang{Lo inequality is of size R+ 3 and of the form
(q0; q0; : : : ; q0| {z }
R−2 times
; q1; q1; q2; q2; q3; q3)q0:
It is available from Zhang and Lo’s paper [14].
Both Zhang and Zhang{Lo inequalities have been obtained by the study of the excess
function (on spheres of radius 2 and 3, respectively). Using our techniques we will be
able to rediscover almost all of these inequalities.
Since A061, the inequality (−1) − 1 always holds. Note that it is not a linear
inequality in the sense of (1) since it has negative coecients. Anyway, using it in
the way we do in this paper, does not disturb our construction. We shall refer to this
equation as Eq. (I0). More generally, in order to avoid any confusion, we will denote
equations corresponding to linear inequalities in the form (Ii) instead of (i).
Sometimes we use inequalities that do not belong to any known family and whose
proof usually require quite a hard work. For instance, from [4] we can deduce in the
case q= 3 (ternary codes):
R= 2; n= 9; (31; 11; 8; 2; 1)31;
R= 2; n= 14; (25; 36; 11; 8; 2; 1)317;
R= 3; n= 13; (117; 29; 24; 11; 7; 2; 1)117;
R= 4; n= 14; (25; 25; 25; 10; 7; 2; 1)25:
2.3. How to obtain new linear inequalities?
For obtaining new inequalities, we will need three principles, which were already
used in [13,14] papers. For the sake of completeness, we quote them here as lemmata.
The rst principle will be useful in combining already known inequalities. It ex-
presses the fact that the set of linear inequalities of some code is a convex cone.
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Lemma 3 (Linearity principle). Any linear combination with positive coecients of
some inequalities of a code C provides a linear inequality of C (its size equals that
of the inequality having the largest size in the combination).
The second principle is the key result, allowing to break the linearity. It is the basis
of all the improvements given by the method.
Lemma 4 (Ceiling principle). If; for some i; the inequality (0; 1; : : : ; l) holds then
so does
(d0e; d1e; : : : ; dle)de:
This inequality will be denoted as d(0; 1; : : : ; l)e.
Proof. Inequality (0; 1; : : : ; l) implies clearly (d0e; d1e; : : : ; dle). But the left-
hand side is always an integer thus (d0e; d1e; : : : ; dle)de also holds.
These two principles are useful in getting new inequalities whose size is less than
or equal to the size of the largest known inequality. A crucial feature of our method
is that we can obtain larger and larger inequalities by using Lemma 2 with F=A.
Lemma 5 (Summation principle). From any given inequality () of size l; one can
obtain an inequality of size l + k. To get it at the point x; we sum () on the
sphere Sk(x). By Lemma 2; the coecients of the new inequality are explicit linear
combinations of those of the given inequality.
Summing on spheres of radius k will be denoted by Bk from the kth Bose{Mesner
matrix (the reader interested in Bose{Mesner algebras is referred to [1]). So, by in-
equality
Bk((0; : : : ; l));
we mean inequality (valid for all x 2 E)
lX
j=0
j(Aj)k(x)>
n
k

(q− 1)k :
Our notation for this operation will not be confusing since the ball centered in x is
denoted by Bk(x).
Example. In the case q=2; n=27; R=2, the literature gives the following inequalities:
(I1) (1; 1; 1)1,
(I2) (10; 10; 1; 1)10,
(I3) (70; 11; 11; 1; 1)70,
which are, respectively, the sphere covering, Van Wee and Zhang inequalities. This last
inequality yields, in view of Lemma 1, K2(27; 2)>380328, the best-known lower bound
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(also due to [9]). Summing (I3) on S0(x) [S1(x) for all x (summation principle),
we get
(B0 + B1)(I3) = (I4) (367; 367; 58; 58; 5; 5)1960:
Applying twice the linearity principle, we then get
(I4) + 95 (I2) = (I5) (385; 385; 59:8; 59:8; 5; 5)1978;
1
5 (I5) = (I6) (77; 77; 11:96; 11:96; 1; 1)395:6:
Finally, by the Ceiling principle, we obtain
(I7) = d(I6)e (77; 77; 12; 12; 1; 1)396; (4)
that yields the lower bound 380330, a new best lower bound (a record). In fact we
will see, in this case, that K2(27; 2)>380496, a new record.
This example shows how ecient and simple are the use of the principles stated
above. Moreover it illustrates their generality: indeed (I7) is a Zhang{Lo inequality.
Our aim here was to explain the main ideas used in these investigations. We do not
pursue further the detailed description of our algorithm. This is deferred to an appendix
at the end of this paper.
2.4. Numerical results
We applied our method to the usual cases of the literature (the algorithm has been
written in PASCAL). We studied 271 dierent cases, improved on 47 of them (17:3%)
and rediscovered 69 already known lower bounds (25:5%). Tables 1 and 2 give the
new records that we obtained, together with an inequality leading to it and the former
record. The complete results are given in [5] (see also [11]). As can be immediately
seen, the case q=R=2 seems to be the most favorable one, but we do not know why.
Table 1 has not to be taken for an updated table of records since, in Tables 3 and 4,
we will improve on some cases (marked, respectively, with aa or ab) already improved
here.
2.5. Linear codes and Lloyd polynomials
Good linear inequalities are possibly, using Lloyd polynomials, a source of results
on binary linear codes. Using Theorem 13.4.2 of [3] and assuming the existence of
some [n; k]R (linear) code permits to deduce a lower bound for the minimum distance
of the code. If it contradicts with a known upper bound (that can be found in [2] for
example), we deduce the non-existence of an [n; k]R code.
Unfortunately, no new result has been obtained in this manner, although this method
gives new proofs of some already known results (see [6]). However, the inequalities
found in the preceding section have not been designed with this job in mind and there
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Table 1
New records for binary codes (q = 2)
R n Inequality Bound Previous
obtained record
1 19 (1516; 790; 610; 300; 171; 81; 26; 12)166620 26263 26261
20 (15544; 6441; 6440; 2401; 2401;
783; 783; 212; 212; 43; 43; 5; 5)5921372 52618 52456
28 (18280; 16536; 6603; 6121; 2135; 2022;
594; 574; 134; 132; 22; 22; 2; 2)121213931 9587084 9587064
2 10 (8; 4; 4; 2; 2; 2; 2; 4; 4; 9; 9)58 24 23
11 (6; 2; 2; 1; 1; 1; 1; 2; 2; 4; 4; 8)50 37 36
12 (18; 18; 6; 6; 2; 2; 2; 2; 6; 6; 16; 16; 41)202 62 61
15 (365; 253; 126; 84; 37; 25; 11; 9; 9; 11;
25; 37; 84; 126; 253; 365)5554 310 309
20 (9990; 5396; 4907; 2424; 2229; 973; 906;
331; 313; 86; 83; 13; 13)830992 5330 5328
22 (44936; 17707; 17584; 6024; 5988;
1684; 1676; 347; 346; 40; 40)1829126 17336 17316
23 (10671; 8415; 4186; 3328; 1471; 1191; 448; 375; 112; 99; 23; 22; 22;
23; 99; 112; 375; 448; 1191; 1471; 3328; 4186; 8415; 10671)2848087 30686 30677
26 (533543; 267818; 213633; 97017; 78390; 31293; 25788;
8672; 7352; 1946; 1716; 316; 294; 28; 28)135704106 190823 190775
27 (1366; 365; 365; 78; 78; 12; 12; 1; 1)26550 380496 380328
28 (36380; 14010;
12648; 4277; 3913; 1118; 1040; 236; 224; 36; 35; 3; 3)6217916 683972 683910
29 (166341; 160009; 54541; 52613;
15295; 14819; 3456; 3372; 563; 555; 50; 50)45771342 1231554 1231356
30 (53818; 53818; 13153; 13153; 2571; 2571; 359; 359; 27; 27)4553466 2461892 2461754
32 (623423; 617238; 201670; 199852; 57540; 57085; 13951; 13860;
2706; 2693; 375:374; 28; 28)506892509 8170308 8168458
3 16 (2142; 1092; 1092; 497; 497; 192; 192; 57; 57; 10; 10)9214 115 114
17 (1337; 1136; 602; 504; 234; 198; 78; 68; 35; 35; 68; 78;
198; 234; 504; 602; 1136; 1337)15230 187 186
19 (1776; 708; 747; 253; 268; 69; 74; 11; 12)5559 512a 511
22 (10677; 4877; 4877; 2016; 2016; 728; 728;
217; 217; 48; 48; 6; 6)158907 2544 2539
24 (24845; 24845;
9995; 9995; 3575; 3575; 1100; 1100; 275; 275; 50; 50; 5; 5)751920 8124a 8123
26 (33264; 30826; 12361; 11452; 4044; 3770;
1133; 1068; 258; 247; 43; 42; 4; 4)1125643 24256 24210
27 (1734; 1734; 628; 628; 187; 187; 41; 41; 5; 5)31391 40683 40675
28 (28904; 10995; 10995; 3717; 3717; 1078; 1078;
253; 253; 43; 43; 4; 4)830089 80745a 80720
31 (649285; 244540; 244273; 83215; 83154; 24970; 24959;
6367; 6366; 1300; 1300; 190; 190; 15; 15)46785114 443515 443248
4 23 (3752; 3619; 1604; 1497; 547; 507; 146; 137; 28; 27; 3; 3)12670 912 903
25 (2907; 2907; 1273; 1273; 494; 494; 165; 165; 45; 45; 9; 9; 1; 1)27816 2558 2554
26 (3940; 1660; 1592; 566; 534; 152; 144; 29; 28; 3; 3)8995 4273 4263
27 (8408; 3387; 3387; 1071; 1071; 260; 260; 44; 44; 4; 4)16607 7181 7176
28 (22320; 23405; 8230; 8673; 2588; 2744;
656; 700; 120; 129; 12; 13)145598 12482 12370
33 (46319; 17691; 17691;
6039; 6039; 1803; 1803; 454; 454; 91; 91; 13; 13; 1; 1)708320 193704 193045
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Table 1. (continued)
R n Inequality Bound Previous
obtained record
5 28 (3300; 1577; 1577; 632; 632; 208; 208; 54; 54; 10; 10; 1; 1)5896 2645b 2629
29 (1765; 1765; 754; 754; 249; 249; 63; 63; 11; 11; 1; 1)3073 4355 4354
6 18 (38; 38; 38; 29; 29; 14; 14; 6; 6; 6; 6; 12; 12; 24; 24; 42; 42; 54; 54)104 12 11
26 (5240; 5233; 2878; 2877; 1348; 1348; 532; 532;
169; 169; 39; 39; 5; 5)8074 273 272
7 20 (105; 105; 105; 105;
72; 72; 35; 35; 17; 17; 17; 17; 35; 35; 76; 76;
126; 126; 171; 171; 171)276 11 10
30 (4960; 3621; 3621; 2086; 2086; 956; 956;
347; 347; 97; 97; 19; 19; 2; 2)4960 484 483
8 22 (27; 27; 27; 27; 21; 21; 13; 13; 6; 6;
3; 3; 3; 3; 6; 6; 12; 12; 15; 15; 18; 18; 18)45 10 9
9 29 (2020; 2020; 2020; 2020; 1678; 1678; 1068; 1068;
505; 505; 180; 180; 45; 45; 6; 6)2020 43 42
10 26 (179; 179; 179; 179; 179; 179; 157; 157; 91; 91; 47; 44; 22; 22; 22; 24;
46; 50; 94; 94; 116; 116; 138; 138; 138; 138; 138)317 9 8
28 (81; 81; 81; 81; 81; 81; 81; 59; 59; 29; 29; 10; 10; 2; 2)81 15 14
32 (27; 27; 27; 27; 27; 27; 27; 27; 15; 15; 5; 5; 1; 1)27 52b 51
Table 2
New records for non binary codes (q 6= 2)
q R n Inequality Bound obtained Previous record
3 1 8 (2371; 1636; 1129; 721; 440; 240; 115; 42; 9)100153 398 397
11 (4305; 2891; 1715; 1032; 554; 287; 128; 51; 15; 3)691068 7832 7822
14 (224450; 141759; 89652; 53541; 31277; 17169;
9002; 4343; 1929; 748; 246; 60; 9)278026023 166610 166526
5 3 7 (5978; 4122; 2722; 1642; 868; 374; 107; 13)9306 31 30
9 (158163; 102306; 62168; 34981; 17815;
7930; 2915; 803; 140; 11)571494 330 329
is no evidence that good inequalities for the lower bound on Kq(n; R) are also good
for the other problem.
3. New bounds
In this section, for the sake of simplicity, the only case we study is q=2, although
there are no theoretical obstacles to generalizing this to larger q.
Once again, we consider some code C.
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3.1. Formulary
Let us begin by quoting some identities useful for the following. They can be proved
by a careful repeated application of Lemma 2.
Formulary:
One has
E =
RX
i=0
Ai − 1;
E + E1 = (R+ 1)(AR+1 +AR) + (n+ 1)
 
R−1X
i=0
Ai − 1
!
;
E1 + E2 =

R+ 2
2

(AR+2 +AR+1) +

R
2

+ R(n− R+ 1)

(AR +AR−1)
+

n+ 1
2
 R−2X
i=0
Ai − 1
!
;
E2 + E3 =

R+ 3
3

(AR+3 +AR+2)
+

R+ 1
3

+

R+ 1
2

(n− R)

(AR+1 +AR)
+

R
3

+

R
2

(n− R+1)+(R− 1)

n− R+ 1
2

(AR−1 +AR−2)
+

n+ 1
3
 R−3X
i=0
Ai − 1
!
;
E3 + E4 =

R+ 4
4

(AR+4 +AR+3)
+

R+ 2
4

+

R+ 2
3

(n− R− 1)

(AR+2 +AR+1)
+

R+ 1
4

+

R+ 1
3

(n− R) +

R
2

n− R
2

(AR +AR−1)
+

R− 1
4

+

R− 1
3

(n− R+ 2) +

R− 1
2

n− R+ 2
2

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+ (R− 2)

n− R+ 2
3

(AR−2 +AR−3)
+

n+ 1
4
 R−4X
i=0
Ai − 1
!
:
3.2. A new Zhang bound
In this section, R>2. We denote by V the set of points that are at distance >R−2
of the code C, or equivalently
V = fx 2 Fn2 : A0(x) =   =AR−2(x) = 0g:
We shall need the following lemma.
Lemma 6. If R>2; n>R− 2 and y 2 Fn2 with E(y)> 0; then one has
j(S1(y) [ S2(y)) \ V j6

n+ 1
2

−
8<
: (R− 2)(n+ 1)−

R−1
2

+ 1 if y 2 V ;
R
2

+ R− 1 if y 2 V:
Note rst that the hypothesis n>R−2 is not an essential restriction since Kq(n; R)=1
for n6R.
Proof. The case y 2 V follows from inequality (33) in [7]. The case y 2 V is a
consequence of Lemma 5 of the same paper in which we have to consider the worst
case (that is, in Honkala’s notation, the case j = 1 of his lemma, where his function
 reaches its minimum).
We are now able to deduce an improvement of Lemma 1 in the particular case of
Zhang inequalities. The lower bound found here will be called Zhang bound.
Recall that the cardinality of a sphere is jSr(x)j =
( n
r

(q − 1)r and thus that of a
ball is
V (n; r) = jBr(x)j=
rX
i=0

n
i

(q− 1)i :
Theorem 1. Suppose R>2 and n>R− 2. If any (n; K; 2)R satises the inequality
m0
 
R−2X
i=0
Ai − 1
!
+ m1(AR−1 +AR) + m2(AR+1 + AR+2)>0; (5)
then
K>BZ(n; R);
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where
BZ(n; R)
=
2
666

d(n; R; m1; m2) + (m0 − m1)

R+2
2

− m2

n−R+1
2

2n
d(n; R; m1; m2)V (n; R) +

(m0 − m1)

R+2
2

− m2

n−R+1
2

V (n; R− 2)
3
777
and where we have put
dV (n; R; m1; m2) = m2

n+ 1
2

− (n+ 1)R+ 1

+ m1

R+ 2
2

;
d V (n; R; m1; m2) = m2

n+ 1
2

+

R− 1
2

− (R− 2)(n+ 1)− 1

;
d(n; R; m1; m2) = max(dV (n; R; m1; m2); d V (n; R; m1; m2)):
Proof. Inequality (5) is equivalently rewritten as (use denitions and the formulary)
m1

R+ 2
2

+ m2

R
2

− nR

E + m2(E1 + E2)
>

(m0 − m1)

R+ 2
2

− m2

n− R+ 1
2
 
1−
R−2X
i=0
Ai
!
: (6)
Summing the left-hand side of (6) on V leads to
S =
X
x2V

m1

R+ 2
2

+ m2

R
2

− nR

E + m2(E1 + E2)

(x)
=
X
E(y)>0

m1

R+ 2
2

+ m2

R
2

− nR

jfyg \ V j
+m2 j(S1(y) [S2(y)) \ V j

E(y)
6 d(n; r; m1; m2)
X
E(y)>0
E(y)
= d(n; r; m1; m2)E(E) = d(n; r; m1; m2)(V (n; R)jCj − 2n)
by interverting the signs
P
, by applying Lemma 6 and by taking into account formula
(3).
Let us now sum the right-hand side of (6) on V . Since, on V , every Ai vanishes,
we obtain
S>

(m0 − m1)

R+ 2
2

− m2

n− R+ 1
2

jV j:
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From the easy lower bound jV j>(2n − V (n; R− 2)jCj), we deduce
jCj>

d(n; r; m1; m2) + (m0 − m1)

R+2
2

− m2

n−R+1
2

2n
d(n; r; m1; m2)V (n; R) +

(m0 − m1)

R+2
2

− m2

n−R+1
2

V (n; R− 2)
and the theorem is proved.
Let us now slightly improve on this theorem. We rst quote two lemmata [11],
whose proofs depend once again on a counting argument. Lemma 8 is also a direct
consequence of Honkala’s [7], Lemma 5.
Lemma 7. If R>2; n>2R+ 1 and dmin62R− 2; then E( V )>2

2R−2
R

.
Lemma 8. Suppose R>2; n>R − 2 and dmin>2R − 1. Let y 2 Fn2 with E(y)> 0;
then y 2 V and
j(S1(y) [S2(y)) \ V j6

n+ 1
2

− 2

R
2

:
We can now state our second theorem which improves on Theorem 1. The proof
(which is left to the reader and can be found in [11]) is similar to that of Theorem
1, the only change being that we have now to distinguish the cases dmin>2R − 1 or
dmin62R− 2 and to use our two previous lemmata.
Theorem 2. Suppose R>2 and n>2R+ 1. If any (n; K; 2)R code satises (5); then
K>min(BZ1(n; R); BZ2(n; R));
where
BZ1(n; R)
=
2
666

d1(n; R; m1; m2) + (m0 − m1)

R+2
2

− m2

n−R+1
2

2n
d1(n; R; m1; m2)V (n; R) +

(m0 − m1)

R+2
2

− m2

n−R+1
2

V (n; R− 2)
3
777 ;
BZ2(n; R)
=
2
666 1d(n; R; m1; m2)V (n; R) + (m0 − m1)R+22 − m2  n−R+12 V (n; R− 2)
d(n; R; m1; m2) + (m0 − m1)

R+ 2
2

− m2

n− R+ 1
2

2n
+2

2R− 2
R

(d(n; R; m1; m2)− d V (n; R; m1; m2))

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Table 3
New records from Zhang bounds (binary case)
R n V (n; R) V (n; R− 2) m0 m1 m2 dV d V d BZ
3 19 1160 20 41 9 2 352 340 352 513
24 2325 25 35 8 1 306 275 306 8125
28 3683 29 46 9 1 410 377 410 80815
4 14 1471 106 9 3 1 91 77 91 16
and
d1(n; R; m1; m2) = m2

n+ 1
2

−

R
2

− nR

+ m1

R+ 2
2

:
Notice that the hypothesis n>2R+ 1 in the theorem is not an essential restriction (in
the other cases, we already know the value of K(n; R)). Notice also that BZ(n; R)6
min(BZ1(n; R); BZ2(n; R)); and that the inequality is not always strict. Denoting with a
prime the value of these bounds before applying d e, one has B0Z1>B0Z if and only
if d1<d and B0Z2>B
0
Z if and only if d>d V . Anyway these improvements are very
weak and thus have almost no hope to be ‘visible’ after the d e. Therefore their interest
is essentially theoretical.
In the following Table 3 are quoted the results obtained with Zhang bounds, when a
new record is obtained (taking also into consideration the results of our Section 2 that
is, new records from Table 1). More precisely, we found 14 new records compared to
tables from [3] | and re-found many already known lower bounds (see [11] for more
details). Note also that Zhang bounds give other proofs of the records given in Table 1
in the following cases for the couple (R; n): (6; 26); (9; 29); (10; 32). The case R = 4,
n=14, has the particularity that we obtain a new record in a case where nothing new
was obtained by the method of Section 2.
We only indicate BZ in view of the very small improvement given by Theorem 2
(which does not provide any improvement after the d e). For instance in the case R=4;
n= 14 we obtain B0Z1 = 15:134; B
0
Z2 = 15:009 to be compared with B
0
Z = 15:005. Also
recall that we are only interested in q= 2.
3.3. A new Zhang{Lo bound
This section is concerned with Zhang{Lo inequalities but is analogous to the pre-
ceding section. That is why no proof is given here. Once again, we refer to [11] for
more details.
Here R>3. Dene
W = fx 2 Fn2 : A0(x) =   =AR−3(x) = 0g:
We have:
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Lemma 9. If R>4 and n>R+ 4; let y 2 Fn2 with E(y)> 0 then one has
j(S2(y) [S3(y)) \W j
6
8>>>>><
>>>>>:

n+4−R
3

+ (R− 3)

n+3−R
2

if y 2 W and R>5;
n+1
3

− 4 if y 2 W and R= 4;
n+1
3

−

R
3

−

R−1
2

if y 2 W:
If R= 3; one only has the following inequality; valid for any integer n;
jB3(y) \ W j>2:
We then deduce the following theorem.
Theorem 3. Suppose R>3 and n>R+4. If any (n; K; 2)R code satises the inequality
q0
 
R−3X
i=0
Ai−1
!
+q1(AR−2 +AR−1)+q2(AR+AR+1)+q3(AR+2+AR+3)>0;
(7)
then
K>
2
666 (
0
1 + d2)2
n
d2V (n; R) + 01V (n; R− 3) + max(0; 0)

n+1
R−1

3
777= BZL(n; R);
where
0 = q3(R+ 1);
1 = q2

R+ 3
3

− q3

R+ 1
3

+

R+ 1
2

(n− R)

;
0 = (R+ 1)

q1

R+ 3
3

− q3

R
3

+

R
2

(n− R+ 1)
+ (R− 1)

n− R+ 1
2

− 1(n+ 1);
1 = (R+ 1)

q0

R+ 3
3

− q3

n+ 1
3

− 1(n+ 1);
01 = max(1; 0);
dW = 0

n+ 1
3

−

R
3

−

R− 1
2

+ 1 + max(0; 1)n;
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d W =
8><
>:
0

n+4−R
3

+ (R− 3)

n+3−R
2

+max(0; 1)n if R>5;
0

n+1
3

− 4

+max(0; 1)n if R= 4;
d2 =
(
max(dW ; d W ) if R>4;
0(V (n; 3)− 2) + max(0; 1 − 0)(n+ 1) if R= 3:
This result can be improved using the forthcoming two lemmata.
Lemma 10. If R>3; n>2R+ 1 and dmin62R− 3; then E( W )>2

2R−3
R

.
Lemma 11. Suppose R>3; n>R+ 4 and dmin>2R− 2. Let y 2 Fn2 with E(y)>0;
then y 2 W and
j(S2(y) [S3(y)) \W j6

n+ 1
3

−
(
2

R
3

if R>4;
1 if R= 3:
We obtain the following slight improvement.
Theorem 4. If R>4; n>2R+ 1; dene
2 = 0

n+ 1
3

− 2

R
3

+max(0; 1)n+ 1; (8)
then we get
K(n; R)>min(BZL1(n; R); BZL2(n; R));
where
BZL1(n; R) =
2
666 (
0
1 + 2)2
n
2V (n; R) + 01V (n; R− 3) + max(0; 0)

n+1
R−1

3
777
and
BZL2(n; R) =
2
666
(01 + d2)2
n + 2

2R−3
R

(d2 − d W )
d2V (n; R) + 01V (n; R− 3) + max(0; 0)

n+1
R−1

3
777 :
Table 4 contains the improvements obtained with Zhang{Lo inequalities on the
best-known lower bounds, when a new record is obtained (taking into account Sec-
tions 2 and 3.2). Note that in the cases where (R; n) is equal to (6; 26) and (10; 28),
Zhang{Lo bounds allow to re-nd the records discovered in the preceding sections.
We have performed the same work with Zhang{Lo +1 inequalities, that is inequal-
ities of some given type of length R + 4. Unfortunately, we did not obtain any new
result from it. Anyway, any type of inequalities leads to a special bound designed for
it. This general principle could be a source of further improvements.
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Table 4
New records from Zhang{Lo bounds (binary case)
R n q0 q1 q2 q3 0 1 0 1 dW d W d2 BZL
5 28 88 34 8 1 6 83 893 5237 24235 23774 24235 2646
10 32 27 15 5 1 11 55 7623 23111 60115 53460 60115 53
4. Conclusion
In this paper we indicated two methods for improving the best-known results on
Kq(n; R). By concatenating Tables 1{4, one can observe that we improved globally on
48 bounds (on 271 studied cases | 17:7%) compared to [3]. Notice that we re-found
68 already known results (25:1%). An extended version of this paper, with many
comments and remarks on the algorithms as well as with more detailed results can be
found in [11].
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Appendix the algorithms
In this appendix, we give the details on the algorithms that were used for obtaining
the results quoted in Tables 1 and 2. Practically, we applied algorithm GENERAL (with
the improvements CORRECTION and SYMMETRY) to the lists of known inequalities. Let
us describe these algorithms.
We begin with a notation. We say that a nite sequence of linear inequalities
(I1); (I2); : : : ; (Is) is graded if for all j between 1 and s− 1, the size of the inequality
(Ij+1) is equal to that of inequality (Ij) plus one.
A.1. Algorithm LC
Suppose we have s + 1 graded linear inequalities (I1); (I2); : : : ; (Is+1) and that the
leading coecient of (Is+1) is some integer > 1. We denote by t the size of inequality
(Is+1). We describe now, for any integer >1, the algorithm called LC((Is+1); ) (LC
stands for ‘linear combination’):
1. Compute (Is+1) (multiplication of inequality (Is+1) by the integer ). It is an
inequality whose leading coecient is equal to 0 modulo .
2. Let cs be the least non-negative real number such that the inequality
(Is+1) + cs(Is)
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has a (t − 1)th coecient equal to 0 modulo . The value of cs (which is rational) is
easily seen to be always well dened.
3. Compute recursively the ci’s (16i6s) as follows. Suppose we have already built
cs; : : : ; cs−i for 06i6s − 2. We dene cs−i−1 as the least non-negative real number
such that
(Is+1) + cs(Is) +   + cs−i−1(Is−i−1)
has a (t − i − 2)th coecient equal to 0 modulo .
4. The result of the algorithm is the inequality
(Is+1) + cs(Is) +   + c1(I1)


: (A.1)
Its leading coecient is  and its size is t.
A.2. Algorithm INEQ
Assume we are in the same situation as in the preceding subsection. We keep
the same notation. Here we describe the algorithm we call INEQ((Is+1)) (for ‘best
inequality’). We put E = (Is+1).
1. Compute LC(E; − 1) = E−1.
2. Compute LC(E; −2) and LC (E−1; −2) (these two inequalities have the same
leading coecient, namely − 2) and their associated bounds via Lemma 1. Keep the
inequality leading to the best bound (in case of equality of the bounds, keep the rst
inequality | this law being valid, but omitted, for all the forthcoming algorithms) and
call it E−2.
3. Compute the Ej (16j6) recursively as follows. Suppose E; E−1; : : : ; E−i are
already built for some i6−2. Compute successively LC(E; − i−1); : : : ; LC(E−i ; −
i−1) (which have all the same leading coecient, namely −i−1) and their associated
bounds (using Lemma 1). Keep the inequality providing the best bound and call it
E−i−1.
4. Compute the bound provided by E; E−1; : : : ; E1 using Lemma 1. The result of
the algorithm is the inequality which provides the best bound in this sense. Its size is
equal to the size of inequality (Is+1).
A.3. Algorithm INCREMENTi
Suppose we are given s graded linear inequalities (I1); (I2); : : : ; (Is). Let i be some
positive integer. Let us describe algorithm INCREMENTi:
1. If i> 1, sum inequality (Is−i+1) on the union of the spheres of radius i and i−1;
if i = 1, sum (Is) on the spheres of radius 1 (there would be no interest to sum on
the whole ball with radius 1 since it would yield the same result as adding inequality
(Is) to the one computed here; but this is a special case of linear combination that our
algorithm also tries). This provides an inequality, that we call (Is+1), of size one plus
that of (Is).
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2. Apply INEQ to (I1); (I2); : : : ; (Is+1). This yields an inequality ().
3. If i 6= 1 or if () is dierent from (Is+1) itself then the result of INCREMENTi is ().
Otherwise, we impose arbitrarily the result of INCREMENTi to be (Is) + (Is+1) (indeed,
(Is) + (Is+1) and (Is+1) yield the same bound but the latter has the ‘experimental’
advantage to behave better | the coecients seem to go by pairs; moreover this
makes computations easier, see [11]).
A.4. Algorithm INCREMENT
One assumes that some integral parameter I is given and that we have a list of
graded inequalities. Here is algorithm INCREMENT:
1. Apply algorithm INCREMENTi for 16i6I to the inequalities we have in the list.
At the end, we get I inequalities.
2. Keep that one which gives the best bound (via Lemma 1) and add it to our list
of inequalities.
A.5. Algorithm GENERAL
One assumes that some integral parameters I; T are given and that we have a list of
graded inequalities. Algorithm GENERAL can be described in one sentence:
Beginning with our list of known inequalities, compute recursively INCREMENT of
the list until the size of the last inequality is T .
Example (Continued). Return to the example of Section 2.3:
(I1) (1; 1; 1)1;
(I2) (10; 10; 1; 1)10;
(I3) (70; 11; 11; 1; 1)70:
Let () be the inequality B1(I3) (summation on the spheres of radius 1):
() = (297; 356; 47; 57; 4; 5)1890:
We apply LC((); 1) and compute the least c3 such that the fourth coecient of c3(I3)+
() is equal to 0 modulo 5, that is c3 + 4  0 (mod 5) thus c3 = 1. Then we compute
the least c2 such that the third coecient of c2(I2) + (I3) + () is 0 modulo 5 that is,
c2 + 58  0 (mod 5), thus c2 = 2. Finally, we compute c1 in the same manner which
leads to c1 = 0. The result of LC((); 1) is then
2(I2) + (I3) + ()
5

or (78; 78; 12; 12; 1; 1)396. This is slightly less good than (I7) (Eq. (4)).
A.6. Renements of algorithm GENERAL
First renement: use of inequality (I0): One can improve algorithm LC. This im-
provement is based on the following observation: the right-hand side of formula (2) in
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Lemma 1 is an increasing function of  and a decreasing function of the i’s. Thus,
an inequality will be good when it has its i’s as small as possible and its  as large
as possible.
Return now to algorithm LC. We keep the same notation as in Section A.1. Algorithm
LC is designed to produce coecients ci’s such that the internal coecients (with index
larger than or equal to t − s) in the resulting inequality
(Is+1) + cs(Is) +   + c1(I1) (A.2)
are equal to 0 modulo . This is because, after dividing by , we will get integer
coecients so that, taking the d e will keep them unchanged (and in particular, will
not increase them). In view of what we have just observed, this is a priori good for
our purpose, but this is not completely true. Indeed, the coecients ci’s of the linear
combination are chosen independently of the congruential properties modulo  of the
constant coecients involved. Take the worst possible case: that in which the constant
coecient of the linear combination (A.2) is also equal to 0 modulo . In this case
(and in fact in any other near case), the following could be of interest: reducing the
ci’s, but not too much. Because, in this manner: rst, one will not change the constant
coecient of (A:1) since passing to d e will make the small diminution of the constant
coecient of (A:2) invisible; second, one can only decrease the internal coecients.
So, this can only be a good thing for us.
Let us be more explicit and return once again to our example.
Example (End). We saw that
2(I2) + (I3) + () = (387; 387; 60; 60; 5; 5)1980:
The phenomenon just evoked happens here since, modulo 5, 1980  0. Moreover, any
real number between 1975 (strictly) and 1980 would have yielded the same nal result,
after division by 5 and application of the Ceiling principle. Thus, if the ci’s are taken
smaller but such that the constant coecient stays strictly larger than 1975, one can
only improve the bound because the other coecients can only be reduced.
Here, if c3 is reduced, one cannot hope any improvement because d(4 + x)=5e = 1
for 06x61. Concerning 387  2mod 5, the situation is dierent; indeed compute
(2− )(I2) + (I3) + () = (387− 10; 387− 10; 60− ; 60− ; 5; 5)1980− 10:
Suppose, in order to leave the constant coecient unchanged that 1980− 10> 1975,
that is < 0:5. After dividing by 5 and the application of the Ceiling principle, one
obtains
(d77:4− 2e; d77:4− 2e; 12; 12; 1; 1)396:
Now taking  = 0:2 (that is from where comes the coecient c2 = 1:8 but 1.7 would
do the job as well) gives Eq. (I7).
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Note that one can only reduce the coecients with index 6R− 1 and that reducing
coecients is more interesting for those with large index in view of the form of formula
(2) in Lemma 1.
In order to describe our algorithmical renement, we have to suppose that LC has
been done up to step 3: we thus have the inequality
(Is+1) + cs(Is) +   + c1(I1)

(A.3)
which is of the form
(e0 + 0; e1 + 1; : : : ; el + l)B+ b;
where the ej’s and the j’s are, respectively, the integral and fractional parts of the
non-constant coecients, and where B and b are the integral and the shifted fractional
parts of the constant coecient. By shifted fractional part of a real x, we mean the
quantity fxg if x is not an integer and 1 otherwise.
If we denote by t the size of inequality (I1), we have
t = t+1 =   = l = 0;
by denition of LC. Notice also that inequality (Ii) has size t + i − 1; we denote it
(Ii) = (i;0; i;1; : : : ; i; t+i−1)i:
We now dene the algorithm itself.
Algorithm. CORRECTION
1. Put j := t − 1.
2. Compute
j = max
16i6s

i; j
j

=
i0 ; j
i0
:
3. If
j >
j
b
; (A.4)
the coecient ci0 = aecting inequality (Ii0 ) in the linear combination (A.3) becomes
ci0 =− j=i0 ;j. If the test (A.4) is negative, nothing is done.
4. If j>1 go to step 2 with j := j−1. If j=0, use inequality (I0) dened in Section
2.2. This is equivalent to adding to our linear combination the quantity 0 times the
inequality (I0) when 0<b. This is the best we can do since any linear inequality
has by denition its internal coecients less than or equal to its constant coecient.
Notice that it is the only place where (I0) is used.
Second renement (in the binary case): use of symmetry properties: In the binary
case (but not in any other), it is easy to see that (0; 1; : : : ; k) implies
(0; : : : ; 0| {z }
n−k times
; k ; k−1; : : : ; 1; 0):
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Such a symmetrized inequality is denoted by the name of the original inequality with
a bar.
This remark allows us to add, for q = 2, a last step (called SYMMETRY) to our
algorithm, once algorithm GENERAL modied with CORRECTION has been performed.
This step consists in symmetrizing all the inequalities of the list and doing good linear
combinations.
Algorithm SYMMETRY
Our description of the algorithm distinguishes two cases.
n odd: We consider every couple of inequalities having size at least (n+ 1)=2. For
every couple, we apply the forthcoming algorithm. At the end of the process, the results
of all the couples will be compared and the best one will be kept.
Now, we have to explain what we do with a special couple
(0; 1; : : : ; (n−1)=2; (n+1)=2; : : :)1;
(0; 1; : : : ; (n−1)=2; (n+1)=2; : : :)2:
Dene
p= gcd((n−1)=2 − (n+1)=2; (n−1)=2 − (n+1)=2);
and
d=
(n−1)=2(n−1)=2 − (n+1)=2(n+1)=2
p
:
There are now three cases to distinguish depending on the values of d and the other
parameters.
a. If d is dierent from 0, one considers the linear combination (I1) + (I2) where
=
(n−1)=2 − (n+1)=2
p
and  =
(n−1)=2 − (n+1)=2
p
;
which yield an inequality of the form
(: : : ; d; d; : : :)1 + 2:
b. If d = 0 and (n+1)=2 = (n−1)=2 and (n−1)=2 = (n+1)=2, then we consider simply
the combination (I1) + (I2) which yield an inequality of the shape
(: : : ; d0; d0; : : :)1 + 2;
where we denoted by d0 the common value (n+1)=2 + (n−1)=2 = (n−1)=2 + (n+1)=2.
c. Finally, if d = 0 but either (n+1)=2 6= (n−1)=2 or (n−1)=2 6= (n+1)=2, nothing is
done.
In the rst two cases, one applies the adapted GENERAL algorithm. Beginning with
an inequality of the shape (: : : ; e; e; : : :) for some integers e=d or d0, and , we build
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recursively the ‘best’ inequalities with central coecients (whose indices are (n− 1)=2
and (n + 1)=2) e − 1; e − 2; : : : ; 1. For this we use algorithm GENERAL suited as one
can imagine: the only thing that changes is the fact that the constructed inequalities
are indexed by their central coecients instead of their leading ones. At the end, we
keep only the best found inequality.
n even: We consider every couple of inequalities having size at least n=2 + 1. For
every couple, we apply the following algorithm. At the end of the process, the results
of all the couples will be compared and the best one will be kept.
Now, we have to explain what we do with a special couple
(0; 1; : : : ; n=2−1; n=2; n=2+1; : : :)1;
(0; 1; : : : ; n=2−1; n=2; n=2+1; : : :)2:
We consider the following cases:a0. If n=2−1 = n=2 and n=2+1 = n=2, we pro-
ceed as in the odd case but moving the center by a half unity to the right, that
is we replace (n−1)=2 by n=2, (n+1)=2 by n=2+1, (n−1)=2 by n=2−1 and (n+1)=2 by
n=2.
b0. If n=2 =n=2+1 and n=2 =n=2−1, we proceed as in the odd case but moving, this
time, the center by half a unit to the left.
c0. In any other case, nothing is done.
A.7. Remarks on the algorithms
The motivations which lead to build this algorithm are exposed in the second au-
thor’s Ph.D. thesis [A.3]. Also there can be found many comments as well as many
algorithmical directions to explore in the future.
We just want to stress here the fact that our algorithm will work better if it
has, at the beginning, a good list of inequalities. Thus any good new linear in-
equality, when injected in our algorithm, could be used to improve automatically
the lower bound on the corresponding Kq(n; R). Therefore, the second-named author
(plagne@lix.polytechnique.fr) would be very interested in receiving any new
linear inequality.
A.8. An example
We present the results that our algorithm provides in the case of F102 and R = 2
(for which we get a new record). In this computation, only Bose{Mesner matrices
up to 1 have been used. We indicate in bold type the ‘best’ inequalities we nd
(the list begins with the known inequalities). For each inequality, we indicate the
bound given by Lemma 1 (also with fractional part in order to see the ‘continuity’
of the process). For transparency, we indicate for each new inequality the linear com-
bination from where it comes; thus one can always check our computation and our
results.
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(I1) (1; 1; 1)1 19 (18:2857)
(I2) (4; 4; 1; 1)4 20 (19:5980)
(I3) (11; 3; 3; 1; 1)11 23 (22:2608)
(I4) (18; 18; 7; 7; 2; 2)50 23 (22:4857)
(I5) (180; 81; 92; 35; 40; 10; 12)500 23 (22:4857)
(I5) = B1(I4)
(I6) (66; 33; 33; 14; 14; 4; 4)184 23 (22:5674)
(I6) =

4(I5)+4(I4)
12

(I7) (34; 17; 17; 7; 7; 2; 2)93 23 (22:6581)
(I7) =

2(I6)+2(I1)
4

(I8) (170; 187; 90; 100; 40; 45; 12; 14)930 23 (22:6581)
(I8) = B1(I7)
(I9) (21; 21; 10; 10; 4; 4; 1; 1)90 23 (22:7051)
(I9) =

(I8)+(I7)+
9(I4)
2 +
3(I2)
2
14

(I10) (210; 111; 122; 58; 64; 25; 28; 7; 8)900 23 (22:7051)
(I10) = B1(I9)
(I11) (231; 132; 132; 68; 68; 29; 29; 8; 8)990 23 (22:7051)
(I11) = (I10) + (I9)
(I12) (1320; 1419; 808; 872; 446; 485; 206; 227; 64; 72)9900 23 (22:7051)
(I12) = B1(I11)
(I13) (1344; 1426; 819; 872; 450; 483; 207; 225; 64; 71)9920 23 (22:7059)
(I13) =

71(I12)+8(I11)+19(I9)+
27(I7)
2 +3(I4)+
27(I3)
2 +9(I2)+54(I1)
72

(I14) (226; 231; 135; 139; 73; 76; 33; 35; 10; 11)1585 23 (22:7116)
(I14) =

11(I13)+
3(I11)
4 +4(I9)+
161(I7)
8 +
5(I4)
2 +
161(I3)
8 +
15(I2)
2 +
19(I1)
2
71

(I15) (102; 51; 51; 26; 26; 26; 26; 50; 50; 105; 105)729 23 (22:6870)
(I15) = 3(I7) + 5(I9)
(I16) (96; 48; 48; 24; 24; 24; 24; 47; 47; 101; 101)678 23 (22:6812)
(I16) =
l
24(I15)+22(I2)+24(I1)
26
m
(I17) (92; 46; 46; 23; 23; 23; 23; 46; 46; 101; 101)654 23 (22:6715)
(I17) =
l
23(I16)+23(I2)
24
m
(I18) (88; 44; 44; 22; 22; 22; 22; 44; 44; 97; 97)626 23 (22:6838)
(I18) =

22(I17)
23

(I19) (84; 42; 42; 21; 21; 21; 21; 42; 42; 93; 93)598 23 (22:6973)
(I19) =

21(I18)
22

(I20) (80; 40; 40; 20; 20; 20; 20; 40; 40; 89; 89)570 23 (22:7121)
(I20) =

20(I19)
21

(I21) (76; 38; 38; 19; 19; 19; 19; 38; 38; 85; 85)542 23 (22:7285)
(I21) =

19(I20)
20

(I22) (72; 36; 36; 18; 18; 18; 18; 36; 36; 81; 81)514 23 (22:7467)
(I22) =

18(I21)
19

(I23) (8; 4; 4; 2; 2; 2; 2; 4; 4; 9; 9)58 24 (23:1007)
(I23) =

2(I22)
18

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