We obtain necessary and sufficient conditions for emerging of small eigenvalue for Schrödinger operator on plane under local operator perturbations. In the case the eigenvalue emerges we construct its asymptotics. The examples are given.
INTRODUCTION
The questions of existence of bound states and asymptotics for associated eigenvalues (if they exist) for Schrödinger operator are investigated in [1] - [10] . In [11] in order to study the case of small perturbation of Schrödinger operator in the axis originated by sufficient arbitrary localized second-order operator it was used an approach differing from ones employed in [1] - [10] . This approach gave a simple explanation of "non-regular" (non-obligatory) emerging of eigenvalues under, obviously, regular perturbation; the essence of this approach is as follows. Instead of spectral parameter λ they introduced more natural frequency one k related with spectral parameter by equality λ = −k 2 , where k belonged to complex half-plane Re k > 0. The solutions of both non-perturbed and perturbed equation were continued into complex plane by frequency parameter. Under such continuation the solution of non-perturbed equation had a pole at zero moving under perturbation and the residue at this pole (both for perturbed and non-perturbed problems) was a solution of corresponding homogeneous equation. For non-perturbed problem this residue is a constant considered as exponent in a power −kt with k = 0. The side the pole moved to determined the exponential increasing or decreasing of residue for perturbed problem. As a result, if pole moved into half-plane C + def = {k : Re k > 0}, the eigenvalue had emerged, and it had not in the case of shift into the half-plane Re k ≤ 0. Direction of this shift depended on the operator of perturbation.
For the small perturbation of Schrödinger operator on plane considered in this work and carried out by localized second-order operator, the situation changes noticeably, because here the solution of non-perturbed equation has a logarithmic branch point instead of pole at k = 0, and, therefore, is analytically continued from halfplane into complex plane with a cut alone negative real semiaxis. None the less, following the scheme proposed in [11] , it is possible to get the necessary and sufficient conditions under those the solution of perturbed equation has a small pole in a right half-plane (or, by other words, a small eigenvalue emerge) and to calcualte the asymptotics for it.
The construction of proof, on the one hand, being close to [11] , and, on the other hand, having its some differences (regarding to the "replacement" of pole to logarithmic singularity at non-perturbed equation), it is convenient to keep where possible the notations and style of exposition of work [11] .
The structure of the work is the following one. In the second section we give a formulation of the main statement (Theorem 1) and its corollaries. The third section is devoted to the proof of the main statement. In concluding fourth section we show some examples illustrating the main statement.
FORMUALTION OF THE MAIN RESULT
is a set of functions defined on R 2 whose restrictions into
Q) in a following way:
where K 0 is a Basse function of zero order (i.e.,
0 (iz), where H
0 is the Hankel function of first kind and zero order), C is the Euler constant. We denote by B(X, Y ) the Banach space of linear bounded operators from Banach space X into Banach space Y , B(X) def = B(X, X), and we will employ the symbol B h (X, Y ) (B h (X)) for the set of holomorphic operator-valued functions with values in B(X, Y ) (in B(X)). Let I be the identity operator and S(t) be a circle of radius t with center at zero in C and let S ± (t) = S(t)\R ± . Hereinafter R − (R + ) is a non-positive (non-negative) real semiaxis in a complex plane. Since
where ψ(z) is a logarithmic derivation of Gamma function (see, for instance, [12] , [13] ), the definition of A(k) and
, and also, the uniform convergence B ε (k) → ε→0 I takes place;
2) there exists at most one (for each fixed ε) solution k ε ∈ S − (R) of equation
Remark 1. The statement of item 2) does not exclude the situation, when for some values ε the solution k ε ∈ S − (R) of equation (2.1) exists, and for others it doesn't.
We will say the operator L ε to be real-valued if Im
The main contents of this work is the following statement whose proof next section is devoted to.
Theorem 1. For ε → 0 there exists t(ε) → ∞, such that in C\Π ε (t(ε)) for each fixed ε there is at most one eigenvalue λ ε of operator H ε . The criteria of existence of this eigenvalue is an existence of solution k ε ∈ C + for the equation (2.1), moreover,
3)
and associated unique eigenfunction φ ε is of the form
If, in addition, the operator L ε is real, then the statement of the theorem is true outside the interval (t(ε), ∞) of real axis.
The assertions (2.1), (2.2) and statement of Theorem 1 yield
On the one hand, Theorem 1 give neither necessary nor sufficient conditions for operator L ε under those perturbed operator H ε has small eigenvalues (except necessary condition given in Corollary), and, moreover, this theorem provides no asymptotics for these eigenvalues if they emerge. On the other hand, solving equation (2.1), one can easily deduce these conditions and asymptotics. Indeed, bearing in mind the definition of operators
one obtain the correctness of the following statement.
where M(ε) has an asymptotics determined by equality
as ε → 0, and this asymptotics holds on power precision. If for the function M (ε) equalling to right hand of (2.6) there exists α > 0 such that for ε → 0 the inequalities
hold, then for each R > 0 there exists ε 0 (R) > 0 such that for ε < ε 0 (R) there exist (2.1). If for the function M (ε) equalling to right hand of (2.6) there exists α > 0 such that for ε → 0 the inequalities
hold, then for each R > 0 there exists ε 0 (R) > 0 such that for ε < ε 0 (R) there is no solutions k ε ∈ S + (R) of equation (2.1). In its turn, from Lemma 2 and Theorem 1 it follows Theorem 2. If for function M (ε) equalling to right hand (2.6) there exists a number α ≥ β > 0 such that the inequalities (2.7) are true, then there exists t(ε) → ∞ such that in C\Π ε (t(ε)) there is one eigenvalue λ ε of operator H ε and it has asymptotics given by (2.3), (2.5), (2.6) .
If for the function M(ε) equalling to right hand of (2.6) there exists a number α > 0 such that one of inequalities (2.8), (2.9) holds then there exists t(ε) → ∞, such that in C\Π ε (t(ε)) there is no eigenvalue of operator H ε .
In particular, it follows from Theorem 2, that if the eigenvalue exists, it has asymptotics
Remark 2. The formulation of Theorem 2 means that if one of its assumption takes place only on some subsequence ε j → 0, then the corresponding statement holds true on this subsequence. (D))). Let P ε (k) be an operator defined by equality
Theorem 3. For each R > 0 there exists ε 0 (R) > 0 such that for ε < ε 0 and
, and also, poles k ε of operator R ε (k) coincide with solutions of equation (2.1)
3) the residue of function u ε at pole k ε is determined by equality (2.4) up to multiplicative constant, moreover, this constant is nonzero if f = 0.
Proof.
Hence, taking into account the definition of R ε (k) and Lemma 1, we get the validity of statement 1) of the theorem being proved.
Let us show the correctness of item 2). We seek the solution of equation (3.1) as
where g ε is a function to be found belonging to L 2 (R 2 ; Q). Substituting (3.2) into (3.1) and bearing in mind that (3.2) is a solution of the equation
we get that (3.2) is a solution of (3.1) in the case when
where
Let R > 0 be an arbitrary number and ε satisfy to Lemma 1. Applying the operator B ε (k) to both hands of (3.3) and taking into account (3.5), we obtain that
Having integrated (3.6), we get that
Calculating g ε by (3.7) and substituting this value in (3.6), we deduce that
Assertions (3.2) and (3.8) imply the validity of statement 2). In its turn, the correctness 3) is yielded by 1), 2) and definition of R ε (k). The proof is complete. We denote by R ε (λ) the resolvent for operator H ε . Lemma 3. The number of poles of resolvent R ε (λ), their orders and dimensions of residua at them are completely determined by functions from L 2 (R 2 ; Q). Proof. Let F be an arbitrary function having finite support D. It is easy to see that
Since R 0 (λ) has no poles, and supp (L ε R 0 (λ)F ) ⊂ Q, it follows from (3.9) the statement of lemma. We will employ the symbol Σ(H ε ) for the set of eigenvalues of operator H ε . Theorem 4. Let R > 0 be an arbitrary number and ε 0 (R) satisfy to statement of Theorem 3, λ = −k 2 . Then
where λ ε and the associated unique eigenfunction are given by equalities (2.3) and (2.4).
Proof. The function λ = −k 2 mapping S + (R) onto S + (R 2 ) in one-to-one manner, the correctness of equality (3.10) follows from statement 2) of Theorem 3 and the definition of resolvent. The correctness of other statement of the theorem being proved follows from Theorem 3 and Lemma 3.
Since H ε U = H 0 U outside Q, it is easy to show that φ ε ∈ W 2 2 (R 2 ). Multiplying both hands of (3.11) by φ ε and integrating by parts we obtain the equality
(3.12)
Taking imaginary and real part of (3.12) and using an estimate L ε φ ε Q ≤ C(L) φ ε 2,Q , we conclude that the lemma holds true.
Proof. We prove the lemma by reductio ad absurdum. It is easy to see that without loss of generality it is sufficient to consider the situation [0, R] R ∩ Σ(H ε ) = λ ε → ε→0 λ * in the cases when all λ ε = 0, and, conversely, when all λ ε = 0. Clear, in the latter case λ * = 0.
We start from first case. Since H ε U = H 0 U outside Q, then for the associated eigenfunction φ ε the equality φ ε = 0 holds as |x| = T for each T sufficiently large (see., for instance, [14, § 3.10]). Hence, λ ε and φ ε are eigenelements of the boundary value problem H ε φ ε = λ ε φ ε as |x| < T , φ ε = 0 as |x| = T . (3.13)
Since (3.13) is a regular perturbation of the limit problem 14) it follows that having chosen T in such a way that λ * not to be an eigenvalue of (3.14), we get that φ ε can not satisfy to (3.13). Let us proceed to the second case λ ε = 0. In an obvious way from (3.11) and properties of L ε it follows the estimate
Without loss of generality we assume that the function φ ε is normalized in W 2 2 (Q). Then the estimates (3.15) imply that on Q φ ε = |Q| −1/2 + ψ ε , (3.16)
By localness of L ε and (3.16) outside Q the function φ ε being a solution of boundary value problem
it follows from (3.17) that φ ε does not tends to zero at infinity. Therefore, φ ε / ∈ L 2 (R 2 ). The contradiction obtained completes the proof of lemma. One can easily see that Theorem 1 is a direct implication of Theorem 4 and Lemmas 4 and 5.
4
We note, that by integrating by parts it is easy to show the validity of equalities:
The assertions (4.1)-(4.3) yield
First we consider classical situation Im V = 0. It follows from (4.4) and Theorem 2 that if V < 0, then there is no eigenvalue converging to zero, and if V > 0, then
By analogy, from (4.5) and Theorem 2 it follows that if V = 0, then the eigenvalue exists and has the asymptotics
It should be noted that formulas (4.6), (4.7) are well-known (see [1] , [2] ). Now let us consider complex potential V . It follows from Theorem 2 and (4.4) that if Im V = 0, then for all sufficiently small ε there is no eigenvalue outside C\Π ε (t(ε)) (i.e., there is no small eigenvalue). Observe, this situation differs noticeably from one-dimensional case in [11] , where the sufficient condition for the existence of the eigenvalue converging to zero was Re V > 0.
Let us show that for complex potential even the condition V > 0 is insufficient for existence of eigenvalue. Let V = v + ia∆v, where v ∈ C ∞ 0 (Q) is a real function, v > 0, and a is an arbitrary real constant unknown yet. It is easy to see that in this case there is no small eigenvalue, and for
such eigenvalue exists and has asymptotics (4.6), where In particular, it follows from (4.6) and (4.9) that for
the eigenvalue lies in the right complex half-plane (in contrast to the case of real potential, for that eigenvalue can lie only in the negative real semiaxis). Example 2. Let L ε [g] = V ε g, where V ε = V + εV 1 , and V, V 1 are real function having supports in Q. Then by (2.6), (4.3) and by equalities checked easily
M (ε) has the form (4.1), where
and
It follows from (4.1), (4.10), (4.11) that 13) and
(4.14)
It follows from (4.13), (4.14) and Theorem 2 that the condition V ε ≥ 0 is sufficient for existence of eigenvalue. If V ε > 0 "in principle" (i.e., V > 0), then by (4.13) it has asymptotics (4.6), where
If V ε > 0 in small (i.e., V = 0, but V 1 > 0), then due to (4.14) the eigenvalue has asymptotics
where constant m 2 is defined by (4.12). And, finally, if V ε = 0, then in view of (4.14) and (4.3) the eigenvalue has asymptotics
However, in contrast to classic case (real V ε = V ) the condition V ε < 0 is insufficient for absence of eigenvalue. Indeed, let v be a real function, V = ∆v, V 1 = av, v > 0 and a is a some arbitrary constant. Then by (4.14)
where 
where m 2 is defined in (4.16). At the same time, clearly, V ε = a v < 0 for the indicated values of a. Similar effect was observed in [6] .
where χ(Q) is a characteristic function of Q, (i.e., the function equalling to one as x ∈ Q and vanishing for other x), and a function ρ ε be continuous in Q and extended by zero outside Q.
it follows from Corollary of Theorem 1 that there is no small eigenvalue if
Substituting (4.17), (4.18) into (2.6) we get that
We remind, that in view of Theorem 2 the sufficient condition for existence of small eigenvalue is an existence of α > 0 such that the inequalities (2.7) hold, due to (4.19) they take the form If quantities ρ ε ∆ −1 χ and ρ ε are bounded by module as ε → 0 and Re ρ ε < 0, then first of these inequalities holds a fortiori, and second inequality, obviously, take place for |Im ρ ε | > c > 0.
Remark 3. Defining concretely ρ ε (like it was done in Examples 1 and 2), by simple relationships (4.20) and (4.21) it is easy to get more explicit formulas for eigenvalues (like in Examples 1, 2). In particular, from (4.20) and (4.21) it follows that if ρ ε ≡ 1 in Q, then
On the other hand, for the case L ε = V ε considered in Examples 1 and 2 under fulfilment of inequalities (2.7) from Theorem 2 and (2.6) we deduce the following "general" analog of formula (4.21) for eigenvalues:
that is, however, is not such constructive like (4.21) and formulas obtained in Examples 1 and 2. Example 4. Let
where a ij , a i , ∈ C ∞ 0 (Q),
and L ε g = L ε g , by (2.6) the function M (ε), corresponding to the operator defined by (4.22) , coincides with the function M (ε), corresponding to the operator L ε = L ε . Therefore, all the results established in Examples 1-3 (for operator L ε = V ε and operator defined by equality L ε [g] = χ(Q) ρ ε g ), are carried over with no changes to the case of operator defined by equality (4.22).
