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ABSTRACT
The harmonized system codes (HS codes) are used worldwide to
categorize products in international shipments. In its basic form HS
codes come in 6 digit format, subdivided hierarchically into groups
of two digits (chapters, headings and subheadings). When shipping
products, it is mandatory to specify a HS code for the purpose of
producing a custom declaration. Currently the process is mostly
carried out by human experts who take a decision on the HS code
to be assigned to a shipment depending on the item description
provided by the shipper. As such the process is time consuming
and prone to errors due to generic, incomplete or non-interpretable
descriptions. The objective of this research is to automate the clas-
sification of HS codes in order to increase productivity to cope with
extra volume in the custom classification area. For the purpose of
testing the developed models, we used an anonymized data set of
shipments provided by DHL. The main contribution of this paper
is we applied a deep learning model which have not been tried
on tackling the HS code classification problem: an attention-based
neural machine translation (NMT) model with integration of hier-
archical loss. The model can classify around 29% percentage of the
dataset where the model’s accuracy can reach 85%.
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Figure 1: HS Code example in six digits.
1 INTRODUCTION
The harmonized system codes (HS codes) are used worldwide to
categorize products. In its basic form HS codes come in 6 digit
format, subdivided hierarchically into groups of two digits (chapters,
headings and subheadings). Figure 1 illustrates the structure of an
HS code composed by six digits. When importing or exporting
goods, it is mandatory to provide its associated HS code to the
custom clearance. Currently, the majority of the work for assigning
HS code was done by the domain expert. It is an intensive and error
prone task. Thus, automatic classifying HS code is needed in order
to provide aid to domain experts by proposing/predicting the HS
Code. In this experiment, we are therefore analyzing the first six
digits of the HS code which are standardized at a global level for all
types of shipments. The goal is not looking for the model which has
the best accuracy. Instead, we are looking for the model that has the
best auto-classify rate/recall under certain accuracy requirements.
In the logistics sector, shipments have to be described by a num-
ber of attributes, such as origin, destination, shipper and item de-
scription of the items being shipped. As such, our hypothesis is that
the problem of producing an HS code classification starting from
item description and features of the shipment can be considered
as a machine translation problem [1], where the HS code space
represents the target language to be produced starting from the
features and description of the line item being shipped. In addition,
the codes take a hierarchical structure, with dependencies occur-
ring between the chapters, headings and subheadings, therefore
another possible modeling could imply a hierarchical classification
model [2, 3].
Thanks to deep learning models such as the Neural Machine
Translator (NMT) [1], machine translation has seen a quick ad-
vancement in recent years. NMT models rely on Recurrent Neural
Networks (RNN) often in the form of long short term memories
[4], and are usually modeled with an encoder-decoder architecture,
where the encoder is fed with sentences of one origin language,
plus additional features, and the decoder is fed with sentences of
the target language.
Further advancements have been achieved thanks to the con-
ception of attention models. Attention models allow to focus the
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Figure 2: Hierarchical Model structure
network on parts of subparts of the sequence. They have shown
to greatly improve tasks such as image captioning and language
translation [5]. The problem of classifying HS codes has been previ-
ously recognized as a research problem [6], but it has been tackled
using the exact word matching and ontologies, with limited ability
to generalize to unseen descriptions. The main contribution of this
paper with respect to the state of the art is to model the problem
of classifying HS codes as a machine translation task, where the
input language comprises the description of the shipment, its origin
and destination and the output language is the HS code associated
with the shipment. In addition to this, we also adapted hierarchical
loss that allows us to improve over the basic NMT model. This is
significant because the proposed model and hierarchical loss allow
to classify automatically around 29% of the data used for the exper-
imentation with an accuracy of 85% for codes comprising 6 digits
which is higher than the domain expert.
The rest of the paper is structured as follows. Section 2 discusses
relevant related work. Section 3 discusses the data sample used
and Section 4 discusses the method applied in this contribution.
Section 5 discusses the results concerning and the limitations of
the study. Section 6 concludes this paper proposing potential future
work directions.
2 RELATEDWORK
Most of the work about HS codes concerns the definition of a
knowledge base for a manual search of the code, given a shipment
description, for example,Wei et al. [6] use an ontology based service
to help a user generating the right code given a product. Singh [7]
adopted the fuzzy logic to help identify wrongly classified HS code.
Ding et al. follow a fuzzy logic approach by applying a background
net to the automatic classification of HS codes [8], showing that a
statistical approach can lead to better results than exact keywords
matching.
Concerning classification, the HS code classification problem
can be formulated as a hierarchical classification problem. There
are three different approaches for hierarchical classification: flat
approach, hierarchical local approach [2, 9] and hierarchical global
[10, 11]. The flat approach addresses the hierarchical problem as
a multi-class classification. The global local approach, a top-down
structure like a tree, is specified in which each node requires a
local classifier. Instead, the hierarchical global approach is utilizing
one model and try to classify all at once. Figure 2 illustrates the
difference between those three approaches.
The issue of the flat approach is that it ignores the hierarchical
structure. The local approach [12, 13] only takes partial hierarchical
information into account since all the local classifiers are isolated
between each other. Recently, the global neural network based
approach is prevailing when dealing with hierarchical classification
tasks. This approach simulates the hierarchical structure by using
neural network and modifying the loss function accordingly [14–
18] in order to make sure the model will capture the information
on global level.
Another field of research closely related to this problem is the
one of multi-label learning [19]. Compared to standard classifica-
tion approaches, in multi-label learning the items can have multiple
labels at the same time. Several approaches exist to model the pres-
ence of multiple labels, such as for example binary relevance [20]
chain classifiers [21], and also multi-label deep learning architec-
tures [22, 23], Modeling the HS code automatic classification with
a multi-label approach would imply defining an encoding for the
chapter, heading, subheading sections of the HS code, that is not
very practical due to the fact that each of these sections can in
principle have many sub-labels (up to 100).
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Figure 3: HS Code distribution
The NMT structure that being applied in this research itself
has the advantage of carrying the hierarchical information while
maintaining the label consistency.
3 DATA
The data used in this experiment develops in a period of eight
months of shipments towards one country via the DHL network.
The data set contains the following features: item description, ori-
gin, destination, origin airport, destination airport. It has 1.156
million records. Among those records, there are 476.128 (41.18%)
unique descriptions, 705 origin airports, 40 destination airports, 183
export countries, 13.014 different combinations of origin airports
and destination airports, 4.257 different HS code in six digits level
and the distribution of it shows in Figure 3.
This work was prepared during the COVID-19 outbreak, so there
is an unusual amount of masks and blood samples are shipped
through the DHL network. Hence, the description that contained
mask/kn95 and blood samples have been removed in order to make
the conclusion more generalizable. The infrequent HS codes which
appear less than 10 times also got removed in the cleaning step.
Regarding the preprocessing of the text descriptions, we applied a
standard NLP approach involving the conversion of every descrip-
tion and text field into lowercase, removed the punctuation and the
digits. It is worth to mention that the data set is not clean. There are
two main issues: first of all, often the description is not containing
enough information to classify six digits HS code. Secondly, part of
the HS codes are assigned wrongly due to human mistakes. In order
to address those two issues a parallel work to this one is focusing
on implementing a description quality measurement, but the details
of this development are beyond the scope of this paper.
4 METHOD
Three different architectures are being tried out in this experiment:
Hierarchical logistic regression, NMT and LSTM. The LSTM has an
identical structure as NMT’s encoder, the purpose is to identify the
gain comes from the NMT decoder structure. We briefly describe
these three architectures in this Section.
4.1 Logistic Regression
The first approach that is being applied is Hierarchical Multinomial
logistic regression (HLR) [24]. It is a local hierarchical approach
where we build a multinomial logistic regression model at each
node as shown in Figure 2
For each multinomial logistic regression model, we expand on
the node where it has the largest probability:




K is the total possible output, β is the coefficient [24].
4.2 Neural Machine Translation
A Neural Machine Translator (NMT) is an encoder-decoder model
for sequences as shown in Figure 4, and it is meant to translate
one sequence (i.e. an English sentence) to another sequence (i.e.
the respective French sentence). Formally, the NMT transforms
sequences of vectors x = (x1,x2, . . . ,xn ) into sequences of vectors
y = (y1,y2, . . . ,ym ) where the sequences may not necessarily have
the same length (i. e. n different fromm). The translation is often
performed using an RNN network (for example an LSTM), due
to their ability of representing sequences. Other architectures are
possible, for example a combination of RNN and CNN can also
be used. In the case of the RNN, in the encoder part of the NMT
architecture, the hidden state of the RNN at time t , ht is used to
define a context vector c = q(f (h1, . . . ,hm )),where f and q are
non-linear functions. The context vector effectively encodes all the
information of the sequence. The training of the decoder part of
the network, that is usually also represented by means of an RNN,
happens by predicting the next word yt given the context vector c
and all the previously predicted words y1,y2, . . . ,yt−1.




p (yt |y1,y2, . . . ,yt ′−1, c)
In terms of an RNN, this probability is expressed as:
P (yt |y1,y2, . . . ,yt ′−1, c) = д (yt − 1, st , c)
Where д is a nonlinear, potentially multi-layered, function that
outputs the probability of yt , and st is the hidden state of the RNN.
4.2.1 Attention models. The context vector c of the NMT has the
disadvantage of behaving like a bottleneck concerning the infor-
mation contained in the sequence. Effectively speaking the fixed
length of the vector reduces the ability of the NMT to remember
long sequences, often forgetting important parts of the sequence.
Attention models have been introduced to reduce this effect. This
paper makes use of additive attention [25] that makes use of an ex-
plicit layer of neurons to reweigh the importance of certain parts of












Meaning that additive attention learns to align hidden states of
the decoder (sj ) with hidden states of the encoder (hi ). In doing so,
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Figure 4: NMT Architecture
the attention layer also learns parameters υa andWa . The final
scores of the alignment are calculated by means of a softmax layer
that reweighs the importance of the hidden states in the prediction.
4.2.2 Embedding. The embedding used the in this experiment is
randomly initialized and trained together with the model. The
traditional pre-trained embedding [26–28] has really low coverage
in words since the description contains a lot of domain-specific
vocabulary. Also, the majority of the descriptions do not have any
grammar structure in them, so the contextual embedding [29–31]
is not the first choice here. The contextual embedding and re-train
traditional embedding are worth trying out in future work.
4.2.3 Hierarchical loss. The NMTmodel itself trained in a teaching
force [32] way. It could argue that it might not necessarily learn
the global information considering it evaluates the model in the
single output level instead of in the sequence level. So the idea
of hierarchical loss [15] is also being introduced for addressing
the hierarchical classification, which is an integration of local and
global loss. The loss function is defined as follow:
L (y, ŷ) = α ∗
∑
yk ∗ loд (ŷk ) + β ∗ H
The α and β are the hyper-parameters, yk and ŷk are true and
predicted value at the k digits respectively. H is the binary value, it
equals to 0 if the whole sequence is predicted correctly, 1 otherwise.
4.3 Long Short Term Memory
In order to identify the gain from the NMT decoder structure, we
also tested an LSTM model that has the same structure as NMT
encoder. The structure of the model is shown in Figure 5. The LSTM
cell will take one input at a time, then it will predict the chapter,
heading, subheading at one goal after it went through all the input.
The LSTM is one type of RNN, and it was introduced in order
to solve the vanishing gradient issue that vanilla RNN suffered. In
LSTM cell, it contains three different gates to control the informa-
tion flow. They are: input gate it , forget gate ft and output gate
ot respectively. Each gate state is determined by its internal states:
weights W and bias b, output from the previous state ht−1, and the
current input xt .
Figure 5: LSTM based model
The way it updates the state:
it = siдmoid (Wix ∗ xt +Wih ∗ ht−1 + bi )
ft = siдmoid
(
Wf x ∗ xt +Wf h ∗ ht−1 + bf
)
ot = siдmoid (Wox ∗ xt +Woh ∗ ht−1 + bo )
The internal state will also get updated during each step:
Ct = f
′
t ∗Ct−1 + it ∗ tanh (Wc ∗ xt + bc )
The output at each step is:
ht = ot ∗ tanh (ct )
5 RESULTS
In this experiment we evaluated five different models: HLR, LSTM,
LSTM with hierarchical loss (LSTM-HL), NMT and NMT with hier-
archical loss (NMT-HL). The results are compared in two dimen-
sions: the recall under certain requirements and the accuracy on
that scope.
The dataX = {x1,x2, . . . ,xn } is analyzed with respect to a confi-
dence score P = {p1,p2, . . . ,pn } where pn is the model’s predicted
probability for the data point xn . Empirically that high confidence
score produce high precision at identifying correct classified ex-
amples [33]. So a threshold T is applied on the confidence score
pn to obtain a certain desired accuracy. The subset of the X ′val is
the recall, where X ′val ⊆ Xval and its P
′
val ≥ T . The threshold is
calculated on the validation dataset and the result is evaluated on
the test dataset by applying the same threshold. In order to make
the result closer to reality, we split the data temporally, using all
161
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Table 1: Model performance comparison.
AccuracyThreshold HLR NMT NMT-HL LSTM LSTM-HL
Accuracy Recall Accuracy Recall Accuracy Recall Accuracy Recall Accuracy Recall
N.A. 45.95 100 45.00 100 45.42 100 43.08 100 41.94 100
70 69.40 52.95 70.44 53.53 70.24 55.50 70.72 54.05 69.76 53.04
75 74.54 44.12 75.52 45.44 75.65 47.26 75.51 46.30 74.56 44.69
80 79.69 35.43 80.62 37.61 80.70 39.15 80.45 38.74 80.76 36.83
85 85.15 27.09 85.41 29.83 86.09 29.52 85.03 30.38 85.17 29.58
90 91.06 18.40 90.57 21.20 91.35 20.39 90.95 20.96 91.13 21.13
the data, except for the last two months, for training, and using the
last two month of the data for validation and testing respectively.
5.1 Result analysis
The result is given in Table 1. If no limitation (N.A) is imposed, HLR
has the best performance among all models. The NMT-HL performs
the best recall when thewanted accuracy is at 70%, 75% and 80%. The
deep learning model has more or less the same accuracy and recall
at the threshold on 85% and 90%. In general, the deep learningmodel
has better performance compared to HLR model at the accuracy
threshold 70% or above.
The additional hierarchical loss is improving the NMT model’s
performance, but it deteriorates the result of the LSTM model. One
explanation could be without hierarchical structure or direct con-
nection in the predicted chapter, heading and subheading, the ad-
ditional hierarchical penalty might just confuse the model. The
overall difference on those five models are not big, this could come
from below reasons: first, the data is noisy (i.e. wrong chapters,
headings and subheadings), and this might have an impact on the
models; secondly, the majority of the descriptions are short and do
not have language structure, this could limiting the effectiveness
of RNN networks. Also, the dataset is not that large considering it
has 4257 different HS code combinations, the deep learning model
might benefit more if more data are provided.
6 CONCLUSION
A deep learning model NMT-HL algorithm has being applied to
tackle the HS classification issue. We can auto-classify around 29%
of the descriptions in the current data set when 85% accuracy is
desired. It can be used to improve the DHL agents productivity
and accuracy. In terms of future work, on the business side, the
architecture will be extended to predict more than six digits which
might have different output length. Then other questions can be
further investigated: from the standpoint of embeddings, we can
fine-tune the pre-trained embedding on the current data instead
of training it from scratch, so that we can utilize more advanced
embedding[30, 34]. A transformer network [5] has been already
attempted by the authors, but no automation rate improvement
compared to NMT could be found, albeit the detailed analysis and
fine-tuning still need to take place. A potential model to try is a
Transformer-based pre-trained seq2seq model [35, 36]. Also, the
positional encoding [5, 37] that is being applied on most of the
latest seq2seq models [38, 39] might have some impact if added to
the decoding part on NMT model. Finally, we could also investigate
further the probabilistic output of the model and see the alterna-
tive in determining whether or not we should trust the model’s
prediction [33, 40].
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