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TANGENT MAPS AND TANGENT GROUPOID FOR CARNOT MANIFOLDS
WOOCHEOL CHOI AND RAPHAE¨L PONGE
Abstract. This paper studies the infinitesimal structure of Carnot manifolds. By a Carnot
manifold we mean a manifold together with a subbundle filtration of its tangent bundle which
is compatible with the Lie bracket of vector fields. We introduce a notion of differential, called
Carnot differential, for Carnot manifolds maps (i.e., maps that are compatible with the Carnot
manifold structure). This differential is obtained as a group map between the corresponding
tangent groups. We prove that, at every point, a Carnot manifold map is osculated in a very
precise way by its Carnot differential at the point. We also show that, in the case of maps between
nilpotent graded groups, the Carnot differential is given by the Pansu derivative. Therefore, the
Carnot differential is the natural generalization of the Pansu derivative to maps between general
Carnot manifolds. Another main result is a construction of an analogue for Carnot manifolds of
Connes’ tangent groupoid. Given any Carnot manifold pM,Hq we get a smooth groupoid that
encodes the smooth deformation of the pair M ˆ M to the tangent group bundle GM . This
shows that, at every point, the tangent group is the tangent space in a true differential-geometric
fashion. Moreover, the very fact that we have a groupoid accounts for the group structure of
the tangent group. Incidentally, this answers a well-known question of Bella¨ıche [11].
1. Introduction
The focus of this paper is on the infinitesimal structure of Carnot manifolds. By a Carnot
manifold we mean a manifold M together with a filtration of subbundles,
(1.1) H1 Ă H2 Ă ¨ ¨ ¨ Ă Hr “ TM,
which is compatible with the Lie bracket of vector fields. We refer to Section 2, and the refer-
ences therein, for various examples of Carnot manifolds. Many of those examples are equiregular
Carnot-Carathe´odory manifolds, in which case the filtration (1.1) arises from the iterated Lie
bracket of sections of H1. However, even for studying equiregular (and even non-regular) Carnot-
Carathe´odory structures we may be naturally led to consider non bracket-generated Carnot filtra-
tions (see Section 2 on this point).
There is a general understanding that (graded) nilpotent Lie groups are models for Carnot
manifolds. From an algebraic perspective, any filtration (1.1) gives rise to a graded vector bundle
gM :“ g1M ‘¨ ¨ ¨‘grM , where gwM “ Hw{Hw´1. As a vector bundle gM is (locally) isomorphic
to the tangent bundle TM . Moreover, as observed by Tanaka [67], the Lie bracket of vector fields
induces on each fiber gMpaq, a P M , a Lie algebra bracket. This turns gMpaq into a graded
nilpotent Lie algebra. Equipping it with its Dynkin product we obtain a graded nilpotent group
GMpaq, which is called the tangent group at the point a PM .
There is an alternative construction of a graded nilpotent group that is meant to approximate
the Carnot manifold pM,Hq at the point a. This construction originated from the work of Folland-
Stein [30], Rothschild-Stein [64], and others on hypoelliptic PDEs. In this approach we obtain
a graded nilpotent Lie group Gpaq out of “anisotropic asymptotic expansions” of vector fields in
privileged coordinates at the point a PM . The graded nilpotent Lie group Gpaq equipped with its
left-invariant Carnot manifold structure is often called the nilpotent approximation of pM,Hq at
the point a P M . Note also that this construction is very sensitive to the choice of the privileged
coordinates. I In [21] the two approaches are somehow reconciled by singling out a special class
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of privileged coordinates, in which the nilpotent approximation is given by the tangent group
GMpaq. These coordinates are called Carnot coordinates. They are an essential ingredient of
this paper. Examples of Carnot coordinates include Darboux coordinates on a contact manifold,
and the canonical coordinates of the first kind of Goodman [35] and Rothschild-Stein [64] on
general Carnot manifolds. The polynomial privileged coordinates of Bella¨ıche [11] are not Carnot
coordinates in general. However, they can be converted into Carnot coordinates by means of a
unique homogeneous polynomial change of coordinates. We call the resulting coordinates ε-Carnot
coordinates. An important property of these coordinates is the fact that they are osculated in
very precise manner by the group law of the tangent group (see [21]).
As graded nilpotent Lie groups provide us with the natural notion of tangent space for Carnot
manifolds, it is natural to seek for a notion of tangent map for maps between Carnot manifolds in
terms of group maps between the corresponding tangent groups. Pansu [60] introduced a notion of
derivative (called Pansu derivative) for maps between graded nilpotent groups. The Pansu deriv-
ative is a group map between the corresponding source and target groups. Pansu [60] also proved
that its derivative exists almost everywhere for Lipschitz continuous maps and quasi-conformal
maps between Carnot groups equipped with their left-invariant Carathe´odory metrics. This result
was extended to quasi-conformal maps between equiregular Carnot-Carathe´odory manifolds by
Margulis-Mostow [47] in terms of the corresponding Carathe´odory metrics. In [47] differentiabil-
ity is defined in terms of the corresponding Carathe´odory metrics. Moreover, the differential is
defined as a group map between the corresponding tangent cones which are defined in terms of
metric equivalences of rectifiable paths.
In this paper we take a different point of view, since Carathe´odory metrics are not available for
general Carnot manifolds. We consider Carnot manifold maps between step r Carnot manifolds
pM,Hq to pM 1, H 1q. By this we mean a smooth map φ :M ÑM 1 whose differential is compatible
with the Carnot filtrations. This condition implies that, at every point a P M , the differential
φ1paq induces a graded linear map φˆ1paq : gMpaq Ñ gM 1pa1q. We show that this is a Lie algebra
map, and hence we get a Lie group map φˆ1paq : GMpaq Ñ GM 1pφpaqq (Proposition 5.4). We
call it the Carnot differential of φ at the point a P M . Carnot differentials satisfy the chain rule
(Proposition 5.3). Incidentally, the assignment pM,Hq Ñ GM is a functor from Carnot manifolds
to graded nilpotent Lie groups (see Proposition 5.5).
Our main result on Carnot differentials asserts that, in Carnot coordinates, a Carnot manifold
map is osculated at every point in a very precise manner by its Carnot differential (Theorem 6.4).
Note it is crucial to work in Carnot coordinates to obtain an approximation by a group map (see
Remark 6.5 on this point). One consequence of this result is an explicit and simple action of
Carnot diffeomorphisms on Carnot coordinates (see Proposition 6.11 for the precise statement).
Furthermore, this osculation result provides us with a direct link with the Pansu derivative. More
precisely, in the case of Carnot manifold maps between graded nilpotent Lie groups, the Carnot
differential is naturally identified with the Pansu derivative (Theorem 7.2). Therefore, the Carnot
differential is the natural generalization of the Pansu derivative for maps between general Carnot
manifolds.
In [23] Connes constructed the tangent groupoid of a manifold M as the smooth groupoid that
encodes the smooth deformation of M ˆM to the tangent bundle TM . Bella¨ıche [11] conjec-
tured the existence of an analogue of the tangent groupoid for (equiregular) Carnot-Carathe´odory
manifolds and this could explain why the tangent space should be a group. We know that for
(equiregular) Carnot-Carathe´odory manifolds GMpx0q is a tangent space in the metric sense in-
troduced by Gromov [34] (see [11, 53]). However, in this point of view the tangent space is
only determined up to homeomorphisms, and so this does not account for the group structure of
GMpx0q. Furthermore, the approach is not applicable to general Carnot manifolds, for which we
don’t have Carathe´odory metrics.
As a manifold, Connes’ tangent groupoid GM is obtained by glueing together the manifolds
M ˆM ˆ R˚ and TM . The differentiable structure near TM is such that, for all x0 P M and
t P R˚, the submanifold tx0u ˆM ˆ ttu is near px0, x0, tq a zoomed in version of a neighborhood
of x0 in M , where the zooming is performed by rescaling by t
´1 along directions out of x0 in
2
local coordinates. Thus, this construction recasts in the language of groupoids the well known
idea that, as we zoom in more and more around x0, the manifold M looks more and more like
the tangent space TMpx0q. In addition, the very fact that we obtain a groupoid accounts for the
additive group structure of TMpx0q. We refer to Section 8 for more details on groupoids and a
review of the tangent groupoid’s construction.
Thanks to our results on Carnot differentials and the properties of ε-Carnot coordinates, we
show how to associate with any Carnot manifold pM,Hq a smooth groupoid GHM that encodes
the smooth deformation of M ˆM to the group bundle GM (Theorem 9.12). We also show that
this construction is functorial (Corollary 9.18). As a manifold, GHM is obtained by glueing the
manifolds M ˆM ˆR˚ and GM . As with Connes’ tangent groupoid, the differentiable structure
near GM is such that, for all x0 PM and t P R
˚, the submanifold tx0uˆM ˆttu is near px0, x0, tq
a zoomed in version of a neighborhood of x0. However, in this case the zooming is performed by
an anistropic rescaling in ε-coordinates at x0, where each direction out of x0 is weighted according
to the minimal space of the filtration pH1px0q, . . . , Hrpx0qq it starts out. This shows that GMpx0q
is tangent to pM,Hq at x0 in a differential-geometric fashion. Moreover, as we obtain a groupoid
this further accounts for the occurrence of the group structure of GMpx0q. We thus obtain a
positive answer to Bella¨ıche’s conjecture.
The main motivation of Connes [23] for the construction of the tangent groupoid of a manifold
was a new K-theoretic proof of the full index theorem of Atiyah-Singer [8]. This approach to the
index theorem was extended to hypoelliptic operators on contact manifolds by van Erp [68, 69]
(see also [9]) by using an analogue for contact manifolds of Connes’ tangent groupoid. Therefore,
it is expected that the Carnot groupoid for Carnot manifolds should play an important role in
the reformulation of the index theorem for hypoelliptic pseudodifferential operators on Carnot
manifolds, at least from a K-theoretic perspective.
In addition, there are closed ties between Lie groupoids and pseudodifferential calculi (see,
e.g., [25, 45, 71]). Therefore, the tangent groupoid for Carnot manifolds is an important tool
for understanding the hypoelliptic pseudodifferential calculus on Carnot manifolds (see [71] on
this point) on this point. Furthermore, the properties of Carnot coordinates, ε-Carnot coordi-
nates, and Carnot differentials that are involved in the construction of the tangent groupoid for
Carnot manifolds are important ingredients in the construction of a full symbolic calculus for the
hypoelliptic pseudodifferential calculus on Carnot manifolds in [22].
This paper is organized as follows. In Section 2, we review the main definitions and examples
regarding Carnot manifolds and their tangent group bundles. In Section 3, we review the results
of [20] on anisotropic asymptotic expansions of maps and vector fields. In Section 4, we recall
the main definitions and properties of the Carnot coordinates. In Section 5, we define the Carnot
differential of a Carnot manifold map and show this is a group map. In Section 6, we show
that, in Carnot coordinates, a Carnot manifold map is osculated in a very precise manner by its
Carnot differential. In Section 7, we show that in the setting of graded nilpotent Lie groups the
Carnot differential agrees with the Pansu derivative. In Section 8, we review some definitions and
properties of Lie groupoids with a special attention to Connes’ tangent groupoid of a manifold.
Finally, in Section 9 we construct the tangent groupoid of a Carnot manifold.
Remark. The first version of this article was posted as a preprint on the arXiv server in October
2015. Since then, several alternative approaches to the tangent groupoid of a Carnot manifold
have come out (see [37, 55, 72]).
Acknowledgements. The authors wish to thank Andrei Agrachev, Davide Barilari, Enrico Le
Donne, and Fre´de´ric Jean for useful discussions related to the subject matter of this paper. They
also thank anonymous referees whose insightful comments greatly help improving the presentation
of the paper. In addition, they would like to thank Henri Poincare´ Institute, McGill University,
National University of Singapore, and University of California at Berkeley for their hospitality
during the preparation of this paper.
3
2. Carnot Manifolds
In this section, we briefly review the main facts about Carnot manifolds. The exposition
follows [20] closely. We refer to [20] and the references therein for a more complete account.
2.1. Carnot Groups and Graded nilpotent Lie groups. In what follows, by the Lie algebra
of a Lie group we shall mean the tangent space at the unit element equipped with Lie bracket
induced by the Lie bracket of left-invariant vector fields.
Definition 2.1. A step r nilpotent graded Lie algebra is the data of a real Lie algebra pg, r¨, ¨sq
and a grading g “ g1 ‘ g2 ‘ ¨ ¨ ¨ ‘ gr, which is compatible with the Lie bracket, i.e.,
(2.1) rgw, gw1s Ă gw`w1 for w ` w
1 ď r and rgw, gw1s “ t0u for w ` w
1 ą r.
We further say that g is a Carnot algebra when gw`1 “ rg1, gws for w “ 1, . . . , r ´ 1. A graded
nilpotent Lie group (resp., Carnot group) is a connected and simply connected nilpotent real Lie
group whose Lie algebra is a graded nilpotent Lie algebra (resp., Carnot algebra).
Let G be a step r graded nilpotent Lie group with unit e. Its Lie algebra g “ TeG comes
equipped with a grading g “ g1‘g2‘¨ ¨ ¨‘gr, which is compatible with its Lie algebra bracket. This
grading gives rise to a family of anisotropic dilations ξ Ñ t ¨ ξ, t P Rz0, which are automorphisms
of g given by
(2.2) t ¨ pξ1 ` ξ2 ` ¨ ¨ ¨ ` ξrq “ tξ1 ` t
2ξ2 ` ¨ ¨ ¨ ` t
rξr, ξj P gj.
In addition, g is canonically isomorphic to the Lie algebra of left-invariant vector fields on G: to
any ξ P g corresponds the unique left-invariant vector field Xξ on G such that Xξpeq “ ξ. The flow
expptXξq exists for all times t P R, and so we have a globally defined exponential map exp : g Ñ G
which is a diffeomorphism given by
exppξq “ exppXξq, where exppXξq :“ expptXξqpeq|t“1.
For ξ P g, let adξ : g Ñ g be the adjoint endomorphism of ξ, i.e., adξ η “ rξ, ηs for all η P g.
This is a nilpotent endomorphism. By the Baker-Campbell-Hausdorff formula we have
(2.3) exppξq exppηq “ exppξ ¨ ηq for all ξ, η P g,
where ξ ¨ η is given by the Dynkin product,
ξ ¨ η “
ÿ
ně1
p´1qn`1
n
ÿ
α,βPNn
0
αj`βjě1
p|α| ` |β|q´1
α!β!
padξq
α1padηq
β1 ¨ ¨ ¨ padξq
αnpadηq
βn´1η
“ ξ ` η `
1
2
rξ, ηs `
1
12
prξ, rξ, ηss ` rη, rη, ξssq ´
1
24
rη, rξ, rξ, ηsss ` ¨ ¨ ¨ .(2.4)
The above summations are finite, since all the iterated brackets of length ě r ` 1 are zero. Any
Lie algebra automorphism of g then lifts to a Lie group isomorphism of G. In particular, the
dilations (2.2) give rise to Lie group isomorphisms δt : GÑ G, t P Rz0.
Conversely, if g is a graded nilpotent Lie algebra, then (2.4) defines a product on g. This
turns g into a Lie group with unit 0. Under the identification g » T0g, the corresponding Lie
algebra is naturally identified with g, and so we obtain a graded nilpotent Lie group. Under this
identification the exponential map becomes the identity map. Moreover, inversion with respect to
the group law (2.4) is given by
(2.5) ξ´1 “ ´ξ for all ξ P g.
2.2. Carnot manifolds. In what follows, given distributions Hj Ă TM , j “ 1, 2, on a manifold
M , we denote by rH1, H2s the distribution generated by the Lie brackets of their sections, i.e.,
rH1, H2s “
ğ
xPM
"
rX1, X2spxq; Xj P C
8pM,Hjq, j “ 1, 2
*
.
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Definition 2.2. A Carnot manifold is a pair pM,Hq, whereM is a manifold andH “ pH1, . . . , Hrq
is a finite filtration of subbundles,
(2.6) H1 Ă H2 Ă ¨ ¨ ¨ Ă Hr “ TM,
which is compatible with the Lie bracket of vector fields, i.e.,
(2.7) rHw, Hw1s Ă Hw`w1 for w ` w
1 ď r.
The number r is called the step of the Carnot manifold pM,Hq. The sequence prkH1, . . . , rkHrq
is called its type.
Remark 2.3. Carnot manifolds are also called filtered manifolds (see, e.g., [19, 58]).
Definition 2.4. Let pM,Hq and pM 1, H 1q be Carnot manifolds of step r, where H “ pH1, . . . , Hrq
and H 1 “ pH 11, . . . , H
1
rq. Then
(1) A Carnot manifold map φ :M ÑM 1 is smooth map such that, for j “ 1, . . . , r,
(2.8) φ1pxqX P H 1jpφpxqq for all px,Xq P Hj .
(2) A Carnot diffeomorphism φ :M ÑM 1 is a diffeomorphism such that φ and φ´1 are both
Carnot manifold maps.
Remark 2.5. If φ : M Ñ M 1 is diffeomorphism, then φ is a Carnot diffeomorphism if and only if
φ˚Hj “ H
1
j for j “ 1, . . . , r. In particular, pM,Hq and pM
1, H 1q must have same type. Conversely,
if pM,Hq and pM 1, H 1q same type, then a diffeomorphism φ :M ÑM 1 is a Carnot diffeomorphism
as soon as φ is a Carnot manifold map.
Let pMn, Hq be an n-dimensional Carnot manifold of step r, so that H “ pH1, . . . , Hrq, where
the subbundles Hj satisfy (2.6).
Definition 2.6. The weight sequence of a Carnot manifold pM,Hq is the sequence w “ pw1, . . . , wnq
defined by
(2.9) wj “ mintw P t1, . . . , ru; j ď rkHwu.
Remark 2.7. Two Carnot manifolds have same type if and only if they have same weight sequence.
Throughout this paper we will make use of the following type of tangent frames.
Definition 2.8. An H-frame over an open U ĂM is a tangent frame pX1, . . . , Xnq over U which
is compatible with the filtration pH1, . . . ., Hrq in the sense that, for w “ 1, . . . , r, the vector fields
Xj , wj “ w, are sections of Hw.
Remark 2.9. Let pX1, . . . , Xnq be an H-frame near a point a P M . As explained in [20], the
condition (2.7) implies that, near x “ a, there are smooth functions Lkijpxq, wk ď wi ` wj , such
that, for i, j “ 1, . . . , n, we have
(2.10) rXi, Xjspxq “
ÿ
wkďwi`wj
LkijpxqXkpxq near x “ a.
2.3. Examples of Carnot Manifolds. We refer to [20] and the references therein for a detailed
description of various examples of Carnot manifolds. Following is a summary of the main examples
described in [20].
A. Graded nilpotent Lie groups. Let G be a step r graded nilpotent Lie group with unit e. Then
its Lie algebra g “ TeG has a grading g “ g1 ‘ g2 ‘ ¨ ¨ ¨ ‘ gr satisfying (2.1). For w “ 1, . . . , r, let
Ew be the G-subbundle of TG obtained by left-translation of gw over G. We then obtain a vector
bundle grading TG “ E1‘¨ ¨ ¨‘Er. This grading gives rise to the filtration H1 Ă ¨ ¨ ¨ Ă Hr “ TG,
where Hw :“ H1‘ ¨ ¨ ¨‘Hw. It can be shown that rHw, Hw1s Ă Hw`w1 whenever w`w
1 ď r (see,
e.g., [21, Section 3.2]). Therefore, this filtration defines a left-invariant Carnot manifold structure
on G which is uniquely determined by the grading of g.
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B. Heisenberg manifolds. They are step 2 Carnot manifolds where H1 is a hyperplane bundle.
Examples include the Heisenberg group H2n`1, Cauchy-Riemann manifolds of hypersurface type,
contact manifolds, even contact manifolds [56], and the confoliations of Elyashberg-Thurston [26].
C. Foliations. They are step 2 Carnot manifolds where H1 is integrable, i.e., rH1, H1s “ H1.
Examples include Kronecker foliation, Reeb foliations, and foliations associated with locally free
actions of Lie groups on manifolds (see, e.g., [54]).
D. Polycontact manifolds ([56, 70]). They are step 2 Carnot manifolds that are opposite to folia-
tions inasmuch asH1 is required to be totally non-integrable. This means that, for all x PM , every
direction in pTM{H1q
˚pxqz0 is contact, i.e, it defines a symplectic structure on H1pxq (see [56, 70]).
Beside contact manifolds, the main examples are the groups of Kaplan [43] and Me´tivier [51], the
principal bundles equipped with the horizontal distribution defined by a fat connection in the sense
of Weinstein [76], the quaternionic contact manifolds of Biquard [13, 14], and the unit sphere S4n´1
in quaternionic space [70].
E. Pluri-contact manifolds ([6, 7]). These manifolds were introduced in the recent preprint [6].
They generalize polycontact manifolds in the sense that they are step 2 Carnot manifold where,
for every x P M , it is only required to have at least one contact direction in pTM{H1q
˚pxqz0.
Beside polycontact manifolds, examples of pluri-contact manifolds that are not polycontact include
products of contact manifolds [6] and nondegenerate CR manifolds of non-hypersurface-type [7].
F. Equiregular Carnot-Carathe´odory manifolds. In this case,
Hj`1 “ Hj ` rH1, Hjs for j “ 1, . . . , r ´ 1.
Equiregular Carnot-Carathe´odory manifolds (a.k.a. ECC manifolds) naturally appear in sub-
Riemannian geometry and control theory associated with non-holonomic systems of vector fields.
In particular, they occur in a number of applied and real-life settings (see, e.g., [1, 11, 17, 36, 40,
41, 56, 58, 62]). In addition, any non-equiregular Carnot-Carathe´odory structure can be desingu-
larized into an equiregular Carnot-Carathe´odory structure (see, e.g., [41]).
Contact and polycontact manifolds are examples of step 2 ECC manifolds with r “ 2. An ex-
ample of step 3 ECC manifolds is provided by Engel manifolds, which are 4-dimensional manifolds
equipped with a plane-bundle H Ă TM such that H2 :“ H ` rH,Hs has constant rank 3 and
H2`rH,H2s “ TM (see [56]). More generally, ECC structures naturally appear in the context of
parabolic geometry [19, 56]. Nondegerate Cauchy-Riemann structures and contact quaternionic
structures are parabolic geometric structures. Further examples of parabolic geometric structures
include the following:
‚ Contact path geometric structures, including contact projective structures (cf. [31, 32]).
‚ Generic
`
m, 1
2
mpm` 1q
˘
-distributions, including generic p3, 6q-distributions studied by
Bryant [16] (see also [19]).
‚ Generic p2, 3, 5q-distributions of Cartan [18].
G. The heat equation on ECC manifolds. Let pM,Hq be an ECC manifold, so that the filtration
H “ pH1, . . . , Hrq is generated by the iterative Lie brackets of sections of H1. Given any spanning
frame tX1, . . . , Xmu of H1, the sub-Laplacian ∆ “ ´pX
2
1 ` ¨ ¨ ¨X
2
mq and the heat operator ∆` Bt
are hypoelliptic (see [39]). Following Rothschild-Stein [64] (and other authors) to study the heat
operator ∆ ` Bt we lift the filtration pH1, . . . , Hrq of TM to the the filtration H˜ “ pH˜1, . . . , H˜rq
of T pM ˆ Rq, where H˜1 “ π
˚
1
H and H˜j “ π
˚
1
H rjs ` π˚
2
TR for j ě 2. Here π1 (resp., π2) is the
projection of M ˆ R onto M (resp., R). This allows time-differentiation to have weight 2. We
obtain a Carnot filtration, but we do not get an ECC structure since H˜1 is not bracket-generating
(its Lie brackets only span π˚
1
TM).
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H. Group actions on contact manifolds ([20]). Let pM,Hq be an orientable contact manifold. As
mentioned in [20], for studying the action on M of the group of contactomorphisms of pM,Hq
we are lead to pass to the full space of the metric contact bundle P
π
Ñ M . Picking a (positive)
contact form on M , we can realize P as the R˚`-bundle P :“ P pHq ‘ R
˚
`θ, where P pHq is the
metric bundle of H (so that the fiber P pHqpxq at x P M consists of positive-definite quadratic
forms on Hpxq). Under this passage the Carnot flitration pH,TMq of TM lifts to the filtration
pV, V ` π˚H,TP q of TP , where V “ ker dπ is the vertical bundle of the fibration π : P Ñ M .
This provides us with Carnot filtration, but we don’t get an ECC structure since V is integrable.
Remark 2.10. The last two examples above show that, even if our main focus is on ECC manifolds,
we may be naturally lead to consider non-ECC Carnot structures. These examples are one of
the main motivation for considering Carnot manifolds instead of sticking to the setup of ECC
manifolds.
2.4. The Tangent Group Bundle of a Carnot Manifold. The constructions of the tangent
Lie algebra bundle and tangent group bundle of a Carnot manifold go back to Tanaka [67] (see
also [2, 3, 19, 33, 48, 49, 56, 58, 75]). We refer to [1, 27, 48, 63] for alternative intrinsic constructions
of the tangent Lie algebra bundle and tangent group bundle. The exposition here follows [20]
closely.
The Carnot filtration H “ pH1, . . . , Hrq has a natural grading defined as follows. For w “
1, . . . , r, set gwM “ Hw{Hw´1 (with the convention that H0 “ t0u), and define
(2.11) gM :“ g1M ‘ ¨ ¨ ¨ ‘ grM.
In what follows, we denote by ˆM the fiber products of vector bundles over M .
Lemma 2.11 ([67]). The Lie bracket of vector fields induces smooth bilinear bundle maps,
Lw,w1 : gwM ˆM gw1M ÝÑ gw`w1M, w ` w
1 ď r.
More precisely, given any a P M and any section X (resp., Y ) of Hw (resp., Hw1) near a, if we
let ξpaq (resp., ηpaq) be the class of Xpaq (resp., Y paq) in gwMpaq (resp., gw1Mpaq), then we have
(2.12) Lw,w1 pξpaq, ηpaqq “ class of rX,Y spaq in gw`w1Mpaq.
Remark 2.12. Let pX1, . . . , Xnq be an H-frame over an open set U Ă M . For j “ 1, . . . , n and
x P U , let ξjpxq be the class of Xjpxq in gwjMpxq. Then, as mentioned in [20], for w “ 1, . . . , r,
the family tξj ;wj “ wu is a smooth frame of gwM over U , and so pξ1, . . . , ξnq is a smooth frame
of gM over U which is compatible with the grading (2.11). We shall call such a frame a graded
frame. In particular, for every x P U , we obtain a graded basis of gMpxq. In addition, using (2.10)
and (2.12) we get
(2.13) Lwi,wjpξipxq, ξjpxqq “
ÿ
wk“wi`wj
Lkijpxqξkpxq for wi ` wj ď r,
where the coefficients Lkijpxq, wi ` wj “ wk, are defined by (2.10). As these coefficients depend
smoothly on x, this shows that the bilinear bundle maps Lwi,wj are smooth.
Definition 2.13. The bilinear bundle map r¨, ¨s : gM ˆM gM Ñ gM is defined as follows. For
a PM and pξ, ηq P gwMpaq ˆ gw1Mpaq we set
(2.14) rξ, ηs “
"
Lw,w1paqpξ, ηq if w ` w
1 ď r,
0 if w ` w1 ą r.
We then extend r¨, ¨s to all gM ˆM gM by bilinearity.
Lemma 2.11 ensures us that r¨, ¨s is a smooth bilinear bundle map. Furthermore, on each fiber
gMpaq, a PM , it defines a Lie algebra bracket such that
rgwM, gw1M s Ă gw`w1M if w ` w
1 ď r,(2.15)
rgwM, gw1M s “ t0u if w ` w
1 ą r.(2.16)
Therefore, the Lie bracket is compatible with the grading (2.11), and so it turns gMpaq into a
(graded) nilpotent Lie algebra of step r.
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Proposition 2.14 ([67]). pgM, r¨, ¨sq is a smooth bundle of step r graded nilpotent Lie algebras.
Definition 2.15. The Lie algebra bundle pgM, r¨, ¨sq is called the tangent Lie algebra bundle of
pM,Hq.
Remark 2.16. In [58, 67] the tangent Lie algebra bundle gM is called the symbol algebra of pM,Hq.
It is called the nilpotenization of pM,Hq in [33, 56, 75].
Remark 2.17. Let pX1, . . . , Xnq be anH-frame near a point a PM . As mentioned above, this gives
rise to a frame pξ1, . . . , ξnq of gM near x “ a, where ξj is the class of Xj in gwjM . Furthermore,
it follows from (2.10) and (2.14) that, near x “ a, we have
(2.17) rξipxq, ξjpxqs “
$&%
ÿ
wi`wj“wk
Lkijpxqξkpxq if wi ` wj ď r,
0 if wi ` wj ą r,
where the functions Lkijpxq are given by (2.10). Specializing this to x “ a provides us with the
structure constants of gMpaq with respect to the basis pξ1paq, . . . , ξnpaqq.
Remark 2.18. When pM,Hq is an ECC manifold, each fiber gMpaq, a P M , is a Carnot algebra
in the sense of Definition 2.1 (see, e.g., [20]).
The Lie algebra bundle gM gives rise to a Lie group bundle GM as follows. As a manifold we
take GM to be gM and we equip the fibers GMpaq “ gMpaq with the Dynkin product (2.4).This
turns GMpaq into a step r graded nilpotent Lie group with unit 0 whose Lie algebra is naturally
isomorphic to gMpaq. The fiberwise product on GM is smooth, and so we obtain the following
result.
Proposition 2.19. GM is a smooth bundle of step r graded nilpotent Lie groups.
Definition 2.20. GM is called the tangent group bundle of pM,Hq. Each fiber GMpaq, a P M
is called the tangent group of pM,Hq at a.
Example 2.21. Suppose that r “ 1 so that H1 “ Hr “ TM . In this case, each Lie algebra gMpaq,
a P M , is Abelian and agrees with TMpaq. Therefore, as a Lie algebra bundle, gM “ TM , and,
as a Lie group bundle, GM “ TM .
Example 2.22. Let G be a graded nilpotent Lie group with Lie algebra g “ g1 ‘ ¨ ¨ ¨ ‘ gr. We
equip G with the left-invariant Carnot manifold structure defined by the grading of g. Then the
left-regular actions of G on itself and on g give rise to canonical identifications gG » G ˆ g and
GG » GˆG (see [21]).
Remark 2.23. Some authors call GMpaq, a P M , the osculating group of pM,Hq at a (see, e.g.,
[42, 68, 72]).
Remark 2.24. We refer to [21, 61] for an explicit description of the tangent group bundle of a
Heisenberg manifold.
Remark 2.25. When pM,Hq is an ECC manifold, it follows from Remark 2.18 that every tangent
group GMpaq is a Carnot group in the sense of Definition 2.1.
Remark 2.26. In the same way as above, the grading (2.11) gives rise to a smooth family of
dilations δt, t P Rz0. This gives rise to Lie algebra automorphisms on the fibers of gM and group
automorphisms on the fibers of GM . In addition, the inversion on the fibers of GM is just the
symmetry ξ Ñ ´ξ.
3. Anisotropic Asymptotic Analysis
In this section, we gather various results on anisotropic asymptotic expansions of maps and
vector fields. This type of asymptotic expansions have been considered in various levels of gen-
erality by a number of authors [1, 10, 11, 35, 36, 38, 41, 48, 50, 53, 63, 56, 64]. We shall follow
closely the exposition of [20].
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In what follows, we let δt : R
n Ñ Rn, t P R, be the one-parameter group of anisotropic dilations
given by
(3.1) δtpxq “ t ¨ x :“ pt
w1x1, . . . , t
wnxnq, t P R, x P R
n.
We shall say that a function fpxq on Rn is homogeneous of degree w, w P Z, with respect to the
dilations (3.1) when
(3.2) fpt ¨ xq “ twfpxq for all x P Rn and t P Rz0.
For instance, given any α P Nn0 , the monomial x
α is homogeneous of degree xαy, where xαy :“
w1α1 ` ¨ ¨ ¨ ` wnαn.
In what follows we let U be an open neighborhood of the origin 0 P Rn.
Definition 3.1. Let f P C8pUq and w P N0. We shall say that
(1) f has weight ě w when Bαx fp0q “ 0 for all multi-orders α P N
n
0
such that xαy ă w.
(2) f has weight w when fpxq has weight ě w and there is a multi-order α P Nn0 with xαy “ w
such that Bαx fp0q ‰ 0.
In what follows we assume we are given a pseudo-norm }¨} on Rn, i.e., a non-negative continuous
function which is ą 0 on Rnz0 and satisfies
(3.3) }t ¨ x} “ |t|}x} for all x P Rn and t P R.
For instance, we may take }x}1 “ |x1|
1
w1 ` ¨ ¨ ¨ ` |xn|
1
wn . As pointed out in [20] all pseudo-norms
are equivalent, and so the specific choice of a pseudo-norm is irrelevant to our purpose.
In addition, given n1 P N, we let pw1
1
, . . . , w1n1q be another weight sequence with values in
t1, . . . , ru, i.e., a non-decreasing sequence such that w1
1
“ 1. This allows us to endow Rn
1
with the
family of anisotropic dilations (3.1) associated with this weight sequence. We shall use the same
notation for the dilations on Rn and Rn
1
. When n “ n1 we shall tacitly assume that w1j “ wj for
j “ 1, . . . , n.
We shall say that a map Θ : Rn Ñ Rn
1
is w-homogeneous when
Θpt ¨ xq “ t ¨Θpxq for all x P Rn and t P R.
Equivalently, if we set Θpxq “ pΘ1pxq, . . . ,Θn1pxqq, then the component Θkpxq is homogeneous of
degree w1k for k “ 1, . . . , n
1.
Definition 3.2. Let Θpxq “ pΘ1pxq, . . . ,Θn1pxqq be a map from U to R
n1 . Given m P Z, m ě
´w1n1 , we say that Θpxq is Owp}x}
w`mq, and write Θpxq “ Owp}x}
w`mq, when, for k “ 1, . . . , n1,
we have
Θkpxq “ Op}x}
w1k`mq near x “ 0.
In what follows we equip C8pU,Rn
1
q with its standard Fre´chet-space topology.
Lemma 3.3 (see [20]). Let Θpxq “ pΘ1pxq, . . . ,Θn1pxqq be a smooth map from U to R
n1 , and set
U “ tpx, tq P U ˆ R; t ¨ x P Uu. Given any m P N0, the following are equivalent:
(i) The map Θpxq is Owp}x}
w`mq near x “ 0.
(ii) For k “ 1, . . . , n1, the component Θkpxq has weight ě w
1
k `m.
(iii) For all x P Rn and as tÑ 0, we have t´1 ¨Θpt ¨ xq “ Optmq.
(iv) As tÑ 0, we have t´1 ¨Θpt ¨ xq “ Optmq in C8pU,Rn
1
q.
(v) There is Θ˜px, tq P C8pU ,Rn
1
q such that t´1 ¨Θpt ¨ xq “ tmΘ˜px, tq for all px, tq P U , t ‰ 0.
Proposition 3.4 (see [20]). Let Θpxq “ pΘ1pxq, . . . ,Θn1pxqq be a smooth map from U to R
n1 .
Then, as tÑ 0, we have
(3.4) t´1 ¨Θpt ¨ xq »
ÿ
ℓě´w1
n1
tℓΘrℓspxq in C8pU,Rn
1
q,
where Θrℓspxq is a polynomial map such that t´1 ¨Θrℓspt ¨ xq “ tℓΘrℓspxq for all t P R˚.
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Remark 3.5. More explicitly, we have Θrℓspxq “ pΘ
rℓs
1
pxq, . . . ,Θ
rℓs
n1 pxqq, where
Θ
rℓs
k pxq “
ÿ
xαy“ℓ`w1
k
1
α!
BαΘkp0qx
α, k “ 1, . . . , n1.
Remark 3.6. The asymptotic expansion (3.4) exactly means that, for every integer m ą ´w1n1 , we
have
Θpxq ´
ÿ
ℓăm
Θrℓspxq “ Ow
`
}x}w`m
˘
near x “ 0.
In particular, we see that Θpxq “ Owp}x}
w`mq if and only if Θrℓspxq “ 0 for ℓ ă m.
The previous considerations also extend to vector fields. The dilations (3.1) act on vector fields
by pullback. If X “
řn
j“1 ajpxqBxj is a vector field on U , then we have
(3.5) δ˚t X “
nÿ
j“1
t´wjajpt ¨ xqBxj for all t P R
˚.
We then shall say that a vector field X on Rn is homogeneous of degree w, w P Z, when
(3.6) δ˚t X “ t
ωX for all t P R˚.
For instance, the vector field Bxj , j “ 1, . . . , n, is homogeneous of degree ´wj .
Definition 3.7. Let X “
ř
j ajpxqBj be a smooth vector field on U . We say that X has weight
w, w P Z, when, for every j “ 1, . . . , n, the coefficient ajpxq has weight ě w ` wj and we have
equality at least once.
Let us denote by X pUq the space of (smooth) vector fields on U . Any vector field X P X pUq
has a unique expression of the form,
X “
ÿ
1ďjďn
ajpXqpxqBj , with ajpXq P C
8pUq.
If we set Xrxs “ pa1pXqpxq, . . . , anpXqpxqq, then X Ñ Xrxs is a linear isomorphism from X pUq
onto C8pU,Rnq. The standard Fre´chet-space topology of X pUq is precisely the weakest locally
convex space topology with respect to which this linear map is continuous.
Proposition 3.8 (see [20]). Let X be a smooth vector field on U . Then, as tÑ 0, we have
(3.7) δ˚t X »
ÿ
ℓě´r
tℓX rℓs in X pUq,
where X rℓs is a homogeneous polynomial vector field of degree ℓ. In particular, X has weight w if
and only if, as tÑ 0, we have
δ˚t X “ t
wX rws `Optw`1q in X pUq.
Finally, we will need the following extension of Lemma 3.3.
Lemma 3.9. Let W be an open subset of Rp ˆRn such that W X pRp ˆ t0uq “ U ˆ t0u, where U
is a non-empty (open) subset of Rp. In addition, set U “ tpx, y, tq P U ˆ Rn ˆ R; px, t ¨ yq P W u.
Let Θpx, yq P C8pW,Rnq. Then the following are equivalent:
(i) For every x P U , we have Θpx, yq “ Owp}y}
w`mq near y “ 0.
(ii) For every px, yq P U ˆ Rn and as tÑ 0, we have t´1 ¨Θpx, t ¨ yq “ Optmq.
(iii) There is a map Θ˜px, y, tq P C8pU ,Rn
1
q such that t´1 ¨ Θpx, t ¨ yq “ tmΘ˜px, y, tq for all
px, y, tq P U with t ‰ 0.
Proof. It follows from Lemma 3.3 that (i) and (ii) are equivalent and are both implied by (iii).
Therefore, we only have to show that (i) implies (iii). Thus, suppose that, for every x P U , we
have Θpx, yq “ Owp}y}
w`mq near y “ 0. If we set Θpx, yq “ pΘ1px, yq, . . . ,Θn1px, yqq, then this
means that, for every x P U and k “ 1, . . . , n1, we have Θkpx, yq “ Op}y}
w1k`mq near y “ 0.
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Given any function F px, yq P C8pW q an elaboration of the arguments of the proof of the
anisotropic Taylor formula in [20] shows that, for every N P N0, there are functions RNαpx, yq P
C8pW q, |α| ď N ď xαy, such that
F px, yq “
ÿ
xαyăN
1
α!
yαBαy F px, 0q `
ÿ
|α|ďNďxαy
yαRNαpx, yq for all px, yq PW.
Moreover, if we further assume that, for every x P U , we have F px, yq “ Op}y}Nq near y “ 0, then
the proof of Lemma 3.3 for n1 “ 1 in [20] shows that there is a map Gpx, y, tq P C8pU ,Rn
1
q such
that
F px, t ¨ yq “ tNGpx, y, tq for all px, y, tq P U ,
More precisely, the map Gpx, y, tq is given by
Gpx, y, tq “
ÿ
|α|ďNďxαy
txαy´NyαRNαpx, t ¨ yq, px, y, tq P U .
Applying the above considerations to F px, yq “ Θkpx, yq, k “ 1, . . . , n
1, andN “ maxtw1k`m, 0u
we see that there is a function Θ˜kpx, y, tq P C
8pUq such that Θkpx, t ¨ yq “ t
w1k`mΘ˜kpx, y, tq for all
px, y, tq P U . Thus, if we set Θ˜px, y, tq “ pΘ˜1px, y, tq, . . . , Θ˜n1px, y, tqq, px, y, tq P U , then we obtain
a smooth map from U to Rn
1
such that
t´1 ¨Θpx, t ¨ yq “ tmΘ˜px, y, tq for all px, y, tq P U , t ‰ 0.
This shows that (i) implies (iii). The proof is complete. 
4. Carnot Coordinates
In this section, we survey the main definitions and facts regarding privileged coordinates, nilpo-
tent approximation, and the Carnot coordinates of [21].
Throughout this section we let pX1, . . . , Xnq be an H-frame over an open neighborhood of a
given point a PM .
4.1. Privileged coordinates and nilpotent approximation. Recall that local coordinates
px1, . . . , xnq centered at a are said to be linearly adapted to the H-frame pX1, . . . , Xnq when
Xjp0q “ Bj for j “ 1, . . . , n. Any system of local coordinates can be converted into a system of
linearly adapted coordinates by means of a unique affine transformation (see, e.g., [11, 20]).
Definition 4.1 ([35, 64]). We say that local coordinates px1, . . . , xnq are privileged coordinates at
a adapted to the H-frame pX1, . . . , Xnq when
(i) They are linearly adapted at a to pX1, . . . , Xnq.
(ii) For j “ 1, . . . , n, the vector field Xj has weight ´wj in these coordinates.
Remark 4.2. In [11, 12, 20] privileged coordinates are defined by replacing the condition (ii) by
the requirement that Xαpxjqp0q “ 0 whenever xαy ă wj . In the terminology of [11, 12] this means
that the coordinate function xj has order wj for j “ 1, . . . , n. It is well known that if px1, . . . , xnq
are linearly adapted coordinates, then this condition implies (ii) (see [11, 12, 41]). The converse
is proved in [20], and so the two definitions are equivalent.
Remark 4.3. We refer to [4, 11, 12, 20, 35, 38, 64, 65] for various constructions of privileged
coordinates. We also refer to [20] for the precise description of all the systems of privileged
coordinates at a given point.
Suppose that px1, . . . , xnq are privileged coordinates at a adapted to pX1, . . . , Xnq. We let
U Ă Rn be their range. For j “ 1, . . . , n, the vector field Xj has weight wj in these coordinates.
Therefore, by Proposition 3.8 there is a polynomial vector field X
paq
j which is homogeneous of
degree ´wj and such that, as tÑ 0, we have
(4.1) twjδ˚t Xj “ X
paq
j `Optq in X pUq.
We call X
paq
j the model vector field of Xj at a in the coordinates px1, . . . , xnq.
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Let gpaq be the subspace of vector fields on Rn spanned by X
paq
1
, . . . , X
paq
n . There is a natural
grading gpaq “ g
paq
1
‘ ¨ ¨ ¨ ‘ g
paq
r , where g
paq
w is spanned by the vector fields X
paq
j with wj “ w.
Moreover, using (2.10) and (4.1) we see that
(4.2) rX
paq
i , X
paq
j s “
$&%
ÿ
wk“wi`wj
LkijpaqX
paq
k if wi ` wj ď r,
0 otherwise.
It then follows that with respect to the bracket of vector fields gpaq is a graded nilpotent Lie algebra
which is isomorphic to the tangent Lie algebra gMpaq.
There is a unique group law on Rn such that if Gpaq is Rn equipped with this group law, then
Gpaq is a graded nilpotent Lie group whose Lie algebra of left-invariant vector fields is precisely
g
paq.
Definition 4.4. The nilpotent graded Lie group Gpaq equipped with its left-invariant Carnot
manifold structure is called the nilpotent approximation of pM,Hq at a in the privileged coordinates
px1, . . . , xnq.
The dilations (3.1) are group automorphisms of the Lie group Gpaq. In addition, let gpaq be
graded nilpotent Lie algebra obtained by equipping TRnp0q » Rn with the Lie bracket given by
rBi, Bjs “
$&%
ÿ
wk“wi`wj
LkijpaqBk if wi ` wj ď r,
0 otherwise
It follows from (4.2) that the Lie algebra TGpaqp0q is precisely gpaq. Conversely, we have the
following result.
Proposition 4.5 ([20]). Let G be a nilpotent Lie group built out of Rn. Then G provides us with
the nilpotent approximation of pM,Hq in some privileged coordinates at a adapted to pX1, . . . , Xnq
if and only if the following two conditions are satisfied:
(i) The dilations (3.1) are group automorphisms of G.
(ii) The Lie algebra TGp0q of G agrees with gpaq.
We refer to [20] for the explicit constructions of examples of groups satisfying the properties
(i)–(ii). When r “ 2 these examples provide us with all the nilpotent approximations at a given
point. In general, this shows that the nilpotent approximation encompasses a very large class of
groups, and so this process is very sensitive to the choice of the privileged coordinates.
4.2. Coordinate description of GMpaq. Let U0 be the domain of the H-frame pX1, . . . , Xnq.
By Remark 2.9 there are functions Lkijpxq P C
8pU0q, wk ď wi ` wj , given by the commutator
relations (2.10). As mentioned in Remark 2.12, the H-frame pX1, . . . , Xnq gives rise to a graded
basis pξ1paq, . . . , ξnpaqq of gMpaq, where ξjpaq be the class of Xjpaq in gwjMpaq. This graded basis
defines a global system of coordinates on gMpaq “ GMpaq. In these coordinates the dilations (2.2)
are given by (3.1). Moreover, as explained in, e.g., [20], the product law of GMpaq can be described
as follows.
Let ξ “
ř
xiξipaq, xj P R, be an element of gMpaq. The matrix Aapxq “ pAapxqkjq1ďk,jďn of
the adjoint endomorphism adξ with respect to the basis pξ1paq, . . . , ξnpaqq is given by
Aapxqkj “
$&%
ÿ
wi`wj“wk
Lkijpaqxi if wj ă wk,
0 otherwise.
In particular, this matrix is nilpotent and lower-triangular. Combining this with (2.4) shows that,
in the coordinates defined by the basis pξ1paq, . . . , ξnpaqq, the product of GMpaq is given by
(4.3) x ¨ y “
ÿ
ně1
p´1qn`1
n
ÿ
α,βPNn
0
αj`βjě1
p|α| ` |β|q´1
α!β!
Aapxq
α1Aapyq
β1 ¨ ¨ ¨Aapxq
αnAapyq
βn´1y.
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Therefore, for k “ 1, . . . , n, we have
(4.4) px ¨ yqk “ xk ` yk `
1
2
ÿ
wi`wj“wk
Lkijpaqxiyj `
ÿ
xαy`xβy“wk
|α|`|β|ě3
Bkαβ pLpaqqx
αyβ,
where the coefficients BkαβpLpaqq are universal polynomials in the structure constants L
l
pqpaq,
wp ` wq “ wl, (see [21]). The quadratic terms (resp., super-quadratic terms) appear only when
wk ě 2 (resp., wk ě 3).
Definition 4.6. The graded nilpotent Lie group Gpaq is Rn equipped with the group law (4.3).
Remark 4.7. As (4.4) shows, the group law of Gpaq only depends on the structure constants Lkijpaq,
wi`wj “ wk. In particular, Gpaq only depends on the jets of the H-frame pX1, . . . , Xnq at x “ a.
We summarize the previous discussion in the following.
Proposition 4.8. Let pξ1paq, . . . , ξnpaqq be the graded basis of gMpaq defined by the H-frame
pX1, . . . , Xnq. Then it defines a global system of coordinates that identifies the tangent group
GMpaq with the graded nilpotent Lie group Gpaq.
It is immediate from (4.4) that the dilations (3.1) are group automorphisms of Gpaq. For
j “ 1, . . . , n, let Xaj be the left-invariant vector field on Gpaq that agrees with Bj at x “ 0. In
addition, let pǫ1, . . . , ǫnq be the canonical basis of R
n. We shall regard the vectors ǫj as elements
of Nn
0
. Using (4.3) it then can be shown that
(4.5) Xaj pxq “ Bj `
1
2
ÿ
wi`wj“wk
LkijpaqxiBk `
ÿ
xαy`wj“wk
|α|ě2
Bkαǫj pLpaqqx
αBk.
It follows from this that the vector fields Xa
1
, . . . , Xan satisfy the commutator relations (4.2). This
implies that the Lie algebra of Gpaq is gpaq.
4.3. Carnot coordinates. As mentioned above, the dilations (3.1) are group automorphisms of
Gpaq. Moreover, its Lie algebra is gpaq. Therefore, by Proposition 4.5 the graded nilpotent Lie
group Gpaq provides us with the nilpotent approximation of pM,Hq at a in suitable systems of
privileged coordinates. These systems of coordinates were the main object of study of [21]. They
can be described as follows.
Definition 4.9 ([21]). Let px1, . . . , xnq be local coordinates centered at a with range U Ă R
n.
We say that px1, . . . , xnq are Carnot coordinates at a adapted to the H-frame pX1, . . . , Xnq when
(i) They are linearly adapted at a to pX1, . . . , Xnq.
(ii) For j “ 1, . . . , n and as tÑ 0, we have
(4.6) twjδ˚t Xj “ X
a
j `Optq in X pUq.
where Xaj is given by (4.5).
Remark 4.10. As Xaj is homogeneous of degree ´wj , we know by Proposition 3.8 that the asymp-
totics (4.6) implies that Xj has weight ´wj . Therefore, Carnot coordinates are just privileged
coordinates such that, for j “ 1, . . . , n, the model vector field of Xj is X
a
j .
Proposition 4.11 ([21]). Let px1, . . . , xnq be privileged coordinates at a adapted to pX1, . . . , Xnq.
Then px1, . . . , xnq are Carnot coordinates if and only if in these coordinates the nilpotent approx-
imation of pM,Hq at a is given by the graded nilpotent group Gpaq.
In other words, the Carnot coordinates are precisely the privileged coordinates at a adapted to
pX1, . . . , Xnq in which we have a natural identification between the nilpotent approximation and
the tangent group GMpaq. In addition, the group Gpaq only depends on the structure constants
Lkij , wi ` wj “ wk (cf. Remark 4.7). Therefore, the Carnot coordinates provides us with a class
of systems of privileged coordinates in which the nilpotent approximation is independent of the
choice of the coordinate system in that class.
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Example 4.12. When r “ 1 any system of linearly adapted coordinates is a system of Carnot
coordinates (see [21]).
Example 4.13. If pM,Hq is a contact manifold, then any system of Darboux coordinates centered
at a given point a PM is a system of Carnot coordinates at a (see [21]).
Example 4.14. On any Carnot manifold the canonical coordinates of the 1st kind of Goodman [35]
and Rothschild-Stein [64] are given by the inverse of the diffeomorphism,
(4.7) V Q x ÝÑ exppx1X1 ` . . .` xnXnqpaq P V0,
where V is a sufficiently small open neighborhood of the origin and V0 is an open neighborhood of
a. It is shown in [21] that these coordinates are Carnot coordinates at a adapted to pX1, . . . , Xnq.
Remark 4.15. In general the polynomial privileged coordinates of Bella¨ıche [11] are not Carnot
coordinates. Moreover, in step r ě 2 the canonical coordinates of the 2nd kind of Bianchini-
Stefani [12] and Hermes [38] are never Carnot coordinates (see [21]).
Remark 4.16. Let px1, . . . , xnq be privileged coordinates at a adapted to pX1, . . . , Xnq. They
always can be converted into Carnot coordinates (see [21]). More precisely, for j “ 1, . . . , n, let
X
paq
j be the model vector field of Xj . We then obtain Carnot coordinates by means of the change
of variables provided by the diffeomorphism,
R
n Q x ÝÑ exp
´
x1X
paq
1
` ¨ ¨ ¨ ` xnX
paq
n
¯
P Rn,
where exppx1X
paq
1
` ¨ ¨ ¨ ` xnX
paq
n q :“ exprtpx1X
paq
1
` ¨ ¨ ¨ ` xnX
paq
n qsp0q|t“1. Thanks to the ho-
mogeneity of the vector fields Xj this diffeomorphism is defined on all R
n and is w-homogeneous
(see, e.g., [20]).
4.4. The ε-Carnot coordinates. In what follows we will make use of a special type of polynomial
Carnot coordinates.
Proposition 4.17 ([21]). Let px1, . . . , xnq be local coordinates near a. There is a unique polyno-
mial change of coordinates xÑ εapxq such that
(i) This provides us with Carnot coordinates at a adapted to the H-frame pX1, . . . , Xnq.
(ii) The map εapxq is of the form εˆ ˝ T pxq, where T pxq is an invertible affine map such that
T pxpaqq “ 0, and εˆpxq is a polynomial diffeomorphism whose components εˆkpxq, k “
1, . . . , n, are of the form,
(4.8) εˆkpxq “ xk `
ÿ
xαyďwk
|α|ě2
dkαx
α, dkα P R.
Definition 4.18. The Carnot coordinates provided by the change of coordinates x Ñ εapxq are
called ε-Carnot coordinates. The map εa : R
n Ñ Rn is called the ε-Carnot coordinate map.
The ε-Carnot coordinates are obtained by converting to Carnot coordinates the polynomial
privileged coordinates of Bella¨ıche [11] (and their extension to Carnot manifolds in [20]) by means
of the w-homogeneous change of variables described in Remark 4.16. As a result we have an
effective construction of Carnot coordinates. The coefficients of the matrix of the affine map T
and the coefficients dkα in (4.8) are universal polynomial in the partial derivatives of the coefficients
of the vector fields Xj , j “ 1, . . . , n, in the original local coordinates (see [21]). In particular, we
have the following smoothness result.
Proposition 4.19 ([21]). The maps px, yq Ñ εxpyq and px, yq Ñ ε
´1
x pyq are smooth maps from
U ˆ Rn to Rn.
Remark 4.20 ([21]). The ε-Carnot coordinates form the building block of all systems of Carnot co-
ordinates. More precisely, the systems of Carnot coordinates at a that are adapted to pX1, . . . , Xnq
are exactly the coordinates systems arising from local charts of the form pid`Θq ˝ εκpaq ˝ κ, where
κ is an arbitrarily local chart near a and Θpxq is Owp}x}
w`1q near x “ 0. Incidentally, given
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any system of local Carnot coordinates px1, . . . , xnq at a that are adapted to pX1, . . . , Xnq, a
change of coordinates x Ñ φpxq produces the same kind of Carnot coordinates if and only if
φpxq “ x`Owp}x}
w`1q near x “ 0.
It is worth looking at the construction of the ε-Carnot coordinates in the special case of a graded
nilpotent group G with unit e. The Lie algebra g :“ TGpeq then has a grading g “ g1 ‘ ¨ ¨ ¨ ‘ gr
which is compatible with its Lie bracket. This grading defines a left-invariant Carnot filtration
H “ pH1, . . . , Hrq. Let pξ1, . . . , ξnq be a graded basis of g, in the sense that ξj P gwj for j “
1, . . . , n. For j “ 1, . . . , n, we let Xj be left-invariant vector field on G such that Xjpeq “ ξj . This
yields a (global) left-invariant H-frame pX1, . . . , Xnq of TG.
As G is a connected simply connected nilpotent Lie group, the exponential map exp : g Ñ G is
a global diffeomorphism. Thus, we define a global diffeomorphism expX : R
n Ñ G by letting
expXpxq “ exppx1ξ1 ` ¨ ¨ ¨ ` xnξnq
“ exp rt px1X1 ` ¨ ¨ ¨ ` xnXnqs peq|t“1, x P R
n.(4.9)
This defines a global system of coordinates on G. These coordinates are the standard canonical
coordinates of the first kind onG. They identifyG with Rn equipped with the Dynkin product (4.3)
associated with the structure constants of g with respect to the graded basis pξ1, . . . , ξnq.
Proposition 4.21. In the canonical coordinates given by (4.9) we have
εypxq “ p´yq ¨ x “ y
´1 ¨ x for all x, y P Rn.
Remark 4.22. Given a P G, let λa : G Ñ G be the left-multiplication by a. Proposition 4.21
implies that the global chart pλa ˝ expXq
´1 : GÑ Rn provides us with ε-Carnot coordinates at a
adapted to pX1, . . . , Xnq (see [21]).
For general Carnot manifolds we have an asymptotic version of Proposition 4.21 in the sense
that, in Carnot coordinates at a, the ε-Carnot coordinate map is osculated by the group law of
the tangent group GMpaq. To make this precise we endow Rn ˆ Rn with the dilations,
t ¨ px, yq “ pt ¨ x, t ¨ yq, x, y P Rn, t P R.
We also assume that we are given a pseudo-norm } ¨ } : Rn ˆRn Ñ r0,8q that satisfies (3.3) with
respect to these dilations. For instance, we may take
}px, yq} “ |x1|
1
w1 ` |y1|
1
w1 ` ¨ ¨ ¨ ` |xn|
1
wn ` |yn|
1
wn , x, y P Rn.
The pseudo-norm } ¨ } on Rn ˆ Rn enables us to speak about Owp}px, yq}
w`mq-maps in the same
way as in Definition 3.2. In particular, if Θpx, yq “ pΘ1px, yq, . . . ,Θnpx, yqq is a smooth map from
U to Rn, where U is an open neighborhood of p0, 0q P Rn ˆ Rn, then Θpx, yq “ Owp}px, yq}
w`mq
near px, yq “ p0, 0q if and only if Θjpx, yq “ Op}px, yq}
wj`mq for j “ 1, . . . , n. We then have the
following approximation result.
Proposition 4.23 ([21]). Let px1, . . . , xnq be Carnot coordinates at a that are adapted to the
H-frame pX1, . . . , Xnq. Then, near px, yq “ p0, 0q, we have
εypxq “ p´yq ¨ x`Ow
`
}px, yq}w`1
˘
,(4.10)
ε´1y pxq “ y ¨ x`Ow
`
}px, yq}w`1
˘
,(4.11)
where ¨ is the group law of Gpaq (i.e., the group law of GMpaq under the identification described
above).
Remark 4.24. As we shall see, Proposition 4.23 will be an important ingredient in the construction
of tangent groupoid of a Carnot manifold in Section 9. It is also an important ingredient in the
construction of a full symbolic calculus for hypoelliptic pseudodifferential operators on Carnot
manifolds in [22].
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5. The Carnot Differential of a Carnot Manifold Map
In this section, we show that the differential of any Carnot manifold map induces a smooth
group bundle map between the tangent group bundles. We will see later that this map is the
natural generalization to the setup of general Carnot manifolds of the Pansu derivative [60] for
maps between nilpotent graded groups.
Throughout this section we let pM,Hq and pM 1, H 1q be step r Carnot manifolds with respective
Carnot filtrations H “ pH1, . . . , Hrq and H
1 “ pH 1
1
, . . . , H 1rq. We set n “ dimM and n
1 “ dimM 1,
and let pw1, . . . , wnq and pw
1
1, . . . , w
1
n1q be the respective weight sequences of pM,Hq and pM
1, H 1q.
In addition, we let φ :M ÑM 1 be a Carnot manifold map in the sense of Definition 2.4. That is,
φ is a smooth map such that φ1pxq pHwpxqq Ă H
1
wpφpxqq for all x PM and w “ 1, . . . , r.
Lemma 5.1. For w “ 1, . . . , r, the differential φ1 : TM Ñ TM 1 induces a smooth vector bundle
map φˆ1rws : gwM Ñ gwM
1 that covers φ.
Proof. Let a P M and set a1 “ φpaq. As φ is a Carnot manifold map, for w “ 1, . . . , r, its
differential φ1paq maps the subspace Hwpaq to H
1
wpa
1q, and so it descends to a linear map φˆ1rwspaq :
gwMpaq Ñ gwM
1pa1q. We get a bundle map φˆ1rws : gwM Ñ gwM
1 which covers φ. It remains to
show that this map is smooth.
Let pX1, . . . , Xnq be an H-frame over an open neighborhood U of a and pX
1
1
, . . . , X 1n1q an H
1-
frame over an open neighborhood U 1 of a1 with φpUq Ă U 1. Then tXj;wj ď wu and tX
1
k;w
1
k ď wu
are smooth local frames of Hw and Hw1 , respectively. Here φ
1 : TM Ñ TM 1 is a smooth vector
bundle map that sends Hwpxq to H
1
wpφpxqq for every x P M . Therefore, there are functions
cjkpxq P C
8pUq, w1k ď wj , such that, for j “ 1, . . . , n, we have
(5.1) φ1pxq pXjpxqq “
ÿ
w1
k
ďwj
cjkpxqX
1
k pφpxqq for all x P U.
For j “ 1, . . . , n and x P U , let ξjpxq be the class of Xjpxq in gwjMpxq. Then tξj ;wj “ wu is a
smooth frame of gwM over U . Likewise, we have a smooth frame tξ
1
k;w
1
k “ wu of gwM
1 over U 1,
where ξ1kpx
1q is the class of X 1kpxq in gwM
1 for all x1 P U 1. By construction φˆ1rwspxqpξjpxqq is the
class of φ1pxqpXjpxqq in gwjM
1pxq. Combining this with (5.1) gives
(5.2) φˆ1rwspxqpξjpxqq “
ÿ
w1
k
“wj
cjkpxqξ
1
k pφpxqq for all x P U.
As the coefficients cjkpxq are smooth, this shows that the map φˆ
1
rws : gM Ñ gM
1 is smooth. The
proof is complete. 
Using the gradings gM “ g1M ‘ ¨ ¨ ¨ ‘ grM and gM
1 “ g1M
1 ‘ ¨ ¨ ¨ ‘ grM
1, we can form the
direct sum of the bundle maps φˆ1rws, w “ 1, . . . , r, to get a smooth bundle map φˆ
1 : gM Ñ gM 1
which covers φ, so that we have
φˆ1pxq “ φˆ1r1spxq ‘ ¨ ¨ ¨ ‘ φˆ
1
rrspxq for all x PM.
Since at the manifold level GM “ gM and GM 1 “ gM 1, we may also regard φˆ1 as a smooth bundle
map from GM to GM 1. Moreover, as the construction of φˆ1 is compatible with the gradings we
see that, with respect to the dilations (2.2), we have
(5.3) φˆ1paqpt ¨ ξq “ t ¨
´
φˆ1paqξ
¯
for all pa, ξq P GM and t P R.
Recall that the dilations (2.2) are group automorphisms (cf. Remark 2.26).
Definition 5.2. The map φˆ1 : GM Ñ GM 1 is called the Carnot differential of φ. For every
a PM , the map φˆ1paq : GMpaq Ñ GM 1pφpaqq is called the Carnot differential of φ at a .
We have the following chain rule for Carnot differentials.
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Proposition 5.3. Let ψ : M 1 Ñ M2 be a Carnot manifold map, where pM2, H2q is a Carnot
manifold of step r. Then, for all a PM , we have{pψ ˝ φq1paq “ ψˆ1 pφpaqq ˝ φˆ1paq.
Proof. Let a P M and set a1 “ φpaq and a2 “ ψ ˝ φpaq. Given ξ P gwMpaq, w “ 1, . . . , r,
let X P Hwpaq represent ξ in gwMpaq. By construction φ
1paqX represents φˆ1paqξ in gwM
1pa1q,
and so ψ1pa1qpφ1paqpXqq represents ψˆ1pa1qpφˆ1paqξq in gwM
2pa2q. Likewise, pψ ˝ φq1paqX represents{pψ ˝ φq1paqξ in gwM2pa2q. As pψ˝φq1paq “ ψ1pa1q˝φ1paq, we see that {pψ ˝ φq1paqξ “ ψˆ1pa1qpφˆ1paqξq.
This gives the result. 
Proposition 5.4. For every a PM , the Carnot differential φˆ1paq is a Lie algebra map from gMpaq
to gM 1pφpaqq and a group map from GMpaq to GM 1pφpaqq.
Proof. Let a P M and set a1 “ φpaq. As GMpaq (resp., GM 1pa1q) is just gMpaq (resp., gM 1pa1q)
equipped with the Dynkin product (2.4), we only have to prove the compatibility of φˆ1paq with
the Lie brackets of gMpaq and gM 1pa1q. We shall first establish the result when φ has a smooth
left-inverse ψ :M 1 ÑM , i.e., ψ ˝ φ “ id. In particular, the map φ is a smooth embedding.
Claim. For w “ 1, . . . , r, there are an open neighborhood U of a in M and an open neighborhood
U 1 of φpUq in M 1, so that, for every section X of Hw over U , there is a section X
1 of H 1w over U
1
such that
(5.4) φ1pxq
“
Xpxq
‰
“ X 1
`
φpxq
˘
for all x P U.
Proof of the claim. Let pX 11, . . . , X
1
m1q be a frame of H
1
w over an open neighborhood U
1
0 of a
1 inM 1
and pX1, . . . , Xmq a frame of Hw over an open neighborhood U0 of a in M . Set U “ U0Xφ
´1pU 1
0
q
and U 1 “ U 1
0
X ψ´1pUq. Then U and U 1 are open neighborhoods of a and a1, respectively. By
definition φpUq Ă U 10 and φpU
1q Ă U . As ψ ˝ ψ “ id we also have φpUq Ă ψ´1pUq, and so φ is
contained in U0 X ψ
´1pUq “ U 1. Furthermore, as φ is a Carnot manifold map, for j “ 1, . . . , n
the vector φ1pxqrXjpxqs is in H
1
wpφpxqq for all x P U . Thus, as in (5.1), there are functions
cjkpxq P C
8pUq, k “ 1, . . . ,m1, such that
(5.5) φ1pxq
“
Xjpxq
‰
“
ÿ
1ďkďm1
cjkpxqX
1
k pφpxqq for all x P U.
Let X be a section of Hw over U . Set Xpxq “
řm
j“1 ajpxqXjpxq, ajpxq P C
8pUq, and let X 1 be
the smooth section of H 1w over U
1 defined by
X 1px1q “
ÿ
1ďjďm
ÿ
1ďkďm1
aj
`
ψpx1q
˘
cjk
`
ψpx1q
˘
X 1kpx
1q, x1 P U 1.
Let x P U . As ψ ˝ φpxq “ x, we have
X 1
`
φpxq
˘
“
ÿ
1ďjďm
ÿ
1ďkďm1
aj pxq cjk pxqX
1
kpx
1q.
Combining this with (5.5) then gives
X 1
`
φpxq
˘
“
ÿ
1ďjďm
aj pxqφ
1pxq
“
Xjpxq
‰
“ φ1pxq
“
Xpxq
‰
.
This proves the claim. 
In what follows, we shall say that a vector field X on an open neighborhood of a and a vector
field X 1 on an open neighborhood of a1 are φ-related near a when they satisfy (5.4) near a. It
follows from the above claim that, given any ξ P gwMpaq, w ď r, we can find a smooth section X
of Hw near a and a smooth section X
1 of H 1w near a
1 such that Xpaq represents ξ in gwMpaq and
X and X 1 are φ-related near a. By construction φˆ1paqpξpaqq is the class of φ1paqrXpaqs in gwMpa
1q.
As φ1paqrXpaqs “ X 1pφpaqq “ X 1pa1q, we then get
(5.6) φˆ1paqpξpaqq “ class of X 1pa1q in gwM
1pa1q.
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Given η P gw1Mpaq, w
1 ď r ´ w, let Y be a smooth section Hw1 near a and Y
1 a smooth
section H 1w1 near a
1 such that Y paq represents ξ in gw1Mpaq and Y and Y
1 are φ-related near a.
As in (5.6) φˆ1paqη is the class of Y 1pa1q in gw1M
1pa1q. The definition of the Lie bracket of g1M”pa1q
then implies that
(5.7)
“
φˆ1paqξ, φˆ1paqη
‰
“ class of rX 1, Y 1spa1q in gw`w1M
1pa1q.
The definition of the Lie bracket of gMpaq ensures that the Lie bracket rξ, ηs is the class of
rX,Y spaq in gwMpaq. As X (resp., Y ) is φ-related to X
1 (resp., Y 1) near a, it follows from [52,
Lemma I.3.10] that rX,Y s and rX 1, Y 1s are φ-related near a. Note that rX,Y s and rX 1, Y 1s are
local sections of Hw`w1 and H
1
w`w1 , respectively. Therefore, as in (5.6) we have
φˆ1paq
`
rξ, ηs
˘
“ class of rX 1, Y 1spa1q in gw`w1M
1pa1q.
Combining this with (5.7) then shows that φˆ1paq
`
rξ, ηs
˘
“
“
φˆ1paqξ, φˆ1paqη
‰
. This proves the com-
patibility of φˆ1paq with the Lie bracket when φ is a left-invertible Carnot manifold map.
Suppose now that φ : M Ñ M 1 is an arbitrary Carnot manifold map. We reduce to the left-
invertible case as follows. Set M˜ “MˆM 1 and a˜ “ pa, a1q. Let π1 : M˜ ÑM and π2 : M˜ ÑM
1 be
the first factor and second factor projections. The differential π11 (resp., π
1
2) induces a vector bundle
isomorphism from the normal bundle kerπ1
2
(resp., kerπ1
1
) onto π˚
1
TM (resp., π˚
2
TM 1), and so we
get a natural vector bundle identification between TM “ kerπ1
2
‘ kerπ1
1
and π˚
1
TM ‘ π˚
2
TM 1.
Define
H˜w “ π
˚
1
Hw ‘ π
˚
2
H 1w, w “ 1, . . . , r,
where π˚
1
Hw (resp., π
˚
2
H 1w) is seen as a sub-bundle of kerπ
1
2
(resp., kerπ1
1
). If w ` w1 ď r, then
(5.8)
“
H˜w, H˜w1
‰
“ π˚
1
rHw, Hw1s ‘ π
˚
2
rH 1w, H
1
w1s Ă π
˚
1
Hw`w1 ‘ π
˚
2
H 1w`w1 “ H˜w`w1 .
This shows that H˜ :“ pH˜1, . . . , H˜rq is a Carnot filtration, and so pM˜, H˜q is a Carnot manifold.
The projections π1 : M˜ ÑM and π2 : M˜ ÑM
1 are both Carnot manifold maps. Furthermore,
thanks to (5.8) we have a Lie algebra isomorphism,
πˆ11pa˜q ‘ πˆ
1
2pa˜q : gM˜pa˜q
„
ÝÑ gMpaq ‘ gM 1pa1q.
Incidentally, the Carnot differentials πˆ1
1
pa˜q : gM˜pa˜q Ñ gMpaq and πˆ1
2
pa˜q : gM˜pa˜q Ñ gM 1pa1q are
both Lie algebra maps.
Let Φ : M Ñ M˜ be the smooth map defined by
Φpxq “ px, φpxqq , x PM.
Given any x PM , for w “ 1, . . . , r, we have
Φ1pxq
`
Hwpxq
˘
“ Hwpxq ‘ φ
1pxq
`
Hwpxq
˘
Ă Hwpxq ‘Hwpφpxqq “ H˜wpΦpxqq.
This shows that Φ is a Carnot manifold map. As π1 ˝Φ “ id, we also see that Φ is has smooth left-
inverse. Therefore, by the first part of the proof the Carnot differential pΦ1pa˜q : gMpaq Ñ gM˜pa˜q
is a Lie algebra map.
Note that φ “ π2 ˝ Φ, and so by Proposition 5.3 we have φˆ
1paq “ πˆ1
2
pa˜q ˝ Φˆ1paq. As Φˆ1paq :
gMpaq Ñ gM˜pa˜q and πˆ12pa˜q : gM˜pa˜q Ñ gM
1pa1q are both Lie algebra maps, we then deduce that
φˆ1paq : gMpaq Ñ gM 1pa1q is a Lie algebra map. As mentioned above, this implies that φˆ1paq is
compatible with the product laws of GMpaq and GM 1pa1q. The proof is complete. 
Combining Proposition 5.3 and Proposition 5.4 leads us to the following functoriality result.
Proposition 5.5. The assignment pM,Hq Ñ GM is a functor from the category of (step r)
Carnot manifolds to the category of smooth bundles of (step r) graded nilpotent Lie groups.
In particular, in the case of Carnot diffeomorphisms we have the following statement.
Proposition 5.6. Suppose that φ :M ÑM 1 is a Carnot diffeomorphism. Then, for every a PM ,
the Carnot differential φˆ1paq is a group isomorphism from GMpaq onto GM 1pφpaqq such that
φˆ1paq´1 “{pφ´1q1 pφpaqq .
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Remark 5.7. It is not necessary to require the map φ to be smooth to be able to define its Carnot
differential at a given point a P M . We only need φ to be differentiable at a in such a way its
differential φ1paq maps Hjpaq to H
1
jpφpaqq for j “ 1, . . . , n. The proof of Proposition 5.4 requires
some extra regularity, but its arguments still go through when φ is C2 near the point a. Thus, at
least under this regularity assumption, the Carnot differential φˆ1paq is a group map. It would be
interesting to obtain this property under a weaker regularity assumption.
6. Carnot Differential and Tangent Approximation
In this section, we show that, in Carnot coordinates, any Carnot manifold map is approximated
in a very precise way by its Carnot differential. This result recasts in a differentiable context and
extends to Carnot manifold maps between general Carnot manifolds the approximation results
of Pansu [60] for locally Lipschitz continuous maps and quasi-conformal maps between Carnot
groups, and their generalizations to quasi-conformal maps between ECC manifolds by Margulis-
Mostow [47].
Throughout this section we let φ : M Ñ M 1 be a Carnot manifold map, where pM,Hq and
pM 1, H 1q are step r Carnot manifolds. We shall keep using the notation of the previous section.
We also let a P M and set a1 “ φpaq. In addition, we let pX1, . . . , Xnq be an H-frame on an
open neighborhood U0 of a and pX
1
1
, . . . , X 1nq an H
1-frame on an open neighborhood U 1
0
of a1
containing φpU0q. As in (5.1) the fact that φ is a Carnot manifold map ensures us there are
functions cjkpxq P C
8pU0q, w
1
k ď wj , such that on U0 we have
(6.1) φ1pxq pXjpxqq “
ÿ
w1
k
ďwj
cjkpxqX
1
k pφpxqq , j “ 1, . . . , n.
As in Remark 2.12, the H-frame pX1, . . . , Xnq gives rise to a graded basis pξ1paq, . . . , ξnpaqq of
gMpaq, where ξjpaq is the class of Xjpaq in gwjMpaq. This graded basis defines a global system of
coordinates that identifies the tangent group GMpaq with the graded nilpotent Lie group Gpaq.
This group is obtained by endowing Rn with the Dynkin product (4.3) associated with the structure
constants Lkijpaq, wi ` wj “ wk, defined by the commutator relations (2.9).
Likewise, the commutator relations (2.9) for X 1
1
, . . . , X 1n1 uniquely defines coefficients L˜
k
ijpx
1q in
C8pU 1
0
q with w1k ď w
1
i ` w
1
j . Let G
1pa1q be the graded nilpotent Lie group obtained by equipping
Rn
1
with the Dynkin product (4.3) associated with the coefficients L˜kijpa
1q, w1i ` w
1
j “ w
1
k. As
above, the H 1-frame pX 1
1
, . . . , X 1n1q gives rise to a graded basis pξ
1
1
pa1q, . . . , ξ1n1pa
1qq of gM 1pa1q
which defines a system of coordinates that identifies GM 1pa1q with G1pa1q.
The Carnot differential φˆ1paq is a Lie group map from GMpaq to GM 1pa1q. Using the identifi-
cations described above we may regard it as a Lie group map,
(6.2) φˆ1paq : Gpaq ÝÑ G1pa1q.
Note that (5.3) implies that the above map is w-homogeneous. Recall also that φˆ1paq was originally
defined as a linear map from gMpaq “ GMpaq to gM 1pa1q “ GM 1pa1q. Therefore, under the
identification (6.2) above we obtain a w-homogeneous linear map from Rn “ Gpaq to Rn
1
“ G1pa1q.
In particular, the map (6.2) is given by an n1 ˆ n-matrix pφˆ1kjpaqq. In fact, it follows from (5.2)
that we have
φˆ1kjpaq “
"
cjkpaq if wj “ w
1
k,
0 otherwise.
In what follows, we let px1, . . . , xnq be privileged coordinates at a adapted to pX1, . . . , Xnq with
range U . We also let px1
1
, . . . , x1n1q be privileged coordinates at a
1 adapted to pX1, . . . , Xn1q with
range U 1 Ą φpUq. In these coordinates the map φ then appears as a smooth map from U to U 1.
Note that U and U 1 are open neighborhoods of the origins of Rn and Rn
1
, respectively.
In the coordinates px1, . . . , xnq, for j “ 1, . . . , n, we may write
Xjpxq “
ÿ
1ďlďn
bXjppxqBxp , b
X
jppxq P C
8pUq.
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Likewise, in the coordinates px11, . . . , x
1
n1q, for k “ 1, . . . , n
1, we have
X 1kpx
1q “
ÿ
1ďlďn1
bX
1
kq px
1qBx1q , b
X1
kq px
1q P C8pU 1q.
If we regard the coefficients cjkpxq, w
1
k ď wj , in (6.1) as smooth functions on U , then in terms
of the coefficients bXjppxq and b
X1
kq px
1q above the relations (6.1) imply that, for j “ 1, . . . , n and
k “ 1, . . . , n1, we have
(6.3)
ÿ
1ďpďn
bXjppxqBxpφqpxq “
ÿ
w1
k
ďwj
cjkpxqb
X1
kq pφpxqq , x P U.
Lemma 6.1. There is a w-homogeneous polynomial map φ˜ : Rn Ñ Rn
1
such that
(6.4) φpxq “ φ˜pxq `Owp}x}
w`1q near x “ 0,
Proof. Proposition 3.4 and Remark 3.6 it is enough to show that φpxq “ Owp}x}
wq near x “ 0. We
also know by Lemma 3.3 that φpxq “ Owp}x}
wq near x “ 0 if and only if, for every q “ 1, . . . , n1,
the component φqpxq has weight ě w
1
q. That is, we have
(6.5) Bαxφqp0q “ 0 whenever w
1
q ´ xαy ą 0.
Therefore, we only need to establish (6.5) to prove the lemma. We shall prove (6.5) by induction
on |α|. Let us say that (6.5) holds up to order m when it holds for every multi-order α such that
w1q ´ xαy ą 0 and |α| ď m. We note that it holds up to order 0 since φp0q “ 0.
It remains to show that if (6.5) holds up to order m, then it holds up to order m` 1. To reach
this end we observe that, as the coordinates px1, . . . , xnq are privileged coordinates at a adapted
to the H-frame pX1, . . . , Xnq, we know that the vector field Xj has weight ´wj and agrees with
Bxj at x “ 0. The former property means that each coefficient b
X
jppxq has weight ě wp ´ wj .
Therefore, we see that, for j “ 1, . . . , n and p “ 1, . . . , n, we have
(6.6) bXjpp0q “ δjp and B
α
x b
X
jpp0q “ 0 whenever wp ´ wj ´ xαy ą 0.
Likewise, for k “ 1, . . . , n1 and q “ 1, . . . , n1, we have
(6.7) bX
1
kq p0q “ δkq and B
α
x1b
X1
kq p0q “ 0 whenever w
1
q ´ w
1
k ´ xαy ą 0.
Suppose now that (6.5) holds up to orderm. Given j P t1, . . . , nu and q P t1, . . . , n1u, let α P Nn
0
be such that w1q ´ wj ´ xαy ą 0 and |α| ď m. Using the equality b
X
jpp0q “ δjp, we see that the
partial derivative of order α at x “ 0 of the l.h.s. of (6.3) is equal to
Bαx Bxjφqp0q `
ÿ
β`γ“α
γ‰α
ˆ
α
β
˙
Bβxb
X
jpp0qB
γ
xBxpφqp0q.
We claim that in the summation above each term Bβxb
X
jpp0qB
γ
xBxpφqp0q is zero. To see this we
observe that
pwp ´ wj ´ xβyq ` pw
1
q ´ wp ´ xγyq “ w
1
q ´ wj ´ xαy ą 0.
Therefore, at least one the integers wp´wj ´xβy or w
1
q ´wp´xγy must be positive. If the former
is positive, then (6.6) ensures us that Bβxb
X
jpp0q “ 0. If w
1
q ´wp ´ xγy ą 0, then, as γ ‰ α, we have
|γ| ` 1 ď p|α| ´ 1q ` 1 ď m. As (6.5) holds up to order m, we see that BγxBxpφqp0q “ 0. In any
case Bβxb
X
jqp0qB
γ
xBxpφqp0q must be zero. We then deduce that the partial derivative of order α at
x “ 0 of the l.h.s. of (6.3) is equal to BαxBxjφqp0q.
Bearing this in mind, the partial derivative of order α at x “ 0 of the r.h.s. of (6.3) is equal to
(6.8)
ÿ
β`γ“α
w1kďwj
ˆ
α
β
˙
Bβxcjkp0qB
γ
xpb
X1
kq ˝ φqp0q.
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Claim. Let γ P Nn0 and b P C
8pU 1q. Then Bγxpb˝φqpxq is a linear combination of terms of the form
(6.9) Bγ1x φq1pxq ¨ ¨ ¨ B
γℓ
x φqℓpxqpBx1q1 ¨ ¨ ¨ Bx
1
qℓ
bqpφpxqq,
where ℓ ranges over t0, . . . , |γ|u, the integers q1, . . . , qℓ range over t1, . . . , n
1u and pγ1, . . . , γℓq ranges
over all p-tuples in pNn
0
qp such that γ1 ` ¨ ¨ ¨ ` γℓ “ γ.
Proof. This claim can be obtained as a by-product of the multivariate higher-order chain rule
(a.k.a. multivariate Faa` di Bruno formula). For our purpose we don’t need the precise expressions
of the coefficients of the various terms (6.9). We thus can proceed to prove the claim by induction
on |γ| as follows. Let us say that a term of the form (6.9) has order m, with m “ |γ|. We note that
the claim at order 1 is an immediate consequence of the multivariate chain rule. Furthermore,
this rule also implies that if we apply a partial derivative Bxi to a term of the form (6.9), then
we get a sum of terms of the form (6.9) of the next order. Thus, if the claim is true at a given
order m, then it is true at order m` 1. It then follows that it holds at any order. This proves the
claim. 
Thanks to the claim above we know that in (6.8) each partial derivative Bγxpb
X1
kq ˝ φqp0q is a
linear combination of terms of the form,
(6.10) Bγ1x φq1 p0q ¨ ¨ ¨ B
γℓ
x φqℓp0qpBx1q1 ¨ ¨ ¨ Bx
1
qℓ
bX
1
kq qp0q,
where ℓ, q1, . . . , qℓ, γ1, . . . , γℓ are as in (6.9). We observe that
pw1q1 ´ xγ1yq ` ¨ ¨ ¨ ` pw
1
qℓ
´ xγℓyq ` pw
1
q ´ w
1
k ´ pw
1
q1
` ¨ ¨ ¨ ` w1qℓqq
“ w1q ´ w
1
k ´ xγy ě w
1
q ´ wj ´ xαy ą 0.
Therefore, at least one of the numbers w1qs ´xγsy, s “ 1, . . . , ℓ, or w
1
q´w
1
k´pw
1
q1
`¨ ¨ ¨`w1qℓq must
be positive. If w1qs´xγsy ą 0, then, as |γs| ď |γ| ď |α| ď m, the induction assumption implies that
Bγsx φqsp0q “ 0. If w
1
q ´w
1
k ´pw
1
q1
` ¨ ¨ ¨`w1qℓq ą 0, then (6.7) implies that pBx1q1 ¨ ¨ ¨ Bx
1
qℓ
bX
1
kq qp0q “ 0.
In any case we see that all the terms (6.10) vanish, and hence Bγxpb
X1
kq ˝ φqp0q “ 0. It then follows
that the partial derivative of order α at x “ 0 of the r.h.s. of (6.3) is zero. As the partial derivative
of order α at x “ 0 of the l.h.s. agrees with Bαx Bxjφqp0q, we deduce that
Bαx Bxjφqp0q “ 0 whenever wq ´ xαy ´ wj ą 0 and |α| ď m.
This proves that (6.5) holds up to order m` 1. The proof is complete. 
We shall now identify φ˜pxq. In what follows, we denote by Gpaq the nilpotent approximation
of pM,Hq at a in the privileged coordinates px1, . . . , xnq and, for j “ 1, . . . , n, we let X
paq
j be the
model vector field of Xj at a in these coordinates. Likewise, we denote by G
1pa1q the nilpotent
approximation of pM 1, H 1q at a1 in the privileged coordinates px11, . . . , x
1
n1q and, for k “ 1, . . . , n
1,
we let X
1pa1q
k be the model vector field of X
1
k at a
1 in these coordinates. As in (4.9) we define the
exponential maps expXpaq : R
n Ñ Rn and expX1pa1q : R
n1 Ñ Rn
1
by
expXpaqpxq “ exp
´
x1X
paq
1
` ¨ ¨ ¨ ` xnX
paq
n
¯
, x “ px1, . . . , xnq P R
n,
expX1pa1qpx
1q “ exp
´
x11X
1pa1q
1
` ¨ ¨ ¨ ` x1n1X
1pa1q
n1
¯
, x1 “ px11, . . . , x
1
n1q P R
n1 .
Note that expXpaq is a w-homogeneous polynomial diffeomorphism. This is also is a Lie group
isomorphism from Gpaq onto Gpaq, since it identifies Gpaq with Rn equipped with the Dynkin
product (4.3). Similarly, expX1pa1q is a w-homogeneous polynomial Lie group isomorphism from
G1pa1q onto G
1pa1q.
Lemma 6.2. We have
(6.11) φ˜ “ expX1pa1q ˝φˆ
1paq ˝ exp´1
Xpaq
.
In addition, φ˜ is a Lie group map from Gpaq to G
1pa1q.
Proof. The proof of (6.11) is based on the following claim.
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Claim. For j “ 1, . . . , n, we have
(6.12) φ˜1pxq
“
X
paq
j pxq
‰
“
ÿ
w1
k
“wj
cjkpaqX
1pa1q
k
`
φ˜pxq
˘
for all x P Rn.
Proof of the Claim. For j “ 1, . . . , n and k “ 1, . . . , n1, set
(6.13) X
paq
j pxq “
ÿ
1ďpďn
b
paq
jp pxqBxp and X
1pa1q
k pxq “
ÿ
1ďqďn1
b
pa1q
kq px
1qBx1q ,
As Xj is a homogenous polynomial vector field of weight ´wj , each coefficient b
paq
jp pxq is a
(weighted) homogeneous polynomial of degree wp ´ wj , and so b
paq
jp pxq “ 0 when wp ă wj . Simi-
larly, each coefficient b
pa1q
kq px
1q is a (weighted) homogeneous polynomial of degree w1q ´ wj , and so
b
pa1q
kq px
1q “ 0 when w1q ă w
1
k.
As px1, . . . , xnq are privileged coordinates at a adapted to pX1, . . . , Xnq, for j “ 1, . . . , n and
as tÑ 0, we have
twjδ˚t Xj “ X
paq
j `Optq in X pUq.
In terms of the coefficients bXjppxq, p “ 1, . . . , n, this implies that, as tÑ 0, we have
(6.14) twj´wpbXjppt ¨ xq “ b
paq
jp pxq `Optq in C
8pUq.
Likewise, for k “ 1, . . . , n1 and q “ 1, . . . , n1, and as tÑ 0, we have
tw
1
k´w
1
qbX
1
kq px
1q “ b
pa1q
kq px
1q `Optq in C8pU 1q.
By Lemma 3.3 this implies that, if we set U 1 “ tpx1, tq P U 1 ˆ R; t ¨ x1 P U 1u, then there are
functions Θkqpx
1, tq P C8pU 1q, k, q “ 1, . . . , n1, such that
(6.15) tw
1
k´w
1
qbX
1
kq pt ¨ x
1q “ b
pa1q
kq px
1q ` tΘkqpx
1, tq for all px1, tq P U 1.
We also observe that (6.4) and Lemma 3.3 imply that, as tÑ 0, we have
(6.16) t´1 ¨ φpt ¨ xq “ φ˜pxq `Optq in C8pU,Rn
1
q.
In particular, we may termwise differentiate the asymptotics and see that, given any x P Rn, for
p “ 1, . . . , n and q “ 1, . . . , n1, we have
(6.17) twp´w
1
qBxpφqpt ¨ xq “ Bxpφ˜qpxq `Optq as tÑ 0.
Moreover, by combining (6.15) and (6.16) we see that, as tÑ 0, we have
tw
1
k´w
1
qbX
1
kq
`
φpt ¨ xq
˘
“ tw
1
k´w
1
qbX
1
kq
“
t ¨
`
t´1 ¨ φpt ¨ xq
˘‰
“ b
pa1q
kq
`
t´1 ¨ φpt ¨ xq
˘
` tΘkq
`
t´1 ¨ φpt ¨ xq, t
˘
(6.18)
“ b
pa1q
kq
`
φ˜pxq
˘
`Optq.
Given x P Rn and t P Rz0 such that t ¨ x P U , substituting t ¨ x for x in (6.3) and multiplying
both sides by twj´w
1
q gives
(6.19)
ÿ
1ďpďn
twj´wpbXjppt ¨ xqt
wp´w
1
qBxpφqpt ¨ xq “
ÿ
w1
k
ďwj
twj´w
1
kcjkpt ¨ xqt
w1k´w
1
qbX
1
kq
“
φpt ¨ xqq
‰
.
Letting tÑ 0 and using (6.14), (6.17) and (6.18) gives
(6.20)
ÿ
1ďpďn
b
paq
jp pxqBxp φ˜qpxq “
ÿ
w1
k
“wj
cjkpaqb
pa1q
kq pφ˜pxqq.
Note that we have
φ˜1pxq
“
X
paq
j pxq
‰
“
ÿ
1ďpďn
b
paq
jp pxqφ˜
1pxqrBxps “
ÿ
1ďqďn1
ÿ
1ďpďn
b
paq
jp pxqBxp φ˜qpxqBx1q .
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Combining this with (6.13) and (6.20) we then obtain
φ˜1pxq
“
X
paq
j pxq
‰
“
ÿ
1ďqďn1
ÿ
w1
k
“wj
cjkpaqb
paq1
kq pφ˜pxqqBx1q “
ÿ
w1
k
“wj
cjkpaqX
1pa1q
k
`
φ˜pxq
˘
.
The claim is thus proved. 
Let us go back to the proof of the lemma. Let x P Rn, and set x1 “ φˆ1paqx. Note that in view
of (6) we have
x1k “
ÿ
0ďjďn
φˆ1paqkjxj “
ÿ
wj“w1k
cjkpaqxj .
For t ě 0, we also set
xptq “ exp
“
t
`
x1X
paq
1
` ¨ ¨ ¨ ` xnX
paq
n
˘‰
p0q, yptq “ exp
“
t
`
x11X
1pa1q
1
` ¨ ¨ ¨ ` xn1X
1pa1q
n1
˘‰
p0q.
By definition xptq and yptq are the solutions of the initial-value problems,
xp0q “ 0, 9xptq “
ÿ
1ďjďn
xjX
paq
j
`
xptq
˘
,(6.21)
yp0q “ 0, 9yptq “
ÿ
1ďkďn1
x1kX
1pa1q
k
`
yptq
˘
“
ÿ
wj“w1k
cjkpaqxjX
1pa1q
k
`
yptq
˘
.(6.22)
Note also that xp1q “ expXpaqpxq and yp1q “ expX1pa1qpx
1q.
We have φ˜pxp0qq “ φ˜p0q “ 0. Moreover, by using (6.12) and (6.21) we see that d
dt
φ˜pxptqq is
equal to
φ˜1pxq
“
9xptq
‰
“
ÿ
1ďjďn
xj φ˜
1pxq
“
X
paq
j
`
xptq
˘‰
“
ÿ
wj“w1k
xjcjkpaqX
1pa1q
k
“
φ˜
`
xptq
˘‰
.
This shows that φ˜pxptqq is a solution of the initial-value problem (6.22), and so it must agree with
yptq for all t ě 0. As φ˜pxp1qq “ φ˜pexpXpaqpxqq and yp1q “ expX1pa1qpx
1q “ expX1pa1qpφˆ
1paqxq we
deduce that
φ˜
`
expXpaqpxq
˘
“ expX1pa1q
`
φˆ1paqx
˘
for all x P Rn.
This proves (6.11).
Finally, recall that φˆ1paq is a Lie group map from Gpaq to G1pa1q. As mentioned above, expXpaq
is a Lie group map from Gpaq to Gpaq and expX1pa1q is a Lie group map from G
1pa1q to G
1pa1q. Thus,
the formula (6.11) immediately implies that φ˜ is a Lie group map from Gpaq to G
1pa1q. The proof
is complete. 
Combining Lemma 6.1 and Lemma 6.2 provides us with the following approximation result.
Proposition 6.3. Let px1, . . . , xnq be privileged coordinates at a adapted to the H-frame pX1, . . . , Xnq
and px1, . . . , xn1q privileged coordinates at a
1 adapted to the H 1-frame pX1, . . . , Xn1q. Then, in these
coordinates, we have
φpxq “ φ˜pxq `Owp}x}
w`1q near x “ 0,
where φ˜pxq is the Lie group map from Gpaq to G
1pa1q given by (6.11).
When px1, . . . , xnq and px1, . . . , x
1
n1q are Carnot coordinates the exponential maps expXpaq and
expX1pa1q are the identity maps on R
n and Rn
1
, respectively. Thus, in this case the Lie group map
φ˜ agrees with φˆ1paq. Therefore, we arrive at the following result.
Theorem 6.4. Let px1, . . . , xnq be Carnot coordinates at a adapted to the H-frame pX1, . . . , Xnq
and px1, . . . , xn1q Carnot coordinates at a
1 adapted to the H 1-frame pX1, . . . , Xn1q. Then, in these
coordinates, we have
φpxq “ φˆ1paqx`Owp}x}
w`1q near x “ 0,
where φˆ1paq is regarded as a w-homogeneous group map from Gpaq to G1pa1q.
Remark 6.5. It is only by working in Carnot coordinates that we obtain an approximation by the
Carnot tangent map φˆ1paq (compare [11, Prop. 5.20]).
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Remark 6.6. In the case of Heisenberg manifolds a version of Theorem 6.4 was obtained for
Heisenberg diffeomorphisms in [61].
Let us mention a couple of corollaries of Theorem 6.4. First, by specializing Theorem 6.4 to
ε-Carnot coordinates leads us to the following corollary.
Corollary 6.7. Let κ be a local chart near a and κ˜ a local chart near a1 “ φpaq. Denote by εκ the
ε-Carnot coordinate map in the local coordinates defined by κ (resp., κ˜) which is associated with
the H-frame pX1, . . . , Xnq (resp., the H
1-frame pX 1
1
, . . . , X 1nq). Then, near x “ 0, we have´
εκ˜κ˜pa1q ˝ κ˜
¯
˝ φ ˝
´
εκκpaq ˝ κ
¯´1
pxq “ φˆ1paqx`Ow
`
}x}w`1
˘
.
Proof. The map pεκ˜
κ˜pa1q ˝ κ˜q ˝ φ ˝ pε
κ
κpaq ˝ κq
´1 is the map φ in the Carnot coordinates defined by
the local charts εκ
κpaq ˝ κ and ε
κ˜
κ˜pa1q ˝ κ˜. The result then follows by applying Theorem 6.4. 
In addition, combining Theorem 6.4 with Lemma 3.3 immediately gives the following result.
Corollary 6.8. Let px1, . . . , xnq be Carnot coordinates at a adapted to the H-frame pX1, . . . , Xnq
and px1, . . . , xn1q Carnot coordinates at a
1 adapted to the H 1-frame pX1, . . . , Xn1q. Denote by U
the range of the coordinates px1, . . . , xnq. Then, in these coordinates and as tÑ 0, we have
(6.23) t´1 ¨ φpt ¨ xq “ φˆ1paqx`Optq in C8pU,Rn
1
q.
In particular, for all x P Rn, we have
(6.24) lim
tÑ0
t´1 ¨ φpt ¨ xq “ φˆ1paqx.
Remark 6.9. We will see in Section 7 that the asymptotics (6.23) leads us to the identification of
the Carnot differential with Pansu derivative in the case of maps between nilpotent graded groups.
More generally, in the setup of ECC manifolds we can identify the Carnot differential with the
differential of Margulis-Mostow [47]. This uses the identification of the tangent group GMpaq as
described in Section 2 with the tangent group of Margulis-Mostow [47, 48], which is defined in
terms of equivalence classes of paths.
Remark 6.10. The equality (6.24) provides us with an alternative definition of the Carnot differ-
ential. It actually allows us to extend the definition of Carnot differential to a larger class of maps
between Carnot manifolds by requiring the existence of the limit in the left-hand side of (6.24).
Using this definition it would be interesting to have a version of the theorem of Rademacher-
Stepanov [66] on the differentiability of locally Lipschitz continuous functions. In the setup of
Carnot groups and ECC manifolds results of Pansu [60] and Margulis-Mostow [47] formulate this
in terms of locally Lipschitz continuity with respect to Carnot-Carathe´odory metrics. For general
Carnot manifolds we don’t have such metrics. Nevertheless, for map φ :M ÑM 1 between general
Carnot manifolds it seems natural to replace local Lipschitz continuity by requiring that, in any
Carnot coordinates at a and at a1 “ φpaq, we have
φpxq “ Ow p}x}
wq near x “ 0,
where the bounds of the asymptotics are locally uniform with respect to a. When r “ 1 this is
equivalent to local Lipschitz continuity.
Finally, we mention the following result which describes the action of Carnot diffeomorphisms
on Carnot coordinates
Proposition 6.11. Suppose that φ is a Carnot diffeomorphism and κ is a local chart near a
that gives rise to Carnot coordinates at a adapted to the H-frame pX1, . . . , Xnq. Then the local
chart φˆ1paq ˝ κ ˝φ´1 provides us with Carnot coordinates at φpaq that are adapted to the H 1-frame
pX 11, . . . , X
1
nq.
Proof. Set a1 “ φpaq and let κ˜ be a local chart near a1. Let εκ˜ be the ε-Carnot coordinate map
in the local coordinates defined by κ˜ which is associated with the H 1-frame pX 11, . . . , X
1
nq, and
set ψ “ κ ˝ φ´1 ˝ pεκ˜
κ˜pa1q ˝ κ˜q
´1. This is the Carnot diffeomorphism φ´1 in the local coordinates
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provided by the local charts κ and εκ˜
κ˜pa1q ˝ κ˜. By assumption the chart κ gives rise to Carnot
coordinates at a adapted to pX1, . . . , Xnq. We also know by Proposition 4.17 that ε
κ˜
κ˜pa1q ˝ κ˜ gives
rise to Carnot coordinates at a1 that are adapted to pX 1
1
, . . . , X 1nq. Therefore, by Theorem 6.4 and
Proposition 5.6, near x “ 0, we have
ψpxq “{pφ´1q1pa1q `Ow `}x}w`1˘ “ φˆpaq´1x`Ow `}x}w`1˘ .
By Lemma 3.3 this implies that, for all x P Rn, we have t´1 ¨ ψpt ¨ xq “ φˆ1paq´1x`Optq as tÑ 0.
Substituting φˆ1paqx and using the w-homogeneity of φˆ1paq shows that, for all x P Rn and as tÑ 0,
we have
t´1 ¨ φˆ1paq ˝ ψpt ¨ xq “ φˆ1paq
“
t´1 ¨ ψpt ¨ xq
‰
“ x`Optq.
Using Lemma 3.3 once again, we deduce that φˆ1paq ˝ ψpxq “ x ` Owp}x}
w`1q near x “ 0. That
is, the map Θpxq :“ φˆ1paq ˝ ψpxq is a Owp}x}
w`1q-perturbation of the identity map. To conclude
we observe that φˆ1paq ˝ κ ˝ φ´1 “ φˆ1paq ˝ ψ ˝ εκ˜
κ˜pa1q ˝ κ˜ “ Θ ˝ ε
κ˜
κ˜pa1q ˝ κ˜. Thus, the local chart
φˆ1paq ˝ κ ˝ φ´1 is of the same type as the charts considered in Remark 4.20, and so it provides us
with Carnot coordinates at a1 adapted to pX 1
1
, . . . , X 1nq. The proof is complete. 
7. Carnot Differential and Pansu Derivative
In this section, we establish the precise relationship between the Carnot differential and the
Pansu derivative in the case of maps between nilpotent graded groups. This ultimately shows
that the Carnot differential is the natural generalization of the Pansu derivative to maps between
general Carnot manifolds.
Throughout this section we let G and G1 be graded nilpotent Lie groups of step r. We denote by
e their respective units. The Lie algebras g “ TGpeq and g1 “ TG1peq have gradings g “ g1‘¨ ¨ ¨‘gr
and g1 “ g11 ‘ ¨ ¨ ¨ ‘ g
1
r that are compatible with their respective Lie brackets. These gradings give
rise to dilations δt, t P Rz0, that are group automorphisms of G and G
1, respectively. They also
give rise to vector bundle gradings TG “ E1 ‘ ¨ ¨ ¨ ‘ Er and TG
1 “ E1
1
‘ ¨ ¨ ¨ ‘ E1r, where Ew
(resp., E1w) is obtained by left-translating gw (resp., g
1
w) over G (resp., G
1). These vector bundle
gradings yield left-invariant Carnot filtrations H1 Ă ¨ ¨ ¨ Ă Hr “ TG and H
1
1
Ă ¨ ¨ ¨ Ă H 1r “ TG
1.
They also provide us with natural vector bundle identifications TG » gG and TG1 » gG1, where
gG and gG1 are the respective tangent Lie algebra bundles of G and G1. This identifies the w-th
components gwG and gwG
1 with the bundles Ew and E
1
w, respectively.
In addition, as mentioned in [21] and in Example 2.22, the left-regular action of G on itself gives
rise to a natural global trivialization λ : gG
„
Ñ Gˆ g. If for any given a P G we let λa : GÑ G be
the left-multiplication by a, then we have
λpa, ξq “
`
a, λ1apeq
´1ξ
˘
for all pa, ξq P gG.
Here λ1apeq
´1 is regarded as a linear map from gGpaq » TGpaq onto g. Let us denote by GG
the tangent Lie group bundle of G. Composing the trivialization λ with the exponential map
exp : g Ñ G provides us with a global trivialization Λ : GG
„
Ñ G ˆG. More precisely, if for any
a P G, we set Λa “ exp ˝λ
1
apeq
´1 : gGpaq “ GGpaq Ñ G, then we have
Λpa, ξq “ pa,Λaξq for all pa, ξq P GG.
Likewise, we have global trivializations λ : gG1
„
Ñ G ˆ g1 and Λ : GG1
„
Ñ G1 ˆ G1, where GG1 is
the tangent group bundle of G1.
Definition 7.1 (Pansu [60]). Given a map φ : GÑ G1 and a point a P G, its Pansu derivative at
a is the map Dφpaq : GÑ G1 defined by
Dφpaqx “ lim
tÑ0
δ´1t
“
φpaq´1 ¨ φ pa ¨ δtpxqq
‰
, x P G,
provided the limit exists.
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When it exists the Pansu derivative is compatible with the dilations of G and G1. When G
and G1 are Carnot groups we can equip them with Carnot-Carathe´odory metrics associated with
left-invariant sub-Riemannian metrics on H1 and H
1
1
. A result of Pansu [60] asserts that the
Pansu derivative Dφpaq exists and is a group map for almost every point a P G when φ is locally
Lipschitz continuous with respect to these metrics.
Suppose that φ : G Ñ G1 is a (smooth) Carnot manifold map. For every a P G, the Carnot
differential φˆ1paq is a group map from GGpaq to GG1pa1q, with a1 “ φpaq. Under the identifications
GGpaq » G and GG1pa1q » G1 described above this is the group map,
(7.1) Λa1 ˝ φˆ
1paq ˝ Λ´1a : G ÝÑ G
1.
Theorem 7.2. Let φ : G Ñ G1 be a (smooth) Carnot manifold map. Then its Pansu derivative
exists everywhere, and we have
(7.2) Dφpaq “ Λφpaq ˝ φˆ
1paq ˝ Λ´1a @a P G.
Thus, under the identification (7.1), the Pansu derivative agrees with the Carnot differential φˆ1 at
every point.
Proof. The result is merely a special case of Corollary 6.8. The main task is to unwind the various
identifications involved.
Let pξ1, . . . , ξnq be a graded basis of g. For j “ 1, . . . , n, let Xj be the left-invariant vector field
on G such that Xjpeq “ ξj . Then pX1, . . . , Xnq is a (global) H-frame of TG. Let expX : R
n Ñ G
be the w-homogeneous diffeomorphism (4.9). In addition, as above theH-frame pX1, . . . , Xnq gives
rise to a graded basis pξ1paq, . . . , ξnpaqq of gGpaq, where ξjpaq is the class of Xjpaq in gwjGpaq.
In fact, under the identification gGpaq » TGpaq this is just Xjpaq. As Xj is a left-invariant
vector field, we have ξjpaq “ λ
1
apeqrXjpeqs “ λ
1
apeqξj . Let χa be the isomorphism from R
n onto
gGpaq “ GGpaq defined by the basis pξ1paq, . . . , ξnpaqq. Then, for all x P R
n, we have
Λa ˝ χapxq “ Λa px1ξ1paq ` ¨ ¨ ¨ ` xnξnpaqq
“ exp ˝λ1apeq
´1
`
x1λ
1
apeqξ1 ` ¨ ¨ ¨ ` xnλ
1
apeqξn
˘
“ exppx1ξ1 ` ¨ ¨ ¨ ` xnξnq.
As exppx1ξ1 ` ¨ ¨ ¨ ` xnξnq “ exppx1X1 ` ¨ ¨ ¨ ` xnXnq “ expXpxq, we see that
(7.3) expXpxq “ Λa ˝ χapxq for all x P R
n.
Similarly, let pξ11, . . . , ξ
1
n1q be a graded basis of g
1 and pX 11, . . . , X
1
n1q the associated left-invariant
H 1-frame of TG1. Let expX1 : R
n1 Ñ G1 be the w-homogeneous diffeomorphism (4.9) associated
with pX 1
1
, . . . , X 1n1q. TheH
1-frame pX 1
1
, . . . , X 1n1q also gives rise to a graded basis pξ
1
1
pa1q, . . . , ξ1n1pa
1qq
of gG1pa1q and a corresponding linear isomorphism χa1 : R
n1 Ñ G1. In the same way as in (7.3) we
have
(7.4) Λa1 ˝ χa1px
1q “ expX1px
1q for all x1 P Rn
1
.
In addition, as above the graded bases pξ1paq, . . . , ξnpaqq and pξ
1
1pa
1q, . . . , ξ1n1pa
1qq enables us to
identify the Carnot differential φˆ1paq with the map,
(7.5) φ¯1paq :“ χ´1a1 ˝ φˆ
1paq ˝ χa : R
n ÝÑ Rn
1
.
Bearing all this in mind, we know by Proposition 4.21 and Remark 4.22 that the global chart
pλa ˝ expXq
´1 : G Ñ Rn provides us with Carnot coordinates at a adapted to pX1, . . . , Xnq.
Likewise, the chart pλa1 ˝ expX1q
´1 : G1 Ñ Rn
1
gives rise to Carnot coordinates at a1 adapted to
pX 1
1
, . . . , X 1nq. Therefore, by Corollary 6.8, for all x P R
n and as tÑ 0, we have
(7.6) t´1 ¨
”
pλa1 ˝ expX1q
´1
˝ φ ˝ pλa ˝ expXq pt ¨ xq
ı
“ φ¯1paqx`Optq.
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Given any y P G, substituting exp´1X pyq for x and using the w-homogeneity of expX and expX1 we
deduce that, for all x P G and as tÑ 0, we have
δ´1t
“
φpaq´1 ¨ φ pa ¨ δtpyqq
‰
“
`
expX1 ˝δ
´1
t ˝ exp
´1
X1
˘
˝
`
λ´1a1 ˝ φ ˝ λa
˘
˝
`
expX ˝δt ˝ exp
´1
X
˘
pyq
“ expX1
!
t´1 ¨
”
pλa1 ˝ expX1q
´1 ˝ φ ˝ pλa ˝ expXq
`
t ¨ exp´1X pyq
˘ı)
“ expX1
 
φ¯1paq exp´1X pyq `Optq
(
“ expX1 ˝φ¯
1paq ˝ exp´1X pyq `Optq.
This shows that φ admits a Pansu derivative at a. Moreover, by using (7.3), (7.4) and (7.5) we
see that the Pansu derivative is equal to
expX1 ˝φ¯
1paq ˝ exp´1X “ pΛa1 ˝ χa1q ˝
´
χ´1a1 ˝ φˆ
1paq ˝ χa
¯
˝ pΛa ˝ χaq
´1
“ Λa1 ˝ φˆ
1paq ˝ Λ´1a .
This proves the result. 
8. Lie Groupoids and Connes’ Tangent Groupoid
In this section, we recall the main definitions and examples of Lie groupoids and review the
construction of the tangent groupoid of a manifold by Connes [23].
The notion of groupoid interpolates between groups and spaces. Therefore, they provide us
with a natural framework for the encoding of deformations of spaces to groups.
Definition 8.1. A groupoid structure on a set G is given by
(i) A set Gp0q (called base) and a one-to-one map ǫ : Gp0q Ñ G (called unit map).
(ii) Maps s : G Ñ Gp0q and r : G Ñ Gp0q (called range and source maps, respectively) such
that
s rǫpγqs “ r rǫpγqs “ γ for all γ P Gp0q.
(iii) A multiplication µ : Gp2q Q pγ1, γ2q Ñ γ1 ¨ γ2 P G, where G
p2q “ tpγ1, γ2q P G
2; spγ1q “
rpγ2qu and the following properties are satisfied:
γ ¨ ǫ rspγqs “ ǫ rrpγqs ¨ γ “ γ for all γ P G,
spγ1 ¨ γ2q “ spγ2q and rpγ1 ¨ γ2q “ rpγ1q for all pγ1, γ2q P G
p2q,
pγ1 ¨ γ2q ¨ γ3 “ γ1 ¨ pγ2 ¨ γ3q for all pγ1, γ2, γ3q P G
p3q.
Here we have set Gp3q “
 
pγ1, γ2, γ3q P G
3; spγ1q “ rpγ2q and spγ2q “ rpγ3q
(
.
(iv) An inverse map ι : G Q γ Ñ γ´1 P G such that
(8.1) γ ¨ γ´1 “ ǫ rrpγqs and γ´1 ¨ γ “ ǫ rspγqs for all γ P G.
Remark 8.2. The equations (8.1) uniquely determine the inverse γ´1. This implies that pγ´1q´1 “
γ for all γ P G, i.e., the inverse map is an involution.
Remark 8.3. Given groupoids G and G1, a groupoid map from G to G1 is given by maps Φ : G Ñ G1
and Φ0 : Gp0q Ñ pG1qp0q such that
Φ ˝ ǫ “ ǫ ˝ Φ0, Φ0 ˝ s “ s ˝ Φ, Φ0 ˝ r “ r ˝ Φ,
pΦb Φq ˝ µ “ µ ˝ Φ, Φ ˝ ι “ ι ˝ Φ.
Example 8.4 (Pair Groupoid). Let X be any set. Then X ˆX is a groupoid with G0 “ X , and
the unit, source and range maps defined by
ǫpxq “ px, xq, spx, yq “ y, rpx, yq “ x.
The multiplication and inverse maps are given by
px, yq ¨ py, zq “ px, zq and px, yq´1 “ py, xq.
27
Example 8.5 (Group Bundle). Let G
π
ÝÑM be a group bundle over a space X , so that each fiber
Gpxq “ π´1pxq, x P X , is a group. Then G defines a groupoid with G “ G and Gp0q “ M . The
unit map is given by
ǫpxq “ ex for all x P X,
where ex is the unit element of Gpxq. The source and range maps are equal to π. Thus,
Gp2q “ tpg1, g2q P G
2; πpg1q “ πpg2qu.
That is, a pair pg1, g2q P G
2 is in Gp2q if and only if g1 and g2 lie in the same fiber. The multiplication
and inverse maps of G are given by the fiberwise multiplication and inverse maps of G.
Example 8.6 (Action Groupoid). Let X be a set equipped with the left-action GˆX Q pg, xq Ñ
gx P X of some group G. The groupoid associated with this action is defined as follows. We take
G “ GˆX and Gp0q “ X . The unit, source and range maps are defined by
ǫpxq “ pe, xq, σpg, xq “ x, rpg, xq “ gx.
The multiplication and inverse maps are given by
ph, gxq ¨ pg, xq “ phg, xq and pg, xq´1 “ pg´1, gxq.
In what follows, we will be interested in groupoids carrying differentiable structures in the
following sense.
Definition 8.7. We shall say that a groupoid G is a Lie groupoid when
(i) G and Gp0q are smooth manifolds.
(ii) The unit map ǫ : Gp0q Ñ G is a smooth embedding.
(iii) The source and range maps s : G Ñ Gp0q and r : G Ñ Gp0q are smooth submersions (so
that Gp2q is a manifold).
(iv) The multiplication map µ : Gp2q Ñ G and the inverse map ι : G Ñ G are smooth maps.
Remark 8.8. The following are examples of Lie groupoids:
‚ The pair groupoid of any smooth manifold (cf. Example 8.4).
‚ The groupoid associated with a smooth bundle of Lie groups (cf. Example 8.5).
‚ The action groupoid of the (smooth) action of a Lie group on a manifold (cf. Example 8.6).
8.1. Connes’ tangent groupoid. As mentioned above, groupoids interpolate between spaces
and groups. This aspect especially pertains in the construction of the tangent groupoid of a
manifold of Connes [23]. More precisely, given any smooth manifold M , the tangent groupoid
G “ GM is a Lie groupoid that encodes the smooth deformation of the space M ˆ M to the
tangent bundle TM . This groupoid is obtained as follows.
Set R˚ “ Rzt0u. At the set-theoretic level G and the base Gp0q are defined by
(8.2) G “ TM \ pM ˆM ˆ R˚q and Gp0q “M ˆ R.
The unit map ǫ : Gp0q Ñ G is given by
ǫpx, tq “
"
px, x, tq for t ‰ 0 and x PM,
px, 0q P TMpxq for t “ 0 and x PM.
The range and source maps are defined by
rpx, y, tq “ px, tq and spx, y, tq “ py, tq for t ‰ 0 and x, y PM,
rpx, vq “ spx, vq “ px, 0q for x PM and v P TMpxq.
We have Gp2q “ Gp2q˚ \ TM p2q, where
Gp2q˚ :“ tppx, y, tq, py, z, tqq ;x, y, z PM, t P R˚u ,(8.3)
TM p2q :“ tppx, vq, px,wqq P TM ˆ TM ;x PM, v,w P TMpxqu .(8.4)
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In particular, TM p2q is just the fiber product over M of TM with itself. We then define the
multiplication map Gp2q Ñ G by
px, y, tq ¨ py, z, tq “ px, z, tq for t ‰ 0 and x, y, z PM,
px, vq ¨ px,wq “ px, v ` wq for x PM and v, w P TMpxq.
In addition, the inverse map G Ñ G is given by
px, y, tq´1 “ py, x, tq for t ‰ 0 and x, y PM,
px, vq´1 “ px,´vq for x PM and v P TMpxq.
Note that Gp0q “M ˆ R is a manifold and G “ GM is the disjoint union of the manifolds TM
and G˚ :“M ˆM ˆ R˚. We glue their topologies and differentiable structures as follows.
The topology of G is the weakest topology such that
‚ The inclusion of TM into G is a topological embedding.
‚ The inclusion of G˚ into G is an open continuous map.
‚ A sequence ppxℓ, yℓ, tℓqqℓě0 Ă G
˚ converges to a point px, vq P TM if and only if, as ℓÑ8,
we have
xℓ ÝÑ x, yℓ ÝÑ x, tℓ ÝÑ 0, and(8.5)
1
tℓ
pκpyℓq ´ κpxℓqq ÝÑ κ
1pxqv for any local chart κ near x.(8.6)
It can be checked that the condition (8.6) does not depend on the choice of the chart κ near x.
The differentiable structure of G “ GM is such that
‚ The inclusion of G˚ into G is a smooth embedding.
‚ For any point x0 PM and any local chart κ near x0, a local chart from a neighborhood of
TMpx0q to R
n ˆ Rn ˆ R is given by
(8.7)
γκpx, y, tq “
`
κpxq, t´1 pκpyq ´ κpxqq , t
˘
for t ‰ 0 and x, y P dompκq,
γκpx, vq “ pκpxq, κ
1pxqv, 0q for x P dompκq and v P TMpxq.
If κ and κ1 are local charts near x0 and φ “ κ1 ˝ κ
´1 is the corresponding transition map, then,
for all px, v, tq P Rn ˆ Rn ˆ R such that x and x` tv are in dompφq, we have
γκ1 ˝ γ
´1
κ px, v, tq “
" `
φpxq, t´1 pφpx` tvq ´ φpxqq , t
˘
if t ‰ 0,
pφpxq, φ1pxqv, 0q if t “ 0.
Therefore, the maps γκ define a system of local charts near TM . We then have the following
result.
Proposition 8.9 (Connes [23]). With respect to the differentiable structure above, the tangent
groupoid G “ GM is a Lie groupoid.
The original motivation of Connes [23] for the construction of the tangent groupoid was to
produce a new proof of the index theorem of Atiyah-Singer [8]. This construction also give some
nice insight on the notion of tangent space of a manifold. More precisely, the fact that GM is
a differentiable manifold implies that, for every x0 P M , the submanifolds tx0u ˆM ˆ ttu look
more and more like the tangent space TMpx0q as t Ñ 0. To understand these manifolds in local
coordinates, let κ : V Ñ U be a local chart whose domain is an open neighborhood of x0. Up to
translation the chart γκ in (8.7) gives rise to a local chart γ˜
t
κ : tx0u ˆ V ˆ ttu ÑWt, where Wt is
an open neighborhood of κpx0q and we have
γ˜tκpx0, x, tq “ κpx0q ` t
´1 pκpxq ´ κpx0qq @x P V.
The transition map γ˜1κ˝pγ˜
t
κq
´1 is just the rescaling map xÑ κpx0q`t
´1px´κpx0qq. Thus, in local
coordinates, the submanifold tx0uˆMˆttu is merely a zoomed in version of tx0uˆMˆt1u »M ,
where the zooming performed by rescaling by t´1 along rays out of x0. Thus Connes’ construction
recasts in the language of groupoids the well-known idea that, as we zoom in more and more
around x0, the manifold M looks more and more like the tangent space TMpx0q. In addition, the
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very fact that we obtain a groupoid, and not just any manifold, further accounts for the additive
group structure of TMpx0q.
9. The Tangent Groupoid of a Carnot Manifold
In this section, we construct the analogue for Carnot manifolds of Connnes’ tangent groupoid.
Bella¨ıche [11] conjectured the existence of such a groupoid for and this would explain why the
tangent space of a Carnot manifold should be a group.
Throughout this section we let pM,Hq be a Carnot manifold.
9.1. Construction of GHM as an abstract groupoid. Connes tangent groupoid is obtained
as the Lie groupoid that encodes the smooth deformation of the pair manifold M ˆM to the
tangent bundle TM . Likewise, we shall associated with the Carnot manifold a Lie groupoid GHM
that encodes the smooth deformation of M ˆM to the tangent group bundle GM .
At the set-theoretic level we define the groupoid G “ GHM and its base G
p0q by
G “ GM \ pM ˆM ˆ R˚q and Gp0q “M ˆ R.
The unit map ǫ : Gp0q Ñ G is given by
ǫpx, tq “
"
px, x, tq for t ‰ 0 and x PM,
px, 0q P GM for t “ 0 and x PM.
The range and source maps r, s : G Ñ Gp0q are defined by
rpx, y, tq “ px, tq and spx, y, tq “ py, tq for t ‰ 0 and x, y PM,
rpx, ξq “ spx, ξq “ px, 0q for x PM and ξ P GMpxq.
We have Gp2q “ Gp2q˚\GM p2q, where Gp2q˚ is defined as in (8.3) and GM p2q is the fiber product
over M of GM with itself. That is,
(9.1) GM p2q “ tppx, ξq, px, ηqq P GM ˆGM ;x PM, ξ, η P GMpxqu .
We define the multiplication map Gp2q Ñ G by
px, y, tq ¨ py, z, tq “ px, z, tq for t ‰ 0 and x, y, z PM,
px, ξq ¨ px, ηq “ px, ξ ¨ ηq for x PM and ξ, η P GMpxq,
where ¨ is the product law of GMpxq.
Finally, the inverse map G Ñ G is given by
px, y, tq´1 “ py, x, tq for t ‰ 0 and x, y PM,
px, ξq´1 “ px, ξ´1q “ px,´ξq for x PM and ξ P GMpxq.
It is immediate to check that this defines an abstract groupoid.
Definition 9.1. The groupoid GHM defined above is called the tangent groupoid of the Carnot
manifold pM,Hq.
9.2. Topology and differentiable structure on GHM . As in the case of Connes’ tangent
groupoid, Gp0q “ M ˆ R is a manifold and G “ GHM is the disjoint union of the manifolds GM
and G˚ “ M ˆM ˆ R˚. We glue together the topologies and differentiable structures of these
manifolds as follows.
Definition 9.2. An H-chart is given by the data of a local chart κ : M Ą U Ñ V Ă Rn for M
and an H-frame over U .
Given any local H-chart κ : U Ñ V with H-frame pX1, . . . , Xnq, we let ε
κ : V ˆ Rn Ñ Rn,
px, yq Ñ εκxpyq, be the ε-Carnot coordinate map in the local coordinates defined by κ which is
associated with the frame pκ˚X1, . . . , κ˚Xnq. As we have implicitly done before, we will often
identify the H-frame pX1, . . . , Xnq with its pushforward by κ. Incidentally, we regard V as a
Carnot manifold so that κ becomes a Carnot diffeomorphism.
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As mentioned in Remark 2.12, the H-frame pX1, . . . , Xnq gives rise to a smooth graded frame
pξ1pxq, . . . , ξnpxqq of gM over U , where ξjpxq is the class of Xjpxq in gwj pxq. This provides us
with a local trivialization of gM and GM over U . At every point a P U the tangent group GMpaq
is identified with the graded nilpotent Gpaq, which is obtained by equipping Rn with the Dynkin
product associated with the structure constants Lkijpaq, wi`wj “ wk, arising from the commutator
relations (2.10). We have a similar identification of GV pκpaqq with Gpaq by using the H-frame
pκ˚X1, . . . , κ˚Xnq, since the coefficients in the commutator relations (2.10) are just L
k
ijpκ
´1pxqq.
Note also that, the graded frame pξκ1 pxq, . . . , ξ
κ
npxqq of gV defined by pκ˚X1, . . . , κ˚Xnq is such
that ξκj pκpxqq “ κˆ
1pxqξjpxq for all x P V and j “ 1, . . . , n.
As V is an open subset of Rn and pκ˚X1, . . . , κ˚Xnq is a global H-frame over V , at the
manifold level it is only natural to identify gV and GV with the trivial bundle V ˆRn. We obtain
these identifications by using the graded frame pξκ
1
pxq, . . . , ξκnpxqq. At the algebraic level this
identifies GV pκpaqq with Gpaq. Under this identification the Carnot differential κˆ1paq becomes a
(homogeneous) Lie group isomorphism κˆ1paq : GMpaq Ñ Gpaq. As ξκj pκpaqq “ κˆ
1paqξjpaq what we
obtain is just the identification ofGMpaq withGpaq provided by the graded basis pξ1paq, . . . , ξnpaqq.
In what follows this is how we are going to regard the Carnot differential of an H-chart.
Definition 9.3. The topology of G “ GHM is the weakest topology such that
‚ The inclusion of GM into G is a topological embedding.
‚ The inclusion of G˚ “M ˆM ˆ R˚ into G is an open continuous map.
‚ A sequence ppxℓ, yℓ, tℓqqℓě1 Ă G
˚ converges to a point px, ξq P GM if and only if, as ℓÑ8,
we have
xℓ ÝÑ x, yℓ ÝÑ x, tℓ ÝÑ 0, and(9.2)
t´1ℓ ¨
´
εκκpxℓq ˝ κ
¯
pyℓq ÝÑ κˆ
1pxqξ for any local H-chart κ near x.(9.3)
The consistency of the condition (9.3) is the purpose of the following lemma.
Lemma 9.4. The condition (9.3) does not depend on the choice of the local H-chart κ.
Proof. Let ppxℓ, yℓ, tℓqqℓě1 Ă G
˚ and px0, ξ0q P GM be such that as ℓÑ8 we have
xℓ ÝÑ x0, yℓ ÝÑ x0, tℓ ÝÑ 0, and
t´1ℓ ¨
´
εκκpxℓq ˝ κ
¯
pyℓq ÝÑ κˆ
1px0qξ0 for some local H-chart κ near x0.
Let κ1 be another local H-chart near x0. Let φ “ κ1 ˝ κ
´1 be the corresponding transition
map with domain U :“ ranpκq X κpdompκ1qq. For ℓ large enough κpxℓq and κpyℓq are in U . Set
xˆℓ “ κpxℓq and yˆℓ “ t
´1
ℓ ¨
´
εκ
κpxℓq
˝ κ
¯
pyℓq. Then´
εκ1
κ1pxℓq
˝ κ1
¯
pyℓq “ ε
κ1
φ˝κpxℓq
˝ pκ1 ˝ κ
´1q ˝ κpyℓq
“ εκ1
φpxˆℓq
˝ φ ˝
´
εκκpxℓq
¯´1
˝
´
εκκpxℓq ˝ κ
¯
pyℓq(9.4)
“ εκ1
φpxˆℓq
˝ φ ˝
`
εκxˆℓ
˘´1
ptℓ ¨ yˆℓq.
Set W “ tpx, yq P U ˆ Rn; pεκxq
´1pyq P Uu and U “ tpx, y, tq P U ˆ Rn ˆ R; px, t ¨ yq P W u. Let
Φ : W Ñ Rn be the smooth map defined by Φpx, yq “ εκ1
φpxq ˝ φ ˝ pε
κ
xq
´1
pyq for all px, yq P W . It
follows from Corollary 6.7 and Lemma 3.9 that there is a smooth map Θ : U Ñ Rn such that
t´1 ¨Φpx, t ¨ yq “ φˆ1pxqy ` tΘpx, y, tq for all px, y, tq P U , t ‰ 0.
Combining this with (9.4) we see that, as soon as ℓ is large enough, we have
t´1ℓ ¨
´
εκ1
κ1pxℓq
˝ κ1
¯
pyℓq “ t
´1
ℓ ¨Φpxˆℓ, tℓ ¨ yˆℓq “ φˆ
1pxˆℓqyˆℓ ` tℓΘpxˆℓ, yˆℓ, tℓq.
We know that xˆℓ Ñ κpx0q and yˆℓ Ñ κˆ
1px0qξ0 as ℓÑ8. Therefore, as ℓÑ8 we have
t´1ℓ ¨
”
pεκ1
κ1pxℓq
˝ κ1qpyℓq
ı
ÝÑ φˆ1 pκpx0qq κˆ
1px0qξ0.
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As φ “ κ1 ˝ κ
´1 by Proposition 5.3 we have φˆ1pκpx0qqκˆ
1px0q “ {pφ ˝ κq1px0q “ κˆ11px0q. Thus,
t´1ℓ ¨
”
pεκ1
κ1pxℓq
˝ κ1qpyℓq
ı
ÝÑ κˆ1
1
px0qξ0 as ℓÑ8.
This shows that if the condition (9.3) is satisfied by a local H-chart near x0, then it is satisfied by
any other local H-chart near x0. The lemma is thus proved. 
Let κ : V Ñ U be a local H-chart. Note that V (resp., U) is an open subset of M (resp., Rn).
Set
V “ GM|V \ pV ˆ V ˆ R
˚q ,
U “
 
px, y, tq P U ˆ Rn ˆ R; pεκxq
´1pt ¨ yq P U
(
.
We define the map γκ : V Ñ U by
(9.5)
γκpx, y, tq “ pκpxq, t
´1 ¨ εκ
κpxq ˝ κpyq, tq for x, y P V and t ‰ 0,
γκpx, ξq “ pκpxq, κˆ
1pxqξ, 0q for x P V and ξ P GMpxq.
Lemma 9.5. The set V is an open subset of G and γκ is a homeomorphism from V onto U whose
inverse map is given by
(9.6) γ´1κ px, y, tq “
#
pκ´1pxq, pεκx ˝ κq
´1pt ¨ yq, tq for px, y, tq P U and t ‰ 0,
pκ´1pxq,{pκ´1q1pxqyq for px, yq P U ˆ Rn and t “ 0.
Proof. Let us show that V is an open subset of G by showing that its complement is a closed
subset. We have
GzV “ GM|MzV \ pGzVq
˚
, where pGzVq
˚
“ rpM ˆMqzpV ˆ V qs ˆ R˚.
We observe that GM|MzV is a closed subset of GM and pGzVq
˚ is a closed subset of M ˆM ˆR˚.
In addition, let ppxℓ, yℓ, tℓqqℓě0 be a sequence in pGzVq
˚ that converges in G to a point px0, ξ0q in
GM . This implies that xℓ and yℓ both converge to x0 in M . We observe that, as pxℓ, yℓq is in
pM ˆMqzpV ˆ V q, for every ℓ “ 1, 2, . . ., at least one of the points xℓ or yℓ must be contained in
MzV . Therefore, the subsetMzV contains an infinite subsequence of at least one of the sequences
pxℓqℓě0 and pyℓqℓě0. As both sequences converge to x0 and MzV is closed, we then deduce that
x0 must be contained in MzV , and so px0, ξ0q is contained in GM|MzV . It follows from this that
GzV is a closed subset of G, and hence V is an open subset of G.
It remains to show that γκ is a homeomorphism. It is straightforward to check that γκ is a
bijection whose inverse map is given by (9.6). Moreover, it is immediate from the definition of the
topology of G that γκ is a continuous map. Therefore, we only need to check that the inverse map
γ´1κ is continuous. It is clear that it is continuous on the open subset U
˚ :“ tpx, y, tq P U ; t ‰ 0u
and on the closed subset U ˆ Rn ˆ t0u. In addition, let ppxℓ, yℓ, tℓqqℓě0 be a sequence in U
˚
converging to a boundary point px0, y0, 0q P U ˆ R
n ˆ t0u. For ℓ “ 0, 1, . . ., set xˆℓ “ κ
´1pxℓq and
yˆℓ “ pε
κ
xℓ
˝ κq´1ptℓ ¨ yℓq, so that γ
´1
ℓ pxℓ, yℓ, tℓq “ pxˆℓ, yˆℓ, tℓq. As ℓÑ8 we have
xˆℓ ÝÑ κ
´1px0q, yˆℓ ÝÑ pε
κ
x0
˝ κq´1p0q “ κ´1px0q, tℓ ÝÑ 0.
Note also that
”
pεκ
κpxˆℓq
˝ κqpyˆℓq
ı
“ pεκxℓ ˝ κq ˝ pε
κ
xℓ
˝ κq´1ptℓ ¨ yℓq “ tℓ ¨ yℓ. Thus,
t´1ℓ ¨
”
pεκκpxˆℓq ˝ κqpyˆℓq
ı
“ yℓ ÝÑ y0 “ κˆ
1pκ´1px0qq
”{pκ´1q1px0qy0ı .
Therefore, we see that in G we have
γ´1κ pxℓ, yℓ, tℓq ÝÑ pκ
´1px0q,{pκ´1q1px0qy0q “ γ´1κ px0, y0, 0q.
This shows that γ´1κ is continuous at any boundary point px0, y0, 0q P U ˆ R
n ˆ t0u. Therefore,
this is a continuous map, and hence γκ is a homeomorphism. The proof is complete. 
Lemma 9.6. Let κ1 : V1 Ñ U1 be another local H-chart and γκ1 : V1 Ñ U1 the homeomor-
phism (9.5) associated with κ1. Then the transition map γκ1 ˝ γ
´1
κ : γκpV X V1q Ñ γκ1pV X V1q is
a smooth diffeomorphism.
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Proof. The inverse map of γκ1 ˝γ
´1
κ is γκ ˝γ
´1
κ1
: γκ1pVXV1q Ñ γκpVXV1q. Therefore, it is enough
to prove that γκ1 ˝ γ
´1
κ is a smooth map, since swapping the roles of κ and κ1 would then show
that its inverse map is smooth as well.
Let φ “ κ1 ˝κ
´1 be the corresponding transition map. Its domain is Uφ :“ κpV XV1q. We also
set Uφ “ γκpV XV1q. A point px, y, tq P U ˆR
nˆR˚ is contained in Uφ if and only if the following
conditions are satisfied:
κ´1pxq P V1, pε
κ
xq
´1pt ¨ yq P U, κ´1 ˝ pεκxq
´1pt ¨ yq P V1.
Thus,
Uφ “
 
px, y, tq P Uφ ˆ R
n ˆ R; pεκxq
´1pt ¨ yq P Uφ
(
.
Let px, y, tq P γκpV X V1q. If t ‰ 0, then
γκ1 ˝ γ
´1
κ px, y, tq “
´
κ1
“
κ´1pxq
‰
, t´1 ¨
”
pεκ1
κ1rκ´1pxqs
˝ κ1q ˝ pε
κ
x ˝ κq
´1pt ¨ yq
ı
, t
¯
“
´
φpxq, t´1 ¨
”
pεκ1
φpxq ˝ φ ˝ pε
κ
xq
´1qpt ¨ yq
ı
, t
¯
.
If t “ 0, then using Proposition 5.3 we obtain
γκ1 ˝ γ
´1
κ px, y, 0q “
´
κ1
“
κ´1pxq
‰
, κˆ11pκpxqq
{pκ´1q1pxqy, 0¯ “ ´φpxq, φˆ1pxqy, 0¯ .
In addition, it follows from Corollary 6.7 and Lemma 3.9 that there is a smooth map Θ : Uφ Ñ R
n
such that, for all px, y, tq P Uφ with t ‰ 0, we have
t´1 ¨
”
pεκ1
φpxq ˝ φ ˝ pε
κ
xq
´1qpt ¨ yq
ı
“ φˆ1pxqy ` tΘpx, y, tq.
It follows from all this that, for all px, y, tq P Uφ, we have
γκ1 ˝ γ
´1
κ px, y, tq “
´
φpxq, φˆ1pxqy ` tΘpx, y, tq, t
¯
.
This shows that the transition map γκ1 ˝ γ
´1
κ is smooth. The proof is complete. 
Lemma 9.5 and Lemma 9.6 precisely show that, as κ ranges over all the local H-charts of M ,
the maps γκ form a system of local charts near GM . This leads us to the following definition.
Definition 9.7. The differentiable structure of G “ GHM is the unique differentiable structure
such that
‚ The inclusion of G˚ “M ˆM ˆ R˚ into G is a smooth embedding.
‚ A system of local charts near GM is given by the maps γκ, where κ ranges over all local
H-charts on M .
9.3. GHM as a Lie groupoid. The above differentiable structure turns G “ GHM into a smooth
manifold where G˚ “ M ˆM ˆ R˚ is an open subset and GM is a hypersurface. We shall now
check that with respect to this differentiable structure GHM is a Lie groupoid.
Lemma 9.8. The unit map ǫ : Gp0q Ñ G is a smooth embedding.
Proof. As the unit map ǫ is one-to-one we only have to show it is an immersion. Let κ be a local
H-chart with domain V and range U and γκ : V Ñ U the local chart (9.5) associated with κ. Let
px, tq P U ˆ R. If t ‰ 0, then
pγκ ˝ ǫqpκ
´1pxq, tq “ γκ
`
κ´1pxq, κ´1pxq, t
˘
“
`
x, t´1 ¨ εκxpxq, t
˘
“ px, 0, tq.
If t “ 0, then pγκ ˝ ǫqpκ
´1pxq, 0q “ γκpκ
´1pxq, 0q “ px, 0, 0q. Thus,
pγκ ˝ ǫqpκ
´1pxq, tq “ px, 0, tq for all px, tq P U ˆ R.
It follows from this that the unit map ǫ is an immersion. The proof is complete. 
Lemma 9.9. The inverse map ι : G Ñ G is a diffeomorphism.
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Proof. As the inverse map ι : G Ñ G is an involution and restricts to a smooth map on the open
set G˚ “ M ˆM ˆ R˚, we only have to check it is smooth near the hypersurface GM . Let κ
be a local H-chart with domain V and range U and γκ : V Ñ U the local chart (9.5) associated
with κ. In addition, to simplify notation we shall let U ˆ Rn Q px, yq Ñ εxpyq be its ε-Carnot
coordinate map. We observe that ιpVq “ V . Set ικ “ γκ ˝ ι ˝ γ
´1
κ ; this is a map from U to itself.
Let px, y, tq P U . If t ‰ 0, then
(9.7) ικpx, y, tq “ γκ
`
pεx ˝ κq
´1pt ¨ yq, κ´1pxq, t
˘
“
´
ε´1x pt ¨ yq, t
´1 ¨ ε
ε
´1
x pt¨yq
pxq, t
¯
.
If t “ 0, then by using Proposition 5.6 we get
(9.8) ικpx, y, tq “ γκ
´
κ´1pxq,´{pκ´1q1pxqy¯ “ γκ `κ´1pxq, rκˆ1pκ´1pxqqs´1p´yq˘ “ px,´yq.
Let x P U . We observe that in the ε-Carnot coordinates at x the ε-Carnot coordinate map is
the map py, zq Ñ ε
ε
´1
x pyq
˝ ε´1x pzq. Therefore, by Proposition 4.23 near py, zq “ p0, 0q we have
ε
ε
´1
x pyq
˝ ε´1x pzq “ p´yq ¨ z `Ow
`
}py, zq}w`1
˘
.
Setting z “ 0 and using the fact that ε´1x p0q “ x shows that, for all x P U , we have
ε
ε
´1
x pyq
pxq “ ´y `Ow
`
}y}w`1
˘
near y “ 0.
Using Lemma 3.9 we then deduce there is a smooth map Θ : U Ñ Rn such that
t´1 ¨ εε´1x pt¨yqpxq “ ´y ` tΘpx, y, tq for all px, y, tq P U , t ‰ 0.
Combining this with (9.7) and (9.8) we see that, for all px, y, tq P U , we have
ικpx, y, tq “
`
ε´1x pt ¨ yq,´y ` tΘpx, y, tq, t
˘
.
This shows that ικ is a smooth map from U to itself. This establishes the smoothness of the inverse
map ι near GM . The proof is complete. 
Lemma 9.10. The range map r : G Ñ Gp0q and the source map s : G Ñ Gp0q are submersions.
Proof. As s “ r ˝ ι and we know by Lemma 9.9 that ι is a diffeomorphism, we only have to show
that the range map r is a submersion. Moreover, it is immediate from its definition that r induce
submersions on the open set G˚. Therefore, we only need to check it is a submersion near the
hypersurface GM .
Let κ be a local H-chart with domain V and range U and let γκ : V Ñ U be the local chart (9.5)
associated with κ. Let px, y, tq P U . If t ‰ 0, then
pr ˝ γ´1κ qpx, y, tq “ r
`
κ´1pxq, pεκx ˝ κq
´1pt ¨ yq, t
˘
“ pκ´1pxq, tq.
If t “ 0, then γ´1κ px, y, 0q “ pκ
´1pxq,{pκ´1q1pxqyq, and so we have
pr ˝ γ´1κ qpx, y, 0q “ ps ˝ γ
´1
κ qpx, y, 0q “
`
κ´1pxq, 0
˘
.
Note that pεκx ˝ κq
´1p0q “ κ´1 ˝ pεκxq
´1p0q “ κ´1pxq. Thus,`
pκb idq ˝ r ˝ γ´1κ
˘
px, y, tq “ px, tq for all px, y, tq P U .
It immediately follows from this that the range map r is a submersion near GM . The proof is
complete. 
It remains to look at the multiplication map µ : Gp2q Ñ G. It follows from Lemma 9.10 that
Gp2q is a submanifold of G ˆ G.
Lemma 9.11. The multiplication map µ : Gp2q Ñ G is smooth.
Proof. We know that Gp2q “ Gp2q˚ \ GM p2q, where Gp2q˚ and GM p2q are defined as in (8.3)
and (9.1), respectively. It will be convenient to introduce the following notation:
rx, y, z, ts :“ ppx, y, tq, py, z, tqq P G˚ ˆ G˚ for x, y, z PM and t ‰ 0,
rx, ξ, ηs :“ ppx, ξq, px, ηqq P GM ˆGM for x PM and ξ, η P GMpxq.
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Using this notation, we have
Gp2q˚ :“ trx, y, z, ts; x, y, z PM, t ‰ 0u , GM p2q :“ trx, ξ, ηs; x PM, ξ, η P GMpxqu .
Note that Gp2q˚ is an open subset of Gp2q which is diffeomorphic to M ˆM ˆM ˆR˚, and GM p2q
is a hypersurface in Gp2q. Moreover, we have
µ prx, y, z, tsq “ px, z, tq for all x, y, z PM and t P R˚.
This shows that the map µ is smooth on Gp2q˚. Therefore, we only have to check it is smooth near
the hypersurface GM p2q.
Bearing this in mind, a system of local charts near GM p2q is obtained as follows. Let κ : V Ñ U
be a local H-chart and γκ : V Ñ U the local chart (9.5) of G associated with κ. In addition, to
simplify notation we shall let U ˆ Rn Q px, yq Ñ εxpyq be its ε-Carnot coordinate map. Set
U
p2q “
!
px, y, z, tq P U ˆ Rn ˆ Rn ˆ R; ε´1x pt ¨ yq P U and pεε´1x pt¨yqq
´1pt ¨ zq P U
)
.
We also set Vp2q “ GM
p2q
|V \ V
p2q˚, with
Vp2q˚ :“ trx, y, z, ts; x, y, z P V, t ‰ 0u and GM
p2q
|V “ trx, ξ, ηs; x P V, ξ, η P GMpxqu .
We then define the local chart γ
p2q
κ : Vp2q Ñ U p2q by letting
γ
p2q
κ prx, y, z, tsq “
`
κpxq, t´1 ¨
“
pεκpxq ˝ κqpyq
‰
, t´1 ¨
“
pεκpyq ˝ κqpzq
‰
, t
˘
for x, y, z P V and t ‰ 0,
γ
p2q
κ prx, ξ, ηsq “ pκpxq, κˆ1pxqξ, κˆ1pxqη, 0q for x P V and ξ, η P GMpxq.
The inverse map pγ
p2q
κ q´1 : U p2q Ñ Vp2q is such that, for all px, y, z, tq P U p2q, we have´
γp2qκ
¯´1
px, y, z, tq “
$&%
”
κ´1pxq, pεx ˝ κq
´1pt ¨ yq, pε
ε
´1
x pt¨yq
˝ κq´1pt ¨ zq, t
ı
if t ‰ 0,”
κ´1pxq,{pκ´1q1pxqy,{pκ´1q1pxqzı if t “ 0.
As κ ranges over local H-charts, the maps γ
p2q
κ form a system of local charts near GM p2q.
Keeping on using the notation above, set µκ “ γκ˝µ˝pγ
p2q
κ q´1 : U p2q Ñ U . Let px, y, z, tq P U p2q.
If t ‰ 0, then we have
µκpx, y, z, tq “ γκ
´
κ´1pxq, pε
ε
´1
x pt¨yq
˝ κq´1pt ¨ zq, t
¯
“
´
x, t´1 ¨
”
pεx ˝ ε
´1
ε
´1
x pt¨yq
qpt ¨ zq
ı
, t
¯
.(9.9)
If t “ 0, then using Proposition 5.6 we get
µκpx, y, z, 0q “ γκ
´
κ´1pxq,
”{pκ´1q1pxqyı ¨ ”{pκ´1q1pxqzı¯
“ γκ
´
κ´1pxq, κˆ1
`
κ´1pxq
˘´1
py ¨ zq
¯
“ px, y ¨ z, 0q.
(9.10)
Let x P U . As mentioned in the proof of Lemma 9.9 above, in the ε-Carnot coordinates at x the
ε-Carnot coordinate map is the map py, zq Ñ ε
ε
´1
x pyq
˝ε´1x pzq. Therefore, by using Proposition 4.23
we see that, for all x P U , near py, zq “ p0, 0q, we have
εx ˝ ε
´1
ε
´1
x pyq
pzq “
´
εε´1x pyq ˝ ε
´1
x
¯´1
pzq “ y ¨ z `Ow
`
}py, zq}w`1
˘
.
Using Lemma 3.9 we then deduce there is a smooth map Θ : U p2q Ñ Rn such that, for all
px, y, z, tq P U p2q with t ‰ 0, we have
t´1 ¨ εx ˝ ε
´1
ε
´1
x pt¨yq
pt ¨ zq “ y ¨ z ` tΘpx, y, z, tq.
Combining this with (9.9)–(9.10) we see that
µκpx, y, z, tq “ px, y ¨ z ` tΘpx, y, z, tq, tq for all px, y, z, tq P U
p2q.
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This shows that µκ is a smooth map from U
p2q to U . As the maps γ
p2q
κ form a system of local charts
near GM p2q, it then follows that the multiplication map is smooth near GM p2q. This completes
the proof. 
Combining Lemma 9.8, Lemma 9.10, Lemma 9.9, and Lemma 9.11 together we arrive at the
main result of this section.
Theorem 9.12. The groupoid G “ GHM is a Lie groupoid.
Remark 9.13. When r “ 1 the groupoid GHM agrees with Connes’ tangent groupoid (8.2).
Remark 9.14. The Lie groupoid G “ GHM contains the submanifold with boundary G
`
“ tt ě
0u “ G` \ GM , where G` “ M ˆM ˆ p0,8q. Here the tangent group bundle GM appears as
the boundary of G
`
. Moreover, G
`
is a groupoid in the category of manifolds with boundary (in
the sense of [59]). In the case of Heisenberg manifolds we recover the tangent groupoid of [61].
We refer to [72] for an alternative construction of the tangent groupoid of a Carnot manifold as a
groupoid in the category of manifolds of with boundary (see also [42, 68]).
In the same way, as with Connes’ tangent groupoid, the fact that GHM is a differentiable
manifold implies that, for every x0 P M , the submanifolds tx0u ˆM ˆ ttu looks more and more
like the tangent group GMpx0q as tÑ 0 and this convergence is uniform (and even smooth) with
respect to the base point x0. Let κ : V Ñ U be a local H-chart, where V is an open neighborhood
of x0. For each t P R
˚, the chart γκ in (9.6) gives rise to the chart γ˜
t
κ : tx0u ˆ V ˆ ttu Ñ Wt,
where Wt is an open neighborhood of κpx0q and we have
γ˜tκpx0, x, tq “ ε
´1
κpx0q
˝ δt´1 ˝ pεκpx0q ˝ κqpxq @x P V.
The transition map γ˜tκ ˝ pγ˜
1
κq
´1 is the anisotropic rescaling map xÑ ε´1
κpx0q
˝ δt´1 ˝εκpx0qpxq. Thus,
in local coordinates, the submanifold tx0uˆMˆttu is a zoomed-in version’s of tx0uˆMˆt1u »M ,
where the zooming is performed by the anisotropic dilation δt´1 in ε-Carnot coordinates at x0.
Furthermore, as with Connes’ tangent groupoid, the very fact that we obtain a Lie groupoid
accounts for the group structure of the tangent group GMpx0q. Therefore, going back to the
conjecture of Bella¨ıche alluded to at the beginning of the section, we see that we obtain an
explanation why the tangent space of a Carnot manifold should be a group.
9.4. Functoriality. Let us now look at the functoriality of the construction of the tangent
groupoid of a Carnot manifold. Let pM,Hq and pM 1, H 1q be Carnot manifolds of step r with
respective tangent groupoids G “ GHM and G
1 “ GH1M
1. (We do not assume that M and M 1
have same dimension.) Given a Carnot map φ : M Ñ M 1 we define maps Φ : G Ñ G1 and
Φ0 : G0 Ñ pG1q0 by
Φpx, y, tq “ pφpxq, φpyq, tq for t ‰ 0 and x, y PM,(9.11)
Φpx, ξq “
´
φpxq, φˆ1pxqξ
¯
for px, ξq P GM,(9.12)
Φ0px, tq “ pφpxq, tq for t P R and x PM.(9.13)
The pair pΦ,Φ0q provides us with a morphism of groupoids in the sense of Remark 8.3.
Lemma 9.15. The maps Φ and Φ0 are smooth.
Proof. It is immediate that Φ0 is a smooth map between the manifolds G0 “M ˆ R and pG1q0 “
M 1ˆR. It is also immediate that Φ induces a smooth map between the open sets G˚ “MˆMˆR˚
and pG1q˚ “MˆMˆR˚. Therefore, we only have to check that Φ is smooth near the hypersurface
GM .
Given a PM and setting a1 “ φpaq, let κa : U Ñ V be a local H-chart near a and κa1 : U
1 Ñ V 1
be a local H 1-chart near a1. Without any loss of generality we may assume that φpV q is contained
in V 1. We also let γκa : V Ñ U (resp., γκa1 : V
1 Ñ U 1) be the local chart (9.5) associated
with κa (resp., κa1). Note that U and U
1 are open subsets of Rn ˆ Rn ˆ R and Rn
1
ˆ Rn
1
ˆ R,
respectively, where n and n1 are the respective dimensions of M and M 1. To simplify notation
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let εax : U ˆ R
n Q px, yq Ñ εaxpyq and ε
a1
x : U
1 ˆ Rn
1
Q px, yq Ñ εa
1
x pyq be the respective ε-Carnot
coordinate map of κa and κa1 .
Set φκ “ κa1 ˝ φ ˝ κ
´1
a : U Ñ U
1 and Φκ “ γκa1 ˝ Φ ˝ γ
´1
κa
: U Ñ U 1. Let px, y, tq P U . If t ‰ 0,
then we have
Φκpx, y, tq “ γκa1 ˝ Φ
`
κ´1a pxq, pε
a
x ˝ κaq
´1pt ¨ yq, t
˘
“ γκa1
`
φ ˝ κ´1a pyq, φ ˝ κ
´1
a ˝ pε
a
xq
´1pt ¨ yq, t
˘
(9.14)
“
´
κa1 ˝ φ ˝ κ
´1
a pxq, t
´1 ¨ rεa
1
κa1˝φ˝κ
´1
a pxq
˝ κa1 ˝ φ ˝ κ
´1
a ˝ pε
a
xq
´1pt ¨ yqs, t
¯
“
´
φκpxq, t
´1 ¨ rεa
1
φκpxq
˝ φκ ˝ pε
a
xq
´1pt ¨ yqs, t
¯
.
If t “ 0, then we have
Φκpx, y, 0q “ γκa1 ˝ Φ
ˆ
κ´1a pxq,
{pκ´1a q1pxqy˙
“ γκa1
ˆ
φ ˝ κ´1a pxq, φˆ
1
`
κ´1a pxq
˘
˝{pκ´1a q1pxqy˙
“
ˆ
κa1 ˝ φ ˝ κ
´1
a pxq, κˆ
1
a1
`
φ ˝ κ´1a pxq
˘
˝ φˆ1
`
κ´1a pxq
˘
˝{pκ´1a q1pxqy, 0˙ .
Proposition 5.3 ensures us that κˆ1a1
`
φ ˝ κ´1a pxq
˘
˝ φˆ1
`
κ´1a pxq
˘
˝{pκ´1a q1pxq “ φˆ1κpxq. Thus,
(9.15) Φκpx, y, 0q “
´
φκpxq, φˆ
1
κpxqy, 0
¯
if t “ 0.
In the same way as in the proof of Lemma 9.6, it follows from Corollary 6.7 and Lemma 3.9
that there is a smooth map Θ : U Ñ U 1 such that we have
t´1 ¨
”
εa
1
φκpxq
˝ φκ ˝ pε
a
xq
´1pt ¨ xq
ı
“ φˆ1κpxqy ` tΘpx, y, tq for all px, y, tq P U , t ‰ 0.
Combining this with (9.14)–(9.15) we see that, for all px, y, tq P U , we have
Φκpx, y, tq “
´
φκpxq, φˆ
1
κpxqy ` tΘpx, y, tq, t
¯
.
This shows that Φκ is a smooth map from U to U
1. It then follows that Φ is smooth near the
boundary GM . The proof is complete. 
Lemma 9.16. Let pM2, H2q be a step r Carnot manifold with tangent groupoid G2 “ GH2M
2. Let
ψ :M 1 ÑM2 be a (smooth) Carnot manifold map and set π “ ψ ˝φ. In addition, let Ψ : G1 Ñ G2
(resp., Π : G Ñ G2) and Ψ0 : pG1q0 Ñ pG2q0 (resp., Π0 : G0 Ñ pG2q0) be the maps (9.11)–(9.13)
associated with Ψ (resp., Π). Then we have
Π “ Ψ ˝ Φ and Π0 “ Ψ0 ˝ Φ0.
Proof. It is immediate that Π0 “ Ψ0 ˝ Φ0 and Π “ Ψ ˝ Φ on G˚ “ M ˆM ˆ R˚. In addition, it
follows from Proposition 5.3 that Π “ Ψ ˝ Φ on GM . This proves the result. 
Combining Lemma 9.15 and Lemma 9.16 we then arrive at the following statement.
Proposition 9.17. The pair pΦ,Φ0q is a morphism of Lie groupoids.
Corollary 9.18. The assignment pM,Hq Ñ GHM is a functor from the category of Carnot
manifolds of step r to the category of Lie groupoids.
Remark 9.19. Much like we can associate a Lie algebra with any Lie group, with any differentiable
groupoid G is associated a Lie algebroid (see, e.g., [46]). In particular, this is important in the
context of the pseudodifferential calculus on groupoids (see, e.g., [5, 25, 44, 57, 59, 73]). Recall
that a Lie algebroid structure on a vector bundle A over a manifold M is given by
(i) A Lie bracket on the space of sections C8pM,Aq.
(ii) An anchor map ρ : AÑ TM , i.e., a vector bundle map satisfying Leibniz’s rule.
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For a differentiable groupoid G the associated Lie algebroid AG is the vertical bundle kerpr1q of the
range map restricted to the unit space M “ Gp0q, and the anchor map is given by the differential
of the source map. In the case of the tangent groupoid GHM of a Carnot manifold pM,Hq we
thus obtain a vector bundle AGHM ÑM ˆ R, where
AGHM “ gM
ğ
π˚TM.
Here gM is the tangent Lie algebra bundle of pM,Hq and π˚TM is the pullback of TM by the
first factor projection M ˆ R˚ ÑM .
Remark 9.20. It would be very interesting to extend the construction of the tangent groupoid of
a Carnot manifold to the setup of non-equiregular Carnot-Carathe´odory manifolds. In this case
the tangent group at a singular point a is the quotient of the Carnot manifold tangent group
GMpaq by a finite group (see, e.g., [11]). Therefore, we should expect the tangent groupoid to be
a manifold with orbifold-type singularities.
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