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Abstract. Given the precision of current neutrino data, priors still impact noticeably the
constraints on neutrino masses and their hierarchy. To avoid our understanding of neutrinos
being driven by prior assumptions, we construct a prior that is mathematically minimally
informative. Using the constructed uninformative prior, we find that the normal hierarchy is
favoured but with inconclusive posterior odds of 5.1:1. Better data is hence needed before the
neutrino masses and their hierarchy can be well constrained. We find that the next decade of
cosmological data should provide conclusive evidence if the normal hierarchy with negligible
minimum mass is correct, and if the uncertainty in the sum of neutrino masses drops below
0.025 eV. On the other hand, if neutrinos obey the inverted hierarchy, achieving strong evi-
dence will be difficult with the same uncertainties. Our uninformative prior was constructed
from principles of the Objective Bayesian approach. The prior is called a reference prior and
is minimally informative in the specific sense that the information gain after collection of
data is maximised. The prior is computed for the combination of neutrino oscillation data
and cosmological data and still applies if the data improve.
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1 Introduction
The precise masses m1,m2 and m3 of neutrinos and the ordering of these masses are cur-
rently poorly determined features of particle physics. Solar, atmospheric, accelerator and
reactor neutrino experiments are able to determine mass-squared differences, and the so-
called Mikheyev-Smirnov-Wolfenstein matter effect determines the ordering of two of the
mass eigenstates, see e.g. Langacker et al. [25]. However, the absolute masses are currently
relatively poorly constrained without recourse to cosmological data, giving various 90% cred-
ible upper limits for m1 in the range 0.18− 0.48 eV, depending on the datasets used [9, 22].
This leaves open both possibilities of m3 being larger than m1 and m2 (the normal hierarchy,
which we abbreviate by ‘NH’), and smaller than m1 and m2 (the inverted hierarchy;‘IH’).
Current particle physics experiments are not able to make strong statements in favour of
one ordering or the other [11, 13, 28]. Cosmological observations add important information,
since massive neutrinos alter, in a scale-dependent way, the growth of fluctuations. The
principal sensitivity arises because the primordial fluctuations are erased on small scales by
neutrino free-streaming, largely while the neutrinos are still relativistic. This leads to a
suppression of power at all but the lowest wavenumbers (k < 10−2hMpc−1) in the cosmic
structures. In principle, such a suppression could be achieved by other sufficiently abundant
relativistic free-streaming particles, but neutrinos are the particles preferred by the data [30].
Since the proportion of the total fluctuation carried by the neutrinos increases as their total
mass increases, the observed suppression of power allows us to infer model-dependent bounds
on the sum of neutrino masses.
Current data put an upper limit on the sum of the masses that is getting interestingly
close to the minimum mass sums that are allowed by neutrino oscillations (0.06 and 0.1 eV
for the NH and IH respectively). For example, [27] find an upper limit of 0.12 eV at 95%
confidence after having marginalised over other cosmological parameters from BOSS Lyα
clustering and the cosmic microwave background. This result is similar to other studies
using different probes and redshift ranges, such as those of [10, 17].
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Previous determinations of the relative odds of the normal to the inverted hierarchy
usually moderately favour the NH, depending on the dataset used. However, the data are
not so constraining, with the effect that the prior chosen can still have a considerable influence
on the results, and this is the focus of this paper.
A frequentist view was taken by [8], but most analyses are Bayesian (e.g. [7, 16, 19,
26, 32, 36]), so priors are necessary. In summary, Hannestad & Schwetz [19] and Gerbino
et al. [16] found an odds ratio in favour of the normal hierarchy of 1.5 with a uniform prior
for the lightest neutrino mass. Vagnozzi et al. [36] found odds of 1.8 and 3.3 depending on
whether conservative or aggressive mass sum limits were chosen. Such limits are again a form
of imposing a prior. The shape Vagnozzi et al. [36] chosen for their prior was uniform over
the sum of neutrino masses. In contrast to these approaches, Simpson et al. [32] used the
logarithm of the mass as a parameter to specify the prior, and advocated a more complex
hierarchical model, with normal priors in the logarithm of the masses, with the mean and
variance of the normal being hyper-parameters. As a consequence, Simpson et al. [32] found
much larger odds favouring the normal hierarchy by 42:1, and Gariazzo et al. [15] similarly
found that a logarithmic prior gave strong odds for the NH, and weak preference for the NH
with linear priors. An even higher odds ratio was found by Long et al. [26] where priors were
set on the mass matrix itself.
Clearly, the quoted odds ratios still depend on the priors chosen. This indicates that the
data are not powerful enough to override the choice of prior. Answering the physical question
of which hierarchy is preferred, still depends strongly on the information contributed by the
chosen prior. We regard it however as important that physical conclusions depend on prior
assumptions as little as possible. In this paper, we shall therefore explicitly construct a prior
that minimizes the information that the prior contributes to the analysis. We shall see that
such an uninformative prior indeed leads to an uninformative odds ratio, meaning better
data are needed to infer the neutrino mass hierarchy.
2 The meaning of priors in Bayesian inferences
In Bayesian analysis, there are broadly two schools of thought concerning appropriate priors.
In the subjective Bayesian approach, which has been taken to date in Bayesian neutrino
mass analysis, one chooses the prior and states it, since any inferences will be dependent
on the choice. Without previous data the aim is often to try to choose a ‘non-informative’
prior, such that the posterior is driven by the likelihood and not the prior. One difficulty
can be that what constitutes a non-informative prior may not be obvious, and apparently
innocuous choices such as uniform priors can be extremely informative in some respects. The
alternative school of thought, called Objective Bayesianism, constructs a prior that is, in
a mathematically well-defined sense, as uninformative as possible, on information-theoretic
grounds. This includes arguments based on the Kullback-Leibler divergence, Haar measures,
or the maximum entropy principle [2, 12, 14, 20].
The concept which applies to the situation at hand are so-called reference priors, in-
troduced by [5]. A reference prior ensures that when the probability distribution of model
parameters is updated from the prior to the posterior, the information gain is maximised.
The prior then has an obvious merit in that it is determined by a mathematical procedure,
rather than a subjective view, and it maximises the influence of the data on the inference.
One complication is that, in multi-parameter problems, the reference prior can depend on
the ordering of parameters [6], so may not yield a unique maximally non-informative prior.
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However, a very nice feature of the combination of neutrino experiments used in this paper is
that the ordering of the parameters is irrelevant, and there is, in this case, a unique reference
prior. This prior is one of the main results of this paper. The approach is outlined in the next
section; for a full discussion of reference priors the reader is directed to [3, 6]. The other main
results are the ensuing posteriors on the neutrino masses, and the resultant posterior odds of
the two possible neutrino hierarchies (where with current data none is strongly preferred).
3 Least-informative priors for a given experiment
To make precise the notion of a ‘least-informative prior’, consider a modelM with parameters
θ, which can generate data x. The theory of uninformative priors has progressed in the past
thirty years, and the concept which applies to the problem of infering the neutrino mass
hierachy is the theory of ‘reference priors’. What is nowadays understood as a reference prior
is a prior that maximises the expected information gain caused by the arrival of the data x.
In other words, a reference prior maximizes the missing information, in the absence of data.
The concept of missing information is thereby central: it defines what is mathematically
meant when we request an ‘uninformative’ prior.
For a reference prior, the missing information is assessed as follows. Let there be an
experiment, which aims to constrain parameters θ. Being Bayesian, the experiment is only
conducted once, and procures a data set x ∼ p(x|θ). The likelihood then quantifies how
tightly a single outcome of the experiment constrains the parameters θ. In contrast, the
missing information before knowing the parameter precisely depends additionally on the
prior: if the prior is sharply peaked, it contributes a lot of information. To quantify the
missing information, reference prior theory uses k hypothetical repetitions of the experiment,
as these would finally overwrite any sensible prior choice. For k → ∞ repetitions, the
parameter is then as precisely constrained as possible by the data, conditional on the assumed
experimental setup. Note that the experiment does not need to be repeated in reality – the
hypothetical repetition is only necessary to quantify the missing information. The reference
prior is then the prior which maximizes this missing information.
Denoting the data generated by k repetitions of the experiment as xk, the mutual
information between a prior pi(θ) and posterior p(θ|xk) is [3]
I(θ,xk) =
ˆ
p(xk)
[ˆ
p(θ|xk) ln p(θ|x
k)
pi(θ) dθ
]
dxk, (3.1)
where we recognise the inner integral as the Kullback-Leibler divergence between the posterior
p(θ|xk) and the prior pi(θ). The outer integral runs over realizations of the data, meaning
the information here defined is an expected information. Maximising the missing information
yields the on average least-informative prior pi(θ).
The solution for the least-informative prior pi(θ) amongst a class of candidate priors
given the information measure eq. 3.1, is [3, 6]
pi(θ) = limk→∞ fk(θ)fk(θ0) , (3.2)
fk(θ) = exp
[´
p(xk|θ) ln p∗(θ|xk) dxk
]
. (3.3)
where θ0 is a point in the parameter space, and p∗(θ|xk) is the posterior with a fiducial
choice of a prior pi∗(θ), and the limit is loose in that it permits improper priors. The choice
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of the fiducial point θ0 and the fiducial prior pi∗ can facilitate the computation, but (given the
existence of the resulting reference prior and certain regularity conditions) do not influence
the outcome. Typically, algorithmic sampling procedures are employed to solve eq. 3.3. See
[3] for regularity conditions and proofs.
However, of particular convenience is that for likelihoods which already achieved asymp-
totic normality (roughly: a precision experiment), the reference priors for single parameters
converge to a prior class which can be more easily computed, namely the so-called Jeffreys
priors. Certain likelihoods may of course never achieve asymptotic normality. This is for
example possible in multi-parameter problems in cases where the data cannot lift parameter
degeneracies, see e.g. [29, 31]. The reference prior which is least-informative according to 3.1
does then not coincide with the Jeffreys prior.
The Jeffreys prior in one dimension is defined as
piJ(θ) ∝
√
−E
[
d2 ln p(x|θ)
dθ2
]
, (3.4)
where the expectation operator E is again the integral over the data, see e.g. [6, 21]. Note that
the statistical definition of the Jeffreys prior is more general and also a deeper concept than
what is usually called a ‘Jeffreys prior’ in astronomy (where the astronomical ‘Jeffreys prior’
is used to denote the prior pi ∝ 1/θ). The general Jeffreys prior hence uses as information
measure the Fisher information
F = −E
[
d2 ln p(x|θ)
dθ2
]
, (3.5)
rather than the mutual information of eq. 3.1.
For multi-parameter models with a likelihood function p(x|θ), the reference prior is
found sequentially, by first fixing all but one parameter and finding the reference prior
pi(θ1|θi 6=1) for the remaining parameter θ1 by treating it as a single parameter problem.
Assuming the resulting prior is proper, then θ1 may be integrated out, and the likelihood is
p(x|θi 6=1) =
ˆ
p(x|θ)pi(θ1)dθ1. (3.6)
The priors are then obtained sequentially by repeating this procedure, and the final prior
is pi(θ) = pi(θn)pi(θn−1|θn) . . . pi(θ1|θi 6=1). Note that in some cases the prior obtained this
way depends on the ordering of the parameters, and it is then conventional to order by the
perceived importance of the parameters. However, if the likelihood is separable into subsets
of the data x, i.e. ∏i p(xi|θi), as in this case, then ∏i 6=1 p(xi|θi) may be taken outside the
integral in eq.(3.6), and repeated application of this principle shows that the reference prior
is the product of the individual 1D reference priors, and is unique.
A reference prior constructed either via 3.3, or if appropriate via 3.4, has multiple
attractive features. Firstly, it minimizes on average the information that the prior contributes
to the measurement. Secondly, reference priors satisfy multiple sanity criteria. For example,
reference priors are preserved when compressing the data onto sufficient summary statistics.
Furthermore, reference priors are preserved when conducting independent repetitions of a
measurement. This means reference priors do not tip from uninformative to informative
with increasing sample size, as many other priors do which are a function of the number
of data points [33]. Reference priors are also consistent under invertible reparametrizations
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and they furthermore hold even if the initially accessible parameter space is retrospectively
constrained to a compact subset [3, 6]. The latter property ensures that reference priors
consistently handle unphysical regions1.
Reference priors and Jeffreys priors are sometimes criticized by pure statisticians for
depending on the experimental setup. This dependence ensues since the priors are computed
from either infinite repetitions of the data, or from expectation values gained from integrating
over the distribution of the data. For a physicist, this dependence on the experimental setup
is however natural: different experiments will procure different data sets, and different data
sets will overwrite the same prior with different speeds. It is therefore natural that a least-
informative prior depends on the measurement design.
In the following sections we construct the reference prior for the investigated set of
neutrino experiments, and use it to determine the neutrino mass posteriors, and the odds of
the two neutrino hierarchies.
3.1 Parametrisation of neutrino experiments
The mutual information is parameter-independent, which means that the reference prior is
also independent of parametrisation. This is convenient, because in order to constrain the
neutrino mass hierarchy, it is most natural to parametrise the model directly with the neutrino
masses m1,m2,m3. In contrast, to compute the reference prior, it is simpler to start from
the quantities that the experiments are actually sensitive to, namely the mass splittings and
the sum of neutrino masses. We therefore order the masses according to mH ≥ mM ≥ mL,
where the subscripts H, M, L abbreviate ‘high, medium, low’. The hierarchy is then normal
if m2H −m2M > m2M −m2L, and inverted otherwise.
The quantities that are constrained or measured by experiments are then
φ ≡ m2M −m2L Normal
≡ m2H −m2M Inverted
ψ ≡ m2H −
1
2(m
2
M +m2L) Normal
≡ 12(m
2
H +m2M)−m2L Inverted
Σ ≡ mH +mM +mL. (3.7)
The parameters φ and ψ are the (squared) mass splittings, and the parameter Σ is the sum of
neutrino masses. For further discussion, see [26]. These parameters are constrained by solar
experiments, a combination of long baseline (LBL) accelerator and reactor experiments, and
cosmological neutrino experiments respectively. Using the parametrisation in [26], current
constraints are [8, 10, 13, 18, 26, 27]
m2M −m2L = (7.50± 0.18)× 10−5 eV2 (Normal)
m2H −m2M = (7.50± 0.18)× 10−5 eV2 (Inverted)
m2H − (m2M +m2L)/2 = (2.524± 0.04)× 10−3 eV2 (Normal)
(m2H +m2M)/2−m2L = (2.514± 0.04)× 10−3 eV2 (Inverted)
mL +mM +mH < 0.12 eV 95% credible region. (3.8)
1This can intuitively be understood by noting that the distribution function in eq. 3.1 will not generate
data in unphysical regions, although the actual proof is somewhat more involved [3].
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To construct the least informative prior, we first notice that the constraints above are means
and their respective standard deviations, which is justified because the posteriors for the
terrestrial experiments are already very close to Gaussian, see also [4, 13]. This means
asymptotic posterior normality has already set in. Additionally, φ and ψ are well determined,
meaning the constraints in eq. 3.8 are insensitive with respect to priors potentially assumed in
the original publications (if they were Bayesian analyses). The cosmological probability of the
neutrino mass sum is also approximately a Gaussian truncated at zero, but evidently not well
measured yet [10]. To compute the reference priors for φ, ψ and Σ, we additionally note that
the quoted experiments are independent of each other: especially the terrestrial and solar
constraints on φ and ψ were computed from data which are independent of cosmological
data which constrain the sum of neutrino masses. The joint data set of terrestrial, solar
and cosmological data therefore factorizes, and hence so does the least informative reference
prior. We can therefore compute a total reference prior for the neutrino hierarchy, which is
the product of the reference priors for φ, ψ,Σ. We will then transform the reference prior for
φ, ψ,Σ onto the reference prior for mL,mM,mH.
To compute the reference priors for φ, ψ,Σ we exploit that asymptotic posterior nor-
mality has already set in for these paramerers. This means we do not need to solve eq. 3.3
via a sampling algorithm, but can instead take the short-cut and compute the Jeffreys prior
piJ(θ) ∝
√
F (θ) from eq. 3.4. The Fisher information is given by eq. 3.5. The Gaussian
likelihoods are given by
L(µˆ|θ) = 1√
2piσ2(θ)
exp
(
−12
[µˆ− µ(θ)]2
σ2(θ)
)
. (3.9)
where θ is any of the three parameters φ, ψ,Σ and µˆ is the summary statistic of the data
from which the parameters are estimated (here the estimated mean). The Fisher information
is then
F (θ) = [∂θµ(θ)]
2
σ2(θ) + 2
[∂θσ(θ)]2
σ2(θ) . (3.10)
How this Fisher information now scales with the parameters determines the shape of the
priors. We see that for θ being any of φ, ψ,Σ, the likelihoods are already Gaussian, hence the
parameters are effectively linear over the domain of relevance and we hence have µ(θ) ∝ θ
in all three cases. Moreover, we know from the measurement designs that the standard
deviations σ(θ) are independent of θ over a wide range. For the cosmological measurements
of Σ, this is because the covariance matrices are there taken to be cosmology independent.
For the mass splittings φ and ψ, the independence of the noise is somewhat harder to see,
but arises because of the following reasoning.
For a given neutrino oscillation experiment, the sensitivity S varies periodically with
the difference in the squared masses of two neutrino mass eigenstates i, j, according to
S ∝ sin2
[
α
(m2i −m2j )L
Eν
]
(3.11)
where L is the baseline, Eν the neutrino energy, and α is a constant, containing the speed
of light, etc. The sensitivity does however not depend on the absolute masses. We are
interested in the prior on φ and ψ over the range where the likelihood is high. Ideally L
is optimised such that the angle αψL/(4Eν) ∼ pi/2, [35] with the result that the expected
error is sensitive to the mass splittings ψ or φ only when the shift in mass difference changes
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the angle by O(1). This is more than an order of magnitude larger than the width of the
likelihood. Therefore, φ and ψ are indeed effectively linear parameters over the width of the
likelihood, and the measurement uncertainty is constant over the still admissible range for φ
and ψ.
We therefore see that given the current measurement precisions, all three parameters
φ, ψ,Σ can effectively be treated as linear and the noise can be treated as constant. The
Fisher information 3.10 is then constant, since the derivative ∂θσ(θ) vanishes, and since
the derivative ∂θµ(θ) is effectively constant over the domain of high likelihood. Because
of the Fisher information being constant, we arrive at uniform Jeffreys priors for all three
parameters
piJ(φ) = const., piJ(ψ) = const., piJ(Σ) = const. (3.12)
Let us shortly discuss the approximations in this derivation. These priors were derived
using that the parameters are effectively linear, due to the constraining power of the data.
In order for this to be not only approximately but rather strictly true, there should be
translational invariance of the likelihood also for less constraining data. This translational
invariance is meant in the sense that the likelihood only shifts as a function of each θ but
does not change shape or width. For current data, assuming linear parameters is an excellent
approximation, and has been studied especially for the cosmological experiment, where Fisher
matrix analyses [1, 34] have shown constant Fisher information as a function of the neutrino
masses. For future data, the precision of this approximation will improve further. Note
that although cosmological neutrino results are presented truncated at zero mass sum, these
should be interpreted as a likelihood multiplied by a hard theoretical prior truncated at zero.
The likelihood itself can extend to negative mass sum. For example, an estimator of the
mass sum is not required to be positive. We make the assumption that the likelihood itself is
translation-invariant, consistent with the Fisher analyses of [1, 34], in which case the Jeffreys
prior is constant, regardless of its shape.
In addition to noting that truncating the distribution for the neutrino masses at Σ = 0
does not affect the least informative reference prior, there are some regions of (φ, ψ,Σ) space
that are unphysical, since they correspond to negative values of one or more of the masses
or mass-squared terms. In conjunction with later imposing an upper limit on the sum of
masses, this can again be seen as a restriction of the parameter space. The reference prior
handles this, since it can always be retrospectively constrained to a compact subspace. This
can be proven, see [3], but in principle arises because independently gained information is
additive, and restricting the prior to physically meaningful parameter ranges simply adds
physical information to the missing information as assessed by the reference prior.
Having thus determined the reference prior in the (φ, ψ,Σ) parametrisation, in the
next section we use the invariance of the mutual information to parametrisation (and hence
consistency of the reference prior) to find the prior in the (mL,mM,mH) parametrisation.
From there, we will compute the posterior mass distributions and the marginal evidence for
the two hierarchies.
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Figure 1. Surface plot of the on average least informative prior density for the neutrino masses
(keeping m3 = 0.01eV fixed as an example for illustration. This simply determines the intersection
with the z-axis; the z-axis can be rescaled for other values of m3). This prior was constructed from
the reference priors for the mass splittings and the sum of neutrino masses, see eq. 4.1. The prior
correctly reflects that a priori, a low neutrino mass sum is more difficult to detect (low prior density to
the bottom left). It also reflects that keeping one of the three neutrino masses fixed, it is most difficult
to detect a neutrino mass splitting if the two other neutrinos have identical masses (minimal prior
value along the line m1 = m2, indicated in yellow dashes). The coloured lines indicate isocontours.
4 Construction and interpretation of the neutrino mass prior
To compute the posterior odds of the two possible neutrino hierarchies, we take the uniform
reference priors in φ, ψ,Σ, and transform to mL,mM,mH. This produces the Jacobian
J(mL,mM,mH) =
∣∣∣∣∣∣∣∣ ∂(φ, ψ,Σ)∂(mL,mM,mH)
∣∣∣∣∣∣∣∣
= 4(mLmM +mLmH +mMmH), (4.1)
for both hierarchies. J is therefore proportional to the resulting non-informative reference
prior in the space of neutrino masses mi. This prior makes immediate sense. Recall that
the prior 4.1 had been constructed from the information which an experiment misses on the
parameters.
We now see that the prior is zero, if all neutrino masses are zero. The prior thereby
correctly reflects that if the neutrino masses were all zero, then no experiment searching for
the masses could ever detect them.
Keeping one of the three masses fixed (mL say), the prior furthermore takes a minimal
value if the two other masses coincide (mM = mH in our example). This reflects that an
experiment which searches for a mass-splitting between mM and mH will then fail, since there
is then no mass splitting to be detected.
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Figure 2. Posteriors for masses for the normal Hierarchy (left), and the Inverted Hierarchy (right).
The prior also increases with increasing masses, which reflects that it is a priori easier
to detect the sum of the neutrino masses if it is large. This again makes immediate sense, as
highly massive neutrinos will wash out cosmological structures efficiently. The prior hence
directly reflects why cosmology is able to yield a sequence of increasingly constraining upper
bounds. Moreover, the prior increases with the sum of neutrino masses only in a polynomial
fashion. This directly implies that it is a sound prior which can be overwritten by the
data: for increasingly constraining data, the likelihood will turn towards Gaussian, thereby
acquiring exponentially decreasing tails. As an exponential times a polynomial converges,
this directly illustrates that the posterior will converge.
Comparing the prior 4.1 to the often chosen priors that are flat in mass or proportional
to 1/m, we see a conceptual difference: these priors describe a prior belief that a value for the
masses or their logarithm is not preferred. The reference prior eq. 4.1 instead reflects whether
the experimental setup is designed to be more sensitive with respect to certain combinations
of the values for the masses or not. It constructs the prior which is on average most easily
overwritten by data. If we would reinterpret the 1/m prior as a reference prior, we see that it
puts maximal weight on zero masses. This would imply an experiment is a priori most likely
to detect the neutrino masses if they were zero (which is of course a contradiction in itself).
5 Results: neutrino masses and hierarchy
5.1 Mass posteriors
Using the constructed least informative prior, eq. 4.1, we show in figure 2 the posteriors for
the neutrino masses for the two hierarchies. As expected, for the inverted hierarchy, the
two most massive states are tightly constrained by the accelerator/reactor result and the
cosmological upper bound. If we wish, we can marginalise over the model (NH or IH), in
which case the posteriors become an average of these posteriors, weighted with the Bayes
factor. The most massive neutrino state is then tightly constrained, regardless of hierarchy.
5.2 Marginal Likelihood for the hierarchies
Having determined the reference prior, constructed to be non-informative for the neutrino
masses, we now use it to compute the posterior probability of the normal hierarchy and in-
verted hierarchy. This model comparison is achieved with the Bayesian evidence, or marginal
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likelihood. The relative probability of the two models (posterior odds) is
p(NH|x)
p(IH|x) =
pi(NH)
pi(IH)
´
p(x|θ,NH)pi(θ|NH) dθ´
p(x|θ, IH)pi(θ|IH) dθ . (5.1)
The first term is the prior model ratio, which we shall take to be unity to express no prior
model preference. The second term is the Bayes factor, being the ratio of the evidences,
B = ZNH/ZIH.
The likelihood is given by the product of the three Gaussians for φ, ψ and Σ, or their
transformed distributions for mL,mM,mH. They are combined with the prior 4.1 such that
we can compute the marginal likelihoods for NH and IH respectively:
ZNH,IH = ANH,IH
ˆ
dmLdmMdmH J(mL,mM,mH)Nφ(µs, σ2s )Nψ(µa, σ2a)NΣ(µΣ, σ2Σ), (5.2)
with obvious integration limits. ANH,IH are constants and we insert the appropriate functions
ofmi from Eq. (3.7). Nx(µ, σ2) = (2piσ2)−1/2 exp[−(x−µ)2/(2σ2)] is the normal distribution,
and the appropriate means and variances for the solar (s) and LBL accelerator/reactor (a)
experiments are obtained from Eq. (3.8). For the cosmological data, we take µΣ = 0, and
σΣ ' 0.06 eV [27]. The cosmological term is truncated at Σ = 0. Note that these likelihoods
each have a normalisation, which is common for all except the LBL/reactor results, for which
the IH peak likelihood is lower by ∆χ2 = 0.83 [13], so the NH/IH Bayes factor is increased
by ANH/AIH = exp(0.415) ∼ 1.5.
For illustration, the integrands marginalised over m2 are shown in figure 3 for the two
hierarchies. To compute the Bayes factor, the integrals are taken over the wedge mL ≤ mM ≤
mH ≤ 0.5 eV. The upper bound is necessary to make the prior proper, but the results are
very insensitive to the choice if sufficiently large, because of the requirement from oscillation
data that the masses be almost degenerate if large, and the cosmological bound strongly
disfavours Σ = 1.5 eV (i.e. the posterior converges quickly). Furthermore, since the prior
volumes are the same for both models, there is essentially no sensitivity of the posterior odds
to the chosen prior volume.
When these marginal likelihoods are evaluated, we find that the posterior odds ratio is
p(NH|x)
p(IH|x) =
ZNH
ZIH
= 5.1 (5.3)
in mild favour of the normal hierarchy and with a negligible error from the integration. The
result can either be obtained using the J prior and integrating over masses mi, or by using
a constant prior and integrating over (φ, ψ,Σ), paying attention to the physical domain in
the latter case. As expected, the result depends on the cosmological error; for example,
increasing the error to σΣ = 0.07 eV gives a significantly lower odds ratio of 4.0. Thus we
find, in agreement with [19] and [36], but in contrast to [32] and [26], that the reference prior
approach still favours the normal hierarchy, but only with low and inconclusive odds.
This makes mathematically robust what could already intuitively be expected: if mul-
tiple reanalyses of the same data yield strongly differing posterior odds, and the difference
arises from the choice of priors, then it is clear that all additional information must have
come from the prior rather than the data. Here, we have shown this by explicitly using a
prior that contributes on average minimal prior information to the information inherent in
the data, and we indeed find that using such an uninformative prior leads to uninformative
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Figure 3. Contours of equal posterior probability density form1 andm3, marginalised overm2, using
the reference prior J . These masses have the conventional labelling, with m1 being the dominant
contributor to the electron neutrino. NH is depicted in solid contours at the bottom right (with m1
identified as mL) and IH at top left (with open contours and m1=mM). Contours are set at a very
low level to render the posterior visible across the mass range.
posterior odds. This provides a strong case for collecting better data, in order to determine
the neutrino hierarchy. Note, that such an improved data set might still reveal that neutri-
nos obey the inverse hierarchy: all statements in the paper at hand are entirely probabilistic,
and the posterior odds present the odds given current data. The odds may well tip once a
measurement of the neutrino mass sum has been established.
6 Future neutrino constraints
It is straightforward to forecast the Bayes factor for future cosmological experiments, by
reducing the variance on the sum of the masses, and centring the cosmological Gaussian on
a fiducial sum of masses. This is shown in figure 4 for the normal hierarchy as a function of
the standard deviation of the assumed Gaussian future error. We assume that there is one
massless neutrino, so for the normal hierarchy we centre the truncated Gaussian on 0.06 eV,
and for the inverted hierarchy, on 0.11 eV. Assuming the normal hierarchy, we see from the
figure that the logarithm of the Bayes factor should exceed 5 for σΣ < 0.025 eV, similar
to that found by [19]. Future data could yield uncertainties below 0.02 eV with optimistic
Cosmic Microwave Background and galaxy clustering measurements [1], and 3D weak lensing
from a Euclid-like survey may give errors σΣ ' 0.03 eV if the masses are not too low [24],
with the advantage of being insensitive to galaxy bias, and there is the prospect of smaller
errors in combination with CMB lensing [23]. These results should be achievable by the
mid-2020s, on the same timescale as laboratory experiments are expected to yield evidence
of the hierarchy (see [28] for a review of these prospects). Improved measurements would be
inconclusive if the inverted hierarchy is correct, since the normal hierarchy can increase the
minimum mass to find acceptable solutions, and the Bayes factor is always close to unity for
very small errors.
7 Conclusions
This paper is an objective Bayesian study analysing the neutrino masses and their hierarchy,
using summary information from solar, long baseline accelerator, reactor, and cosmological
– 11 –
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Figure 4. The Bayes factor B = ZNH/ZIH for future cosmological experiments where the standard
deviation on the sum of neutrino masses reduces from its current value of 0.06eV. One massless
neutrino and the normal hierarchy is assumed.
experiments. Since it was found in former studies that the prior still impacts the physi-
cal conclusions strongly, we have determined the on average least informative prior for the
described neutrino experiments. This is called a reference prior and for the case at hand
coincides with the product of one-dimensional Jeffreys priors. In multi-parameter models,
the procedure that leads to the reference prior can depend on the ordering of the parameters
[6], but in the case considered here the summary data separate in the φ, ψ,Σ parametrisation,
and the reference prior is independent of ordering and is unique, given by eq. 4.1. This prior
favours larger masses, which is uninformative with respect to the parameters, but reflects
the measurement sensitivity because a given variance in φ or ψ corresponds to a smaller
uncertainty in mass difference if the masses are larger; see Sect. 4. The uninformative prior
is shown in figure 1.
Given this prior, the inverted hierarchy is only mildly disfavoured by current data,
despite the minimum total mass being close to the cosmological bound. Using the least
informative prior, the posterior odds ratio (assuming equal model priors) is inconclusive,
being 5.1:1 in favour of the normal hierarchy.
As has been remarked upon previously, the conclusions on the neutrino hierarchy are
prior-dependent. The results using the non-informative reference prior lie between the low
odds ratios of [16, 19, 36], based on uniform mass priors, and the conclusive results of [26, 32]
which use the logarithm of the masses as parameters for the prior, and a random mass
matrix prior respectively. The prospects of future cosmological experiments determining the
hierarchy depends on which hierarchy it is. With errors on the sum of masses of the order
of 0.025 eV or better, they would find strong evidence (lnB > 5) for the normal hierarchy
if it is true and the smallest mass is negligibly small. If, on the other hand, the inverted
hierarchy is correct, future improvements in cosmological data will not conclusively determine
the hierarchy (lnB does not vary significantly from zero), since the NH can accommodate
the larger mass sum by increasing the smallest mass.
There are a number of refinements that could be made to this first objective Bayesian
approach, principally in refining the reference priors to take full account of the small variation
in sensitivity of experiments to the mass sum and mass-squared differences. However, over the
range where the likelihood is substantial, the approximation is very good for the terrestrial
– 12 –
experiments, and reasonable for the cosmological experiment, so it is difficult to see how the
results could change substantially. Secondly, from a Bayesian perspective a marginalisation
over parameters could be done in the precursor LBL/reactor analysis, rather than a profile
likelihood that is used to construct the mass-squared difference posteriors [13]. Finally,
any dependence of the solar and accelerator-reactor results on each other should be treated
by a joint likelihood, but the dependences are very weak, so again, it seems unlikely that
residual correlations could turn the inconclusive results into a strong preference for the normal
hierarchy, or favour the inverted hierarchy.
In total, better data are needed before the neutrino masses and their hierarchy can be
well determined. The prior here constructed is then still applicable, and stays on average the
prior that is most easily overwritten by data.
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