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Samenvatting 
Gasinjectiereactoren, in het bijzonder deze voor de injectie van gasbellen in 
vloeistoffen, vormen een belangrijke schakel in talrijke pyrometallurgische 
bedrijfsprocessen. De fenomenen en interacties die het gedrag van 
dergelijke reactoren bepalen worden echter nog niet helemaal begrepen. 
Vanuit een meerschalig standpunt bekeken blijkt vooral de kennis over het 
gedrag van individuele gasbellen op een mesoscopische schaal beperkt. 
Hoewel simulaties en watermodellen kunnen bijdragen tot een beter 
begrip, blijven experimentele observaties van gasbellen in echte 
pyrometallurgische systemen onmisbaar voor het valideren en verfijnen 
van kennis over het mesoscopische systeemgedrag. Jammer genoeg 
verplicht de ondoorzichtigheid van deze systemen het gebruik van indirecte 
beeldvormingstechnieken met een beperkte temporele en spatiale 
resolutie. Bovendien is een accurate reconstructie van de gas-vloeistof 
interfase slechts mogelijk door toepassing van tomografie wat de 
complexiteit van een experimentele opstelling gevoelig doet toenemen. 
Deze doctoraatsstudie stelt een alternatieve en innovatieve aanpak voor ter 
omzeiling van deze twee beperkingen. Door gas te injecteren in een dunne 
laag vloeistof tussen twee vlakke platen op korte onderlinge afstand 
worden gasbellen in een Hele-Shawstromingsregime gecreëerd. Het gevolg 
hiervan is dat de stromingsverschijnselen zich in twee dimensies 
ontwikkelen en volledig gekarakteriseerd kunnen worden door observaties 
vanuit een enkel standpunt. Bij gebruik van een transparant plaatmateriaal 
dat niet bevochtigd wordt door de vloeistof, kunnen bovendien ook 
gasbellen in ondoorzichtige vloeistoffen rechtstreeks in beeld gebracht 
worden. Deze aanpak wordt verder onderzocht voor injectie van inert gas in 
vloeibare metalen. 
De haalbaarheid van de voorgestelde Hele-Shawgebaseerde aanpak wordt 
gedemonstreerd aan de hand van een studie van opstijgende stikstofbellen 
in vloeibaar kwik op kamertemperatuur in een Hele-Shawcel van 1 mm 
dikte. Dankzij het gebruik van een bewegende hogesnelheidscamera om de 
bellen continu en vanop korte afstand te registreren, kan de positie en de 
geometrie van deze bellen in hoge resolutie geregistreerd worden over hun 
volledige traject. Na een doorgedreven onderzoek van de accuraatheid 
worden deze gegevens gebruikt voor een gedetailleerde analyse van de 
variaties in belvolume. Hierbij wordt duidelijk dat de geobserveerde 
belexpansie voor een groot deel te wijten is aan een hydrostatische 
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drukgradiënt. Daarnaast geeft een gedetailleerde analyse van de 
volumeveranderingen voor kleinere bellen ook aan dat een nauwkeurige 
beschrijving van het belgedrag rekening dient te houden met variaties in 
dynamische druk die grotendeels regime-afhankelijk zijn. In tegenstelling 
tot in waterige systemen komen overgangen tussen dergelijke regimes 
regelmatig voor langsheen het traject van individuele groeiende gasbellen 
in kwik. Voor bellen met diameters tussen 4 mm en 20 mm werden twee 
verschillende regimes waargenomen: kleinere bellen hebben een rond tot 
elliptische vorm en bewegen volgens een rechtlijnig pad terwijl grotere 
bellen een periodisch gedrag vertonen, gekenmerkt door een oscillerende 
vorm en een wervelend traject. De transitie tussen beide regimes kan 
verklaard worden door een afgenomen belang van capillaire effecten en 
een toenemend belang van inertiële effecten voor grotere bellen. Verder 
toont een kwantitatieve analyse van de stijgsnelheid aan dat 
regimetransities hand in hand gaan met plotse versnellingen en dat het 
lineaire regime gekenmerkt wordt door een negatieve correlatie tussen het 
Eötvös nummer en het Reynolds nummer, terwijl dit omgekeerd is voor het 
periodische regime. 
Om de toepasbaarheid van de voorgestelde Hele-Shawgebaseerde aanpak 
te demonstreren voor industrieel relevante systemen werd ook een hoge 
temperatuur opstelling ontwikkeld. Hiermee werden stikstofbellen in 
vloeibaar zink op 700°C geobserveerd in een kwartsglazen cel met een dikte 
van 1.5 mm. Bij een lage zuurstofconcentratie wordt kwartsglas immers 
niet bevochtigd door het vloeibare zink en kunnen de bellen rechtstreeks 
waargenomen worden doorheen het transparante celmateriaal met 
dezelfde bewegende hogesnelheidscamera als tijdens de experimenten met 
kwik. Voor bellen met diameters tussen 5.9 en 9.0 mm wordt op deze 
manier een enkel stromingsregime waargenomen waarin bellen een 
sinusoïdaal traject volgen met een karakteristieke frequentie van 3.31 Hz. 
Daarnaast worden ook tussentijdse versnellingen waargenomen waarvan 
de juiste oorzaak niet verklaard kan worden. 
Een directe extrapolatie van observaties in een Hele-Shawcel naar 
industrieel relevante omstandigheden ligt niet voor de hand. Daarom zullen 
dergelijke experimenten nooit helemaal in staat zijn om traditionele 
driedimensionale observaties te vervangen. De voorgestelde aanpak lijkt 
echter vooral veelbelovend als een eerste stap in de studie van gasbellen in 
vloeibaar metaal. Het zijn immers dezelfde fenomenen en interacties die 
het gedrag van zowel vrije bellen als bellen in een Hele-Shawcel bepalen. 
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Bovendien is de resolutie waarmee deze laatste geobserveerd kunnen 
worden ongezien hoog in vergelijking met andere technieken, in het 
bijzonder bij hoge temperaturen. Dit maakt de Hele-Shawaanpak zeer 
geschikt voor een gedetailleerde validatie van simulatieresultaten. Op basis 
hiervan wordt verwacht dat de voorgestelde aanpak kan bijdragen tot een 
beter inzicht in de mechanismen die het gedrag van pyrometallurgische 
gasinjectiereactoren bepalen. Dit zal bijdragen tot toekomstige 
ontwikkelingen in dit domein. 
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Abstract 
Gas injection reactors in general, and bubble column reactors in particular, 
are key elements of many pyrometallurgical flow charts. Nevertheless, the 
phenomena and interactions that govern these reactors are not yet fully 
understood. From a multiscale point of view, the main bottleneck is 
situated at a mesoscopic level on which individual bubbles are considered. 
While simulations and water models can be very helpful to widen this 
bottleneck, experimental observations of gas bubbles in real 
pyrometallurgical systems remain indispensable for validation and fine-
tuning of mesoscopic system descriptions. Unfortunately, the opacity of 
these systems enforces the use of indirect imaging techniques with limited 
temporal or spatial resolution. In addition, accurate tracking of the gas-
liquid interface requires tomography, further complicating the design of an 
experimental setup. In this doctoral study an alternative and innovative 
approach is suggested that circumvents these two main restrictions. By 
injecting gas in a thin sheet of liquid entrapped between two flat and 
closely spaced plates, bubbles in a Hele-Shaw flow regime are generated. 
The resulting quasi-two-dimensional multiphase flow phenomena can be 
fully captured from a single point of view. Moreover, when using a 
transparent plate material that is not wetted by the liquid, even bubbles in 
opaque liquids can be visualized directly. This approach is explored for inert 
gas injection in liquid metals.  
To demonstrate the feasibility of the suggested Hele-Shaw based approach, 
buoyancy driven nitrogen bubbles in liquid mercury are observed at room 
temperature in a Hele-Shaw cell of 1 mm thickness. By using a moving high 
speed camera to make continuous close up recordings of individual 
bubbles, the position and geometry of these bubbles are quantified with a 
high resolution along their entire path. After a thorough evaluation of the 
experimental accuracy, this information is used for a detailed analysis of 
bubble volume variations. It is clear that a hydrostatic pressure gradient 
accounts for the most of the observed bubble growth. Yet, a careful 
assessment of the variations for smaller bubbles suggests that an accurate 
bubble description should also account for significant dynamic pressure 
variations that are largely flow regime dependent.  Contrary to aqueous 
systems, in mercury transitions between these regimes can readily be 
observed along the trajectory of individual, expanding bubbles. A mapping 
for bubbles with diameters between 4 mm and 20 mm shows the existence 
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of two different regimes: smaller bubbles adopt a constant round-to-
elliptical shape and travel along a linear path while larger bubbles exhibit a 
periodically distorted shape and follow a swirling trajectory. The transition 
between this linear and periodic regime can be attributed to a shift from 
capillary to inertia dominated flow with increasing bubble size. 
Furthermore, a quantitative mapping of the bubble velocity shows that the 
transition goes hand in hand with a steep acceleration, and that the linear 
regime is marked by a negative correlation between the Eötvös number and 
the Reynolds number while the opposite is true for the periodic regime.  
To demonstrate the applicability of the suggested Hele-Shaw based 
approach for industrially relevant systems, a high-temperature 
experimental setup is developed. With this setup, nitrogen bubbles are 
observed in liquid zinc at 700°C in a fused quartz cell with a thickness of 
1.5 mm. At low oxygen levels, cell walls are not wetted by the liquid zinc 
and bubbles can be visualized directly through the transparent cell walls, 
using the same moving high speed camera as for mercury. In the range of 
diameters between 5.9 and 9.0 mm, this reveals a single periodic flow 
regime in which bubbles follow a sinusoidal path with a characteristic 
frequency of 3.31 Hz. In addition, systematic intermediate accelerations are 
observed of which the exact origin remains unexplained.  
A direct extrapolation of the observations in a Hele-Shaw cell to industrially 
relevant geometries is not straightforward. As a consequence, such 
experiments will never be able to completely replace three-dimensional 
observations. Nevertheless, the suggested approach seems very promising 
as a first step in the study of gas bubbles in liquid metals. After all, in a 
Hele-Shaw cell, the same effects and interactions that govern unconfined 
bubbles can be studied. In addition, the resolution of the observations is 
unseen for bubbles in liquid metals, especially at high temperatures. This 
makes them highly suitable for detailed validations of simulation results. 
Therefore it is expected that this approach can contribute to a better 
understanding of the mechanisms that govern gas injection in 
pyrometallurgy and support future developments in this field. 
List of symbols 
 
VII 
List of symbols 
Symbols 
d Equivalent bubble diameter [ ] 
f Average path frequency [   ] 
g Gravitational acceleration [     ] 
h Spacing between cell walls [ ] 
n Amount [   ] 
p Bubble perimeter [ ] 
t Time [ ] 
y Vertical position [ ] 
w Cell width [ ] 
A Projected bubble area [  ] 
C Projected thickness of curved interface  [ ] 
G Gibbs free energy [ ] 
H Bath or layer height [ ] 
  Absolute pressure [  ] 
     Atmospheric pressure [  ] 
     Capillary pressure [  ] 
     Dynamic pressure [  ] 
     Hydrostatic pressure [  ] 
R Universal gas constant (8.31) [           ] 
S Cross section between interface and  wall  [  ] 
T Temperature [  ] or [ ] 
U Absolute bubble velocity  [     ] 
Ux Horizontal component of bubble velocity  [     ] 
Uy Vertical component of bubble velocity  [     ] 
V Bubble volume [  ] 
X Horizontal position [ ] 
 ̃ Approximated horizontal position [ ] 
 ̅ Average horizontal position [ ] 
α Inclination of the bubble to the horizontal [ ] 
θ Contact angle [ ] 
µ Dynamic viscosity  [    ] 
χ Aspect ratio  
ρ Density  [      ] 
σ Surface tension [     ] 
  Change in property  
  
VIII 
Superscripts 
IG Based on the ideal gas law  
ref At reference position  
max At highest position  
Subscripts 
Hg Property for mercury  
H2O Property for water  
Zn Property for zinc  
Salt Property for the salt phase  
Dimensionless numbers 
   Bubble Reynolds number  
       Cell Reynolds number  
   Weber number  
   Eötvös number  
   Morton number  
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Chapter 1   
General introduction 
This chapter commences with a general overview on gas injection 
applications in pyrometallurgy and some considerations on the future 
developments in section 1.1. This should help the reader to frame the 
current work in a broader context and assess its economical and societal 
relevance. Next, in section 1.2, it is argued why this work focusses on a 
mesoscopic scale and how this fits into a broader multiscale approach 
towards gas injection. Based on this analysis, research objectives can be 
defined in section 1.3. Finally, section 1.4 sketches the structure of the 
remainder of this text.  
1.1 Gas injection in pyrometallurgy 
Throughout history, pyrometallurgical gas injection reactors have always 
played a key role in the smelting and refining of metals. Well before the 
Christian Era, people operated highly primitive blast furnaces for copper 
and iron production [1]. In these operations, roasted copper or iron ores 
were mixed and fired with charcoal to reduce the oxides and obtain pig 
iron. Yet to achieve sufficiently high temperatures, this required the 
injection of air, sometimes pressurized by bellows, through tuyeres in the 
furnace walls. Nowadays, modern large scale blast furnaces still rely on this 
principle to meet most of the world’s demand for iron [2]. Meanwhile, 
smaller sized variants are used in the non-ferrous industry, mainly for lead 
and zinc smelting. They operate in a continuous mode by feeding a porous 
mixture of raw materials and coke at the top of the furnace and tapping 
liquid metal and slag from a bath at the bottom. Preheated and often 
oxygen-enriched air is injected through tuyeres just above the level of this 
bath, creating a countercurrent gas flow.  Because of the temperature 
gradient over the furnace, the feedstock remains in a solid state during 
most of the time spent in the furnace. Typically the reduction is completed 
by the time the melting point of the metal is reached. Hence, blast furnaces 
are the most important examples of a first type of gas injection reactors, 
relying predominantly on gas-solid interactions for smelting operations. 
Depending on how gas injection is defined, some reverberatory and flash 
furnaces can be classified as other examples. 
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A second type of pyrometallurgical gas injection reactors are designed to 
promote gas-liquid interactions. These typically consist of a furnace or a 
vessel in which a melt is brought in direct contact with a gas flow. Reactors 
of this type were not used on an industrial scale until the development of 
the Bessemer converter halfway the 19th century. This invention 
revolutionized steelmaking and evolved into the LD convertor which is 
currently the preferred technology in most steelmaking operations [3]. It is 
an example of a top blowing application where a jet of oxygen gas 
penetrates through a slag layer and reacts with the top surface of a pig iron 
bath beneath, to reduce its carbon content and remove impurities in the 
steel. Recently, this process has been further developed in the Q-BOP 
process. It relies on the same principle, but in this case the oxygen is 
injected through nozzles at the bottom of the vessel [4]. This increases 
efficiency by enhancing stirring and increasing the reaction surface. 
Meanwhile, many other processes were developed that rely on interactions 
between the gas and a liquid phase for smelting and refining a variety of 
metals. Just like the Q-BOP process, most of these processes are designed 
around a bubble column reactor in which gas is blown directly into a melt 
through submerged lances or tuyeres. Examples are the stirring and 
degassing of iron melts by inert argon bubbling in steelmaking ladles and 
electric arc furnaces, the converting of sulfide matte to blister copper using 
oxygen injection and the removal of impurities from aluminum melts 
through chlorine gas fluxing [4].  
It is expected that future pyrometallurgical processing routes will 
increasingly rely on the second, gas-liquid type of injection reactors in 
general and bubble column reactors in particular. This is illustrated in figure 
1.1. The reason is twofold. Firstly, ecological and economical factors are 
pushing for an increase of the societal resource efficiency. For the 
metallurgical industry this implies a shift from primary metals production to 
recycling of secondary resources [5]. Yet, at least for commodity metals, 
reactors of the gas-solid type are often used for smelting of primary ores 
while refining of metal melts is rather done in gas-liquid reactors. Hence, 
since recycling leans more toward the refining operations, this shift will 
likely go hand in hand with a more widespread use of gas-liquid reactors. 
An exception might be the lead blast furnace which is nowadays used as a 
separation step in flowcharts for non-ferrous metal recycling. Secondly, the 
on-going trend towards process intensification is expected to go hand in 
hand with an increased usage of bubble column reactors in pyrometallurgy. 
The reason is that these reactors combine an intensive mixing and large 
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interface area between the gas phase and the liquid metal with a relatively 
simple and especially compact design [6, 7]. However, further development 
of pyrometallurgical bubble column reactors is only possible if the 
understanding of the governing mechanisms increases simultaneously.  
 
figure 1.1: A mapping of the types of gas injection applied in modern 
pyrometallurgy. 
1.2 A multiscale approach 
Bubble column reactors are governed by a wide range of physical and 
chemical phenomena. The simplest examples are reactors where inert gas 
is injected through porous plugs to stir and homogenize a melt. Except for 
evaporation due to the vapor pressure of the components in the melt, no 
mass transfer between the gas phase and the liquid occurs. Hence, the 
behavior of this type of reactors is mainly determined by hydrodynamic 
interactions, spanning a wide range of scales. While reactor-wide flow 
patterns and bubble distributions are considered at macroscopic reactor 
scales up to several meters, energy dissipation in the wake of individual 
bubbles occurs at sub millimeter Kolmogorov length scales. This span 
becomes even larger when investigating complex operations involving 
reactive gas injection. Indeed, while mass and energy balances for a process 
are accounted for on a reactor basis, the thermodynamics and kinetics that 
Chapter 1 
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govern mass transfer between the phases are described on micrometer 
range Batchelor length scales which are much smaller than the size of 
individual bubbles [8]. Consequently, descriptions of bubble column 
reactors often cover physical and chemical phenomena spanning time and 
length scales of up to six orders of magnitude [9]. Because currently, and in 
the foreseeable future, no experimental or modeling techniques are 
available that can capture all these scales at once without running into 
computational or experimental limits, a multiscale approach is required [8].  
In a multiscale approach, instead of resolving an entire system up to the 
smallest scale, phenomena are first grouped by the largest scale on which 
they can be fully resolved. Then, within each group separately, the relevant 
phenomena and their interactions are described. These descriptions can 
vary in complexity, from basic empirical correlations to detailed numerical 
simulations. The exact implementation will typically be tailored to the 
available data, the required accuracy and the desired domain of application. 
In addition, closure laws are developed that describe interactions between 
phenomena operating at different scales. These closure laws are used to 
link the different descriptions and integrate them into a multiscale model 
for the entire system. In case of a two way coupling this means that small 
scale phenomena are averaged out at a higher level, while larger scale 
effects impose boundary conditions for local or temporal descriptions of 
smaller scale effects. For bubble column reactors, typically three scales can 
be identified: a macroscopic, mesoscopic and microscopic scale. These are 
illustrated in figure 1.2. 
 
figure 1.2: The scales that are typically distinguished in a multiscale 
approach to bubble column reactors. For each scale t he important 
hydrodynamic features are drawn and thermokinetic interactions are 
indicated by arrows.  
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1.2.1 Macroscopic scale 
At a macroscopic scale, the entire reactor is considered. Large scale flow 
patterns, gas holdup and mass and energy balances are described at this 
level. From a hydrodynamic viewpoint, the vessel geometry imposes the 
most important boundary conditions, defining wall friction and bubble 
distribution. The thermodynamics are largely governed by physicochemical 
properties of the input streams and heat exchange with the environment. 
The simplest macroscopic descriptions for bubble column reactors are 
based on empirical correlations from experiments in equivalent water 
models [10]. As a result, often only a limited set of parameters is included 
and extrapolation to other scenarios is often not possible. Hence, 
pyrometallurgical examples of this type mainly cover the simplest case of 
inert-gas stirred ladles [11, 12]. On the other hand, the most advanced and 
accurate macroscopic descriptions currently available are based on 
computational fluid dynamics (CFD) simulations using a two-fluid model 
approach with separate conservations equations for both phases [10, 12]. 
In this approach the bubble-liquid interface is not explicitly tracked. Instead, 
either bubbles are modeled as particles (Euler-Lagrange technique) or 
population balance models are used to simulate bubble distributions (Euler-
Euler technique). The momentum, mass and energy transfer between these 
bubbles and the bulk liquid is incorporated through closure laws derived 
from the properties of individual bubbles. As a result, the accuracy of the 
macroscopic model depends largely on the quality of these closure laws 
[13]. For inert gas injection, when only momentum transport is relevant, 
various validated simulation results are published, also for liquid metals 
[12]. Yet for reactive gas injection, examples are limited, especially for 
pyrometallurgical applications. The reason is that the behavior of individual 
bubbles for these systems is insufficiently understood to develop reliable 
closure laws for mass and energy transport. When adopting a multiscale 
approach, this means that the bottleneck in simulating reactive gas 
injection reactors is currently situated at the mesoscopic level [13, 14]. 
1.2.2 Mesoscopic scale 
At a mesoscopic scale, the behavior of individual bubbles is considered. This 
behavior is determined by interactions with the surroundings. On the one 
hand these can involve other bubbles. Hence, a mesoscopic description 
should describe phenomena like bubble breakup and coalescence. On the 
other hand, numerous bubble-liquid interactions should be considered. An 
overview is presented in figure 1.3. 
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Over the last decade, the understanding of these interactions has grown 
rapidly thanks to the progress in applying direct numeral simulations (DNS) 
for multiphase flow [14]. DNS aims to resolve all phenomena up to the 
smallest relevant length scale. With the current codes and available 
computing power, transient calculations on the hydrodynamic behavior of 
systems of several hundred bubbles are possible. In addition, simulations 
on one or more bubbles can be validated in detail against experimental 
results. These are mainly obtained by experiments on inert bubbles in 
aqueous or oil-based solutions. Because of the transparency of these 
systems, the bubble shapes and trajectories can be observed directly while 
the flow patterns in the liquid can be detected using particle imaging 
velocimetry (PIV) or Schlieren imaging1. This combination of simulations 
and experiments can lead to a better understanding of the governing 
hydrodynamic phenomena and the development of accurate closure laws 
for inert gas injection in water. A good example of this approach is provided 
in reference [15]. Yet it is unclear to what extent these results can be 
extrapolated to gas injection in liquid metals. The reason is that the amount 
and resolution of available experimental data on bubbles in liquid metals is 
currently insufficient to validate such extrapolations. Indeed, as will be 
discussed in more detail in the next chapter, two factors hinder detailed 
experiments in liquid metals. Firstly, the opacity of metallic melts prevents 
a direct visualization of bubbles in the bulk of the liquid. Secondly, the high 
melting point of most metals requires that observations are made at 
elevated temperatures, complicating the design of an experimental setup. 
So while a wide range of techniques is available to study bubbly flow in 
transparent media at room temperature, possibilities in liquid metals are 
limited [16], also for inert gas injection.  
                                                          
1
 Schlieren imaging relies on the fact that the refractive index of a liquid is density 
dependent. Consequently, spatial density variations can be observed by sending a 
light beam through a transparent liquid and capturing the resulting variations in 
intensity. In order to capture flow profiles in a nearly incompressible liquid, often a 
temperature gradient is applied to create the required density variations. 
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figure 1.3: An overview of the phenomena that determine the behavior of 
individual bubbles. 
 
 
 
figure 1.4: A comparison between inert nitrogen gas injection in water 
(top) and an example of reactive gas injection ( bottom) where hydrogen 
chloride is injected in an aqueous sodium bicarbonate solution, yielding 
the reaction HCl (g) + NaHCO 3 (aq) → NaCl (aq) + CO2 (g) + H2O (l). This 
example is taken from [17] 
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Meanwhile, the study of reactive gas injection poses even greater 
challenges, whether a simulation or modeling approach is applied. The 
reason is that mass and heat transfer can significantly affect the 
hydrodynamics of gas injection. A clear illustration is shown in figure 1.4, 
comparing inert and reactive gas injection. Because the operating 
conditions and hydrodynamic properties of both systems are about the 
same, the clearly different behavior should be originating from interactions 
between thermokinetic and hydrodynamic phenomena. This seems not 
illogical since chemical reactions and temperature variations directly affect 
the amount and volume of gas in the system. Considering the wide variety 
of thermodynamic and kinetic mechanisms that can be encountered, such 
interactions significantly increase the complexity of a mesoscopic bubble 
description. Hence, because of the large set of variables, a full experimental 
mapping of even a transparent system would be very challenging. 
Therefore it seems advisable to explore the mesoscopic properties of 
reactive systems mainly through simulations and use targeted experiments 
for their validation. It is the reason that currently a lot of research is done 
on the incorporation of mass transfer in DNS. This is however not 
straightforward, as mass transfer mechanisms occur on much smaller time 
and length scales that cannot be fully resolved in mesoscopic simulations 
[18]. Therefore, in a multiscale approach, the governing thermodynamics 
and kinetics are studied at a microscopic level and incorporated by closure 
laws that describe mass exchange between the phases. Yet, the optimal 
way of incorporating these laws is still a subject of discussion and 
validations remain difficult due to the lack of mesoscopic empirical data. It 
confirms that, despite their complexity, experimental efforts to understand 
these systems should not be abandoned [13].  
1.2.3 Microscopic scale 
At a microscopic scale the thermodynamic and kinetic behavior of a system 
is considered. Within a single phase, this behavior can be quantified by 
volumetric reaction rates and thermal and mass diffusivities. In a 
multiphase system, also interfacial mass and energy transfer rates are 
required. Recently, modeling these parameters through ab initio 
calculations has received a lot of attention [19]. Yet this approach is still 
mainly limited to gas phase kinetics in organic systems. In addition, a lot of 
information on transport phenomena in common gas-metal systems is 
available from extensive experimental work in the past. Indeed, often a first 
step in process development is the characterization of the thermodynamic 
and kinetic system properties in small scale experiments. This typically 
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yields correlations for the aforementioned parameters as a function of 
temperature, pressure and concentrations. Examples can be found in 
reference [20] for steelmaking and in reference [21] for aluminum refining. 
Consequently, for many industrially relevant systems, knowledge on the 
microscopic phenomena is currently not a limiting factor in the 
development of a multiscale description for bubble column reactors.  
1.3 Research objectives 
To summarize it can be stated that bubble column reactors are widely 
utilized in pyrometallurgical smelting and refining operations and their 
share is expected to increase further over the next years. Yet, this trend 
should be supported by a growing insight in their behavior. Indeed, 
knowledge on the phenomena and interactions that govern 
pyrometallurgical bubble column reactors is still limited. Therefore, 
enlarging this knowledge is the main incentive and general objective of this 
doctoral work.  
1.3.1 Scope definition 
From the discussion in the previous section it can be concluded that the 
bottleneck toward a further understanding of bubble column reactors is 
currently situated at the mesoscopic level. The main obstacle here is the 
complexity originating from multiple interactions that occur at this level. 
When considered in a multiscale framework, these interactions can occur 
both in a vertical direction, between macroscopic and microscopic 
phenomena, and in the horizontal direction, between hydrodynamic and 
thermokinetic phenomena. It can also be noticed that these interactions 
often determine the process characteristics to a large extent and that they 
are typically the main reason to opt for a gas injection based approach. A 
second conclusion is that most studies only consider aqueous and oil based 
systems for two reasons. Firstly, these systems are important from an 
economical point of view, as they cover many chemical and biochemical 
industrial reactors [7]. Secondly, compared to opaque systems, experiments 
in water and oil are rather straightforward because their transparency 
allows direct optical observations of the relevant phenomena. It is clear 
that mainly the second argument explains why only limited work has been 
done on pyrometallurgical systems. In addition, the lack of experimental 
data to validate simulations also explains why efforts to extend mesoscopic 
models toward pyrometallurgical systems are limited.  
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Based on this analysis it can be stated that, in order to enlarge the 
knowledge on pyrometallurgical bubble column reactors, this study should 
adopt an experimental approach to investigate the behavior of individual 
bubbles at a mesoscopic scale. Also, considering the limited prior work and 
the inherent complexity at this scale, it seems best to focus primarily on 
inert bubbles in pure liquid metals as these are the least complex 
pyrometallurgical gas-liquid systems in terms of hydrodynamic and 
thermodynamic behavior. 
1.3.2 Research goals 
As discussed in detail in the next chapter, the application of existing 
techniques for observing gas bubbles in liquid metals is subject to practical 
constraints that limit their accuracy. Hence, a logical first step in this study 
is the extension or improvement of these techniques to obtain high quality 
observations of individual bubbles in opaque systems in general and liquid 
metals in particular. Preferably this should result in an efficient technique 
that allows a fast mapping of industrially relevant systems. When such a 
technique is selected, it should be applied to investigate well-known 
systems in order to validate the results against existing knowledge. 
Afterwards, when the validity is confirmed, this technique can be applied to 
industrially relevant systems in order to investigate its possibilities and 
limitations. Meanwhile a focus should be maintained on the analysis of 
these observations, in order to increase the understanding of the different 
systems in particular and the behavior of pyrometallurgical bubble column 
reactors in general. 
This yields the following specific goals: 
1. Select a technique to obtain detailed mesoscopic observations of 
bubbles in liquid metals 
2. Implement the technique into a setup  
3. Explore the possibilities and limitations of the setup 
4. Demonstrate the applicability for industrially relevant systems  
5. Analyze the results with the aim to increase the knowledge on the 
behavior of individual gas bubbles in liquid metals 
1.4 Outline 
In chapter 2, first the relevant mesoscopic properties and phenomena are 
introduced that determine the behavior of gas bubbles at the mesoscopic 
level. Next, this behavior is discussed in more detail with a focus on the 
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well-known air-water system. The reason is that an understanding of gas 
bubbling in water offers a solid base for the further investigation on 
bubbles in liquid metals. In the last part of the next chapter, the literature 
on experiments in liquid metals is reviewed. Based on this review, it is 
decided to explore a new and innovative approach based on the 
observation of bubbles in a Hele-Shaw cell. This geometry and its 
advantages with respect to the goals of the current study are introduced at 
the beginning of chapter 3. Afterwards an overview of the relevant 
literature on experiments in Hele-Shaw cell is presented, followed by a 
more detailed discussion on the applicability for liquid metals. Together 
with the materials selection at the beginning of chapter 4, this paves the 
way for the introduction of the actual Hele-Shaw cell based setup in the 
second part of chapter 4. In the last part of that chapter, the performance 
of the setup is evaluated by comparing observations on gas bubbling in 
water with literature data. In a next step, the setup is used for observing 
nitrogen bubbles in liquid mercury at room temperature. The results are 
presented in chapters 5 and 6. More specific, chapter 5 focusses on the size 
and growth of the bubbles as this offers a good base to assess the 
possibilities and limitations of the setup for observing bubbles in metals. 
Meanwhile, chapter 6 includes a more detailed investigation of the 
observed flow dynamics. Based on the outcome of these proof-of-concept 
experiments, the setup was further developed to observe gas bubbling at 
higher temperatures. Chapter 7 starts by introducing this modified high-
temperature setup. Afterwards, results on gas bubbling in liquid zinc at high 
temperatures are discussed in more detail. Finally, to conclude the text, 
chapter 8 presents a consolidating overview of the work, an evaluation of 
the results and some suggestions for future work. 
 
  
12 
 
Literature review on gas bubbles in liquid metal 
 
13 
Chapter 2   
Literature review on gas bubbles in 
liquid metal 
As discussed in the previous chapter, the scope of this study covers the 
experimental investigation of inert gas bubbles in liquid metals at a 
mesoscopic level. Previously, this field has been explored by other 
researchers from multiple points of view. In this chapter, a careful 
examination of their approach and results is presented. This overview is not 
restricted to liquid metals only, but aqueous systems are also covered. The 
reason is that the governing mechanisms for both systems are similar. This 
is discussed in section 2.1. Next, in section 2.2, the current state of the art 
on free rising buoyancy driven gas bubbles is presented with a focus on 
experimental results in water and their extrapolation toward metallic 
systems. Afterwards, in section 2.3, the techniques that were applied to 
validate these extrapolations by observing bubbles directly in liquid metals 
are reviewed. Finally, in section 2.4, a conclusion is drawn that gives 
guidance for the approach in the rest of this work.   
2.1 Mesoscopic bubble hydrodynamics 
The bubbles considered in this work are ‘small bodies of gas within a liquid’ 
[3]. These can be either generated in situ as the product of a physical or 
chemical reaction or can be injected into the liquid. The latter is the most 
common scenario for pyrometallurgical application. Two types of injection 
geometries for bubble column reactors can be distinguished: either gas is 
injected by a lance submerged through the bath surface, or by tuyeres in 
the vessel wall. Yet, while the particular reactor geometry will affect 
macroscopic flow parameters, the purpose is similar for both cases: to 
disperse gas bubbles in the liquid. In addition, two injection regimes can be 
distinguished: either individual bubbles detach consecutively from the 
nozzle or a jetting regime is established in which a constant stream of gas 
discharges in the bath. Yet, even in the second regime, the jet eventually 
disintegrates into individual bubbles. Therefore, after transient effects due 
to the bubble creation process have decayed, mesoscopic flow geometries 
are similar for all reactor types and injection regimes. Consequently, in the 
rest of this text, bubbles are considered irrespective of the macroscopic 
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flow in which they occur. For a more elaborate overview on the various 
types of gas injections and their influence on the mesoscopic bubble 
properties, the reader is referred to [22]. 
2.1.1 Hydrodynamic properties of liquid metals 
The most important properties that determine the hydrodynamic behavior 
of an inert gas-liquid system are the density and viscosity of the liquid, and 
the surface tension of the system. Hence, these properties are discussed 
first. Their temperature dependence is illustrated for zinc because of its 
particular relevance in the rest of this work. For other metals, often a 
similar dependence is found. 
Density 
The density of liquid metals, measured at their melting point, ranges from 
518 kg/m³ for lithium to about 19 · 10³ kg/m³ for platinum-group metals. 
Most technical metals have a density that is multiple times that of water 
(     = 996 kg/m³). Furthermore it can be noticed that the density of 
metals is temperature dependent. Except for some special cases, the 
melting causes a volume expansion and the density tends to decrease 
further with increasing temperature [23]. An example for liquid zinc is 
shown in figure 2.1. 
 
figure 2.1: The evolution of the density of liquid zinc as a function of 
temperature, as compiled from different sources by Assael et al. [24]. 
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figure 2.2: Viscosity measurements for liquid zinc as a function of 
temperature, as collected by Iida and Guthrie [23].  
Viscosity 
Accurate and reliable viscosity measurements of liquid metals are still not 
abundant. In fact, fairly large discrepancies between different experiments 
can be observed. These are mainly attributed to the high reactivity of pure 
liquid metals and technical difficulties related to high temperature 
experiments [23]. This is illustrated in figure 2.2 for the case of liquid zinc. 
In general it can be stated that dynamic viscosities of common metals at 
their melting point range from about 0.7 mPa·s for sodium to 6.4 mPa·s for 
iron and decrease with temperature. This is in the same order of magnitude 
as water, which has a dynamic viscosity of 0.89 mPa·s at 25°C. In addition, 
similar to water, the dynamic viscosity of liquid metals obeys Newton’s law, 
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stating that shear stresses are proportional to velocity gradients. Hence, 
both are so called Newtonian liquids [23]. These similarities explain why 
experiments in water models are frequently used for studying 
pyrometallurgical gas injection applications at a macroscopic scale [11, 12]. 
This is discussed further in section 2.2. 
Surface tension 
Many different techniques have been used to measure surface tension for 
liquid metals, mainly based on drop behavior (sessile drop method, 
pendant drop method, drop weight method, oscillating drop method) or on 
measurements of the capillary rise of a liquid column [23]. Yet, the exact 
determination of interfacial properties is inherently difficult, especially at 
elevated temperatures. One of the main reasons is that the influence of 
dissolved or adsorbed elements on the surface tension can be remarkably 
large [25]. However, despite the uncertainty on the results, at least 
estimations for the surface tension of most metals are available. These 
range from about 191 mN·m-1 for sodium to about 1870 mN·m-1 for iron, 
measured at the melting point. For most metals these values tend to 
decrease with temperature although sometimes [23], especially for zinc and 
cadmium, also positive temperature correlations are observed [26]. This 
can be seen in figure 2.3. Compared to water (     = 72 mN·m
-1), these 
values are about one order of magnitude larger. 
 
figure 2.3: Measurements of the surface tension of zinc as a function of 
temperature, compiled by Falke et al. [26]. 
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2.1.2 Governing phenomena 
Gas molecules dispersed in a liquid group together and tend to form 
bubbles. This effect is similar as the opposite case in which a liquid film or 
jet breaks up into droplets [27]. The driving mechanism behind these 
phenomena is the minimization of surface energy. Indeed, in both cases the 
result is a smaller interfacial area between the gas and the liquid, yielding a 
lower surface energy σ per unit volume. Together with inertial, viscous and 
gravitational effects, these surface effects determine the hydrodynamic 
behavior of buoyancy driven bubbles in a gravitational field. Hence, the 
flow conditions can be characterized by a set of three dimensionless 
numbers, expressing the relative importance of these four effects [28].  
A first relevant number is the bubble Reynolds number: 
           (2.1) 
This number expresses the ratio of inertial momentum transport over 
viscous momentum transport with   being the liquid density,   the dynamic 
viscosity of the liquid, U the bubble velocity and   the equivalent bubble 
diameter. For non-confined, non-spherical bubbles, the latter is equal to 
the diameter of a spherical bubble whose volume is identical to that of the 
deformed bubble. 
A second parameter is the Eötvös number   , sometimes also called the 
Bond number, which quantifies the relative importance of buoyancy over 
capillary effects. This number is calculated as 
              (2.2) 
with   being the gravitational acceleration and   being the surface tension. 
   is the density difference between the liquid and the gas phase. In this 
work, g is assumed to be 9.81 m/s². For bubbles, the density of the latter 
can be neglected and    can be replace by    Thirdly there is the 
dimensionless Morton number   that can be used to relate    and   : 
              (2.3) 
This number characterizes the hydrodynamic properties of the bulk fluid; it 
is independent from the gaseous properties. Finally also the Weber number 
We will be used in this study. It expresses the relative importance of the 
inertia of the liquid over its surface tension: 
            (2.4) 
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While Re, Eo and We are dependent on the bubble diameter and velocity, 
Mo is only dependent on the properties of the bulk liquid. Hence, when 
comparing gas bubbles in liquids with different Morton numbers, different 
behavior can be expected. As discussed in the previous section, densities 
and surface tensions for liquid metals tend to be an order of magnitude 
higher than for water, while the viscosity is typically in the same range. 
Consequently, Morton numbers for liquid metals are below 1.1 · 10-11, 
which is the value for water. This can be seen in table 2.1, listing numbers 
for a variety of metals at their melting point. At higher temperatures, these 
values tend to become somewhat lower: for mercury at 25°C,       will be 
equal to -13.47, while for zinc at 700°C this will be -13.29.  
table 2.1: Morton numbers for liquid metals at their melting point, 
calculated by equation (2.3) using data from reference [23]. For water, log 
Mo equals -10.95. 
   
Metal 
Melting  
point (°C) 
Log Mo  Metal 
Melting  
point (°C) 
Log Mo 
Al 660 -13.81  U  1132 -12.56 
Li 180 -13.40  Au 1064 -12.53 
Ga 29.8 -13.21  Na 97.8 -12.44 
In 157 -13.07  Ce 798 -12.42 
Sn 232 -13.07  Ag 962 -12.41 
Mg 649 -13.06  Pb 328 -12.35 
Co 1495 -13.03  Zn 420 -12.33 
Hg -38.9 -13.00  Fe 1535 -12.31 
Bi 271 -12.89  Ni 1455 -12.19 
Cu 1083 -12.71  K 63.3 -12.18 
La 921 -12.66  Sb 631 -11.76 
 
2.2 Free rising bubbles 
In this section, the behavior of unconfined, buoyancy driven gas bubbles is 
discussed. Although the interest of the current study is on bubbles in liquid 
metals, this discussion focuses mostly on the properties of bubbles in 
aqueous systems.  After all, inert gas injection in unconfined water models 
is the most studied and best known application. This knowledge can 
facilitate a faster and better understanding of the governing mechanisms. 
In addition, it can serve as a reference against which observations in other 
systems can be compared.  
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2.2.1 Flow regime mapping 
A typical first step towards the understanding of hydrodynamic systems is a 
mapping of flow regimes. In case of bubbly flow, these regimes are 
characterized by a particular combination of consistent and recurrent path 
and shape properties which can be mapped as a function of the 
aforementioned dimensionless quantities Re, Eo and Mo. Because  ,  ,   
are fluid properties and also   is known, such mapping can be based on 
quantitative measurements of the bubble velocity U as a function of the 
equivalent bubble diameter d, combined with qualitative observations on 
the bubble shape and path to identify different regimes. By combining 
experimental data for different Newtonian liquids covering a wide range of 
Morton numbers, Grace et al. constructed the chart in figure 2.4 [29, 30].  
 
figure 2.4: A mapping of bubble behavior for free rising bubbles taken 
from [28].  
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For each system Grace et al. marked the regime transitions on the 
corresponding iso-Morton lines, plotted as a function of Eo (horizontal axis) 
and Re (vertical axis). In this way, three principal regions can be identified. 
In the lower left region, where capillary effects are strong (low Eo) and 
viscous drag is dominant (low Re), spherical bubble shapes and rectilinear 
paths are found. In the right upper side, gravitational effects (high Eo) and 
inertial effects (high Re) are dominant. Here, bubbles have a spherical-
cap/skirted/dimpled shape and also follow a straight trajectory. In between, 
ellipsoidal/wobbling shapes are encountered, with bubbles exhibiting a 
swirling path upward. It can be mentioned that the diagonal orientation of 
the iso-Morton lines indicate that, within a single liquid, increasing bubble 
diameters will always go hand in hand with increasing Eötvös and Reynolds 
numbers. Furthermore, since log Mo for water is about -11, all three 
regions can be observed in aqueous systems. 
2.2.2 Unconfined bubbles in water 
Below, the relevant properties of inert bubbles in water are discussed, with 
the mapping by Grace et al. as a starting point. For a more extensive 
analysis, the reader is referred to the book of Clift et al. [28] or to a more 
recent review by Magnaudet and Eames [31].   
Spherical bubbles  
The shape of a bubble is determined by the force balance on the gas-liquid 
interface. On the liquid side, drag forces exert a non-uniform pressure on 
the bubble. This drag is balanced by the surface tension, yielding a uniform 
capillary pressure      inside the bubble. According to the law of Laplace, 
this pressure is inversely proportional to the bubble size:  
 
         ⁄  (2.5) 
Because of the large inner pressure, small bubbles are not easily deformed 
and tend to adopt a spherical bubble shape. In addition, since the volume-
to-surface ratio is proportional to the diameter, the buoyancy force on 
small bubbles will be relatively limited, yielding lower terminal velocities 
[28, 32]. This explains why the elliptical regime is located near low Eötvös 
numbers and Reynolds numbers in figure 2.4. 
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figure 2.5: Streamlines relative to a spherical bubble as described by the 
Hadamard-Rybczynski solution for bubbles at very low Re [28]. 
When inertial effects can be completely ignored and only viscous drag is 
involved, at Reynolds numbers below unity, a potential flow profile is 
established around a rising bubble. The Navier-Stokes equation describing 
this flow can be solved analytically by the Hadamard-Rybczynski solution 
[28]. As shown in figure 2.5, this yields a symmetric flow profile, causing the 
bubbles to follow a rectilinear trajectory upward. It should however be 
mentioned that this solution is only valid for very pure systems. Even very 
small quantities of surface active contaminants significantly suppress the 
liquid flow near the bubble interface [32]. This causes the bubble to act 
more like a rigid object, shifting the flow profile in the liquid more towards 
the Stokes solution for flow around spherical particles [28, 33].  
In case of low-Morton liquids, Reynolds numbers below unity corresponds 
to very small bubbles. Indeed, for air bubbles rising in water, the 
Hadamard-Rybczynski solution only applies at diameters below 100 µm 
[32], yielding Eötvös numbers around 10-3 (outside the range of figure 2.4). 
It is clear that such small diameters are not relevant for the current work. 
Two conclusions can be drawn from this. Firstly, since only few analytical 
solutions are available for higher Reynolds number flow (up to Re ≈ 5000), 
most knowledge on flow patterns presented in the rest of this work is 
obtained through experimental observations or numerical simulations. 
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Secondly, flow profiles in the liquid around a bubble are not uniform over 
the spherical region of the graph in figure 2.4. Indeed, while the flow 
around bubbles in high-Morton liquids at small Reynolds and Eötvös 
numbers can be approached by the profile in figure 2.5, the flow profile for 
bubbles in low Morton liquids at Eötvös numbers below unity but Reynolds 
numbers well above unity will be different. This indicates that a further 
breakdown of the regions in the figure is possible.  
 
figure 2.6: Curve fitted contours of bubbles in pure water. The bubble on 
the left has an equivalent diameter of 1.28 mm, while bubble on the right 
has a diameter of 1.82 mm. This result is taken from [34]. 
 
 
 
figure 2.7: Measurements of the Weber number as a function of the 
bubble aspect ratio χ, taken from [34]. The prediction of Moore can be 
found in in [35].  
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At Reynolds numbers above 1, inertial effects become more important and 
start to counteract surface tension. This is reflected in an increasing Weber 
number and causes the bubble to gradually adopt a more ellipsoidal shape, 
as shown in figure 2.6. To quantify this deformation, the aspect ratio χ is 
often introduced, being the ratio of the longest axis over the shortest axis 
of the ellipsoid. The plot in figure 2.7 indeed shows an increasing 
deformation when the Weber number exceeds unity and inertia becomes 
more important. Furthermore, when Reynolds numbers remain below 
some hundreds, a detailed explanation for the bubble shape should not 
completely ignore viscous effects [31]. The reason is that these effects 
explain a slight asymmetry in the shape, caused by the bubble front being 
flatter than the rear surface. This can also be observed in figure 2.6. The 
ellipsoidal deformation of the bubble is attended with the formation of 
standing vortices in the wake of the bubble [36]. Yet, this does not 
necessarily affect the path of the bubble. Indeed, as long as these vortices 
are axisymmetric, the bubbles preserve a rectilinear motion upwards.  
Wobbling bubbles 
When the bubble size increases, at higher Reynolds and Eötvös numbers, 
the axisymmetry in the wake is disturbed. This results in non-rectilinear 
bubble trajectories. Instead, periodic variations in the path of the bubble 
are observed: either the bubble follows a zig-zag path in a single plane or a 
helicoidal or spiraling path in three dimensions [31, 37, 38]. A comparison is 
made in figure 2.8. This behavior is mapped in the ellipsoidal/wobbling 
region by Grace et al. in figure 2.4. While the transition from a linear to a 
periodic path has been observed under varying experimental conditions, its 
exact nature remains unclear. Different studies situate these transitions 
either at critical Reynolds values between 200 and 600 or at critical Weber 
numbers below 3.3 [31, 37]. For pure water, this yields bubble diameters 
sizes between 1.3 mm and 1.8 mm, at Eötvös numbers between 0.2 and 0.4 
[34, 38]. The border between the spherical and the ellipsoidal/wobbling 
region at low Morton numbers in figure 2.4 is indeed situated in this range.  
The mapping of the three regions in figure 2.4 is primarily based on 
observations of the bubble path. However, within the central region, Grace 
et al. make a further distinction based on the bubble shape. More specific, 
they distinguish ellipsoidal behavior at higher Morton numbers and 
wobbling behavior at lower Morton numbers. Bubbles in the ellipsoidal 
regime exhibit a constant ellipsoidal shape, similar to larger bubbles in the 
spherical regime. Yet in the wobbling regime, the shape becomes 
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periodically dilated, breaking its axisymmetric nature. This is indeed the 
behavior observed for intermediate sized bubbles in water at higher 
Reynolds numbers. Similar to the path oscillations, the exact nature of 
these shape oscillations remains unexplained. On the one hand, 
experiments on low-Morton liquids indicate that path oscillations can exist 
without shape oscillations [31, 39, 40]. Furthermore, the onset of the shape 
oscillations in water is typically situated at Weber numbers above 3.7, 
which is somewhat higher than the onset of the path oscillations [37]. On 
the other hand, more recent results suggest that the path instability is 
triggered by shape deformations that induce instabilities in the wake of the 
bubble [41, 42]. Maybe this contradiction can be explained by experimental 
inaccuracies. After all, when the properties of the fluids are not entirely 
homogenous, for example due to temperature or composition gradients 
within a setup, it seems not unlikely that this can disturb the flow in the 
liquid or deform the shape of a bubble, triggering oscillatory behavior. Also, 
external forces induced on the bubble might have a similar effect. Such 
forces could originate for example from channel geometry variations or 
external vibrations. It is the reason that a combined experimental-
mathematical approach seems the preferred approach to explore flow 
instabilities and transition mechanisms in more detail. This is also a 
conclusion of a recent review on this subject by Ern et al. [43]. Indeed, 
when using a mathematical approach in which flow instabilities are 
investigated numerically, experimental artefacts can be excluded. A nice 
example of this approach for free rising bubbles is recently published by  
Cano-Lozano, Bohorquez and Martinez-Bazan [44], who map the transition 
from the spherical to the wobbling regime as a function of the bubble 
aspect ratio χ and Reynolds number. They conclude that the critical 
Reynolds number for instability development decreases with increasing χ. 
Yet such a detailed stability analysis is outside the scope of the current 
study. Basically, because all studies on buoyancy driven bubbles point out 
that path and shape instabilities are closely interlaced, in this work it is 
assumed that path and shape oscillations always occur simultaneously. This 
agrees with the fact that the onset of shape oscillations for bubbles in 
water results in a decrease of the bubble velocity (shown in figure 2.9), an 
effect that is explained by the initiation of vortex shedding in the wake of 
the bubble [31, 42].  
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figure 2.8: (a) Top view of measured spiral trajectories (b) three-
dimensional rendering of the spiral trajectories (c) Top view of measured 
zig-zag trajectories (d) three-dimensional rendering of the zig-zag 
trajectories. Taken from [38]. 
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figure 2.9: The evolution of the terminal bubble velocity as a function of 
its size, taken from reference [28] 
Because of the relation between shape and path, a full understanding of 
the bubble behavior can only be achieved when also the flow profile around 
the bubble is investigated. Such an investigation by de Vries using Schlieren 
imaging shows for example that the nature of the vorticity in the wake 
could explain why in some cases the bubbles follow a spiraling path, while 
in other cases a zig-zag motion is observed [37]. An example of these 
observations is shown in figure 2.10.  
 
figure 2.10: Left: the wake behind an air bubble in water in a zig -zag 
trajectory, observed from two perpendicular directions using Schlieren 
imaging. The diameter of the bubble is 2 mm. Right: a close up of the 
bubble and the interactions further down the wake. Resu lts are taken from 
[37]. 
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Spherical-cap bubbles 
Larger bubbles lose their fore-and-aft symmetry as capillary effects become 
weak. The resulting shape, shown in figure 2.11, is best described as 
‘spherical-cap’ or ‘ellipsoidal-cap’. In water, the transition towards this 
regime occurs gradually for equivalent diameters ranging from 10 mm to 
20 mm. Near the onset of this transition the shape can be highly irregular, 
but gradually the rounded bubble tip becomes smooth and the bottom 
flattens out [45]. Yet, the bottom surface remains rough, with wrinkling and 
blistering effects present for all sizes. In addition, the bubble occasionally 
tilts so that it back surface is inclinated with respect to the horizontal. 
Furthermore it can be mentioned that, with increasing size, the shape 
remains largely the same until the bubble breaks up, as described in [46], or 
becomes confined by the walls of the container.  
Spherical cap bubbles tend to follow a rectilinear path, with velocities that 
increase with increasing diameters. This can be seen in figure 2.12, showing 
terminal velocities as a function of bubble size for different fluids. The 
figure also reveals that this evolution is very similar for fluids with 
viscosities ranging over a wide range from 10 mPa·s to 1000 mPa·s. Indeed, 
although bubble shapes and Reynolds numbers will differ from liquid to 
liquid, the bubble velocities are about the same. 
 
 
 
figure 2.11: A spherical cap air bubble of 40 cm³ rising in water [47]. 
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figure 2.12: The terminal velocity of spherical cap bubbles as a function of 
their diameter and volume, measured in different fluids (water, 
nitrobenzene, oil, aqueous PVA solution, mercury, aqueous glycerol 
solutions) as compiled by [45]. 
  
figure 2.13: Illustrations of a turbulent (a) and laminar wake (b) behind 
spherical cap bubbles. Right: Schlieren photograph of a turbulent wake 
behind a bubble rising in water. The bubble volume equals 11 cm³, yielding 
a Reynolds number of 5100 [48]. 
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Experimental observations of the bubble wake imaging revealed two types 
of wakes behind spherical cap bubbles: either the wake is laminar, with two 
large standing vortices, or the wake is fully turbulent. Both types are 
illustrated in figure 2.13, but for water and other low viscous liquids only 
the second type is observed, even for the smallest spherical cap bubbles. A 
typical example of such an observation is also included in the figure. 
To conclude this overview on bubbles in water, it can be noticed that 
spherical-cap bubbles have been the subject of intense research mainly in 
the 1960’s and 1970’s, as hinted at by the references. One of the main 
driving forces at that time was an interest from the pyrometallurgical 
industry [45]. Indeed, most studies that extrapolate observations in 
aqueous systems to metallurgical systems date back to that period and 
consider large, spherical cap bubbles. An overview can be found in 
references [47, 49]. The main reason is probably that large bubbles are very 
relevant from an industrial viewpoint. Indeed, compared to smaller 
bubbles, the injection of spherical cap bubbles results in a more intensive 
mixing of the liquid. This is especially relevant for inert gas stirring and 
degassing of ladles, which is the most widespread application of gas 
injection in pyrometallurgy. It could also explain why in the past three 
decades the interest in this type of bubbles was much lower. Indeed, after a 
sufficient understanding of this type of bubbles was developed to describe 
gas stirring, further research focused more on the macroscopic level [11]. In 
addition, as discussed in the first chapter, an extension of water models 
towards reactive systems is not straightforward. Hence, more recent 
research on gas bubbles in water was not driven any longer by the 
metallurgical industry. Consequently, later interest shifted towards smaller 
bubbles whose hydrodynamic behavior was less understood. 
2.2.3 Extrapolation to liquid metals 
For smaller Eötvös numbers, the chart in figure 2.4 only provides 
information down to       = -12, which is outside the range of liquid 
metals. The reason is that the mapping near this region is based on 
experiments in transparent aqueous solutions. Indeed, water has one of the 
lowest Morton numbers of all transparent liquids and while Mo can be 
readily increased by mixing more viscous fluids or by adding surfactants, 
lowering this value is typically not possible. Consequently, in order to map 
Morton numbers below the value for water, experimental observations in 
opaque liquid metals are required. Unfortunately, as discussed in the next 
section, current experimental techniques yield low spatial resolutions and 
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therefore only larger bubbles can be observed with a significant accuracy. It 
is the reason that no observations in the low Mo and low Eo region are 
included in the graph, nor were reported after its compilation [28].  
Despite the fact that the low-Mo, low-Eo region is not covered by 
experimental data, it is expected that bubbles in this region will show a 
behavior comparable to bubbles in water, so that observations in water 
models can roughly be extrapolated. The reason is that, as mentioned in 
the previous section, significant similarities between bubbles in liquid 
metals and in water models have been observed for larger Eötvös numbers 
[28, 47, 50, 51]. Yet, it should be stressed that the detailed conditions under 
which such extrapolations are valid remain unspecified. After all, some 
other authors also point at differences between both systems [52-54]. As 
mentioned in section 1.2.2, this is especially the case for reactive systems, 
for which extrapolations currently do not seem possible. 
In figure 2.14, a graphical extrapolation of figure 2.4 is presented, taking 
into account the observations described in the previous paragraphs. Three 
regimes are distinguished for water and liquid metals, situated in the grey 
area: an ellipsoidal regime, a wobbling regime and a spherical cap regime. It 
can be noticed that the mapping of the ellipsoidal regime does not 
correspond to the mapping by Grace et al. in their original graph. This is 
related to the fact that Grace et al. distinguished bubbles mainly by their 
trajectory. The reason is probably that regime transitions cause a sudden 
change in the path of bubbles, whereas shape transitions occur more 
gradually. Hence, Grace et al. grouped low Eo and low Re bubbles with a 
rectilinear path in the spherical region, while bubbles with a swirling path 
were placed in the ellipsoidal/wobbling region. When considering the entire 
range of Morton numbers in figure 2.4, this yields a convenient, 
comprehensive description. Yet, the current focus on low-Morton liquids 
allows being more specific. Indeed, the overview in the previous section 
points out that while small bubbles in water and liquid metals also follow a 
rectilinear path, their shape will be rather spherical than ellipsoidal. In 
addition, intermediate sized bubbles that move along a swirling path will 
typically be more deformed, exhibiting a wobbling behavior, with 
ellipsoidal-like shapes to be found only near the lower end of their size 
range. 
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figure 2.14: An extrapolation of the map shown in figure 2.4. Liquid metals 
are situated in the grey region, with dotted lines being extrapolated from 
the shape and position of the existing, full lines.  
Ellipsoidal regime 
Small bubbles in metals, with Eötvös numbers below 0.3, are expected to 
be found at Reynolds numbers below 103. These bubbles probably adopt a 
constant ellipsoidal shape. The flow profile in the liquid around these 
bubbles is symmetrical, probably with standing vortices present in the 
wake, yielding a rectilinear path.  
Wobbling regime 
Intermediate sized bubbles in the Eötvös range 0.3 < Eo < 300 are expected 
to be found in the Reynolds range 10 3 < Re < 104. Periodic shedding of 
vortices in the wake causes these bubbles to follow either a zig-zag or a 
spiraling trajectory upward. Furthermore, while the shape of the smallest 
bubbles in this regime is still more or less ellipsoidal, larger bubbles 
undergo significant periodic deformations (wobbling).  
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Spherical-cap regime 
The larger bubbles, with Eötvös numbers over 3000 and Reynolds numbers 
over 104 probably adopt a spherical-cap shape, although for smaller 
bubbles in this regime this shape could be heavily distorted. Moreover, the 
flat back of the bubble is expected to remain rough at all sizes. These 
bubbles will follow a rectilinear path with a turbulent wake behind the 
bubble. 
2.3 Experiments in liquid metals 
This section provides an overview of reported experiments on the 
mesoscopic behavior of bubbles in liquid metals. These are distinguished by 
the technique that is applied: intrusive probes, soft-field tomography or 
hard field radiography. In addition, also experiments on confined bubbles 
are introduced.  
2.3.1 Intrusive techniques  
 
figure 2.15: The multi-tip probe used by Mori et al [55]. At the bottom, the 
interaction between the probe and an approaching bubble is depicted for 
consequent timesteps. At the top, the corresponding signals form the 
different tips are plotted.  
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Intrusive techniques rely on sensors that are introduced in the flow and 
that detect locally whether gas or liquid is present. Most sensors used in 
metallurgy are designed as tip probes, allowing a measurement in a single 
spot in the melt. The first probes applied for liquid metals were probably 
the electrical resistivity probes [54]. These have been followed by electrical 
capacitance probes [52] and acoustic probes [56]. Most studies using these 
sensors aim to measure the average gas holdup at different positions in a 
reactor. Yet, as Mori et al. demonstrated using multi-tip probes, also 
estimations on the average bubble dimensions can be obtained [55]. This 
approach is illustrated in figure 2.15. By applying a statistical approach on 
the probe-signals, they are able to estimate the average aspect ratio and 
velocity of nitrogen bubbles in liquid mercury.  
In reference [55], Mori et al. describe observations on bubbles with 
equivalent diameters ranging from 1.5 mm to 5 mm that are part of a 
continuously injected bubble train. Two flow regimes are observed. Near 
the lower end of the size range, the probe signals suggest a deformed 
ellipsoidal shape. In additions, large variations in the position of the bubbles 
indicate that these bubbles follow a spiraling path, at Reynolds numbers of 
about 2000. With increasing size, these variations decline, indicating a shift 
towards a rectilinear motion. Meanwhile an evolution toward spherical-cap 
shapes is observed. These observations are in agreement with the 
ellipsoidal and spherical-cap regimes suggested in section 2.2.3. Moreover, 
by combining two probes, Mori et al. were also able to determine the 
average velocity as a function of the bubble size. The result is shown in 
figure 2.16, together with a prediction made by El Sawi [57]. The latter 
suggests the presence of a spherical regime at bubble sizes below the range 
observed by Mori et al. In this regime, the bubbles adopt a constant 
spherical regime in which the velocity increases proportionally to the size of 
the bubble. This corresponds to the observations on small bubbles in water, 
as can be seen in figure 2.9.  For larger bubbles, as the ones observed by 
Mori et al., growing shape deformations cause the drag coefficient to 
increase, resulting in lower bubble velocities. Ultimately the bubble adopts 
a steady spherical-cap shape, characterized by a constant drag coefficient. 
Consequently, in this regime, the velocity increases again in proportion to 
√ . Notice that the latter is also observed in other systems, as shown in 
figure 2.12. 
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figure 2.16: Relation between the equivalent bubble radius Rm (equal to 
d/2) and the bubble velocity, as observed in the experiment by Mori et al. 
[55] and predicted in the work of El Sawi [57].  
It should be mentioned here that the study by Mori et al. is the only 
reporting observations on smaller, wobbling bubbles; other authors only 
describe spherical-cap bubbles in liquid metals. Unfortunately, since their 
technique is based on averaging observations of multiple bubbles, a more 
precise determination of the underlying trajectories and shape 
deformations is not possible. Using intrusive probes, this is only feasible by 
combining multiple probes into arrays, allowing simultaneous 
measurements at different positions in the melt [58]. When the density of 
such arrays is sufficiently high, it is possible to estimate the overall shape of 
an individual bubble. Davenport et al. were the first to apply this approach 
for liquid metals [47]. They measured the volume and the basal radii of 
spherical cap air bubbles rising in mercury at room temperature using an 
array of 20 electrical probes. For bubbles with equivalent diameters 
between 5 mm and 23 mm, basal radii are reported that are 3-4 mm 
smaller compared to similar sized bubbles water. This is attributed to a 
more rounded trailing edge, caused by the higher surface tension of 
mercury. In the same study they also report that the terminal velocity of 
these bubbles, and of nitrogen and air bubbles rising in liquid silver at 
1000°C, is the same as for water. This confirms the trend in figure 2.12. It 
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can be mentioned that these results are used to map the spherical cap 
region near low Morton numbers in figure 2.4. A more recent study using 
an array of similar probes is published by Iguchi et al. [59]. They measured 
the shape of spherical-cap helium bubbles in a low melting Bi-Pb-Sn-Cd 
alloy (Woods metal) at 105°C. These bubbles are part of a bubble train, 
created by a continuous injection of gas. An example is given in figure 2.17. 
Probably the most important limitation of this approach is the limited level 
of detail that can be achieved: together with the results of Saito et al. [60] 
presented in section 2.3.3, the observations in figure 2.17 have amongst the 
highest resolutions found in the open literature. Although the general 
shape (spherical-cap) can be derived, an accurate reconstruction of the 
interface is not possible. Hence, local disturbances of the bubble contour, 
for example due to a changing wake or an irregular distribution of 
surfactants, cannot be quantified. A second disadvantage is the inherent 
interaction between the probe and the liquid. Because the presence of the 
detector will affect the bubble behavior during the remainder of its 
trajectory, bubble properties can only be measured at a discrete positions 
and a continuously tracking of individual bubbles is not possible. This 
prohibits for example an accurate monitoring of volume variations in 
reactive systems. Therefore it can be concluded that the applicability of 
invasive probes for detailed investigations of mesoscopic interactions is 
limited. 
 
 figure 2.17: Contours of three successively rising helium spherical -cap 
bubbles in Woods metal as reported in reference [59]. 
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2.3.2 Soft-field tomography 
To avoid fluid-probe interactions, non-intrusive tomography techniques can 
be used. These techniques map the phase distributions through 
measurements of physical property variations by sensors outside the fluid. 
Based on the interaction between the fluids and the interrogating signals, a 
distinction between soft field and hard field tomography can be made [61]. 
In soft field tomography, the distribution of field lines of the interrogating 
signals is affected by the physical property variations in the flow. Examples 
are acoustic, electrical or magnetic signals. In the first case, ultrasonic 
pressure waves projected into the fluid are disturbed by density 
differences, especially at gas-liquid interfaces. Based on the travelling time 
and the local intensity of the response picked up by an array of sensors at 
the crucible wall, the position of gas-liquid interfaces can be mapped. While 
their resolutions may be sufficient for estimating bubble velocities, 
diameters and positions, these mappings cannot provide details on bubble 
shapes [62-64]. Therefore this approach has mainly been used to track 
bubble velocities. Alternatively the electromagnetic response of the system 
can be analyzed. The most frequently used technique here is electrical 
capacitance tomography [65], but no existing applications for liquid metals 
have been encountered. Alternatively, recent examples of electromagnetic 
induction tomography on multiphase flow in low melting metal alloys have 
been presented [66]. But again the resolution is too low to reconstruct 
bubble shapes in detail. This is a common limitation of soft field 
tomographic techniques, for which a spatial reconstruction of the fluid 
properties is inherently difficult.  
2.3.3 Hard field radiography 
Alternatively, hard field techniques, based on radiographic imaging, can be 
used. In the past it has been demonstrated that gas injection in metals can 
be visualized using X-rays [67-69], neutrons beams [60, 70] and -rays [71]. 
Because the field lines of these signals are not affected, spatial property 
mapping is significantly more accurate compared to soft-field techniques. 
Yet, liquid metals typically have a high attenuation for electromagnetic 
radiation which limits the maximal penetration depth of these signals. In 
order to make sharp visualizations of rising bubbles, high intensity radiation 
sources and very sensitive detectors are needed.  Yet the exposure time 
required by current detectors is too long to capture sharp images of free 
rising bubbles in large vessels. As a consequence, this technique was mainly 
applied to determine void fractions in geometries with a limited cross 
Literature review on gas bubbles in liquid metal 
 
37 
section. In addition, considering the hazardous nature of the radiation, the 
use of high intensity sources requires a complete and secure shielding of 
the setup. Also often a heating system and sufficient thermal insulation 
need to be introduced to study molten metals at higher temperatures. Both 
the shielding and the insulation reduce the accessibility for making actual 
observations.  
The most detailed observations are reported by Saito et al. for bubbles in a 
rectangular channel (80 mm x 30 mm). They used high-frame-rate neutron 
radiography to observe spherical-cap water vapor bubbles in a low-melting 
Pb-Bi alloy at temperatures between 100°C and 145°C [60]. An example of 
their results is provided in figure 2.18. When comparing with figure 2.17, 
similar comments can be made: although the overall shape of the bubble 
can be estimated, no detailed construction of the interface is possible. 
Moreover, with basic radiography, only the projected shape is measured. 
Indeed, a three-dimensional reconstruction requires simultaneous 
observations from different angles by multiple or moving detectors. As far 
as known, this has not yet been achieved for bubbles in metallic melts. 
Indeed, while in theory hard field radiography is a promising technique, 
practical limitations currently only allow qualitative analysis of bubble 
characteristics. 
 
figure 2.18: Contours of a spherical cap water vapor bubble in a liquid  Pb-
Bi alloy recorded with high-frame-rate neutron radiography [60]. No 
information on the size of the bubble is provided.  
2.3.4 Confined geometries 
Free rising bubbles in unconfined geometries are the most relevant 
scenario for industrial applications. Nevertheless, often bubbles are studied 
in small tubes or thin rectangular channels. While in some of these cases a 
specific application is considered, in most cases the geometry is simply 
imposed by the visualization technique. Indeed, as discussed in the previous 
paragraph, radiography is restricted to channels with a limited cross-
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section. Only one reference was found in which the opposite approach was 
applied. Instead of selecting a three-dimensional observation technique and 
adjusting the geometry of the channel accordingly, Paneni and Davenport 
deliberately used a thin, transparent channel to observe bubbles moving 
upward against the channel walls [51]. More specifically, they made direct 
observations of air bubbles in liquid mercury with equivalent diameters 
between 3 mm and 31 mm in a transparent acrylic container with a cross 
section of 300 mm x 4.7 mm. Because of the poor wetting of mercury on 
the cell material, a direct contact was established between the gas and one 
of the cell walls. Hence, from this side, the bubbles are visible outside the 
cell. An example of their results is presented in figure 2.19.  
The main purpose of their work is to compare the behavior of bubbles in 
metals and in water, in the same geometry. It is concluded that, in general, 
the hydrodynamics are indeed similar for both systems. This conclusion is 
based on a quantitative comparison of the projected bubble shapes, which 
are similar in both systems. Moreover, their results seem to be in line with 
the regimes identified in section 2.2.3. As shown in figure 2.19, the 
projected bubble shape for the smallest bubbles is nearly circular. For 
slightly larger bubbles, they report an elliptical contour. With increasing size 
this shape becomes deformed until, for the largest bubbles, a spherical-cap 
shape is observed. Unfortunately, in their paper, the transitions are not 
described in detail and no information on the trajectories is provided. 
Hence a more in-depth comparison is not possible. In addition it can be 
mentioned that subtle differences in the projected shape and terminal 
velocities for similar sized bubbles in water and mercury remain 
unexplained. The main reason is that quantitative interpretations of the 
results are hindered by the presence of the mercury layer covering the back 
side of the bubble. Indeed, although the experiments are introduced as 
two-dimensional, in practice the results can only be interpreted in detail by 
accounting for the three-dimensional flow effects patterns in the liquid 
layer between the bubble and the backside of the cell. Yet neither the 
thickness, nor the velocity of this layer is determined. Therefore, the 
hydrodynamic effects of this layer remain unknown. It is however 
mentioned that for mercury, extensive rippling is observed in this layer. This 
significantly increases its surface compared to the case of water. 
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figure 2.19: Air bubbles in mercury under semi-two-dimensional flow 
conditions, observed by Paneni and Davenport in 1969 [51]. 
2.4 Conclusion 
The first goal of the current study is the selection of a technique that allows 
a detailed study of the mesoscopic behavior of individual bubbles in liquid 
metals. The results reported for bubbles in water show that this requires a 
sufficiently high resolution to make accurate and detailed reconstructions 
of the shape and path of the bubble. After all, accurate mappings of flow 
regimes and detailed observations of regime transitions provide much 
information on the phenomena and interactions that govern these bubbles. 
This information is readily available for free rising bubbles in aqueous 
systems because observations in transparent systems are relatively 
straightforward. However, in liquid metals such observations are hampered 
by the opacity and by the typically high melting point. This explains the 
poor resolution of all reported observations of bubbles in the bulk of liquid 
metals. Moreover, considering the complexity of tomographic and 
radiographic techniques and the inherent limitations of invasive probes, it is 
not expected that the resolution of these existing techniques will improve 
significantly in the near future.  
Alternatively, the behavior of bubbles in liquid metals can be extrapolated 
from water models. The reason is that hydrodynamic properties of water 
and liquid metals are very similar. Considering the fact that most authors 
explain observations on bubbles in metals by comparing with aqueous 
systems, it can be stated that this approach is widely adopted. However, 
these publications often only present qualitative comparisons, confirming 
that aqueous and metallic systems generally exhibit a similar behavior. 
Quantitative estimations of the similarities and differences are typically not 
Chapter 2 
 
40 
provided. Nevertheless, more elaborated comparisons could be useful, for 
example to extrapolate the structure of the wake behind bubbles in metals. 
After all, while the liquid flow around a bubble can be measured in water, 
for liquid metals this seems far out of reach of the current techniques. In 
addition, detailed observations in metals are even more relevant when 
investigating reactive systems, for which extrapolations are much less 
straightforward.  
This review indicates that high resolution observations of bubbles in liquid 
metal are required to gain a better understanding of their behavior, but 
that such observations for free rising bubbles are not within reach of the 
current techniques. Only Paneni and Davenport were able to report such 
observations [51]. The key to their success is the use of a confined 
geometry to circumvent practical limitations of working in an opaque liquid. 
Unfortunately their setup only allows the visualization of a two-dimensional 
projection of the confined bubbles, yielding insufficient information to 
provide a detailed quantitative description of their three dimensional 
behavior. 
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Chapter 3   
The Hele-Shaw cell 
In the previous chapter it is concluded that the resolution of current 
techniques for observing free rising gas bubbles in bulk liquid metal is 
insufficient for an accurate reconstruction of the gas-liquid interface. Only 
the study by Paneni and Davenport [51] in a confined geometry yields 
sufficiently accurate observations for a detailed study of mesoscopic bubble 
properties. Consequently, considering the fact that the latter is an 
important aim of the current work, it is decided to further adopt an 
approach based on confined geometries. This is elaborated in the current 
chapter. In particular a Hele-Shaw geometry is selected since it significantly 
reduces the complexity of a setup. In section 3.1 this geometry is 
introduced, the flow conditions are described and the relevant 
dimensionless numbers are discussed. Next, in section 3.2, an overview of 
the relevant literature is presented, with a focus on bubbles in aqueous 
systems. This is the basis for section 3.3, in which a comparison is made 
with the observations in unconfined geometries that were introduced in the 
previous chapter. Afterwards, in section 3.4, some considerations are made 
with respect to the study of bubbles in liquid metals in Hele-Shaw 
geometries. Finally, section 3.5 concludes the chapter. 
3.1 Hele-Shaw flow 
In a confined geometry, dimensional restrictions apply to the flow. For 
example, when working in a tubular geometry with inflow and outflow 
boundary conditions at the ends, restrictions in the directions 
perpendicular to the tube axis are imposed. When the diameter of this tube 
becomes small enough, this yields one-dimensional flow. Similarly, by 
confining a layer of liquid between two parallel flat plates with a limited 
spacing, the flow in this layer becomes two-dimensional in nature. This 
scenario seems promising for the current study. After all, a common 
challenge for the techniques discussed in the previous chapter is the 
reconstruction of a three-dimensional bubble shape from two-dimensional 
observations. It is also the limiting factor in the work of Paneni and 
Davenport [51]. Yet, when flow is restricted to two dimensions, this need to 
apply tomography can be circumvented.  
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3.1.1 Flow conditions 
In figure 3.1, a single gas bubble in a thin sheet of liquid confined between 
two plates is depicted. This is a Hele-Shaw geometry, named after H.S. 
Hele-Shaw who was the first to investigate flow between two parallel walls 
at a small distance [72, 73]. When laminar flow and no-slip boundary 
conditions on the walls apply, the flow profile over the gap between the 
plates can assumed to be parabolic, with streamlines parallel to the plane 
of the cell [73]. Consequently, it is possible to calculate the fluid velocity at 
any point in the cell from the average velocity over the cell gap at that point 
in the plane of the cell. This means that the flow can be fully characterized 
by two-dimensional observations taken from a single viewpoint outside the 
plane. As a result, simple radiography, using a single radiation source and 
detector, yields sufficient information to fully reconstruct the flow. This can 
greatly facilitate the practical construction of a setup, in particular by 
making thermal and electromagnetic shielding more feasible.  
 
figure 3.1: Illustration of a Hele-Shaw cell containing liquid and a single 
gas bubble. When the volume of a bubble in a Hele-Shaw cell is sufficiently 
large, the bubble is confined between the sidewall and adopts a disc 
shape, as depicted in isometric perspective (a), front view (b) and side 
view (c). In (d) the parabolic flow profile over the gap between the walls is 
shown, together with the averaged velocity.  
3.1.2 Dimensionless numbers 
Similar to unconfined geometries, gas bubbles rising in vertical Hele-Shaw 
cells are governed by gravitational, buoyancy, inertial and viscous effects, 
with the latter being relatively more important. Indeed, in a Hele-Shaw flow 
regime it is viscous drag exerted by the sidewalls that forces the flow over 
the cell gap to be parabolic, as depicted in figure 3.1. When this drag is 
The Hele-Shaw cell 
 
43 
sufficiently high it suppresses the development of a turbulent flow profile 
over the cell gap at larger flow velocity, driven by the inertia of the liquid. 
To quantify this effect, the cell Reynolds number        can be used: 
 
           
   (3.1) 
This number describes the ratio of inertial forces over viscous forces that 
govern the flow in a liquid between two plates, taking their spacing h as the 
characteristic length. By comparing flow profiles in cells with varying 
thickness and different geometries, Beavers et al., conclude that three-
dimensional turbulent behavior only develops in a range of cell Reynolds 
numbers between 2200 and 3400, depending on the channel geometry 
[74]. When        remains below this range, streamlines are parallel and the 
flow in the liquid can be considered as quasi-two-dimensional. This is the 
case for all observations on bubbly flows in Hele-Shaw cells found in the 
open literature, using cells with thickness varying between 1.0 mm and 
2.5 mm. Therefore, all Hele-Shaw flow descriptions in this work refer to the 
averaged two-dimensional flow profile observed in the plane of the cell.  
Furthermore, multiphase two-dimensional flow can be quantified by the 
same dimensionless numbers as introduced in section 2.1.2 for three-
dimensional flow. The only difference is that in two dimensions, the 
equivalent diameters d in the expressions for Re, Eo and We are calculated 
as the diameter of a circular bubble with the same projected area in the 
plane of the cell. It should be stressed that the resulting Reynolds number 
Re is different from the aforementioned cell Reynolds number       . 
Indeed, while        characterizes the flow profile perpendicular to the cell 
walls, Re expresses the ratio of inertial forces over viscous forces that 
govern the two-dimensional motion of the bubble in the plane of the cell.  
Because of the significant wall friction in a Hele-Shaw cell, bubbles with 
similar equivalent diameters as their three-dimensional unconfined 
counterparts will have lower velocities and smaller Reynolds numbers. 
Nevertheless, in all relevant studies on buoyancy driven bubbles in low-
viscous fluids in Hele-Shaw cells, Reynolds numbers well above unity are 
reported, indicating that mainly inertial effects determine flow in the plane 
of the cell. This corresponds with the fact that for unconfined flow in water, 
Reynolds numbers below unity are only found at bubble diameter below 
100 µm (see section 2.2.2). Bubbles of this size are not confined in typical 
Hele-Shaw cells and therefore cannot be described in two-dimensions. 
Consequently, often only larger bubbles, with higher Reynolds numbers, are 
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considered in experiments. To define a lower limit for this size range, the 
dimensionless confinement ratio h/d can be used: only at h/d values below 
unity, bubbles become deformed between the sidewalls. Yet most studies 
are limited to cases in which this ratio is below 0.5 as from that point on a 
two-dimensional flow description becomes pertinent [75].  
3.2 Earlier work 
3.2.1 Overview 
In the past, multiphase flow in Hele-Shaw cells has been investigated for 
various applications. Most relevant for this work are experimental studies 
on bubbly flows describing bubble shapes and flow patterns. In all these 
studies, bubbles are observed directly through transparent cell walls, so no 
radiography is applied. Moreover, all studies involve transparent liquids. 
The reason is that common media like oil and aqueous solutions are 
hydrophilic. These liquids tend to form a thin boundary layer of liquid on 
the cell surface, shielding the gas from the sidewalls. Only when this film is 
transparent, bubbles can be observed directly. This is probably the main 
reason why an extensive search in the open literature did not yield any 
examples of experiments on bubbly Hele-Shaw flow in opaque liquids. 
Older publications typically describe experiments in cells that have a limited 
inclination with the horizontal. Observations in these setups are reported 
for air bubbles in water [76], oil [77, 78] and aqueous solutions with 
variable viscosity [79, 80]. They typically cover low-Reynolds regimes, 
dominated by viscous forces. Indeed, by tilting a Hele-Shaw cell, the driving 
buoyancy force can be reduced arbitrarily. Notice that the latter is not 
possible for unconfined bubbles without affecting the bubble size. While 
this offers interesting research opportunities, it has limited practical 
relevance. Indeed, the observations are mostly used to validate 
mathematical models for Hele-Shaw flow.  
Experiments in vertical cells or cells with large inclinations are much more 
relevant for industrial cases as these cover inertial flow regimes at higher 
Reynolds numbers. Observations in tilted cells are published by Kelly and 
Wu [81] and by Bush [82, 83] for air bubbles in water. Yet the most 
interesting descriptions are provided by Roig et al. [75, 84, 85] who studied 
the air-water system in vertical cells and by Kawaguchi et al. [86-88] who 
describe air bubbles in water and aqueous polymer solutions. Their 
observations on water are discussed in the next section.  
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3.2.2 Flow regimes in water 
A comprehensive mapping of bubble regimes, similar to the graph in figure 
2.4, is not available for Hele-Shaw conditions. The reason is probably 
twofold. Firstly, less data is available to compile such a mapping as the 
number of reported experiments is much smaller than for unconfined 
geometries. Secondly, a comparison of these experiments is less 
straightforward because the thickness of the cell and its inclination can vary 
between different studies. Nevertheless, when comparing observations of 
air bubbles in water in vertical cells, often similar flow regimes are 
reported. 
 
figure 3.2: Air bubbles in water in a Hele-Shaw cell with a thickness of 
1.5 mm and width of 10 cm. The time interval between consequent images 
is 1/50s. The Eötvös numbers are 1.27, 2.45, 3.01, 4.30, 7.38 and 9.12 
(from left to right). Results taken from reference [86]. 
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Yamamato and Kawaguchi investigated the behavior of small bubbles, with 
Eötvös numbers between 1 and 10, corresponding to a size range of 2.7 mm 
< d < 8.6 mm [86]. They used a glass cell with a spacing of 1.5 mm and a 
width of 10 cm. As shown in figure 3.2, near the bottom of the cell a 
rectilinear motion is observed. This transient behavior is related to the 
injection and lasts longer for larger bubbles. For the current study, only the 
steady state behavior is relevant. After transient effects have dissipated, all 
bubbles tend to follow a swirling, sinusoidal path. By fitting a sine function 
to the horizontal position evolution over time, the frequency and amplitude 
of this swirling is determined. As can be seen in figure 3.3, this frequency 
decreases with increasing bubble size for Eötvös numbers below 5. For 
larger bubbles, the frequency is constant at about 4 Hz. Meanwhile, the the 
amplitude shows a sharp decrease around Eo = 5. This goes hand in hand 
with a change in the shape of the bubble. Bubbles with Eo < 5 exhibit a 
constant shape, with the smallest bubbles being nearly circular and 
(slightly) larger bubbles having an elliptical shape. Yet, for Eo > 5, periodic 
deformations of the bubble shape are observed. These asymmetric 
deformations cause the shape to be periodically mirrored around a vertical 
axis. This effect can be quantified by measuring the variations of the 
perimeter of the bubble contour, which also exhibits a sinusoidal evolution. 
The frequency of the latter is twice the frequency of the swirling in the 
path, pointing at a close interaction between the mechanisms that govern 
the path and shape behavior. When considering the rise velocity of the 
bubble in figure 3.3, it can be observed that the velocity increases gradually 
with size up to Eo = 5 after which this levels out at about 15 cm s-1. Finally it 
can be noticed that Yamamato and Kawaguchi indicate that no variations in 
the projected area of the bubble are observed. This suggest that bubble 
deformations perpendicular to the cell walls are absent, confirming the 
desired quasi-two-dimensional behavior. 
Another publication from the same research group, written by Kozuka et 
al., considers bubbles in a PMMA cell with the same spacing but a width of 
5 cm [87]. As can be verified in figure 3.4, a similar behavior is reported. 
Also quantitatively the results match: the frequencies of the path and shape 
variations are identical, the terminal velocity evolves toward 15     -  and 
the transition from an elliptical to a periodically deformed shape near 
Eo = 5 is confirmed. Furthermore, when considering larger bubbles up to 
Eo = 40 (d = 17.2 mm), two more regime transitions are observed. A first 
transition occurs near Eo = 16 (d = 10.9 mm). From this size onwards, 
bubbles adopt a rectilinear path instead of a swirling path. Meanwhile the 
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bubble shapes evolves from a periodically deformed ellipse to a periodically 
deformed shape with a vertical symmetry axis. The latter is best described 
as a ‘bird flapping its wings’. For even larger bubbles, above Eo = 28 
(d = 14.4 mm), the periodic shape variations disappear and bubbles adopt a 
constant circular-cap shape with rounded edges. It is not clear to what 
extent the onset of this last transition is determined by the width of the 
cell, as a limited width could confine the flow in the plane of the cell. 
Furthermore, Kozuka et al. were able to visualize the bubble wake by 
introducing a dye that is dispersed by the passage of a bubble. These results 
are depicted in figure 3.5. 
  
 
figure 3.3: Observations on air bubbles in water in a Hele-Shaw of 1.5 mm 
thickness, as a function of              taken from reference [86]. Top-
left: the rise velocity – Top-right: The frequency of the swirling in the path 
– Bottom: The amplitude of the swirling in the path. The path is 
determined as the evolution of the position of the center of gravity of the 
bubble over time. 
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figure 3.4: Air bubbles in water in a Hele-Shaw cell with a thickness of 
1.5 mm and width of 5 cm. The time interval between consequent images 
is 1/50s. The Eötvös numbers are 4.30, 10.3, 21.3 and 28.4 (from left to 
right). Results taken from reference [87]. 
The independent work of Roig et al. [75] largely confirms the observations 
presented by Yamamoto and Kawaguchi [86] and Kozuka et al. [87]. Indeed, 
despite the fact that Roig et al. used a cell of 1 mm thickness, similar bubble 
properties and flow regimes are reported. Moreover, they also made PIV 
measurements of the liquid flow around the bubbles, allowing them to 
investigate the coupling between path and shape oscillations in greater 
detail. This helps to explain the wake patterns in figure 3.5. It is clear that 
the swirling of the smallest bubbles can be linked to a periodic vortex 
shedding. Indeed, a von Karman street of countercurrent vortices can be 
distinguished behind the first bubble. This causes a periodic variation of the 
dynamic pressure distribution around the bubble, forcing the bubble to 
periodically change its direction. Roig et al. also observed that the 
amplitude of this swirling decreases due to a stronger attenuation of the 
vortices by wall friction when bubble sizes increase. For larger swirling 
bubbles, like the second bubble on display in figure 3.5, the basic structure 
is similar but the pattern is more diffuse. This is related to the bubble shape 
deformations that allow more degrees of freedom in vortex detachment. 
The transition towards a ‘flapping wings’ behavior goes hand in hand with a 
very different wake development. For these larger bubbles, vortex shedding 
disappears. Instead two attached unsteady vortices are observed that 
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induce strong shape oscillations. Nevertheless the resulting wake is 
symmetrical, causing the bubble to follow a rectilinear trajectory. With 
increasing bubble size the fluctuations in vortex intensity become more 
damped until eventually all shape oscillations disappear and a spherical cap 
bubble shape with two trailing vortices is installed. A more quantitative 
discussion of these observations can be found in the original paper by Roig 
et al. [75].  
Finally it can be mentioned that in an earlier publication, Kawaguchi et al. 
describe similar experiments in a cell with a thickness of 1 mm [88]. Besides 
the aforementioned bubble types, they also mention another regime, 
situated between the smallest, elliptical swirling bubbles and the larger, 
periodically deformed swirling bubbles. In this regime, the bubbles follow a 
rectilinear path while preserving their elliptical shape. However, considering 
the similarity between the wakes of the first and the second regime in 
figure 3.5, it seems highly unlikely that for pure water a regime with a 
rectilinear motion would appear in-between. Furthermore, this regime is 
not observed by Roig et al. during their experiments in a setup with the 
same thickness [75]. Hence, it is expected that the earliest observations of 
Kawaguchi et al. are subject to experimental inaccuracies. These could 
originate from contaminations with surface active agents whose effect is 
investigated in the same study and indeed promote a rectilinear motion.  
 
figure 3.5: The wake behind air bubbles water in a Hele-Shaw cell with a 
thickness of 1.5 mm for the bubbles depicted in figure 3.4 [87]. 
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3.3 Comparison with unconfined bubbles 
As stated before, the same macroscopic and microscopic phenomena that 
govern free rising bubbles apply for flows in confined geometries. Only the 
relative importance of these phenomena will be different in order to 
comply with the additional boundary conditions imposed by the sidewalls. 
Consequently, a direct comparison between two-dimensional Hele-Shaw 
flow patterns and three-dimensional flow patterns in unconfined 
geometries is not always possible. This is reflected in a different evolution 
of the velocity as a function of the bubble size. While for unconfined 
bubbles a continuous increase is observed (see figure 2.12), in a Hele-Shaw 
cell the velocity levels off for Eo > 5 (see figure 3.3). This is also observed in 
very wide cells and thus not related to confinement in the plane of the cell. 
As a result, Reynolds numbers evolve differently, as shown in figure 3.6.  
 
 
figure 3.6: A comparison of a Eo-Re plot for unconfined bubbles (data 
taken from Clift et al. [28]) and for bubbles in a Hele-Shaw cell (calculated 
from the results by Yamamoto [86] and Kozuka [87]) in water. Also a plot 
of    (  ⁄ )  for the Hele-Shaw observations is shown.  
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The different evolution of Re can be linked to the larger viscous friction 
exerted by the walls in a Hele-Shaw cell. In order to quantify this effect, the 
Reynolds number and the confinement ratio are combined into the 
dimensionless quantity    (  ⁄ ) , equal to        (  ⁄ )  which expresses 
the ratio of the inertial momentum transport in the cell plane over the 
viscous momentum diffusion over the cell gap in the transverse direction 
[75, 84]. As shown in figure 3.6, for Eo numbers around 1 (d = 3 mm), at h = 
1.5 mm and h/d = 0.5, this value approaches 100. Consequently, for these 
small bubbles, viscous drag exerted by the sidewalls is negligible with 
respect to the inertial effects that play in the plane of the cell. This suggests 
that the presence of the sidewalls will have a limited effect on the flow 
properties. Meanwhile, Reynolds numbers of about 300 indicate that these 
inertial effects also dominate the flow in the plane of the cell. Hence, the 
behavior of small bubbles in a Hele-Shaw cell will be comparable to inertial 
unconfined high-Reynolds flow. It explains why the Reynolds numbers for 
both cases evolve similarly up to Eötvös numbers of about 5. For larger 
bubbles, a steep decrease of    (  ⁄ )  is observed, reflecting the growing 
importance of viscous drag in a Hele-Shaw cell. This drag will inevitably slow 
down a bubble, yielding lower Reynolds numbers compared to the 
unconfined case. As a result, with decreasing    (  ⁄ )  the bubble 
behavior increasingly deviates from the unconfined case. A similar 
evolution can be observed when reducing the cell thickness h. The latter 
has been confirmed experimentally by comparing the behavior of similarly 
sized bubbles in different cells with decreasing thicknesses, down to h = 0.5 
mm. 
However, as long as    (  ⁄ )   , flow in the vicinity of the bubble will 
be governed by the same interactions as for freely rising bubbles. This is in 
particular the case for the coupling mechanisms between path and shape 
that determine the flow regimes to a large extent. It can explain why 
comparable regimes in two and three dimensions are observed. An 
overview is presented in table 3.1.  
The table shows that in both cases paths evolve similarly, with small 
bubbles rising straight upward, intermediate bubbles exhibiting swirling 
motion and large bubbles again following a rectilinear path. When 
considering the bubble geometry, the contours of two-dimensional bubbles 
largely resemble the projections of the three-dimensional shape of freely 
rising bubbles. Yet, two differences can be observed.  
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table 3.1:  A comparison between flow regimes in unconfined geometries (cfr. section 2.2.3 and largely based on [37]) and in 
vertical Hele-Shaw cells (largely based on the observations by Roig et al. [75]), for increasing Eo from top to bottom.  
 
 
Unconfined  Hele-Shaw 
Eo Regime Shape Path Shape Path 
< 0.15 Ellipsoidal Spherical 
Straight Circular 
Straight 
0.15 < 0.20 
Wobbling 
Ellipsoidal 
Swirling 
0.2 < 0.6 
Helicoidal or 
Spiraling 
Elliptical 
0.6 < 5 
Asymmetric 
deformations 5 < 15 
Asymmetric 
deformations 
15 < 50 Flapping wings   
Symmetric  
deformations Straight 
> 50 Cap Spherical-cap Straight Circular-cap 
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Firstly, shape deformations occur at relatively smaller bubble sizes in 
unconfined geometries. For example the deformation of the basic 
spherical/circular shape to the more ellipsoidal/elliptical shape can be 
observed around Eo = 0.15 for unconfined bubbles and around 0.2 for 
confined bubbles. As discussed in section 2.2.2, these deformations occur 
when We numbers exceed unity, indicating that inertial effects are 
sufficiently strong to counteract surface tension. Since velocities for 
bubbles with comparable size will be smaller in Hele-Shaw cells, Weber 
numbers will also be lower. This explains why deformations occur at 
relatively larger sizes. The delayed introduction of the asymmetric 
deformations in the wobbling regime can be explained in a similar way. 
A second important difference is the occurrence of the ‘flapping wings’ 
regime in the Hele-Shaw cell, while in the unconfined case no equivalent 
behavior is observed. The reason has to be sought in a different 
development of the bubble wake. Kelley and Wu show that the flow profile 
around the smallest, circular bubbles in a Hele-Shaw cell is symmetrical, 
with two standing vortices at the back of the bubble [81]. This is identical to 
the flow around their three dimensional counterparts, described in section 
2.2.2. On the other side of the size range, the flow profile behind large 
circular-cap bubbles in two-dimensions (shown in figure 3.5) closely 
resembles the axisymmetric wake structure behind unconfined bubbles in 
more viscous fluids (see figure 2.13.b). In between these two extremes, the 
bubble behavior is largely determined by periodic interactions with its 
wake. As explained in the previous section, the shape deformations in the 
‘flapping wings’ regime are induced by two unsteady trailing vortices 
behind the bubble. It seems not unlikely to assume that such a wake 
structure is supported by the dimensional restrictions that apply in a Hele-
Shaw cell. In this case a different wake structure can be expected behind 
unconfined bubbles. More specifically, considering the fact that the shape 
of these bubbles gradually evolves toward a spherical-cap, a gradual 
development of turbulence can be expected behind unconfined bubbles in 
the range 15 < Eo < 50. Eventually this yields a structure as shown in figure 
2.13. Since such a structure differs significantly from the wake in the 
‘flapping wings’, this may explain the absence of an equivalent regime in 
the unconfined case. A similar explanation could apply for the different 
path of wobbling bubbles. While in both the unconfined and the confined 
case the periodicity in the path is related to the formation of an asymmetric 
vortex pattern, the structure of these patterns is different. This can be seen 
by comparing figure 2.10 and figure 3.5. In two dimensions, a von Karman 
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vortex street is observed while  in three dimensions a more complex, 
double threaded wake develops [37]. It is clear that this difference can also 
be linked to the unequal geometrical boundary conditions. A similar 
observation can be made when comparing the flow around a solid cylinder 
and a solid sphere in three-dimensional flow. The wake behind a cylinder is 
characterized by a regular periodic vortex shedding, while no such thing is 
observed behind spheres [43]. 
3.4 Considerations for liquid metals 
Observations on bubbles in opaque liquid metal in a Hele-Shaw cell require 
the use of radiography, unless a transparent cell material can be found that 
is not wetted by the melt. As illustrated in figure 3.7, in this way the 
formation of an opaque boundary layer on the cell surface is avoided and 
the inner bubble contour can be observed from outside the cell. This greatly 
simplifies the construction of an experimental setup. 
Fortunately, metals have very large surface tensions and do not tend to wet 
surfaces as long as reactive wetting is absent. The work of Paneni and 
Davenport illustrates for example that soda-lime glass is a good choice for 
visual observations of bubbles in liquid mercury at room temperature [51]. 
Yet, when considering other metals, high melting points will impose 
stringent restrictions on the materials selection. Especially when 
temperatures above about 500°C are required, fused quartz is often the 
only applicable transparent material. In theory, this material can be used up 
to about 1200°C. When even higher temperatures are required, or when 
the melt wets or dissolves silica, visual observations are not possible and 
radiography should be applied. However, even in the latter scenario, the 
Hele-Shaw geometry is advantageous. Indeed, since radiation only needs to 
travel through a thin layer of liquid, low-intensity sources or fast detectors 
can be used.  
 
figure 3.7: A comparison between wetting and non-wetting in a Hele-Shaw 
cell. 
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An extensive literature review did not yield published experimental work on 
bubbles in non-wetting liquids in a Hele-Shaw cell. The majority of studies 
on Hele-Shaw cells consider aqueous systems which tend to form a 
transparent liquid film on the cell walls through which bubbles are observed 
[89]. The most relevant work is an effort by Saffman and Tanveer to provide 
a mathematical description of the hydrodynamic effect of the presence of 
the thin film between a moving bubble and the walls of a horizontal Hele-
Shaw cell [90]. They describe how contact angle variations along the gas 
liquid interface can affect the bubble behavior by changing the pressure 
drop over the gas-liquid interface. In the case of total wetting, such 
variations can be neglected, as the contact angle can be considered zero 
over the entire interface. In the non-wetting case, such variations are likely 
to exist, for example due to the hysteresis of the dynamic contact angle 
between advancing and retreating interfaces. Saffman and Tanveer 
concluded qualitatively that such variations will likely slow down the 
bubble, although a more detailed description requires an accurate 
description of the contact angle over the interface. Unfortunately the latter 
is often lacking, especially for liquid metal systems. As mentioned in section 
2.1.1, surface properties are notoriously difficult to measure. Hence, even 
static contact angles for liquid metals on particular substrates are often 
unknown, let alone dynamic contact angles [25]. In addition, contact angle 
measurements are typically carried out on nearly perfect, defect free 
surfaces. Yet, despite being optically flat, the sidewalls in any cell will have a 
certain microscopic roughness and the presence of surface defects cannot 
be excluded. When a liquid film is left behind by a passing bubble, this film 
at least partially levels out the effects of these surface inhomogeneities and 
contributes to a smooth passage of the bubble. This could for example 
explain why gas bubbles behave identically in water in glass and PMMA 
cells, as described in section 3.2.2. However, in absence of such a 
‘lubricating’ film, the moving contact line will directly interact with these 
inhomogeneities. On the one hand, this will increase the variations in 
contact angles, amplifying the higher mentioned pressure variations. On the 
other hand, the presence of surface defects can cause a temporary local 
‘pinning’ and stretching of the triple line, as shown in [27] and figure 3.8. 
Such events will certainly result in increased energy dissipation, further 
slowing down the bubble.  
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figure 3.8: The pinning of a moving contact line by a surface defect [27]. A 
circular defect on a solid substrate is approached from the left by a triple 
line. When this triple line encounters the defect, the line is pinned and 
stretched locally, accumulating surface energy. This energy is dissipated 
when the surface tension compensates for the pinning force and the line 
moves on to the right.  
Because of these two capillary effects, bubbles in hydrophobic liquids in a 
Hele-Shaw cell could behave differently from hydrophilic liquids. 
Unfortunately, a detailed, quantitative prediction of these differences is not 
possible. However, the limited Weber numbers suggest that capillary 
effects could indeed be significant with respect to the bubble behavior; as 
mentioned earlier, Weber numbers for small bubbles in water are around 
unity. This indicates that surface tension effects are equally important near 
the bubble interface as the inertial effects that govern the flow in the 
adjacent liquid. Furthermore, based on the comparison in section 3.3, it can 
be expected that Weber numbers for bubbles in liquid metal will be of the 
same order of magnitude. Hence, it is unlikely that difference in capillary 
action due to a different wetting behavior can be ignored, especially for 
smaller bubbles.  This should be taken into account when comparing 
experimental observations in hydrophobic liquid metals against hydrophilic 
liquids.  
3.5 Conclusions 
In this chapter it is argued why the use of a Hele-Shaw geometry could 
circumvent three important constraints in the experimental observations of 
gas bubbles in liquid metals. Firstly, by restricting flow in the direction 
perpendicular to the cell walls, two-dimensional observations are sufficient 
to fully characterize a system, avoiding the need for tomography. Secondly, 
the use of a Hele-Shaw cell can considerably simplify these observations. In 
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an ideal scenario, the cell is constructed from a transparent material that is 
not wetted by the liquid metal, so that bubbles can be visualized directly. 
Yet even if the latter cannot be accomplished, radiography on a thin layer of 
liquid will yield faster and more detailed observations compared to bulk 
melts. Thirdly, as observations can be done from a single point of view, the 
design of an experimental setup can be kept relatively simple, for example 
with respect to thermal and electromagnetic insulation. This is a great 
advantage when high operating temperatures are required in order to work 
above the melting point of most metals.   
As far as known, gas bubbles in opaque liquids in general, and liquid metals 
in particular, have not been investigated before in a Hele-Shaw geometry. 
Only experimental observations of inert gas bubbles in transparent aqueous 
and oil-based media in Hele-Shaw cell are reported in the open literature. A 
comprehensive mapping of these results is hindered by the diversity of 
experimental configurations that are used, especially with respect to cell 
dimensions and orientations. Nevertheless, an analysis of available results 
for bubbles in water in vertical cells showed that the bubble behavior is 
governed by similar gravitational, buoyancy, inertial and viscous effects that 
also determine the behavior of bubbles in unconfined geometries. This 
means that the same interactions between these effects can be studied. As 
shown in table 3.1, important similarities in the path and shape evolution of 
bubbles with increasing size are observed when comparing with unconfined 
bubbles. Such specific knowledge can be used to validate simulations of the 
confined flow directly, or can be translated into closure laws. These laws 
can then be incorporated in a multiscale modelling approach and applied 
for other geometries. Clearly this would sometimes require the application 
of these closure laws outside their validated range. The reason is that 
additional boundary conditions imposed by the presence of the sidewalls 
will yield a different balance between the governing effects, in the first 
place by introducing significant viscous drag. Secondly, capillary effects 
might become more determining, especially when the cell walls are not 
wetted by the liquid phase. Unfortunately, an accurate prediction of these 
effects is currently not possible, mainly because this behavior has not been 
investigated earlier. This means that a detailed validation of simulation 
results can only come from three dimensional experiments. Consequently, 
experiments in a confined geometry will never be able to completely 
replace three-dimensional observation techniques. Nevertheless, 
considering the aforementioned arguments, the use of a Hele-Shaw based 
approach seems to be very promising as a first step in the study of gas 
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bubbles in liquid metals. Therefore, it was decided that the exploration of 
this approach will be the subject of the current doctoral study. With this 
decision, the first goal of the current work, namely the selection of a 
technique to obtain detailed mesoscopic observations of bubbles in liquid 
metals, is achieved.  
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Chapter 4   
Materials and methods 
In this chapter an experimental setup to visualize gas bubbling in water and 
liquid metals in a Hele-Shaw cell is introduced. Yet first, in section 4.1, the 
gas-metal systems are discussed that will be considered further in this 
doctoral study. The reason is that their properties impose restrictions on 
the design of the setup. Afterwards, in section 4.2, the layout of the setup is 
presented and the key components are described in more detail, including 
the post-processing of the observations. Next, in section 4.3, experimental 
results on nitrogen gas bubbling in water are introduced. This allows a 
comparison and evaluation of the setup against literature data, before 
applying it for liquid metals.  
4.1 Material and system selection 
4.1.1 Mercury 
An important goal of the current work is the exploration of the possibilities 
and limitations of the suggested Hele-Shaw based approach for observation 
of gas bubbling in pyrometallurgical systems. Considering the fact that prior 
knowledge and experience with respect to this approach is limited, it seems 
best to start this exploration with the simplest case possible. On the one 
hand, as discussed in section 1.3.1, the complexity can be reduced by 
focusing solely on inert gas bubbling in liquid metals so that a system 
description should not account for thermokinetic interactions. 
Furthermore, from this point of view, pure metals are preferred over alloys 
considering that the composition dependence of the hydrodynamic 
properties of the latter would introduce additional variables. On the other 
hand, the setup should be kept as simple as possible in order to avoid 
difficulties related to its practical construction. In the previous chapter it 
was explained that if wetting of the metal on the cell walls can be avoided, 
optical visualization is possible. This greatly reduces the complexity of a 
setup. Also, the complexity can be significantly reduced by working at room 
temperature, avoiding the need to heat and insulate a setup.  
Based on the above considerations it was decided to start the exploration 
of the Hele-Shaw approach by considering nitrogen injection in liquid 
mercury. Nitrogen gas is selected because it is readily available, does not 
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react with mercury and has similar properties as air. The latter makes 
comparisons with literature results on air bubbling more easy. Mercury was 
mainly selected for its low melting point (-38.9°C), which is below room 
temperature. In addition, it exhibits a poor wetting on glass [91]. Another 
advantage of mercury is that it is relatively noble and not easily oxidized by 
oxygen. More specific, the oxidation reaction 2 Hg + O2  2 HgO yields a 
Gibbs free energy change    equal to -117 kJ at 25°C as calculated by HSC 
chemistry V.6. The latter was the main reason to prefer mercury over 
gallium, despite its higher toxicity. Indeed, at first sight gallium seems a 
better alternative because, unlike mercury, it is considered to be harmless 
from a toxicological viewpoint. Furthermore, gallium melts at about 30°C, 
which is only slightly above room temperature. This means that heating 
could be straightforward, for example by a hot air fan. In addition, pure 
gallium has a surface tension that is about twice that of mercury and does 
not wet glass, at least in theory [23]. Unfortunately, trial experiments 
showed that the wettability significantly increases by oxidation. This 
oxidation happens spontaneously when in contact with the atmosphere, 
since the formation of gallium oxide (2Ga + 1.5 O2  Ga2O3) yields a Gibbs 
free energy change    of -998 kJ at 30°C (HSC chemistry V.6), which is 
about one order of magnitude larger compared to mercury. It can at least 
partially explain why during experiments no significant oxidation for 
mercury is observed, while the surface of gallium clearly becomes dull after 
some time and starts to wet the surface of a glass cell. The latter is heavily 
accelerated by stirring of the melt by inert gas injection. This means that 
gallium can only be used in an oxygen-free environment, which again would 
complicate the design of a setup. It explains why mercury was preferred to 
demonstrate the viability of the proposed approach. The results of these 
proof-of-concept experiments are described in chapter 5 and chapter 6. 
4.1.2 Zinc 
While mercury is well suited to deliver a proof-of-concept, its practical use 
is limited. In order to demonstrate the industrial relevance of the suggested 
approach, observations on other materials are required, preferably at 
elevated temperatures. For this purpose the setup described below is 
further developed to operate at high temperatures, up to an estimated 
maximum temperature of 1000°C. With this improved setup, successful 
observations on the injection of nitrogen gas in liquid zinc at about 700°C 
are made. The main reason to select this metal is a particular interest in this 
metal from industry. However, similar as for gallium, the wetting of zinc on 
fused quartz is heavily promoted by oxidation. Moreover, this oxidation 
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happens very fast at elevated temperatures. Unfortunately, as discussed in 
section 3.4, no alternative transparent cell materials are available for 
operations above the melting point of zinc. Therefore, during experiments 
the zinc melt was shielded from the atmosphere. This demonstrates the 
possibility of working at low-oxygen conditions, even at high temperature.  
4.2 Room temperature setup design 
This section introduces a setup for experiments at room temperature in 
water and mercury. The modified high-temperature setup is presented in 
chapter 7. Yet it can be mentioned that the moving camera part, the gas 
supply and the controller are the same in both cases.  
4.2.1 Overview 
 
figure 4.1: The setup, consisting of a Hele-Shaw cell aligned with a diffuse 
light source on the one side and a high-speed camera on the other side. 
This camera is mounted on a vertical rail and positioned by a hydraulic 
actuator. Gas is supplied in bursts through a needle at the bottom of the 
cell. The length of the burst is controlled by an electromagnetic valve. The 
opening of this valve is synchronized with the onset of the camera motion 
and recording. After recording, the captured frames are transferred from 
the camera to a computer for post processing.  
The layout of the experimental setup is presented figure 4.1. Obviously, the 
central component is a Hele-Shaw cell. This cell can be filled with liquid 
through the top, which is open to the atmosphere. During experiments, gas 
is supplied at 1 bar gauge pressure and injected at the bottom. This 
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injection happens in burst of which the duration is controlled by an 
electromagnetic micro-valve (type Burkert 2282) steered by a calibrated 
pulse generator. By varying burst lengths, the size of injected bubbles can 
be controlled. These bubbles are recorded by a high speed camera that is 
attached to a linear actuator. The latter allows the camera to travel upward 
together with the bubbles and record them in great detail along their entire 
path. Because high-speed recordings need bright illumination in order to 
capture sharp images, a strong spotlight (1 kW) and a diffusive white screen 
are placed at the opposite side of the cell [92]. The function of the screen, 
positioned in front of the light, is to ensure a homogeneous light intensity 
over the entire cell. In this way, high contrast observations of bright 
bubbles surrounded by dark opaque liquid metal can be made.  
Furthermore, an electronic controller is used to synchronize the onset of 
injection with the motion and the recording of the camera. In this way, 
systematic observations of bubbles along their entire path are possible, 
from the detachment at the needle to the breakup at the top surface.   
4.2.2 Hele-Shaw cell 
The flow in a Hele-Shaw cell strongly depends on the distance between the 
walls. When the gap becomes very small,    (  ⁄ )  approaches zero. In 
this limiting case, all flow in the plane of the cell is prevented by viscous 
wall friction. Because the focus of the current study is on inertia dominated 
flow, high values for    (  ⁄ )  and therefore large cell thicknesses are 
preferred to reduce drag. Yet, from a certain gap size onward, the 
development of turbulence is not suppressed anymore, resulting in a 
disturbance of the quasi-two-dimensional flow nature. As mentioned in 
section 3.1.2, this happens above cell Reynolds numbers        of 2200 [74]. 
In the previously mentioned studies on bubbles in water (section 3.2.2), 
with cell thicknesses of 1.0 mm and 1.5 mm and bubble velocities remaining 
below 0.2 m/s,        remains well below 500, indicating that the laminar 
character of the flow is preserved. However, with mercury as the working 
liquid, Reynolds numbers for similar cells will be larger, in the first place 
because of the higher density compared to water. When assuming that 
buoyancy driven bubbles in mercury obtain similar velocities as in water, 
this limits the cell thickness to about 1.2 mm in order to ensure laminar 
flow conditions. Therefore, in this study, a cell thickness of 1 mm was 
selected, allowing for velocities of at least 0.25 m/s under laminar flow 
conditions. In the next chapters it is shown that velocities in water and 
mercury are indeed in the same range.  
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The cell is constructed from two 6 mm thick rectangular soda-lime glass 
plates. This material is poorly wetted by mercury. In combination with the 
high surface tension (   = 0.487 N/m), it yields a contact angle     of 
about 130° [91]. Before assembly, the glass plates are cleaned for 
20 minutes in freshly prepared piranha solution (3:1 volumetric mixture of 
9 wt% H2SO4 and 30 wt% H2O2), removing organic surface active 
contaminants and rendering the surface hydrophilic. After rinsing, the 
homogeneity of the surface is verified by a visual inspection of the 
spreading of de-ionized water films on the glass. Then the plates are 
clamped onto stainless steel spacers, resulting in a cell gap with an average 
thickness h of 1.049 mm (± 18 µm). This thickness is determined by 
subtracting the thickness of the individual plates measured at 20 positions 
evenly distributed over their surface (before cleaning) from the thickness of 
the assembled cell at the same positions and averaging the results. A U-
shaped silicone seal placed in this gap creates a channel of 50.0 mm (± 
0.5 mm) width. A hypodermic needle is inserted through this seal in the 
center at the bottom of the cell, its tip extending 10 mm into the cell. The 
needle has an inner diameter of 0.5 mm and a sharp tip to facilitate the 
detachment of gas bubbles. 
 
figure 4.2: The Hele-Shaw cell designed for room temperature 
experiments. (a) isometric perspective (b) front view and cross section  
(A-A) on the left, detail (B) of the cross section on the right.  
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figure 4.3: Typical frames as captured with the camera, before post 
processing. The marker pattern on the right is used to determine the 
position and velocity of the camera.  Left: nitrogen bubble in water.  
Right: nitrogen bubble in mercury. 
4.2.3 Moving high-speed camera 
The camera is a Tesin Cyclocam high speed camera that allows to record 
8 bit grayscale frames with a 480 px by 640 px resolution. All recordings are 
made at a frame rate of 250 fps, using a shutter time of 2 ms. Furthermore, 
by using an 18-108 mm variable lens and adjusting the optical zoom level, it 
is ensured that the short side of the image covers exactly the width of the 
cell, yielding a spatial resolution of 125 µm/px. These settings allow an 
accurate spatial reconstruction of the bubble interface and a detailed 
tracking of the bubble path, while limiting redundancy in the data [92]. 
The camera itself is mounted on a moving platform driven by a two-way 
hydraulic actuator, working on pressurized air at a constant operating 
pressure of about 10 bar gauge pressure. Its velocity is varied through an 
adjustable choke valve. Hence, there is no direct coupling between the 
bubble velocity and the camera velocity. Yet, with a limited amount of trial 
and error, it is possible to set a camera velocity that allows to keep bubbles 
in sight over the entire trajectory. This means that the bubble is observed in 
a Lagrangian reference frame attached to the camera. To keep track of the 
camera position, a pattern of equidistant markers is fixed onto the cell and 
captured by the camera as well. During post-processing, the camera 
position and velocity are determined from this pattern. Example frames 
recorded by the camera in this configuration are shown in figure 4.3. 
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4.2.4 Post-processing 
The image frames are sequentially analyzed with a Matlab (V.2012a) based 
processing script that executes the steps presented figure 4.5. First the 
section containing the ruler pattern is processed separately. By tracking the 
time intervals between passing of consecutive markers in an observation 
window halfway the image, the instantaneous camera position is 
determined. Simultaneously, the gas-liquid bubble interface is mapped 
based on the contrast distribution in the left part of the image. This 
interface is marked by sharp spatial contrast gradients. As can be seen in 
figure 4.3, for bubbles in liquid metal, only one sharp gradient is observed 
between the opaque metal and the transparent gaseous phase. In this case, 
the gas-liquid interface is assumed to be halfway this span. Yet for 
transparent aqueous media, no difference in brightness between the 
bubble region and the surrounding liquid is observed. Instead diffraction 
and reflection of light on the curved interface cause the bubble border to 
appear as a dark line in an otherwise bright image. Consequently, as 
illustrated in figure 4.4 , the interface is marked by two opposite contrast 
gradients with a minimal brightness in between. In this case, the boundary 
is assumed to be halfway the span of the outer gradient. In both cases this 
arbitrary assumption can be justified by the fact that the curvature of the 
interface does not allow to come up with an unambiguous definition of the 
position of the interface in two dimensions. However, it does mean that all 
quantitative descriptions of bubble properties in this work are the result of 
this arbitrary choice. Yet as long as observations are processed in a 
reproducible manner, something which is ensured by using the same 
algorithm for all presented results, this does not hinder the current study. 
The reason is that the focus is mostly on the evolution of the bubble 
properties over time and the relative differences between individual 
bubbles, rather than on their absolute properties. In fact, in this work, the 
arbitrary character of the interface position determination becomes only 
relevant in three cases. A first case is found in in section 4.3 where 
observations are compared against literature data. Here, slight differences 
in observed bubble properties as a function of size might be explained by 
the use of a different approach when quantifying this size. However, since 
bubbles exhibit a consistent behavior within the different regimes, this does 
not hinder a comparison of the hydrodynamic behavior. Only when 
comparing mappings of discrete changes in properties, for example due to 
regime transitions, it is important to use a similar approach for determining 
bubble sizes. Yet such comparisons are not made in the current study. A 
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second case is found in section 5.1.1, where the detachment of bubbles in 
water and mercury is compared. Because of the different approach in 
determining the interface, a direct comparison of the size at detachment is 
not possible. However, since the focus of that section is rather qualitative, 
this is not problematic. Finally, a third case is found in section 5.1.2, where 
the expansion of bubbles in mercury is investigated. Because this requires a 
detailed quantification of the bubble volume, an analysis of the interface 
curvature on the bubble volume is included. This analysis is also the starting 
point for a more in-depth assessment of the precision of the setup that is 
presented in section 5.2.1. Furthermore it can be mentioned that especially 
in water, contrast variations unrelated to the bubble interface might be 
detected as well, for example due to reflections on the cell surface. These 
irregularities are filtered out by standard morphological opening and 
closing operations present in the image-processing toolbox of Matlab. With 
this information, the behavior of the bubble is quantified. Starting from the 
contour, the equivalent bubble diameter is calculated as     √  ⁄ , with 
A being equal to the area of the region within the bubble interface. Also the 
perimeter of the contour is calculated, as it can be useful to characterize 
shape deformation. A final measure is the orientation of the bubble, which 
is quantified by the angle of inclination α. It is the angle between the 
horizontal and the major axis of an ellipse that has the same second-order 
moments as the bubble shape, expressed in degrees. In addition, the path 
of the bubble within the cell is reconstructed by combining the position in 
the reference frame of the camera with the instantaneous position of the 
camera over time. In this operation, the center of gravity of the area within 
the bubble contour is taken as reference point. It should be noted that all 
descriptions of the bubble positions in the rest of this text refer to the 
absolute position in (the reference frame attached to) the cell. Finally the 
bubble velocity is calculated from the evolution of the position over time. 
 
figure 4.4: Light intensity near a bubble interface in transparent media.  
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figure 4.5: A schematic overview of the different steps in the post -
processing of the recorded frames, as implemented in MATLAB . 
 
4.3 Validation in water 
Before exploring the properties of bubbles in liquid mercury, the setup is 
first tested with distilled water as the working fluid. By comparing the 
observations against the results of Roig et al. [75], who worked in a cell with 
an equal spacing of 1 mm thickness, the reproducibility of the experimental 
setup can be verified. The main difference is that the cell used in the 
current setup has a width of 5.0 cm, whereas Roig et al. used a cell with a 
width of 40 cm. In addition, Roig et al. injected air instead of nitrogen. 
However, the difference in hydrodynamic properties between these fluids 
can be neglected [93]. Furthermore it was made sure that the water was 
saturated with nitrogen at the start of the experiment to exclude mass 
transfer from the bubble to the liquid phase. 
4.3.1 Comparison 
In their paper, Roig et al. provide detailed observations for the four bubble 
regimes mentioned in table 3.1. These observations are compared side by 
side with own observations of similar sized bubbles in figure 4.6, figure 4.7 
and figure 4.8 and discussed below. 
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figure 4.6: A comparison between nitrogen bubbles observed in the 
current setup (left) and air bubbles reported by Roig et al. [75] (right) in 
water in a Hele-Shaw cell of 1 mm thickness. The scale and bubble sizes 
are identical in both cases. The left frames are selected so that the 
bubbles have a similar orientation as in the image provided by Roig et al.  
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figure 4.7: A comparison of bubble contour sequences for bubbles of three 
different diameters, as observed in the current study (the left sequences) 
and the study by Roig et al. [75]. Δt is the time interval between 
consecutive plotted contours. It is kept the same for left and right 
sequences. 
Elliptical bubbles 
In the top part of figure 4.6, two 4.7 mm bubbles in the elliptical regime can 
be compared. This shows that in both cases the bubble shapes are identical 
and best described as slightly oblate ellipses. In figure 4.7, the trajectories 
of the same bubbles can be compared qualitatively. This reveals a similar 
swirling, with a seemingly identical periodicity. The latter is confirmed by 
the quantitative comparison of the velocities in figure 4.8, showing that the 
average horizontal and vertical velocities are the same. Yet in the 
observations by Roig et al., the wavelength of the swirling motion over time 
is slightly larger for the smallest bubbles. 
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figure 4.8: A comparison of the horizontal (UX) and vertical (Uy) velocity for 
bubbles of three different diameters, as observed in the current study and 
the study by Roig et al. [75].  
Wobbling bubbles 
The bubble of 8.2 mm diameter represents the wobbling regime. While the 
overall shapes in figure 4.6 are similar, a small difference in the right part of 
the front contour can be noticed. The bubbles observed in the current 
study exhibit a slightly negative curvature at this point, which is not present 
in the picture of Roig et al. Yet the negative curvature at the back of the 
bubble is present in both cases. Furthermore, a similar conclusion for the 
path comparison can be drawn as for the elliptical bubbles: a good 
qualitative comparison can be observed (figure 4.7) and the average 
velocities in horizontal and vertical directions are similar but the periodicity 
in the swirling is different (figure 4.8). 
‘Flapping wings’ bubbles 
For this regime, deviations are significantly larger. While the overall shape 
and curvature are similar, the bubble of 14.4 mm observed by Roig et al. is 
much more flattened (figure 4.6). The latter is also somewhat tilted towards 
the horizontal. This is a result of a swirling motion in the path, which is not 
observed in the current setup (figure 4.7). It explains why in figure 4.8 a 
constant horizontal velocity is reported for the observations in this work, 
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while Roig et al. describe periodic variations. In addition, they describe an 
average vertical velocity that is significantly higher than in the current work.  
Spherical-cap bubbles 
Similar as for the 14.4 mm bubbles, the shape of 19.1 mm spherical-cap 
bubbles observed by Roig et al. is more flattened. The paths are not plotted 
for these bubbles because these are similar: in both cases a straight path is 
observed, yet the vertical velocity reported by Roig et al. is higher than in 
the current work.  
4.3.2 Evaluation 
From the comparison in the previous paragraphs it is clear that in the 
current work similar regimes and bubble behaviors are observed as 
reported by Roig et al. Also the transitions between different regimes are 
situated near similar bubble sizes. However, only for the smallest bubbles in 
the elliptical regime, an identical behavior with similar path and shape 
evolutions is observed. For the other regimes, important differences can be 
noticed.  
In both the current work and the work by Roig et al. demineralized water is 
used but no special precautions are taken to prevent contamination, for 
example by the sealing materials [75]. Consequently, the different shape for 
the wobbling bubbles can probably be attributed to differences in surface 
tension caused by surface active contaminants. After all, as described in 
sections 2.2.2 and 3.3, the properties of wobbling bubbles are defined by 
the balance between inertial and interfacial effects so that variations of the 
latter might affect the bubble shape. This is not the case in the elliptical 
regime, since for small bubbles inertial effects are subordinate to interfacial 
effects, regardless of the absolute value of the latter. For larger bubbles in 
the ‘flapping wings’ and spherical-cap regime, the opposite is true. The 
shape of these bubbles is dominated by inertial effects and it is unlikely that 
variations in surface tension can explain the observed differences.  
The origin of the deviations of the larger bubbles should probably be sought 
in the different width of the cells. While Roig et al. use a cell of 40 cm, the 
cell in the current work is only 5 cm wide. Hence, considering the size and 
aspect ratio of the bubbles, it is likely that a certain confinement in the 
horizontal direction will occur (figure 4.6). This could partially explain why 
the forward-backward size of the bubble in the current work is larger. The 
confinement will also suppress horizontal position variations, explaining 
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why a straight path is observed for the 14.4 mm bubble. Moreover, the 
confinement will slow down the bubble by limiting circulation of the fluid 
around the bubble. This explains the lower vertical velocity for larger 
bubbles. It also means that the drag force on the bubble in the experiments 
by Roig et al., which is proportional to the velocity, will be larger. This can 
also partially explain the flattening of the shape, in addition to the direct 
effect of confinement.  
The effect of the confinement at larger bubble sizes is reflected in figure 
4.9, showing increasing deviations in the Re-Eo plot for bubbles with Eötvös 
numbers over 10 (d = 8.6 mm). However, since these deviations can be 
explained, the results from the current setup are considered to be valid. In 
addition, given the negligible differences for smaller bubbles, it can be 
stated that the results are reproducible as well. 
 
figure 4.9: Plot of the Reynolds number as a function of t he Eötvös number 
for the bubbles observed in the current work and by Roig et al. [75] 
4.4 Conclusion 
This chapter describes how the suggested Hele-Shaw based approach is 
implemented in practice. A first step is the selection of specific metallic 
systems that will be investigated further in this study. Based on the specific 
goals that are put forward in the introduction of the current work, it is 
decided to focus first on inert nitrogen gas injection in liquid mercury. This 
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system allows to work at room temperature and under atmospheric 
conditions. Hence a very basic setup can be used to deliver a proof of 
concept of the suggested approach and to explore its possibilities and 
limitations for liquid metals.  
In section 4.2, the design of this setup is described in detail. It consists of a 
Hele-Shaw cell, a light source and a moving high-speed camera. By 
synchronizing gas injection, camera motion and recording intervals, this 
configuration allows record the bubbles in a very high resolution along their 
entire path, from the moment of injection up to the breakup at the surface. 
These recordings are translated in quantitative descriptions of the bubble 
behavior using a MATLAB based post-processing script.  
Before applying the setup for metallic systems, experiments on distilled 
water are presented and the results are compared in detail with the work 
of Roig et al. on air bubbles in water. A very good correspondence was 
observed: for smaller bubbles up to Eo = 10 the results are identical and the 
observed deviations for larger bubbles can be attributed to a different cell 
width. Based on this outcome, it is concluded that measurements with the 
suggested setup are reproducible and that the results are valid. This 
provides a solid base for the actual experiments in liquid mercury that are 
described in the next two chapters.  
For completeness of this conclusion it should be mentioned here that in 
chapter 7 also experiments on nitrogen injection in liquid zinc will be 
presented because, as discussed in section 4.1.2, this system is well suited 
to assess the possibilities for industrially relevant systems. These 
experiments are carried out in a modified setup, as elevated operating 
temperatures are required. To avoid confusion, this setup was not included 
in the current chapter, but it will be introduced in chapter 7. 
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Chapter 5   
Size and growth of nitrogen bubbles in 
mercury 
The purpose of experiments on nitrogen bubbling in liquid mercury is 
twofold. A first aim is to demonstrate the feasibility of the suggested Hele-
Shaw based approach for liquid metals and explore its possibilities. This is 
the scope of the current chapter. Secondly, a detailed analysis of the 
observed flow properties should lead to a better understanding of the flow 
dynamics in liquid metals. This is the subject of the next chapter. 
The experimental results presented below confirm the feasibility of 
observing bubbles in liquid mercury. Yet, the setup only allows observations 
on a limited range of bubbles size. This restriction is discussed first, in 
section 5.1.1. Next, in section 5.1.2, the observed bubble volume variations 
are considered. Indeed, the significant density of liquid mercury imposes a 
strong hydrostatic pressure distribution that causes the bubbles to expand 
along their trajectory. This expansion is quantified and compared against a 
prediction based on the ideal gas law. It serves as the starting point for a 
more detailed assessment on the experimental accuracy in section 5.2.1 
and a discussion on regime dependent volume variations in section 5.2.2.  
5.1 Observations 
The observations presented in this section are all made using the setup 
described in the previous chapter. This cell was filled up to a height H of 
460 mm above the bottom of the cell. 
5.1.1 Size range 
The range of bubble sizes that can be generated in a Hele-Shaw cell 
depends on the capillary properties of the system, counteracting the 
upward buoyancy force. For very small bubbles (Eo << 1), capillary effects 
prevent a detachment from the orifice. By supplying additional burst of gas, 
these bubbles can be grown around the injection point. This is illustrated in 
figure 5.1, showing the growth and detachment of small bubbles by 
supplying nitrogen gas in short burst at long intervals in both water and 
mercury.  
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figure 5.1: Growth of small N2 bubbles around the orifice in water (top) 
and mercury (bottom). Each of the depicted situations is stable. After 
detachment (right images), the bubble in water has an equivalent diameter 
of 3.4 mm, while the bubble in mercury measures 4.3 mm.  
When the Eötvös number of bubbles in mercury approaches 1, at bubble 
sizes just under 4 mm, it is possible to force a detachment by vibrations. 
These small bubbles will then rise upward with a low and highly irregular 
velocity, showing ‘slip and stick’ behavior at random places. Only when 
buoyancy becomes dominant, at d > 4 mm diameter, a spontaneous 
detachment and uninterrupted upward motion is observed. By varying the 
burst length of the gas supply, single bubbles with variable diameter up to 
12 mm can be injected at once in the current setup. Injection of more gas 
results in the formation of bubble trains: multiple bubbles that detach 
consecutively from the needle. These tend to coalesce on their way up due 
to the nature of the wake, eventually forming single bubbles with even 
larger sizes [84], up to 20 mm in diameter. Larger bubbles could not be 
created because longer bubble trains did not merge completely before 
reaching the surface.  A summary is provided in table 5.1.  
table 5.1: Bubble sizes and corresponding behavior  for nitrogen injection 
in mercury. This study is limited to the 1 < Eo < 10 range.  
Eo range 
d (mm) at 
injection 
Description 
<< 1 < 3 No detachment, holdup around orifice 
≤ 1 3 < 4 Forced detachment, irregular ‘slip and stick’ motion 
1 < 10 4 < 12 Injection of single bubbles 
10 < 30 12 < 20 Injection of short bubble trains, coalescence 
>> 30 > 20 Continuous bubble trains 
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Comparison with water 
In figure 5.1 a comparison is made between the injection of a bubble in 
water and in mercury. During this process, a largely similar evolution of the 
bubble shape can be observed, suggesting that the detachment mechanism 
is similar in both cases and happens as follows. Before detachment, the 
vertical buoyancy force is subordinate to the capillary attraction between 
the bubble and the orifice. With increasing Eötvös number, the buoyancy 
force becomes larger while the importance of capillary effects decreases. 
This results in a gradual vertical elongation and deformation of the bubble 
shape. Finally, when a certain size is reached, buoyancy becomes dominant 
and the bubble pinches off. In the case of water, this size is reproducible 
over multiple experiments and equal to 3.4 mm or Eo = 1.5. Notice that the 
latter is relatively close to unity, hinting at the equilibrium between 
buoyancy and capillarity.  When extrapolating this to the case of mercury, 
with a density that is 13.5 times larger and a surface tension that is 6.8 
times higher, a smaller detachment size of 2.4 mm is expected. However, in 
practice, the smallest bubbles that can be generated in mercury are larger 
than the minimal bubble sizes in water. In fact, the lower limit in mercury 
equals 4.3 mm, corresponding to an Eötvös number of 5.0. To a large extent 
this is probably caused by the different wettability of mercury. As discussed 
in section 3.4, this results in a larger friction with the cell walls that 
counteracts detachment. In addition, a small part of the observed size 
difference can also be attributed to a different approach when determining 
the interface position, as discussed earlier in section 4.2.4. 
5.1.2 Bubble expansion 
Regime transitions 
In figure 5.2, bubbles in the range 1 <Eo <10 are shown. Two different flow 
regimes can be distinguished. The smallest bubbles, with diameters of 
5.0 mm and 5.4 mm, exhibit a constant circular or elliptical shape and a 
follow a straight path,  while bubbles with a diameter over 6.3 mm show a 
periodic behavior, with a oscillating, deformed shape and a swirling path. 
These individual regimes and the respective bubble properties are 
discussed in more detail in the next chapter. In the current discussion on 
the bubble size, mainly the bubbles with a transitional behavior are of 
interest. An example is provided in figure 5.2-g. The reason is that these 
transitions are triggered by an increase of the bubble size due to an 
expansion of the bubble under decreasing hydrostatic pressure along the 
ascending path.  
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figure 5.2: Successive contour of individual bubbles plotted at a time 
interval of 0.04 s. The axes define the position of the bubble within the 
cell (m). The size of the bubbles corresponds to the equivalent  diameter of 
the first plotted bubble. Different sizes are selected that give a good 
representation of the observed bubble properties.  Figures (a -f) show 
bubbles exhibiting a regular behavior between a position of 20 cm and 
30 cm. Figure (g) shows a bubble of 5.7 mm changing from a linear regime 
to a periodic regime along its ascent.  
Pressure distribution 
The hydrostatic pressure Phyd exerted by the column of liquid on top of a 
bubble in a Hele-Shaw cell can be calculated as a function of the vertical 
position y in the cell: 
     ( )    (   ) (5.1) 
In other studies on buoyancy driven bubbles, the hydrostatic expansion 
between top and bottom is often neglected, as the resulting effects are 
small [94]. When using water as the bulk liquid in the current setup, the 
maximal pressure difference would be only 4.5 kPa. For mercury however, 
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the relatively large density (13.546 kg/m³) causes a pressure difference of 
59.8 kPa over the 450 mm distance between the injection point and the 
surface of the bath. This difference which is significant compared to the 
total pressure P in the bubble: 
   (   )           ( )       ( ) (5.2) 
where Patm represents a constant atmospheric pressure (101.3 kPa) and 
Pcap(d) equals the capillary pressure exerted by the interface as described by 
Laplace’s law, given by equation (2.5). After averaging over the interface, it 
is calculated as  
     ( )      ⁄  (5.3) 
Notice that the capillary effect of the interface curvature over the cell gap 
in the perpendicular direction is not taken into account. The reason is that, 
when neglecting the effect of the composition difference between air and 
nitrogen on    , this effect is counteracted by the inverse curvature of the 
mercury-air interface at the top of the cell.  
Prediction of expansion 
Under the present experimental conditions, the properties of nitrogen are 
very well approximated by the ideal gas law [93]: 
        R   (5.4) 
where V is the bubble volume, n the amount of gas in the bubble expressed 
in moles, T the temperature and R the universal gas constant. Care was 
taken to ensure isothermal conditions so that the right hand side of 
expression (5.4) is constant for a bubble that does not exchange mass with 
the surrounding liquid. Hence the expansion of an inert bubble along its 
trajectory can be extrapolated from a reference point at a vertical position 
     by combining (5.4) and (5.2): 
  
   ( )   
         ( 
   )       ( 
   )
         ( )       (   )
 (    ) 
(5.5) 
In this expression,     is the predicted volume according to the ideal gas 
law and  (    ) is the volume of a bubble with equivalent diameter     , 
observed at the reference point. Furthermore,     is an equivalent 
diameter that corresponds to the predicted volume and can be 
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approximated as √        ⁄ . Yet, this relation should be used carefully. 
Although it is common practice for bubbles in Hele-Shaw flows to calculate 
the volume V as     , this relation is only valid when the curvature of the 
interface over the cell gap can be ignored. However, in order to make a 
detailed comparison between the extrapolated bubble volume     and the 
actually observed bubble volume V, it seems recommended to account for 
the surface curvature when determining the bubble volume V from the 
bubble contour surface A or equivalent diameter d as observed by the 
camera. The capillary length of mercury, calculated as √    ⁄ , equals 
about 1.9 mm. Because this is larger than the distance between the cell 
walls, the interface will be curved over the entire gap [27]. When assuming 
that this curvature is uniform, the interface can be described by a circle 
segment. The endpoints of this segment intercept the cell walls at an angle  
  equal to    , meaning that the interface is concave from a perspective 
inside the bubble. This is illustrated in figure 5.3.  
 
figure 5.3: Cross section of the gas-liquid interface perpendicular to the 
cell walls.  
It is clear that the hatched section contributes to the bubble volume 
although its projection, with thickness C, is not captured by the camera. 
Hence, based on this description of the interface, it is more accurate to 
approximate the bubble volume from the equivalent diameter d and 
perimeter p as 
          ⁄      (5.6) 
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with S being the area of the hatched surface. This area can be calculated as 
the difference between the area covered by the rectangle     and the 
area covered by the circle segment, yielding the following expression: 
 
  
  
 
(
      
       
)  
  
 
(
            
     
) (5.7) 
with    expressed in radians. By combining (5.6) and (5.7), it is possible to 
estimate the bubble volume accurately from the contours observed in the 
experiments. The results of this calculation are compared against the 
prediction of the volume expansion by equation (5.5), using (5.1), (5.3) and 
(5.4) to calculate the pressure components, for bubbles rising between a 
reference point taken at      = 15 cm and a maximal height      of 40 cm. 
Hence, the first and last parts of the path are omitted to exclude transient 
effects related to the injection or the approach of the upper free surface. In 
figure 5.4, the observed and predicted volumes for individual bubbles 
(depicted in figure 5.2) are compared.  
 
figure 5.4: Measured size (full line) and predicted size (dashed line) as 
function of the vertical position for the bubbles s hown in figure 4.  
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Deviations 
In figure 5.5, the deviations between the measured and predicted bubble 
size are plotted for a larger set of bubbles. Two clusters of extreme values 
can be distinguished. On the one hand, for bubbles with an intermediate 
size of about 8 mm, significant positive deviations are observed. A 
representative case is depicted in figure 5.2-e, with the corresponding 
volume evolution plotted in figure 5.4 for      = 8.4 mm. The deviation 
between measured and predicted bubble volume increases in a gradual 
way, giving no direct indication on the underlying cause. On the other hand, 
for some small bubbles with initial diameters between 5 mm and 6 mm, a 
large negative deviation is observed. In this case, a closer look at the 
deviations reveals that these always coincide with a change in bubble 
regime. This is clearly illustrated in figure 5.6, showing a case in which two 
regime transitions occur. After injection, the bubble initially follows a 
periodic regime. At a height of about 12 cm, a first transition to a linear 
regime can be observed, after which the path remains straight for about 10 
cm. At this point a second transition occurs, back to a periodic regime. From 
the bubble volume evolution plotted in figure 5.6-c, it is clear that the first 
regime transitions correlates with the onset of an increasing deviation from 
the predicted volume, while the opposite trend is observed during the 
second transition. 
 
figure 5.5: The deviation between the observed and predicted bubble 
growth over the path section between      = 15 cm and      = 40 cm, 
calculated as  (    
         
      )      
      ⁄   plotted versus the initial 
reference bubble diameter      . The filled markers correspond to the 
bubbles described in figure 5.4. 
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figure 5.6: (a) Bubble of initial reference diameter of 5.5 mm showing a 
transition from a periodic to a linear regime after injection, followed by 
another transition back to the periodic regime. (b) Close up of the bubble 
in the three regimes, corresponding to the markers in (a). (c) The evolution 
of the measured bubble volume and predicted volume using      = 5 cm 
and      = 22 cm, with a close up of the transition region.  
5.2 Discussion 
When considering the deviations plotted in figure 5.5, 80% of their absolute 
values is below 10% and the median value equals 4.3%. This points at a 
relatively close correspondence between the predicted and observed 
bubble growth, indicating that all major effects driving the growth of the 
bubbles are captured by equation (5.5), using equations (5.6) and (5.7) to 
determine the bubble volume from the recordings. It means that for the 
current experiments, the pressure difference between the injection point 
and the surface of the bath equals about 59.8 kPa, yielding an expected 
increase in bubble diameter of about 26%. When water would be used, the 
pressure difference will only be about 4.4 kPa, yielding a maximal increase 
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in diameter of less than 3%. It is the reason that in studies on aqueous 
systems, the bubble size is often assumed to be constant along the 
trajectory.  
Despite an overall good correspondence, the larger deviations observed for 
smaller and intermediate sized bubbles require more explanation. Two 
scenarios are possible: either the description provided by equation (5.5) is 
incomplete, or experimental errors result in an incorrect determination of 
the observed bubble volume or position. Both scenarios are investigated in 
order to assess the accuracy of the setup and to understand the behavior of 
the bubbles. 
5.2.1 Experimental errors 
An inaccurate determination of the position of bubbles could be considered 
as a first source of errors. As mentioned in the setup description, the 
vertical position of the camera is measured from a ruler pattern on the cell. 
Because of the way this information is processed, the uncertainty on the 
position of the camera never exceeds the 4 mm interval between 
consequent markers. Compared to this, the uncertainty on the position of 
the bubble relative to the camera can be neglected considering the 
resolution of 125 µm/px. Furthermore, according to equation (5.1), a 
variation of 4 mm in the vertical position corresponds to a hydrostatic 
pressure difference of ca. 500 Pa, which is negligible with respect to the 
total pressure. Hence the errors originating from the position 
determination cannot explain the deviations in bubble volume.  
Secondly, errors could be induced during the determination of the bubble 
geometry. These errors can be considered by looking at the parameters in 
equation (5.6). A first parameter is the cell thickness h, for which the 
standard deviation was measured directly to be 18 µm. An exact 
quantification of the spatial error on the position of the bubble contours is 
less straightforward. However, as can be seen in figure 3, the gas-liquid 
interface is marked by a sharp spatial gradient in contrast. This indicates 
that the temporal resolution of the camera, with a shutter time of 2 ms, is 
sufficient to capture the bubble motion without blurring the images and 
hence not limiting the spatial resolution. More specifically, the contour 
gradient spans maximally 3 pixels on the frames recorded by the camera. 
During processing, the interface is assumed to be halfway this span. 
Considering the resolution of the camera, for a small circular bubble the 
standard deviation on the diameter d will thus not exceed 1.5 px or 188 µm 
and the error on the corresponding perimeter p will be below 589 µm. 
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Assuming a constant contact angle and no correlation between the 
observed bubble diameter and the cell thickness, the propagation of these 
errors on h, d and p in the calculation of the bubble volume can be 
calculated. For a bubble with equivalent diameter of 4 mm, this results in a 
standard deviation of 9.48 · 10-10 m³ on a bubble volume of 1.40 · 10-8 m³, or 
a relative error of 6.8%. For larger bubbles the error will be smaller because 
of the larger volume to interface ratio. Hence this error can partially 
account for the deviations plotted in figure 7.  
Thirdly, an inaccurate description of the shape of the gas-liquid interface 
over the cell gap can induce errors on the bubble volume through the 
parameter S in equation (5.6). As shown by equation (5.7), this parameter is 
directly related to the contact angle    . Because of the bubble motion, 
this angle will vary along the nitrogen-mercury-glass triple lines [27]. In the 
past, experimental efforts have been undertaken to measure the dynamic 
contact angles for the particular case of mercury droplets on glass, used in 
porosimetry [95].  For flow in submicron pores, receding contact angles are 
found to be about 104° while advancing angles are equal to 140°. It is 
however not clear to what extent these values can be extrapolated to the 
current, macroscopic system. In addition, no model is known that  can 
accurately predict the variation of the angle from the position on the 
contact line. Hence a constant contact angle of 130° is assumed here, equal 
to the static contact angle. This seems reasonable because the triple lines 
on both walls form close loops on which the positive difference for the 
advancing part of the line will partly cancel out the effect of the smaller 
angle at the receding part. Nevertheless, the assumption will introduce an 
error when determining the volume of a bubble according to equations 
(5.6) and (5.7). To estimate this effect, the relative change in bubble volume 
upon selecting a different contact angle is plotted in figure 5.7. This shows 
that in the case of perfect dewetting, when     would be 180°, even for 
the smallest bubbles the deviation is still limited to 5%. In the other 
extreme case of     = 90°, with S being zero according to equation (5.7), 
the bubble volume for a 4 mm diameter bubble would be 6% smaller 
compared to the    = 130° case. Notice that for angles below 90°, 
corresponding to the highly unlikely case in which mercury would wet the 
glass, the deviation would also be between these two extremes. The reason 
is that the curvature of the interface depicted in figure 5.3 would change 
from convex to concave and the expression for S should be adapted 
accordingly. 
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figure 5.7: A plot of the bubble volume for different diameters d and 
contact angles    , compared to the case in which     equals 130°. 
To summarize it can be stated that the experimental uncertainty on the 
results is caused mainly by two factors. Firstly there is the limited spatial 
resolution of the observations, caused by both limitations on the camera 
and the construction of the setup. From this point of view, the quality of 
the experiments could be increased by using a camera with better 
specifications and a cell with lower dimensional tolerances. Secondly there 
is the limited knowledge on the exact shape of the gas-liquid interface. A 
first requirement to overcome this limitation would be the development of 
a detailed macroscopic description of the contact line dynamics near the 
cell walls. This is however outside the scope of this work. The two factors 
make about an equal contribution, both decreasing with increasing bubble 
size. Together these probably account for the majority of deviations shown 
in figure 5.5. However, the large negative deviations for smaller bubbles, up 
to 25%, cannot be explained in this way, suggesting that the description 
provided by equation (5.5) is incomplete. 
5.2.2 Volume effect of regime transitions 
As mentioned before, the deviations observed for smaller bubbles seem to 
be correlated with regime transitions. An example is given in figure 5.6. This 
is a special case because it shows two consecutive regime transitions 
whereas only the second linear to periodic transition would be expected for 
a small bubble starting to deform and oscillate with increasing size [28]. In 
this case the first periodic to linear transition is probably caused by 
transient effects related to the injection of the bubble. It seems plausible 
that kinetic energy supplied to the system during the injection of a burst of 
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gas could temporarily support the initial periodic behavior of the flow. This 
would explain a transition towards the more stable, linear regime after 
dissipation of this excess energy. The bubble then continues along a straight 
path until its increasing size justifies the second transition, back to the 
periodic regime. In figure 5.6-c it can be seen that the observed bubble size 
during this linear regime seems to be relatively larger compared to the 
periodic regime. This suggests that a more accurate prediction of the 
bubble size evolution should also account for the effect of changing flow 
dynamics between the different flow regimes. Hence, equation (5.5) can 
only be used to predict the bubble size evolution when the regime at the 
reference point      is similar to that at     . This explains the large 
negative deviations in figure 5.5 for small bubbles with an initial diameter 
between 5 mm and 6 mm, near the expected transition size. When a linear 
to periodic transition occurs between      and     , it is likely that the 
bubble volume is overestimated, as demonstrated in figure 5.6-c, where 
predictions based on both      = 5 cm and      = 22 cm are plotted. In the 
first case, with      and      both situated in a periodic regime, the 
resulting error at       is near zero while in the second case, with      in 
the linear regime, the error is significantly larger.  
Because the volume effect is significant with respect to the experimental 
accuracy, and because it is flow dependent, it can only be explained by a 
variation of flow induced dynamic pressure inside the bubble. Hence, in 
order to predict the expansion of a bubble accurately, a dynamic pressure 
term      should be added to equation (5.2), yielding the following 
expression for the total pressure: 
   (   )           ( )       ( )          (5.8) 
Furthermore, in figure 5.6 it can be seen that, despite the fact that the 
initial periodic behavior at      = 5 cm is unstable, it provides a good 
reference to predict the bubble size at      = 40 in a similar periodic 
regime. This means that the volume effect of a periodic to linear transition 
is exactly opposing the effect of the inverse, linear to periodic transition, 
suggesting that      is mainly regime dependent. From a comparison 
between the measured and predicted volumes, it can be concluded that 
     will be smaller for the linear bubble regime compared to the periodic 
regime. This seems logical, considering that flow induced dynamic pressure 
components in low Reynolds number systems can only originate from the 
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same inertial effects that cause the swirling of the bubble and that are 
hence more important in periodic regimes.  
Due to their expansion, small bubbles with an initial size below 6 mm 
typically change from a linear regime to a periodic regime somewhere along 
their path. Hence, if this transition happens between a reference position at 
     = 15 cm and a position at      = 30 cm,      will increase stepwise 
and partly compensate the hydrostatic pressure decrease, resulting in a 
smaller than expected bubble growth. This explains the significant 
deviations for small bubbles in figure 5.5. Finally it can be mentioned that 
an extrapolation of this scenario could also explain the larger positive 
deviations for bubble sizes around 8 mm. When comparing the 8.7 mm 
bubble with the 7.0 mm bubble in figure 5.2, it is clear that the amplitude of 
the swirling motion is smaller for the larger bubble, despite the fact that 
both contain some periodicity in their shape. So irrespective of whether the 
regime for these bubbles is different, it can be stated that the motion of the 
larger bubble resembles more to that of a bubble in the linear regime. 
Hence, if the dynamic pressure difference changes accordingly during the 
rise of an intermediate bubble, a faster than predicted growth can be 
expected in this range of bubble diameters. This could lead to the positive 
deviations in figure 5.5. In addition, a comparison of the path for bubbles 
near this size shows that the swirling motion reduces gradually with 
increasing size. This could explain why the deviation for intermediate 
bubbles increase gradually, as observed in figure 5.4, while the deviations 
for smaller bubbles develop rather stepwise, together with the regime 
transition.  
5.3 Conclusion 
As stated in the introduction, the purpose of the current chapter is to 
explore the possibilities of the setup for observing gas bubbles in liquid 
metals. An important restriction that was considered first is the limited size 
range of bubbles that can be generated and studied. The lower side of this 
range is defined by the capillary attraction between the injection needle 
and the bubble that counteracts buoyancy effects. As a result, only bubbles 
with diameters over 4 mm can be injected in a reproducible way. On the 
other side, the current study is limited to bubble with diameters of max 
12 mm. The reason is that these bubbles can be injected at once, so that 
transient coalescence effects can be excluded. Nevertheless, it is expected 
that this range can be modified by changing the geometry of the injection 
nozzle and altering the modulation of the gas supply.  
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To assess the applicability and accuracy of the setup, the volume increase 
of gas bubbles has been considered next. Indeed, the hydrostatic pressure 
gradient over the Hele-Shaw cell, originating from the relatively large 
density of liquid mercury, causes a significant expansion of bubbles along 
their trajectory. Thanks to the high resolution of the current setup, this 
expansion can be monitored accurately. Notice that, as far as known, this is 
the first time that this effect is examined in detail. The reason is that for low 
density liquids this effect is often neglected and, as discussed in chapter 2, 
the resolution of alterative techniques in metals is insufficient for this 
purpose. These results provide a basis for a detailed analysis of the accuracy 
of the setup, revealing that the latter is mainly restricted by the limited 
resolution of the camera and the dimensional accuracy of the cell. 
Furthermore, a limited knowledge of the exact shape of the gas-liquid 
interface introduces additional uncertainty on the results. Nevertheless it 
can be stated that the results clearly demonstrate the viability of the 
suggested Hele-Shaw based approach, in accordance with the second goal 
of the current study. 
Finally it was observed that the hydrostatic bubble expansion can be largely 
predicted by describing the bubble as in ideal gas phase. Yet intermediate 
deviations are observed that are significant with respect to the 
experimental accuracy. A closer look at these deviations reveals that they 
are probably regime dependent and can be correlated with regime 
transitions. Based on this insight, it is suggested that a detailed description 
of bubble volume variations should also account for variations in the flow-
induced dynamic pressure. 
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Chapter 6   
Dynamics of nitrogen bubbles in 
mercury 
The current chapter considers the hydrodynamic behavior of nitrogen 
bubbles in liquid mercury. First, in section 6.1, this behavior is described in 
detail for various bubble sizes. Based on this description, a mapping of flow 
regimes is presented in section 6.2. Afterwards, in section 6.3, a discussion 
on the governing mechanisms is presented. Section 6.4 concludes the 
chapter. 
6.1 Bubble properties 
Most studies on rising bubbles consider low density liquids in which bubble 
sizes are treated to be constant along the trajectory. In these cases, a 
mapping of properties is typically based on observed steady state behavior 
averaged along the path. Yet, as discussed in the previous chapter, for 
liquid mercury this is clearly not the case. Instead, flow properties can vary 
along the path of a single bubble. Consequently, an analysis of the flow not 
only requires a comparison between different bubbles but also an 
investigation of the variations in properties of individual bubbles over time. 
When the bubble shows inconsistent and irregular behavior along a part of 
its trajectory, this could hint at a transition between two regimes.  
The current analysis is based on 40 observations of bubbles with sizes 
between 4.3 mm and 12.8 mm, corresponding to 5 < Eo < 45. In figure 6.1, a 
representative set of eight bubbles is shown. Further on, these will be 
referred to as bubbles A to H. This limited set has been manually selected 
for the purpose of giving a clear representation of the trends that are 
observed. Yet, since it is not a random selection, one should be careful 
when drawing quantitative conclusions from this limited set.  
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figure 6.1: A representative selection of bubbles within the size range 
under consideration. The successive contours are plotted at a time interval 
of 0.04 s. The axes define the position of the bubble within the cell (m) 
and the indicated size of the bubbles corresponds to the average diameter 
of the bubble over the plotted trajectory. The lower (< 15 cm) and upper 
part (> 40 cm) of the trajectory are ignored because the bubble behavior is 
affected by transitional effects originating from the injection or surface 
approach of the bubble.  
6.1.1 Small bubbles 
From figure 6.1 it is clear that the path of the smallest bubbles A and B is 
mostly linear. These bubbles travel along a straight line in a direction that is 
not necessarily parallel to the vertical axis. Also no other preferred 
orientation can be distinguished. However, when a bubble approaches a 
sidewall, it tends to bend its path and typically continues parallel to the 
sidewall. The shape of these small bubbles is near-circular to elliptical, as 
shown in figure 6.2, and does not change over the path. In figure 6.3.a it 
can be seen that the bubbles expand on their way up. Furthermore, figure 
6.3.b shows that the orientation of these small bubbles is close to 0°. While 
some irregular oscillations for bubble A towards the end of the trajectory 
can be observed, these are very small compared to the amplitude of 
orientation variations for larger bubbles (as shown for example in figure 6.5 
and figure 6.8). Hence, it can be stated that these small bubbles remain 
horizontally oriented along the entire path. Also, figure 6.3.c shows that 
despite the scatter on the measured velocity, the instant velocity of these 
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small bubbles does not systematically change along their way up. This is 
confirmed by additional observations on bubbles of similar size that also 
show a fairly stable velocity profile. However, when comparing the average 
velocity of different bubbles, it can be noticed that larger bubbles tend to 
move slower. This is in agreement with the relative position of the velocity 
profiles in figure 6.3.c. It also indicates that the higher density of the 
contours in figure 6.1.B compared to figure 6.1.A does not only originate 
from the size difference, but also from the smaller average velocity. 
 
figure 6.2: Left: a close-up of the contours on display in figure 6.1.A, 
between a height of 30 cm and 35 cm. Right: the unedited frame from 
which the highlighted contour on the left has been extracted.  
 
figure 6.3: A plot of the properties of the smallest bubbles A and B as a 
function of their vertical position in the cell. The diameter (a), orientation 
(b) and the absolute velocity (c) are plotted for the bubbles  displayed in 
figure 6.1.A and figure 6.1.B. 
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figure 6.4: A close-up of the contours of bubbles in figure 6.1.C (left) and 
figure 6.1.D (right) around the transition point.  
 
figure 6.5: A plot of the properties of the intermediate size bubbles as a 
function of their vertical position in the cell. The diamet er (a), orientation 
(b) and the absolute velocity (c) are plotted for the bubbles displayed in 
figure 6.1.C and figure 6.1.D 
6.1.2 Intermediate size bubbles 
Initially, bubbles C and D in figure 6.1 show similar properties as bubbles A 
and B, with a constant bubble shape and a linear path. However, around a 
height of 23 cm for C and 20 cm for D, both the shape and the path adapt a 
periodic behavior. Around these transition points, a bend in the initially 
straight path can be observed, marking the onset of a swirling motion along 
the remaining part of the trajectory. This is very clear in the close-up of the 
transition region plotted in figure 6.4. The geometry of the bubble around 
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the transition point is changing from an elliptical to a comma shape. During 
the remainder of the trajectory, this shape will be mirrored around the 
vertical axis, with a periodicity that is in sync with the swirling curve of the 
path. It yields an oscillatory course of the bubble orientation, shown in 
figure 6.5.b. Meanwhile, the velocity of the bubble increases during the 
transition. As can be seen in figure 6.5.c, for bubble C a single steep 
acceleration occurs around the transition point, while for bubble D the 
velocity increases more irregularly. Yet, despite these differences, the 
average velocity in both cases increases significantly around the transition 
point. This trend is confirmed by observations on other bubbles undergoing 
a similar transition. Finally, in figure 6.5.a, the evolution of the bubble 
volumes is plotted. For C a local deviation in the curve can be observed 
around the point of transition, while this is not the case for bubble D. 
However, the overall expansion for both bubbles is similar over the 
investigated trajectories. 
 
figure 6.6: A close-up of the contours displayed in figure 6.1, between a 
height of 30 cm and 40 cm. 
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6.1.3 Large bubbles 
In figure 6.1 it can be seen that large bubbles like E, F, G and H exhibit a 
periodic behavior along their entire trajectory. Furthermore, a close-up in 
figure 6.6 shows that the bubble behavior is largely similar to those of the 
intermediate sized bubbles after the transition: the basic shape is 
asymmetric and periodically mirrored over time while the bubble moves 
upward along a swirling path. For bubble E, just like for bubbles C and D 
after their transition, this shape can be described qualitatively as a 
deformed and rotated ellipse near the centerline of the path, while at the 
outside of the path it is tear shaped. Yet, when considering F, G and H, the 
shape becomes fuzzier with increasing size. In general it seems to evolve 
toward a circular cap shape, but in the meantime it becomes increasingly 
irregular due to the appearance of local deformations on the bubble 
contour. These deformations are waves that are travelling along the 
interface, as can be seen in figure 6.7. Nevertheless, also the largest 
bubbles exhibit a periodicity in their orientation, as shown in figure 6.8.b, 
and in their path. While most bubbles exhibit a swirling motion, such as 
bubble E, other bubbles show only a limited variation in horizontal position, 
such as bubble F. Therefore no unambiguous trends in the horizontal 
position variation could be identified. When looking at the velocity of the 
bubbles in figure 6.8.c, it can be seen that the periodic behavior goes hand 
in hand with significant velocity variations. Yet, by comparing the average 
velocity of the different bubbles, it can be concluded that the bubble 
velocity increases with size. Finally, figure 6.8.a shows that neither the 
periodicity, nor the shape deformations seem to affect the growth of the 
bubble within the resolution of the experiment. 
 
figure 6.7: Consecutive frames taken at time steps of 0.08 s from the 
observations of bubble H. The arrow indicates a distortion on the bubble 
contour that travels from left to right along the interface.  
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figure 6.8: A plot of the properties of the larger bubbles as a function of 
their vertical position in the cell. The diameter (a), orientation (b) and the 
absolute velocity (c) are plotted for bubbles  E, F, G and H. 
6.2 Mapping of bubble regimes 
The observations show that smaller bubbles exhibit a linear behavior, 
characterized by a constant elliptical shape and a straight path, while larger 
bubbles exhibit periodic properties, with a periodically distorted shape 
mirrored along a swirling path. This suggests that two distinct bubble 
regimes exist in the size range between 4.3 mm and 12 mm: a linear regime 
for smaller bubbles and a periodic regime for larger bubbles. As discussed in 
section 2.2.1, these regimes can be mapped as a function of Eo and Re. The 
result is plotted in figure 6.9 for the bubbles A to E. It is clear that the 
observations are indeed clustered by regime, with a transition region in 
between. This transition goes hand in hand with a steep and significant 
increase in Reynolds number. While Re for linear bubbles typically varies in 
a range of 1500, the Reynolds number during the transition can increase up 
to 5000. It can be noticed that the variations in Reynolds number for the 
periodic regime are also larger, up to 3500 for bubble E. This can be 
attributed to the presence of oscillations that affect the instantaneous 
velocity of the bubbles. In addition, the figure shows that the Reynolds 
number tends to decrease with Eötvös number in the linear regime, but the 
trend is opposite for the periodic bubbles. This is confirmed by the plot in 
figure 6.10, showing a similar mapping for the complete set of bubbles, but 
measured at a fixed point along their path. Also for larger bubbles the 
Reynolds number increases with the Eötvös number. This happens with a 
clear, almost linear trend, confirming that these larger bubbles indeed 
belong to a similar regime. 
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figure 6.9: A mapping of the bubbles A, B, C, D and E as a function of the 
Reynolds number Re and Eötvös number Eo. To keep the figure legible, the 
observations for the bubbles with a regime transition along their path are 
not connected. 
 
figure 6.10: An Eo-Re plot of all bubbles in the set, observed at a height of 
35 cm above the injection point.  
6.3 Discussion 
6.3.1 Linear regime 
Because of their relatively large surface to volume ratio, the properties of 
small bubbles, especially in liquids with a high surface tension like mercury, 
are strongly determined by capillary effects. This corresponds to the 
observations on bubbles in the linear regime: by adapting a circular shape, 
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these small bubbles minimize the surface energy associated with the gas-
liquid interface. The minor deviations towards an elliptical shape can 
probably be attributed to buoyancy and inertial effects, as both the Eötvös 
number and Weber number of these bubbles are near unity. The latter 
varies between 2 for the smallest bubbles and decreases to 0.5 for the 
bubbles near the transition region.  Together with the decrease in Reynolds 
number, this also illustrates that with increasing size, the bubble velocity 
within the linear regime decreases, despite an increasing in buoyancy force. 
This paradox can only be explained by the fact that the drag increases with 
size as long as a similar elliptical bubble shape is preserved. Finally it can be 
mentioned that viscous effects are less important, considering that bubble 
Reynolds numbers are over 3000.  
To understand the path of a bubble in detail, knowledge on the flow profile 
in the liquid surrounding the bubble is required. Unfortunately the current 
setup does not allow to measure local flow velocities in liquid metal. 
Nevertheless it can be assumed that a closed bubble wake is developed in 
the liquid behind the bubble, similar to the wake behind linearly moving 
bubbles in aqueous systems [31, 81]. This wake is however not necessarily 
symmetrical. As explained earlier, small bubbles often migrate away from 
the center of the cell before continuing along a vertical direction at a close 
distance from the sidewalls. Since no systematic preference toward one of 
the sides is observed, nor a clear pattern in the vertical position at the 
onset of the deviation can be distinguished, it is difficult to point at a 
specific trigger for the initial bend. The second reorientation of the path 
however is probably due to the interactions with the sidewall that becomes 
relevant at shorter distances. More detailed studies on aqueous systems in 
other geometries point out that such lateral migration can be driven by lift 
forces that are induced by asymmetric deformations of the bubble shape 
[96, 97]. While no studies are known that describe this effect in more detail 
for single bubbles in two-dimensional Hele-Shaw flows, there are no 
reasons to assume that the origin of the deviations should be sought 
elsewhere. 
6.3.2 Transitional behavior 
As discussed before, the velocity of bubbles in the linear regime tends to 
decrease with size while buoyancy increases. From an energetic point of 
view, this situation becomes increasingly unstable and can only be 
sustained as long as the overall shape is conserved.  With increasing size 
however, the importance of capillary effects decreases and the elliptical 
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bubble becomes more easily deformed. This will also affect the drag 
coefficient of the bubble. Large deformations can therefore shift the 
existing equilibrium between inertial, buoyancy and capillary effects. From 
a certain critical size onwards, this can trigger a transition towards the 
periodic regime, associated with a different equilibrium state. As discussed 
before in section 2.2.2, a detailed stability analysis of the transition and the 
underlying mechanisms is outside the scope of this study. Yet in the current 
case it is clearly the significant hydrostatic bubble expansion that drives this 
transition and allows observing it along the path of a single bubble. For 
single bubble aqueous systems this expansion is much more difficult to 
reproduce and observe closely, especially when using a fixed camera.  
In figure 6.9 it can be seen that the transition occurs around an Eötvös 
number of 10. An exact determination of the critical bubble size is not 
straightforward for two reasons. Firstly, the transition is probably initiated 
by a distortion of the force balance on the bubble. The cause of this 
distortion is unclear, but could be related to inhomogeneous fluid 
properties or external factors like vibrations [42]. Furthermore, they seem 
to occur randomly, triggering transitions over a range of sizes. Secondly, the 
exact size will depend on the transition criterion that is used. Based on the 
observations, it is suggested to use an empirical criterion based on the 
bubble orientation, since this property shows the most consistent and 
unambiguous evolution when comparing transitions for different bubbles. 
The reason for this relates to the shape distortions, which become more 
important in this size range and ultimately trigger the transition. While such 
irregularities typically do not alter the overall shape and hence the 
orientation of the bubble, they do induce significant scatter on other shape 
related properties like perimeter or aspect ratio. This makes such 
properties less suitable for use in a transition criterion. In addition, these 
variations also affect the center of gravity and induce scatter on the 
calculated bubble path and velocity. In combination with a limited 
amplitude of the swirling motion in the path, this reduces the accuracy of a 
transition criterion based on the bubble path. Furthermore, after the 
transition, the overall bubble shape deviates increasingly from a spherical 
shape. As can be seen in figure 6.5.b, this goes hand in hand with increasing 
orientation oscillations, making the calculation of the bubble orientation a 
better conditioned problem. Consequently, in all cases that were 
considered, the transition is marked by a shift from an orientation that 
varies irregularly around zero to a periodic oscillation with an increasing 
amplitude and regular frequency. Based on these findings it is suggested to 
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consider the onset (at α = 0) of this amplitude increase as the point of 
transition. This is illustrated in figure 6.11. After applying this criterion to 
eight bubbles that exhibit a transition, the mean equivalent diameter at the 
transition point was found to be 5.9 mm, with a standard deviation of 0.35 
mm. All bubbles with a size under 5.3 mm followed a straight path, while 
bubbles larger than 6.4 mm exhibited a swirling regime.  
 
figure 6.11: A close-up (from figure 6.5) of the orientation evolution for 
bubbles 4.c and 4.d during the linear to periodic transition. The arrows 
mark the transition points.  
6.3.3 Periodic regime 
The periodicity observed for larger bubbles probably originates from 
specific interactions between the bubble and the surrounding liquid, similar 
to those observed in water [75, 81, 88]. Firstly, with decreasing capillary 
effects, the shape increasingly deviates from a spherical shape. This will 
affect the structure of the flow patterns around the bubble, creating 
instabilities in the bubble wake. Hence, the bubble wake will evolve from a 
closed structure in the linear regime to an open structure in which vortex 
shedding occurs. The presence of these vortices alters the pressure 
distribution in the liquid, changing the direction of the bubble and 
amplifying shape changes. Eventually a street of counter rotating vortices 
develops, resulting in a swirling bubble path. In addition, because the front-
back axis of the bubble tends to be aligned with the local flow direction, the 
shape becomes periodically rotated, increasing the amplitude of the 
orientation oscillations. However, compared to systems with a lower liquid 
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density, the inertia of these vortices is relatively high in mercury. This can 
explain why the periodicity develops only gradually after injection or 
transition, and why the amplitude in the swirling of the path is limited.  
As mentioned before, the shape of the larger bubbles becomes increasingly 
irregular due to the presence of travelling waves on their contours.  The 
exact nature of these deformations is unknown. A possibility is that these 
originate from interactions with the wake of the bubble. Alternatively these 
could be induced by the Marangoni effect, linked to an inhomogeneous 
distribution of surfactants on the gas-liquid interface [98]. Although care 
was taken to avoid contamination of the system, the formation of especially 
mercury oxide cannot be excluded completely. It can be mentioned, 
however, that a similar behavior was observed by Paneni and Davenport 
[51]. These authors report extensive rippling on the surface of air bubbles 
rising in liquid mercury that are in contact with one side of a thick 
rectangular channel. Moreover, despite the absence of Hele-Shaw flow 
conditions in their setup, some similar trends in bubble behavior are 
described. Firstly Paneni and Davenport [51] also observed bubbles evolving 
from a distorted elliptical shape to a spherical cap shape, albeit in a 
different size range. Secondly, similar to this work, a linear relation 
between Eo and Re for larger bubbles was observed, although the absolute 
velocities are typically higher. Unfortunately, for smaller bubbles this 
information is not provided. It is also unclear whether Paneni and 
Davenport [51] observed a linear to periodic transition, as no quantitative 
information on the bubble shape and orientation is reported.  
6.4 Conclusion 
In this chapter, the flow dynamics of buoyancy-driven nitrogen bubbles in 
liquid mercury in a Hele-Shaw cell are considered described. A set of 40 
observations was used to compile a detailed description of bubbles in a size 
range between Eo = 5 and Eo = 45. A mapping of the properties of these 
bubbles shows the existence of two different regimes in this range. Smaller 
bubbles are round-to-elliptical and move along a linear path, while larger 
bubbles exhibit a periodically distorted shape and follow a swirling 
trajectory. The exact onset of the transition between the linear and periodic 
regime is situated between 5.3 mm and 6.4 mm, around Eo = 10. The 
differences between the regimes can be explained by a shift from capillary 
to inertia dominated flow with increasing bubble size.  
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Chapter 7   
Nitrogen bubbles in liquid zinc 
The results in the previous chapters confirm the possibility of observing 
bubbles in liquid metals in a Hele-Shaw cell. In the current chapter it is 
described how the experimental setup has been further developed to 
operate at higher temperatures, extending its applicability to 
pyrometallurgical systems that are more relevant from an industrial point 
of view. As discussed in section 4.1.2, these new possibilities will be 
illustrated through observations of nitrogen bubbles rising in liquid zinc. 
The chapter starts with a description of the relevant system properties and 
interactions, as these impose stringent boundary conditions for the 
construction of the high-temperature setup. Afterwards, the setup design is 
described in more detail, in section 7.2. Next, in section 7.3, experimental 
observations are presented, followed by a discussion in section 7.4. 
7.1 Experimental conditions 
7.1.1 Material properties 
The high-temperature experiments below cover the injection of nitrogen 
gas with a purity of at least 99.9 % into liquid zinc at a temperature of about 
700°C. This is considered to be an inert system. Indeed, a calculation using 
the thermodynamic HSC chemistry software (V.6.12) points out that no zinc 
nitride (Zn3N2) will form below the boiling point of zinc. Furthermore, 
nitrogen is treated as an ideal gas and zinc is supplied as solid metal with a 
purity of 99.9 % on a metals base, with Fe and Pb as the most important 
impurities. Because no specific measures were taken to prevent the 
oxidation of the surface, zinc oxide will probably be present as well. The 
relevant physical properties of zinc are summarized in table 7.1, with more 
information to be found in section 2.1.1. As discussed in section 3.4, a Hele-
Shaw cell of fused quartz is used since it is the only available transparent 
material that is both sufficiently workable to create a cell shape and allows 
operating temperatures above the melting point of zinc (420°C).  
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table 7.1: Physical properties of pure liquid zinc with T being the 
temperature (°C) and Tm being the melting point, equal to 419.5°C. RD is 
the relative deviation between the value at 750°C and 650°C.  
Property Relation 650°C 700°C 750°C       
     Ref. 
Density ρ 
(   - ) 
          (    ) 6355 6311 6267 -1.4% [24] 
Viscosity µ 
(     ) 
                 (        ) 2.60 2.09 1.94 -25% [24] 
Surface 
tension     
(  - ) 
                      (    ) 0.825 0.831 0.834 1.1% [26] 
7.1.2 Wetting behavior 
As discussed in section 3.4, the cell material should not be wetted by the 
liquid metal in order to avoid the formation of an opaque metal film 
between the bubble and the sidewall. Fortunately, liquid metals show a 
poor wetting on glass materials in general and on fused silica in particular. 
This is caused by high surface tensions of pure liquid metals and contact 
angles on silica surfaces that are often over 90° [99]. No specific 
information on the wetting of zinc on fused silica was found, but it is 
expected that this would be highly dependent on the presence of oxygen 
[25]. This can be explained by two mechanisms [25]. The first one is of 
physical nature and originates from oxygen dissolved in the melt. If the 
oxygen concentration exceeds a certain threshold (typically 1 ppm), oxide 
adsorption layers are formed on the liquid metal interface. When present 
near the triple point, such layers can significantly lower the contact angle 
and improve the wetting. Considering the limited purity of the starting 
material and the fact that the solubility of oxygen in zinc at 700°C is 
estimated at          at% [100], it is likely that this effect cannot be 
avoided under the present operating conditions. Fortunately it turns out 
that this does not result in the formation of a liquid film on the sidewalls 
that impede observations of the bubbles. Furthermore, considering the 
forced convection and fast diffusion in liquids, it seems reasonable to 
assume that the oxygen concentration in the zinc is homogeneous. 
Consequently, this physical effect will be the same everywhere in the cell 
and will not locally induce irregular bubble behavior.  
A second mechanism is of chemical nature. The presence of excessive 
oxygen in a Zn–SiO2 system at high temperatures can give rise to the 
formation of willemite. This will happen according to the following reaction: 
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2Zn (l) + SiO2 (s) + O2 (g)  Zn2SiO4 (s). The corresponding standard Gibs 
free energy change ΔG°, calculated using the HSC chemistry software 
(V.6.12), equals -536 kJ at 700°C. A comparison with the formation of zinc 
oxide according to 2Zn (l) + O2 (g)  2ZnO (s) at the same temperature 
(ΔG° = -501 kJ) yields a difference of -35 kJ. This suggests that when oxygen 
is introduced, a layer of willemite might be formed on the crucible walls, 
rather than solid ZnO particles dispersed in the liquid. It is likely that such a 
layer will affect the wetting by zinc. 
The formation of willemite was confirmed by observations made during 
preliminary testing of the setup, using U-shaped tubular cells. In these tests, 
nitrogen and small quantities of air were injected in a bath of zinc saturated 
with oxygen, while the top surface was shielded from the atmosphere by a 
nitrogen gas flow. At the start of the experiment, the cell surface was 
homogeneously transparent. However, over the course of the experiment, 
the surface of the cell gradually tarnished near the injection point at the 
bottom and near the bath surface at the top. A logical explanation for this 
would be the formation of a white willemite layer since these regions are 
subjected to the highest oxygen concentrations in the system. Indeed, at 
the bottom oxygen is present in the injected gas flow and at the top it is 
probably entrained in limited quantities by the gas flow that shields the 
surface. To validate this assumption, the cell was examined under a 
shortwave UV light source after the experiment. The reason is that doped 
willemite is highly UV fluorescent, emitting green light. Because quartz glass 
is transparent for UV radiation, this technique makes it possible to examine 
the entire quartz-zinc interface in a quick and non-invasive way. As shown 
in figure 7.1, the test confirmed that willemite was indeed present at the 
tarnished regions. Moreover, it was observed that the wetting of zinc on 
the cell walls is affected by the presence of willemite. By increasing the 
bath level after the cell surface had tarnished near the bath surface, 
willemite rich regions were introduced at discrete positions in the bath. 
When bubbles pass along these regions, their shape clearly undergoes an 
irregular oscillation. While hard to quantify, this oscillation seems to go 
hand in hand with the formation of a liquid layer between the gas and the 
sidewall, temporarily covering a part of the bubble. This hints at the fact 
that the formation of a willemite layer could improve the wetting of zinc on 
the sidewall. However, it should be stressed that this irregular behavior is 
only observed at discrete regions that are formed because of deliberate 
variations in the bath level. In the other parts of the cell, the bubble shows 
a regular behavior. 
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figure 7.1: The U-shaped tubular cell used in preliminary experiments, 
photographed under visible light (top) and shortwave UV light (bottom). 
The arrows mark the tarnished regions on the surface and correspond to 
regions of high UV fluorescence, indicating the presence of Willemite.  
Based on these insights it is concluded that the formation of willemite 
should be avoided for two reasons. Firstly, a willemite layer will reduce the 
transparency of the cell walls and improve the wetting, hence reducing the 
visibility of the bubbles. Secondly, willemite formation will result in a 
heterogeneous surface, with spatial variations in the wetting between the 
metal and the cell walls. This will promote irregularities in the bubble 
behavior and hinder the interpretation of experimental observations. 
Furthermore, reduction of willemite by injection of hydrogen or 
hydrocarbon gas yields very low reaction rates below the boiling point of 
zinc (907°C). Hence, in situ removal of oxygen is not an option without 
contaminating the bath. Consequently, the only way to prevent willemite 
formation is by avoiding oxygen to enter the system. In order to achieve 
this, the bath should be shielded from the atmosphere. In the preliminary 
experiments mentioned earlier, this was attempted by using an inert gas 
flow. However, this could not prevent some willemite formation at the top 
of the bath, indicating that this approach is insufficient. Therefore, in the 
actual experiments, a layer of molten salt was put on top of the zinc bath to 
shield it from the atmosphere. It consists of an eutectic mixture of 45 wt% 
LiCl and 55 wt% KCl which has a relatively low melting point (353°C). A 
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second reason to select these salts are their favorable hygroscopic 
properties: KCl does not take up water easily and LiCl, while very 
hygroscopic, dehydrates when heated to 250°C [101]. So by heating the salt 
before adding zinc, the oxidation of the latter by water absorbed in the salt 
layer can be avoided. 
7.1.3 Experimental procedure 
Based on the material and system properties described in the previous 
paragraphs, the following experimental procedure is adopted. First, the cell 
is filled with KCl (99.5% purity) and anhydrous LiCl (99% purity). Limited 
hydration of LiCl during manipulation cannot be avoided. Next, the cell is 
placed into the furnace and heated to the operating temperature. During 
this heating, nitrogen gas is injected through the cell to counteract 
hydration of the salt below 250°C, facilitate dehydration of the salt above 
250°C and stir the bath after the salt is molten. When the operating 
temperature is reached, pieces of zinc (50 mm x 50 mm x 0.62 mm) are 
inserted through the top of the cell. Notice that sheet material was selected 
over granules in order to minimize the entrainment of oxides on the surface 
of the supplied material. Also, because the pieces are immediately and fully 
submersed in the salt, additional surface oxidation at high temperatures is 
minimized. Meanwhile N2 injection is continued to promote convection and 
homogenize the bath temperature. Eventually a liquid zinc layer 350 mm in 
height (in the absence of bubbles) is established, with a 50 mm salt layer on 
top. Afterwards, gas injection is halted until the temperature in the furnace 
reaches a steady state. Then gas is supplied in discrete bursts in order to 
inject individual bubbles that are recorded and observed in detail.  
7.2 Experimental setup 
A schematic overview of the setup is provided in figure 7.2. The main part is 
a custom built furnace that contains the Hele-Shaw cell. It is introduced in 
more detail in the next sections. This furnace is combined with the same 
moving camera setup and gas supply system used in the experiments on 
water and mercury. More details on these components can be found in 
section 4.2. 
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figure 7.2: A furnace containing the Hele-Shaw cell (left) is aligned with a 
high-speed camera mounted on a vertical actuator (right). Gas supply is 
controlled by an electromagnetic valve and injected through the bottom of 
the cell. By synchronizing the recording with the motion of the camera and 
the gas injection, close up images can be made of single bubbles along 
their entire path. 
7.2.1 Cell 
The core of the setup is a Hele-Shaw cell made from two optically 
transparent plates of fused quartz glass with a thickness of 5 mm. During 
construction these are separated by a spacer of 1.5 mm and welded 
together at three edges. In this way a rectangular cell with a length of 
490 mm and a cross section of about 95 mm (cell width w) x 1.5 mm (cell 
thickness h) is created. It should be mentioned here that this welding is 
done manually and in several passes with intermediate heating cycles to 
release residual stresses. This limits the dimensional accuracy of the cell. 
Hence, small variations of h and w could affect the behavior of the bubbles, 
as discussed further in this text. Afterwards the spacer is removed and a 
hole with a diameter of about 1 mm is created in the center at the bottom 
of the cell, through which gas can be injected. This gas is supplied by a 
quartz tube that is bent along one of the cell sides, with the other end 
protruding above the top of the cell. The result is shown in figure 7.3. When 
using this geometry in a furnace at high temperatures, a large portion of 
the gas supply channel is heated together with the cell. Hence, considering 
the small flow rates, the gas is preheated and thermal equilibrium can be 
assumed at the point of injection. A second advantage of this geometry is 
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its inherent safety: while liquid metal will flow into the supply channel, it 
cannot flow out of the cell if the gas pressure would drop accidentally. 
Finally it should be mentioned that before the experiment, the cell was 
immersed for several minutes in an aqueous hydrogen fluoride solution 
(10% HF) to etch the glass and remove surface active contaminants. 
 
figure 7.3: Top: a drawing of the Hele-Shaw cell that was used, with the 
relevant dimensions indicated in mm. Bottom: a picture of the lower part 
of the cell after construction. It shows how the injection channel follows 
the cell side down to the injection point at the bottom in the center of the 
cell. Furthermore, deformations of the cell shape at the three sides of the 
cell can be observed. These are induced during the welding and lead to 
small deviations compared to the dimensions  specified on the drawing. 
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7.2.2 Heating 
The cell is placed in a customized furnace shown in figure 7.4. It consists of 
two sections. In the back is a heating chamber containing 10 resistive 
heating elements evenly distributed over the height of the furnace. 
Electrical current is controlled through a variable transformer. This allows 
supplying an arbitrary but constant level of power. In combination with the 
significant thermal mass of the furnace, this ensures that a constant furnace 
temperature can be achieved over time. In front is the main chamber 
containing the cell. Both chambers are separated by a copper plate serving 
two purposes. Firstly, due to its high thermal conductivity, this plate 
homogenizes the heat supplied by the heating elements, reducing the 
spatial temperature gradients in the cell. Secondly, because of its 
homogeneous temperature profile, it acts as a diffuse source of infrared 
radiation at high temperatures. While invisible to the human eye, this 
radiation can be picked up by the camera and is not attenuated by the 
quartz material in the cell. Consequently, the copper plate serves as a high 
intensity radiation source required for high speed imaging [92]. In this way 
it replaces the backlight that was used in the experiments on liquid mercury 
at room temperature. To ensure that the radiation can be captured by a 
camera outside the furnace, a glass-ceramic ROBAX® plate was used to 
shield the front chamber from the environment [102]. This plate acts as a 
thermal barrier to prevent mainly convective heat losses, while allowing 
visible and infrared radiation to pass through.  
At the top of the furnace, a funnel shaped channel allows access to the 
main chamber during experiments. It is closed except when material is 
supplied to the cell at the start of the experiment or when temperature is 
measured. The latter is done using a K-type thermocouple. Because of the 
limited gap between the cell walls, no protective encapsulation could be 
used. Hence, bare thermocouple wires are directly immersed into the bath, 
up to a depth of about 1 cm below the Zn surface. Because of the high 
electrical conductivity (           -1m-1) of liquid zinc [23], this means 
that the wires are short-circuited near the metal-salt interface and that the 
temperature in the salt is measured. Furthermore, because thermocouple 
wires corrode very fast in liquid zinc and salt at high temperature, 
measurements were only carried out at the start and the end of an 
experimental run. Nonetheless, the temperature evolution is also 
continuously monitored throughout the experiments by thermocouples in 
the main chamber of the furnace, near the top and the bottom of the cell. 
These indicate that the temperature near the top is about 80°C higher 
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compared to the temperature at the bottom of the main chamber. This 
significant temperature gradient can be attributed to a strong thermal 
convection of the air in the gap between the cell and the front plate. As a 
result, it can be expected that the temperature in the zinc bath also exhibits 
a vertical temperature gradient, although the total temperature difference 
in the bath is expected to be smaller. The reason is that the thermal 
conductivity of zinc, which is about     -  -   in the liquid range [23], is 
much larger than the thermal conductivity of fused quartz, which is about 
   -  - . Since heat transfer in the cell occurs predominantly through 
conduction, heat transfer through the liquid zinc layer in the plane of the 
cell will be much faster compared to the perpendicular direction. In 
combination with forced convection due to the gas injection, this will likely 
homogenize the temperature in the zinc layer to a certain extent. 
Nevertheless, spatial variation cannot be excluded. This could also affect 
the hydrodynamics in the cell, as the viscosity of liquid zinc is highly 
temperature dependent (table 7.1). 
 
figure 7.4: The furnace with the cell. On the right side the layout of the 
furnace can be seen, although a section over the height of the s etup is cut 
off due to space limitations. On the left side, a close -up of the top section 
is presented.  
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7.2.3 Recording 
An example of a recorded frame is shown in figure 7.5. A section of 8 cm 
wide in the center of the cell is recorded with a spatial resolution of 
54 px/cm. In addition, a ruler pattern of LED markers attached to the front 
of the furnace is captured in the same frame. These serve the same purpose 
as the makers in the room temperature setup, namely the determination of 
the camera position and instant velocity over time. Post-processing is done 
using the script presented in section 4.2.4. 
 
figure 7.5: An unedited frame, captured by the camera. In the center a 
bright bubble in a darker gray liquid bulk is seen, while on the right side 
the marker pattern used for camera velocity detection can be observed. 
7.3 Observations 
The experiments yielded a set of 40 observations of bubbles with sizes 
between 5.9 mm and 9.0 mm. Considering the fact that the bubbles expand 
on their way up due to a decreasing hydrostatic pressure, it is important to 
mention that these sizes are determined at a height y = 10 cm above the 
bottom of the cell. It can also be mentioned that, unlike in the case of 
mercury, in the high-temperature setup it is not possible to precisely 
control the bubble size a priori by modulating the gas supply. This is caused 
by the relatively larger volume of the channel between the valve and the 
injection point. Because of the compressibility of the gas inside, pressure 
variations will be dampened out faster. This makes the system less 
responsive to temporary variations in gas supply that could trigger the 
detachment of a bubble by disturbing the balance between capillarity and 
buoyancy through inertial effects. As a consequence, the distribution of 
bubble sizes is not uniform. Instead, as shown in figure 7.6, bubbles with 
diameters around 7.25 mm and 8.75 mm are preferred. 
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figure 7.6: The size distribution of the bubbles considered in this paper , 
measured at 10 cm above the bottom of the cell.  
In order to facilitate the discussion below, seven bubbles of increasing size 
are selected from the entire set and displayed in figure 7.7.  Because 
transient effects due to the injection or approach of the top surface disturb 
the bubble behavior, the first and the last part of the trajectories are 
omitted. Hence, the bubbles are only investigated in the vertical position 
range 10 cm < y < 30 cm. The results are discussed in the next paragraphs.  
 
figure 7.7: A selection of 7 bubbles with varying sizes that is 
representative for the set of observations in the experiment.  Successive 
contours are plotted at time intervals of 0.04 s. Notice that the cell has a 
width of 95 mm, of which only a part around the central axis at 
x = 47.5 mm is plotted. 
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7.3.1 Bubble expansion 
As mentioned before, an expansion of the bubble volume can be observed 
over its trajectory due to a decrease of hydrostatic pressure. This effect is 
especially important for liquid metals because of their relatively high 
density. The results on liquid mercury revealed that this expansion can be 
described by the ideal gas law when isothermal conditions apply. As 
discussed in section 5.2.2, dynamic effects should not be considered except 
during regime transitions as there are no direct reasons why a different 
behavior should be expected for the current case. Hence, the evolution of 
the bubble volume    ( )  can be described by equation (5.5), using 
equations (5.6) and (5.7) to relate d and V. In this case, the hydrostatic 
pressure can be calculated as   (    (     )             ), with    
and      being the heights of the zinc (35 cm) and salt layer (5 cm). The 
density of the salt       is estimated at 2032 kg/m³ and the atmospheric 
pressure is considered to be 101.3 kPa. Furthermore, the contact angle 
between Zn and the cell wall is assumed to be 90°.  The other values can be 
found in table 2.1 (at 700°C). When taking the reference position at 10 cm, 
an increase of the bubble diameter with 5.7% at y = 30 cm can be expected 
when isothermal conditions apply. It means that, similar as for mercury, this 
effect cannot be neglected. During the experiment however, significant 
deviations from this expected behavior are observed, especially for larger 
bubbles. This can be seen in figure 7.8, where observed and extrapolated 
bubble sizes are compared. As a general trend, the measured bubble 
volume increases faster than predicted in the first half of the trajectory, 
while in the second half the bubble expands slower than estimated. This 
trend is present for all bubble sizes, although it is more pronounced for 
larger bubbles. The result is that the largest deviations are found about 
halfway the considered range, while the accumulated deviation over the 
entire range is limited.  
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figure 7.8: Measured size (full line) and predicted size (dashed line) as 
function of the vertical position for the bubbles shown in figure 7.7. 
7.3.2 Path 
On figure 7.7 it can be seen that all bubbles follow a swirling path upward. 
This trajectory can be described by a combination of the horizontal position 
X(t) and the vertical velocity Uy(t) over time. When plotting X(t) for the 
selected bubbles (figure 7.9), a more or less regular periodic behavior is 
observed. The frequency of the oscillation is largely constant over time and 
the amplitude shows only limited peak-to-peak variations along the 
trajectory. This suggests that a sinusoidal profile can be used to describe 
the periodicity. Yet, when averaging out the periodicity in the path, some 
bubbles also exhibit a “linear trend” in their path. This causes the bubbles 
to drift away slowly from their initial horizontal position. A clear example is 
bubble A. Hence, based on these observations, it is suggested to approach 
the evolution of the horizontal position over time as: 
 
 ̃( )       (    )       (7.1) 
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figure 7.9: Measured horizontal position x (full line) and fitted curve 
(dashed line) as function of time for the bubbles shown in figure 7.7. 
A Matlab-based algorithm is used to fit this expression to the observations 
in the range 10 cm < y < 30 cm. First, the longest peak-to-peak periodic 
interval within the considered range is detected and the phase shift 
parameter c is determined from the position of these peaks. Also, the 
frequency b is calculated by dividing the number of periods within the 
interval by the length of the interval. Next, the amplitude parameter a is 
estimated as the average of the peak values within the interval. Afterwards, 
linear regression is applied to the interval, yielding parameters d and e. For 
the selected bubbles this procedure yields the values reported in table 7.2. 
These values are used to fit the data over the entire range, using equation 
(7.1). The quality of this fit can be measured using the coefficient of 
determination R², which is calculated as 
 
     
∑ ( ( )   ̅)  
∑ ( ( )   ̃( ))
 
  
 (7.2) 
with  ̅ being the mean measured position over time. This coefficient varies 
between 0 (no correlation) and 1 (perfect fit). The average value for R² over 
the entire set of 40 bubbles equals 0.74 with a standard deviation of 0.20, 
while the median value is 0.80. This suggests a relatively close match, which 
is confirmed by comparing the actual profiles with the fitted curves in figure 
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7.9. Moreover, this figure shows that the largest deviations are often found 
near the start of the observed range. This could hint at the fact that even at 
y = 10 cm transient effects due to the injection of the bubble could still 
affect the bubble behavior. Indeed, a similar analysis for the vertical 
position range 11 cm <  y < 30 cm yields a higher average R², equal to 0.80, 
with a smaller standard deviation of 0.15, while the median value increases 
to 0.83. Yet the improvement of the fit for further reduced intervals, also at 
the upper side, is much less significant. 
The values in table 7.2 provide quantitative insights in the bubble behavior. 
The mean value of the amplitude parameter a equals 2.6, which points at 
an average peak-to-peak position variation of 5.2 mm. No clear trend with 
respect to the bubble dimension was observed. Yet, the relatively small 
standard deviation indicates that all bubbles indeed exhibit a similar 
swirling motion. Moreover, from the very small standard variation of the 
frequency parameter b it can be concluded that the wavelength of this 
swirling is independent of the bubble size and constant over the current 
set. Indeed, the bubbles move with an average frequency        of 
3.31 Hz. The phase shift parameter c is less relevant as it will be determined 
by transient effects between the injection and y = 10 cm. Parameter d 
characterizes the importance of the linear deviation. The fact that its mean 
value is near zero and that its standard deviation is much larger indicates 
that this shift has no preferred direction. Finally, parameter e shows the 
average position of the bubble at y = 10 cm. Since the bubble is injected in 
the center of the cell, at x = 4.75 mm, it seems that bubbles tend to migrate 
slightly to the left side of the cell during or just after their injection. This 
could be caused by an asymmetric construction of the cell that was used. 
table 7.2: Fitting coefficients for  ( )       (    )       for the 
bubbles in figure 7.7. The set average and standard deviation are 
calculated from all 40 bubbles in the set of observations. Unit for  ( ) is 
[m] with t expressed in [s].  
Bubble a (·10
-3
) b (·10
-1
) c d (·10
-3
) e (·10
-2
) R² 
A 2.66 2.07 0.74 9.64 3.79 0.91 
B 2.11 2.27 -1.15 4.93 4.05 0.93 
C 1.92 2.12 -4.12 -3.35 4.12 0.79 
D 2.21 2.01 -2.13 -0.82 4.68 0.58 
E 2.73 2.02 -2.06 0.98 4.46 0.83 
F 3.15 2.15 -3.46 1.47 3.63 0.80 
G 3.01 2.05 -1.82 0.82 4.59 0.81 
Set average  2.6 2.08 -2.30 0.26 4.28 0.74 
Set standard deviation 0.44 0.08 1.82 3.0 0.36 0.20 
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figure 7.10: Measured vertical velocity Uy (full line) over time and moving 
average in an interval      ⁄  (dashed line) for the bubbles shown in 
figure 7.7. 
As mentioned before, a second parameter required to quantify the 
movement of the bubble is the vertical velocity Uy(t), plotted for the 
selected bubbles in figure 7.10. From these graphs it can be seen that the 
velocity is much less regular, although especially for larger bubbles an 
oscillatory behavior can be noticed. A periodic decomposition of the 
velocity profile within the considered range, using a fast Fourier 
transformation, reveals peak frequencies between 6.5 Hz and 7 Hz. This is 
twice the average frequency f of the horizontal oscillation in the path of the 
bubble. It indeed seems reasonable that the velocity of the center of gravity 
of the bubble will be affected by this movement, especially when the 
movement goes hand in hand with shape oscillations (as discussed later in 
this text). Therefore, in order to investigate trends that are not directly 
related to this effect, a moving average of the velocity is calculated over 
one wavelength in the interval       ⁄  and plotted in figure 7.10. For 
bubbles B and C this yields a rather constant profile, but for the other 
examples a sudden and significant increase in velocity can be noticed along 
the observed range. 
 
 
Nitrogen bubbles in liquid zinc 
 
119 
 
 
figure 7.11: A consolidation of the calculated moving average values over 
the vertical velocity in the range 10 cm < y < 40 cm for all 40 bubbles in 
the set. Values are plotted at time intervals of 0.04s. Different markers are 
used for observations on bubbles with and without intermediate 
accelerations. Also, for the first case, observations made before, during 
and after the accelerations are distinguished. In addi tion, for bubble sizes 
d > 8 mm, results of a linear regression on the observations before and 
after the accelerations are included, as these tend to cluster together.  
A closer look reveals that the total velocity increase over the intermediate 
accelerations seems to be similar in all cases. This can also be seen in figure 
7.11, where the moving average profiles for all bubbles in the set are 
consolidated as a function of their size. Moreover, for bubbles that exhibit 
an intermediate acceleration, a distinction is made between measurements 
made before, during and after the accelerations. The latter is done by 
manually locating the acceleration interval in graphs as presented in figure 
7.10. Despite the arbitrary character of this approach, it is expected that 
errors are small because the onset and end of the accelerations can be 
marked clearly for the majority of the bubbles. As a result, the graph in 
figure 7.11 clearly shows that for larger bubbles the average velocities 
before and after the accelerations cluster together around two linear axes. 
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The position of these axes is determined by applying linear regression on 
the observations with an equivalent diameter d > 8 mm. Both have a 
positive inclination, suggesting that the bubble velocities increase linearly 
with the diameter before and after the intermediate accelerations. From 
the relative orientation of the axes it can also be concluded that the total 
velocity increase during these accelerations increases with bubble size. 
However, for bubbles with a diameter d < 8 mm, the behavior is less clear. 
The main reason is that most of the bubbles that do not show these 
accelerations are grouped around a bubble size of about 7.5 mm. It is not 
clear whether these bubbles can be attributed to one of the clusters 
because they show an intermediate and highly irregular velocity. Also, since 
only very few observations are available on bubbles with a diameter 
d < 7 mm, it cannot be investigated whether this behavior extends into 
regions of smaller bubble sizes. Therefore it is not possible to draw 
definitive conclusions on the expected behavior of bubbles in the size range 
below 8 mm. 
7.3.3 Shape 
The evolution of the bubble shape for different bubbles sizes can be seen 
on figure 7.12. From this figure it can be concluded that the bubble shape is 
asymmetric and subject to periodic variations. The frequency of these 
oscillations corresponds to the peak frequencies in the oscillations of the 
vertical velocity and equals twice the frequency f of the horizontal position 
variations. Indeed, along with the swirling motion in the path, the bubble 
contour is mirrored along a central axis. When considering the shape over 
time, this axis can be approximated by the linear component      in 
equation (7.1). Qualitatively, the basic shape can be described as circular to 
elliptical near the central axis while at the outside of the curved path it is 
rather comma or tear shaped. For larger bubbles the geometry is more 
flattened. However, this flattening happens only gradually; no sudden 
changes are observed that could point at regime transitions along the path. 
Finally, especially for larger bubbles, local wrinkle-like distortions on the 
bubble contour can be observed. These distortions behave like waves that 
travel along the bubble contour, inducing local deviations of the bubble 
shape. Yet, these distortions do not alter the basic shape.   
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figure 7.12: A close-up of 4 bubbles taken from figure 7.7, in the interval 
20 cm < y < 30 cm. Successive contours are plotted at time intervals of 
0.02 s, in turn by dotted gray and full black lines.  
7.4 Discussion 
When considering the evolution of the bubble size, significant deviations 
from the expected expansion are observed. Two possible explanations for 
these deviations are investigated. Firstly, as mentioned before, the 
dimensional accuracy of the cell is limited. Consequently, variations in cell 
thickness could affect the projected area of a confined bubble. Yet, while it 
seems reasonable that this explains a part of the scatter on the measured 
curve in figure 7.8, it is unclear how this would give rise to the systematic 
under- and overestimation in the first and second half of the considered 
range. Hence, the second explanation seems more plausible: an 
inhomogeneous temperature profile over the cell height could cause 
thermal expansion and shrinkage of the bubble. In fact, when accounting 
for a temperature variation in the ideal gas law, a temperature difference of 
50°C would explain the observed deviations, with the highest temperatures 
found halfway the cell. This seems plausible considering the presence of 
natural convection and the fact that most heat losses occur at the top of 
the cell.  Unfortunately, as explained earlier, the current setup does not 
allow investigating the temperature into more detail. Hence, no definite 
conclusions can be drawn from these particular observations. Yet, in 
general, it can be stated that the accuracy of the current setup with respect 
to the temperature profile and dimensions of the cell needs to be improved 
before quantitative observations of the bubble size can be made. In the 
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current configuration, it would be difficult to study thermokinetic 
phenomena through their effect on the bubble size with sufficient accuracy. 
Examples of such phenomena are thermal expansion of the gas phase or 
mass transfer over the interface due to evaporation or chemical reactions.  
Despite the limited accuracy of the current setup, it is nevertheless possible 
to study the quasi-two-dimensional multiphase hydrodynamics in the plane 
of the cell. Numerous earlier publications on bubbly flows in Hele-Shaw 
cells have shown that the hydrodynamic behavior of these systems can be 
classified into distinct flow regimes, characterized by particular 
combinations of bubble shapes and path properties. For a specific cell 
under steady operating conditions, these regimes can be fully mapped as a 
function of the bubble size. Hence, even when small variations in bubble 
size occur, it is possible to study the bubble behavior in a particular regime 
that extends over a range of bubble sizes.  
The observations point out that all bubbles in the size range between 
5.9 mm and 9.0 mm show a consistent periodic behavior that translates 
into regular bubble shape oscillations going hand in hand with a swirling 
motion along the upward trajectory. This swirling motion can be 
approximated by a sinusoidal variation of the horizontal position over time. 
The frequency of this variation can be considered as a fundamental 
parameter in the description of the bubble behavior, as it is directly related 
to periodicity of the other properties; an analysis of the frequency spectra 
of both the shape oscillations and the vertical velocity variations reveals 
peak amplitudes at exactly twice the frequency of the horizontal position 
variation. This can be explained by the fact that the periodicity in this 
regime probably originates from interactions between the bubble and the 
surrounding liquid, similar to the case of water which is described in 
sections 2.2.2 and 3.2.2. Indeed, deformations in the bubble shape will give 
rise to an asymmetric flow profile in the surrounding liquid. For larger 
bubbles with a significant fluid displacement, this can trigger the formation 
of vortices in the wake behind the bubble. As a result, the local dynamic 
pressure in the liquid is affected, which in turn will induce and amplify 
shape deformations. Because successive vortices rotate in opposite 
direction, eventually an oscillating dynamic pressure distribution will 
develop, causing the periodic character of the bubble path and shape. The 
observations on the bubble path show that this happens in the region 
between the point of injection and a height of about 10 cm. From this point 
onwards the periodicity is fully developed and can be approximated by 
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equation (7.1). Moreover, the basic frequency seems to be independent of 
the bubble size and equal to 3.31 Hz over the entire considered range, 
suggesting that all observations belong to a single periodic bubble regime. 
A similar regime was encountered when observing nitrogen in liquid 
mercury for bubbles with a diameter above 5.9 mm. Yet, for mercury, the 
bubble shapes proved to evolve less regularly and were more subject to 
local distortions, inducing a larger degree of scatter on the evolution of the 
bubble position compared to the current case. Meanwhile the amplitude of 
swirling in the path was observed to be much smaller. This can probably 
partly be attributed to the different hydrodynamic properties of mercury, 
and partly to the different geometry of the cell that was used. As a result, 
no reasonably good fitting could be applied to the results on mercury. The 
experiments on mercury did however also show that smaller bubbles adopt 
a linear regime characterized by an elliptical shape and a straight path 
upward. Hence, despite the fact that such a regime is not observed in the 
current case, there are no indications that smaller bubbles in liquid zinc 
would not adopt a similar linear regime.  
In the case of liquid mercury it is also observed that a linear to periodic 
regime transition goes hand in hand with an increase in vertical velocity. 
The reason is that vortex formation will increase the dynamic pressure 
gradient over the bubble. Because this gradient, together with the 
hydrostatic pressure gradient, drives the upward motion of the bubble, this 
will cause an acceleration of the bubble. Yet, as discussed earlier, 
considering the regular periodicity in properties, the occurrence of a regime 
transition in the observed size range is highly unlikely. Therefore, this 
cannot explain the intermediate accelerations that are observed for larger 
bubbles. Moreover, no clear correlation between the onset of these 
accelerations and the exact size or shape of the bubbles was found. On the 
other hand, a detailed investigation did also not yield a correlation between 
the intermediate accelerations and the position of the bubble in the cell. 
Hence, its presence cannot be attributed to inhomogeneities on the surface 
or irregularities in the cell geometry. Therefore, the most plausible 
conclusion is still that the nature of the accelerations is related to changes 
in the bubble wake that preserve the overall flow profile in the liquid 
surrounding the bubble. An example of such changes could be the onset of 
vortex shedding or the extension of the vortex street behind the bubble. 
Yet, because the flow in the liquid cannot be investigated directly in the 
current setup, the exact origin remains unclear. 
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7.5 Conclusion 
In this chapter, observations of nitrogen bubbles in liquid zinc at about 
700°C in a quartz glass cell of 1.5 mm thickness are presented. These were 
obtained by working at low oxygen levels so that reactive wetting on the 
cell walls is avoided and bubbles can be observed directly through a 
transparent side of the custom built furnace. Because of inaccuracies 
induced by the construction of the current setup, these observations do not 
allow a detailed study of variations the bubble size as a result of thermal 
and hydrostatic expansion. It is however possible to investigate the quasi-
two-dimensional flow regime in the plane of the cell.  
A study on 40 bubbles revealed a single flow regime over the considered 
size range 5.9 mm < d <  9.0 mm. Bubbles in this regime follow a regular 
sinusoidal trajectory with a characteristic frequency f of 3.31 Hz. Meanwhile 
the asymmetric, comma shaped bubble is subject to periodic deformations 
at a frequency 2f. These cause the bubble contour to be mirrored along the 
path. The periodicity in path and shape also induces oscillations on the 
vertical velocity of the bubble. A more in-depth analysis reveals an 
intermediate acceleration of which the exact origin remains unclear, but 
that can probably be attributed to a changing bubble wake.  
The most important conclusion of this chapter is probably that a Hele-Shaw 
based approach can be used to study bubbles in liquid metals at high 
temperatures. Moreover, as far as known, the experiments presented in 
this work yielded observations of gas bubbles in liquid metal at high 
temperatures with an unprecedented resolution. Yet, the experiments also 
pointed out some technical limitations of the current setup that should be 
overcome in order to be able to investigate thermokinetic interactions 
alongside the hydrodynamics behavior of high-temperature systems. 
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Chapter 8   
Conclusions and outlook 
8.1 Overview 
Scope and approach 
The driving force behind this doctoral study is the need to increase the 
understanding of pyrometallurgical gas injection reactors in general, and 
bubble column reactors in particular. Since this covers a broad scientific 
field, the scope was narrowed down to the mesoscopic scale. The reason is 
that when considered from a multiscale viewpoint, the bottleneck in 
understanding gas-liquid bubbly flow is currently situated at this level. A 
review of the relevant literature in chapter 2 indeed confirms that the 
behavior of individual gas bubbles is governed by complex interactions 
between inertial, viscous, gravitational and capillary effects that are not yet 
fully understood. 
Thanks to extensive experimental and modeling efforts, the behavior of 
inert bubbles in water and more viscous liquids is relatively well described, 
although some particular interactions between path and shape oscillations 
remain unexplained. Furthermore, because the hydrodynamic properties of 
water and liquid metals are similar, descriptions of water models can be 
extrapolated to inert gas bubbling in liquid metals. In this way, the 
existence of three flow regimes can be predicted. Firstly, the ellipsoidal 
regime covers small bubbles with a constant ellipsoidal shape that travel 
upward along a rectilinear path. Secondly, the wobbling regime covers 
intermediately sized bubbles whose behavior is determined by periodic 
interactions between the bubble and the surrounding liquid. These yield a 
periodically deformed bubble shape and an oscillatory trajectory. Thirdly, 
the spherical cap regime covers larger bubbles that again adopt a constant 
but spherical-cap shape and rise along rectilinear trajectories. However, the 
literature review also indicates that a similar extrapolation for reactive gas 
bubbles is not feasible. The main reason is that mass and energy transport 
will induce spatial and temporal variations in the hydrodynamic properties 
of the system that can have a significant impact on the mesoscopic flow 
characteristics. After all, observations on inert systems indicate that 
variations in surface tension, density or viscosity significantly affect the 
flow. In order to capture these thermokinetic effects in flow descriptions, 
Chapter 8 
 
126 
additional variables need to be introduced that make comparisons between 
different systems highly complex. In addition, while the hydrodynamic 
properties of metallic melts are approached by water, their thermokinetic 
behavior is significantly different. This explains why the understanding of 
hydrodynamics in reactive systems in general is still limited and why 
extrapolations to liquid metals are currently out of reach. It also means that 
in order to gain a better understanding of reactive gas injection in 
pyrometallurgy, direct measurements of bubbles in liquid metals are 
indispensable. Moreover, observations on water point out that these 
measurements should allow a detailed reconstruction of the bubble path 
and shape in order to distinguish different regimes and fully capture the 
interactions between the phenomena that govern the flow. Consequently, 
it can be stated that the literature review strongly supports the decision to 
focus this work on the experimental study of bubbles in liquid metals. 
The main obstacle for measurements on gas bubbles in liquid metals is the 
opacity of the latter. It requires the application of intrusive probes, indirect 
tomography or radiography. Unfortunately, the literature review showed 
that all these approaches yield a rather poor resolution. While some 
published results allow a qualitative validation of the aforementioned 
extrapolations from water models to inert gas bubbling in metals, detailed 
quantitative measurements of individual bubbles are not reported. Even 
the most detailed observations, obtained using arrays with multiple probes 
or fast neutron radiography, do not allow an accurate reconstruction of the 
gas-liquid interface of freely rising bubbles in metals. Moreover, most 
experiments are carried out at room temperature in mercury or low melting 
alloys. Taking into account the practical limitations that are typically 
associated with high temperature experiments, it is expected that an 
extension to industrially more relevant systems with higher melting points 
will not be straightforward. Hence it is concluded that possibilities for 
improving the resolution of existing techniques to observe gas bubbles in 
bulk liquid metal are limited. Based on this conclusion it was decided to 
adopt an alternative approach, namely the investigation of gas bubbles in a 
confined geometry. An earlier report by Paneni and Davenport indicates 
that such an approach indeed can yield observations of bubbles with high 
temporal and spatial resolutions [51]. However, besides this example, the 
literature study did not yield other cases in which this approach is applied 
to study bubbles in metals. Considering the fact that this approach is largely 
unexplored, it was decided to focus solely on inert gas injection in pure 
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liquid metals, as this seems the simplest case which is still highly relevant 
for pyrometallurgical applications. 
The setup  
In this work, the behavior of gas bubbles in a thin sheet of liquid metal 
confined between two narrowly spaced parallel plates is studied. Such a so-
called Hele-Shaw geometry greatly facilitates observations in liquid metals 
in three ways. Firstly, when the cell is constructed of a transparent material 
that is not wetted by the liquid metal, bubbles can be visualized directly. 
Yet even if this should not be possible, radiography on a thin layer of liquid 
will yield a higher spatial and temporal resolution compared to bulk melts. 
Secondly, two-dimensional observations are sufficient to fully characterize 
the flow, avoiding the need for tomography. In the current work, all 
observations are made using a moving high speed camera that allows 
recording the bubbles through the cell walls in great detail from the 
moment of injection up to their breakup at the surface. Thirdly, when using 
a Hele-Shaw geometry, the design of an experimental setup can be kept 
relatively simple as it allows to combine uniform illumination and heating 
from the back with a good accessibility for observation from the front side. 
In three dimensions, this combination would be much harder to realize.  
Two setups are presented. The first setup is designed for accurate 
measurements on nitrogen bubbling in water and mercury at room 
temperature in a soda-lime glass cell. A comparison of the observations for 
water with literature data revealed a close correspondence, confirming the 
accuracy and reproducibility of the results. The experiments on liquid 
mercury yielded observations of unprecedented resolution for bubbles in 
metals, clearly proving the viability of the suggested approach. Afterwards, 
a second setup was built to demonstrate the possibility of performing 
similar experiments on metals with a higher melting point. This setup 
includes a furnace containing a fused quartz cell that is able to withstand 
high temperatures. Because of construction limitations, the dimensional 
accuracy of this setup is limited. Nevertheless, successful experiments on 
nitrogen injection in liquid zinc at 700°C could be reported.  
Nitrogen bubbling in mercury 
The behavior of nitrogen bubbles in liquid mercury with equivalent 
diameters between 4 mm and 12 mm has been studied. This size range is 
defined by the construction of the setup and can be altered by adjusting the 
nozzle geometry. It should also be mentioned that this size range only 
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applies after injection, considering the fact that bubbles expand while rising 
upward. The reason is the significant vertical gradient in hydrostatic 
pressure imposed by the mercury column. Because the density of liquid 
metals is typically much higher than for water, hydrostatic bubble 
expansion cannot be neglected, as is often done in studies on water 
models. Direct consequences are that bubbles in liquid metals are 
permanently in a transient state and that the volume increase can trigger 
regime transitions along the trajectory of a bubble.  
The hydrostatic expansion offers the opportunity of investigating flow-
induced volume effects in more detail. This reveals that the bubble 
expansion within a flow regime is predicted accurately by accounting only 
for the hydrostatic pressure variation in the ideal gas law. However, 
additional volume variations during regime transitions cannot be explained 
without the occurrence of dynamic pressure differences. Hence it can be 
concluded that the flow induced dynamic pressure is regime dependent but 
constant within the regimes. Notice that for buoyancy driven bubbles in the 
standard gravitational field, this effect is best observed in liquids with a high 
density like liquid metals and that it requires very high resolution 
observations. It is probably the reason that no earlier reports of this effect 
were encountered during the literature review. 
Based on a set of 40 observations of bubbles with diameters between 4 mm 
and 20 mm, a detailed quantitative mapping of the bubble properties is 
made. This reveals the existence of two different regimes. Smaller bubbles 
are round to elliptical and move along a linear path, while larger bubbles 
exhibit a periodically distorted shape and follow a swirling trajectory. The 
exact onset of the transition is situated around Eo = 10. The different 
behavior is explained by a shift from capillary to inertia dominated flow 
with increasing bubble size. Furthermore, a quantitative mapping of the 
bubble velocity shows that the transition goes hand in hand with a steep 
acceleration and that the linear regime is marked by a negative correlation 
between Eo and Re while the opposite is true for the periodic regime.  
Nitrogen bubbling in liquid zinc 
High temperature experiments typically have significant practical 
challenges. This is no different when applying the Hele-Shaw approach for 
liquid zinc at 700°C. A first typical limitation is the material selection. In fact, 
fused quartz is often the only applicable transparent material able to 
withstand these temperatures. Unfortunately, the dimensional accuracy of 
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quartz cells is limited so that variations in thickness prevent an exact 
determination of the equivalent bubble size. Yet this does not hinder a 
mapping of the hydrodynamic behavior in the plane of the cell. A second 
problem is that the high temperature promotes a fast oxidation of the 
liquid surface, which in its turn results in reactive wetting of the quartz cell 
surface. This was avoided by shielding the bath from the atmosphere by a 
layer of liquid LiCl-KCl salt and avoiding contamination during startup of the 
experiment. 
Again a set of 40 bubbles was considered with sizes ranging between 
5.9 mm and 9.0 mm. However, within this range no regime transitions are 
observed All bubbles follow a regular sinusoidal trajectory. Contrary to the 
experiments in mercury, a clear characteristic frequency f of 3.31 Hz for this 
swirling could be observed. Meanwhile the asymmetric, comma shaped 
bubble is subject to deformations at a frequency 2f. As a result, the bubble 
contour is periodically mirrored along the path. Furthermore, an analysis of 
the vertical velocity reveals intermediate acceleration that cannot be linked 
to this periodicity, despite the fact that their origin probably lies in a 
changing wake.  
Extrapolation 
In this work, nitrogen bubbles in water, mercury and zinc were studied. 
When interpreting and discussing the observations, often qualitative 
comparisons between the different systems are made in order to transfer 
knowledge from one system to the other. This is possible because similar 
evolutions are observed, especially in water and mercury. In both liquids, 
small bubbles have an elliptical shape that becomes periodically deformed 
with increasing size until it evolves toward a circular-cap geometry. The 
main difference is that the deformations in water gradually increase in 
strength while in mercury a sudden transition is observed. In mercury this 
transition is linked to the onset of path instabilities, while in water 
ellipsoidal bubbles already follow a swirling behavior. In other words: in 
water, path instabilities are observed without shape instabilities, while in 
mercury the two only occur simultaneously. Furthermore, a dimensional 
analysis revealed that for low-viscous liquids in vertical Hele-Shaw cells, 
viscous drag exerted by the sidewalls in the transverse direction is 
subordinate to inertial effects in the plane of the cell. Hence, the flow 
patterns can be regarded as two-dimensional equivalents of the three 
dimension bubble regimes for freely rising bubbles. This is confirmed by an 
in-depth comparison between observations on confined and unconfined 
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bubbles in water, as reported in literature. In both cases, instabilities 
develop in a similar fashion.  
Based on these considerations, it is tempting to state that the observations 
on mercury can be extrapolated to unconfined flow in an analogous way. 
This would mean that small bubbles in mercury adopt an ellipsoidal shape 
and follow a rectilinear path. Furthermore, with increasing size, a sharp 
transition would occur that introduces instabilities in both path and shape 
so that the bubble would adopt a deformed geometry and start to follow a 
zig-zag or helical trajectory. This also largely corresponds to extrapolations 
from water models and is not contradicted by the available observations on 
free rising bubbles in metals. However, insufficient data is currently 
available for a detailed validation. In the first place, this would require a 
more extensive, quantitative comparison between the results on the 
different systems. Such a comparison has to account for differences in cell 
dimensions, hydrodynamic properties and wetting behavior. With only the 
limited data that has been gathered in this PhD work, this is currently out of 
reach.  
8.2 Evaluation 
8.2.1 Goals 
In section 1.3.2, the preconceived goals of the current study are listed. 
These are evaluated below. 
Technique selection 
The first goal comprises the selection of a technique to obtain detailed 
mesoscopic observations of bubbles in liquid metals. An extensive review of 
the open literature revealed that currently no technique can deliver the 
required resolution for bubbles in bulk liquid metals. Moreover, considering 
the inherent complexity and limitations of these techniques, it is not 
expected that this will change significantly in the near future. Therefore, it 
was opted to focus on bubbles in confined geometries. More specifically, 
the use of a Hele-Shaw geometry was proposed as a creative solution to 
circumvent the aforementioned limitations. Hence it can be stated that the 
first goal has been achieved by selecting this approach. 
Setup implementation, demonstration and exploration 
The implementation of the selected technique and the exploration of its 
possibilities and limitations form the next goals. The fact that gas bubbles in 
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liquid metals could be observed with an unprecedented resolution clearly 
demonstrates that this implementation was successful. Moreover, 
observations on nitrogen injection in liquid zinc at 700°C proved the 
applicability at high temperatures and for industrially relevant systems. 
Furthermore it can be noticed this is the first known case in which bubbles 
in an opaque liquid are observed in a Hele-Shaw cell. It is also the first time 
that a travelling camera is combined with a Hele-Shaw cell. This offers a 
much better trade-off between resolution and observation time compared 
to static cameras that are used in other studies on Hele-Shaw cells. The 
reproducibility of the results was verified by comparing observations on gas 
bubbling in water with literature data. Also the accuracy of the setup was 
assessed in detail. The main bottleneck here is the dimensional accuracy of 
the cells. This is especially the case for the high temperature setup, leaving 
significant room for improvement. Another bottleneck is the limited 
understanding of the dynamic wetting of the liquid on the cell surfaces. 
Besides complicating the material selection for the cell, this introduces 
uncertainty during the determination and analysis of flow characteristics.  
Explanation of the results  
Apart from the practical implementation of a setup, an important addition 
goal is to increase the knowledge on the behavior of individual gas bubbles 
in liquid metals. From this point of view, a key contribution of this work is 
the resolution of the observations, which allow an analysis of the results 
with the same level of detail as for water models. This is illustrated by the 
analysis of the bubble growth in mercury. In particular the volume effects 
linked to regime transitions have not been described elsewhere, probably 
because they remain unnoticed at lower resolutions. Furthermore, the level 
of detail allows to quantify and discuss bubble shapes, regime transitions 
and interactions between path and shape instabilities in greater detail. 
While this did not lead to significant new insights in the bubble behavior, it 
did confirm earlier assumptions on the bubble behavior, in particular with 
respect to the similarities between inert gas bubbling in water and in liquid 
metals. However it can be mentioned here that, with respect to the 
development of new insights, the application of the Hele-Shaw approach 
for reactive gas injection is much more promising since current knowledge 
on these systems is very limited and the relevance of water models is much 
smaller.  
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8.2.2 Relevance of the Hele-Shaw technique 
For both water and liquid metals, similarities between bubble behavior in 
Hele-Shaw cells and unconfined three-dimensional geometries are 
observed, indicating that flows are governed by similar phenomena and 
interactions. Consequently, laboratory studies of these interactions in small 
scale Hele-Shaw based setups can be beneficial in understanding the 
behavior of bubbles in industrially more relevant conditions. Yet, as 
concluded in chapter 3, a direct extrapolation of two-dimensional 
observations to three-dimensional conditions will often be hindered by the 
significantly different boundary conditions, in particular with respect to 
viscous drag and capillary action. Hence it is unlikely that experiments in a 
confined geometry will be able to fully replace three-dimensional 
observation techniques. Nevertheless, the use of a Hele-Shaw based 
approach seems to be very promising as a first step in the study of gas 
bubbles in liquid metals. This can be relevant when exploring new or 
optimized gas-injection applications because the suggested approach can 
offer a rather inexpensive path to quickly obtain high resolution 
observations for a wide range of systems. This potentially lowers practical 
and financial thresholds for including experimental observations in future 
research on bubbles in liquid metals.  
Secondly, observations in Hele-Shaw setups can certainly be relevant for 
the development of multiscale reactor models. After all, because of their 
high resolution, they allow a detailed validation of descriptions at the 
mesoscopic level. This applies in particular for computation fluid dynamic 
(CFD) simulations of mesoscopic flow patterns. In this respect it seems most 
logical to focus first on the development of models that describe systems 
under actual Hele-Shaw conditions. After a detailed validation, these 
models can then be extended to a wider range of geometrical boundary 
conditions. 
8.3 Future work 
In this work, a new technique for the study of gas bubbling in liquid metals 
is introduced and the presented results can serve as a solid proof-of-
concept. Meanwhile it is clear that there is still much room left for further 
optimization and extension of the technique. More specific, four directions 
for future work are distinguished. 
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Extending the observations 
The experiments presented in this work were mainly designed to 
demonstrate the viability of the Hele-Shaw approach and to assess its 
possibilities.  While the results also yielded new insights in the 
hydrodynamic behavior of inert bubbles in metals, these are certainly not 
exhaustive. Hence a clear direction for future work is extending the dataset 
on bubbles in zinc and mercury. In this respect, a highly recommended first 
step would be a more detailed comparison between both systems. This 
requires experimental observations in cells with identical dimensions that 
have not been incorporated in the current work due to practical restrictions 
and limited resources. Furthermore, also the evaluation of different cell 
designs seems worthwhile.  
Optimization of the setup 
A second and obvious direction for further work comprises the optimizing 
of the setup in order to increase the accuracy of observations. Currently, 
the most limiting factor is the large dimensional tolerance on the 
construction of the cell. If this can be reduced, a more detailed 
investigation of bubble volume variations becomes possible, especially at 
high temperature. In a next step, the accuracy could be further improved by 
increasing the camera resolution. In principle this could even lead to the 
possibility of observing microscopic phenomena. Besides improving the 
visualization, also the accuracy of the heating can be considered. More 
specifically, efforts can be undertaken to reduce the temperature gradient 
over the furnace, improve the temperature measurements and increase the 
operation temperature range of the furnace. Finally, the application of 
radiography could be explored. This would allow the study of wetting 
liquids and the use non-transparent cell materials. 
Extending the applicability 
To keep things simple, this work was restricted to inert gas bubbling in 
liquid metals. Yet now that the feasibility for these systems has been 
proven, more complex systems can be studied. A first step can be to 
consider reactive gas bubbles. However, the experiments of zinc indicate 
that care has to be taken to avoid improved wetting due to the formation of 
additional phases, in particular as a result of oxidation. From this viewpoint, 
chlorine injection seems to be an interesting alternative for oxygen 
injection in metals although the latter is probably more interesting from an 
industrial point of view. Off course, if radiography could be applied, this 
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restriction would not apply anymore. In that case also non-metallic systems 
could be considered. An example is the study gas bubbling in slags which is 
currently not feasible because of their chemical incompatibility with fused 
quartz. 
Modeling and simulation 
As discussed throughout this text, it can be expected that the main added 
value of experiments in confined geometries is their contribution to a 
better understanding of the interactions between the governing 
phenomena. In particular this could assist in the development of closure 
laws for describing these interactions in multiscale reactor models. A first 
step towards the latter seems to be the development of models that can 
simulate gas bubbling in the Hele-Shaw cell itself. The most important 
challenge from this point of view is the description of the fluid-wall 
interactions. Indeed, while a good description of the dynamic wetting is key 
to the accuracy of such a model, the solid-liquid effects are notoriously 
difficult to describe, especially for inhomogeneous surfaces. Hence, 
additional study of these wall effects is needed to unlock the full potential 
of the Hele-Shaw technique for pyrometallurgical research. 
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