Sur l'anneau de cohomologie du sch\'ema de Hilbert de $\CC^2$ by Vasserot, E.
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SUR L’ANNEAU DE COHOMOLOGIE
DU SCHE´MA DE HILBERT DE C2
E. Vasserot
Re´sume´. Nous exprimons le produit de l’anneau de cohomologie du sche´ma de
Hilbert en fonction du produit de l’alge`bre du groupe syme´trique. Cette construction
est diffe´rente de celle de [9, §4.4] ou` le produit s’interpre`te en termes d’ope´rateurs
diffe´rentiels. Nous donnons une conjecture pour le cas des re´solutions cre´pantes de
singularite´s quotient symplectiques.
Re´sume´ (version anglaise). We express the product of the cohomology ring of the
Hilbert scheme in terms of the center of the algebra of the symmetric group. We give
a conjecture for the case of crepant resolutions of symplectic quotient singularities.
A. Rappels et notations.
A.1. Pour tout entier positif n, soit Xn le sche´ma de Hilbert des sous-sche´mas de
longueur n de C2 = SpecC[x, y]. On pose X0 = {point}. Conside´rons les courbes
Σ = {x = 0},Σ′ = {y = 0} ⊂ C2. Soit Yn ⊂ Xn le sous-ensemble des sche´mas
supporte´s par la courbe Σ. L’action du groupe C× sur C2 telle que t · (x, y) =
(tx, t−1y) induit une action de C× sur Xn, note´e ◦. Les points fixes de cette action
correspondent aux ide´aux homoge`nes de C[x, y]. Ils sont parame´tre´s par l’ensemble
Πn des partitions de l’entier n. Soit ξλ ∈ Xn le point fixe associe´ a` la partition λ.
Soit h(s) la longueur d’e´querre de la case s du diagramme de la partition λ. Notons
h(λ) =
∏
s∈λ h(s), et notons l(λ) le nombre de parts de la partition λ.
A.2. Soit X une varie´te´ alge´brique munie d’une action du groupe C×. Pour tout
entier k ∈ N, soient Hk
C×
(X) et HC
×
k (X) les k-e`mes groupes de cohomologie et
d’homologie e´quivariantes a` coefficients complexes. Nous utilisons les notations de
[7, §1], [8, §1] pour l’homologie et la cohomologie e´quivariante, i.e.
Hk
C×
(X) = Hk
C×
(X,CX), H
C
×
k (X) = H
k−2 dimX
C×
(X,DX),
ou` DX est le dual de Verdier du faisceau constant CX (voir [8, §1.13]). Les foncteurs
f∗, f! sont de´finis dans [7, §1.4]. Les applications line´aires [8, 1.18.(d),(e)] sont
note´es respectivement
∪ : Hi
C×
(X)⊗Hj
C×
(X)→ Hi+j
C×
(X), ∩ : Hi
C×
(X)⊗HC
×
j (X)→ H
C
×
i+j(X).
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Rappelons que les anneaux gradue´s H∗
C×
(point) et C[t] (ou` t est un e´le´ment de
degre´ 2) sont isomorphes, ainsi que les C[t]-modules gradue´s HC
×
∗ (point) et C[t].
En particulier, H∗
C×
(X) est une C[t]-alge`bre gradue´e unitaire, et HC
×
∗ (X) est un
C[t]-module gradue´. Si X est une varie´te´ e´quidimensionelle il y a une application
C[t]-line´aire D : Hk
C×
(X) → HC
×
k (X), qui est inversible si X est lisse. Donc si X
est lisse on obtient un produit d’intersection
∩ : HC
×
i (X)⊗H
C
×
j (X)→ H
C
×
i+j(X).
Si i : Y →֒ X est le plongement d’une sous-varie´te´ ferme´e de codimension k stable
par l’action du groupe C×, posons [Y ] = i!D(1Y ) ∈ H
C
×
2k (X), ou` 1Y ∈ H
0
C×
(Y ) est
l’e´le´ment unite´ de l’alge`bre H∗
C×
(Y ).
A.3. Soit AC
×
k (X) le k-e`me groupe de Chow e´quivariant de la C
×-varie´te´ X (voir
[3]). L’application cycle est un morphisme de foncteurs cl : AC
×
k → H
C
×
2 dimX−2k
(voir [3, §2.8], [8, §1.17]) qui commute au produit d’intersection ∩, quand il est
de´fini. A une sous-varie´te´ ferme´e Y ⊆ X stable par l’action du groupe C× on
associe sa classe fondamentale [Y ] dans AC
×
∗ (X) (voir [3, §2.2]). Par construc-
tion cl([Y ]) = [Y ]. Les proprie´te´s usuelles du produit d’intersection s’e´tendent a`
l’homologie e´quivariante. Par exemple, si Y1, Y2 ⊆ X sont des sous-varie´te´s ferme´es
stables par l’action de C× qui sont lisses et transverses au voisinage de l’intersection
Y1 ∩ Y2, alors [Y1] ∩ [Y2] = [Y1 ∩ Y2] dans H
C
×
∗ (X).
A.4. Pour toute partition λ soit λi la multiplicite´ de i dans λ. On pose λ0 = ∞.
On note λ1 ≥ λ2 ≥ ... les parts de λ ordonne´es en une suite de´croissante. Soit
Σ(λ) l’adhe´rence de Zariski du sous-ensemble {
∑
i λi[xi] |xi ∈ Σ, xi 6= xj si i 6= j}
de Xn. Posons
Yλ = {ξ ∈ Xn | lim
t→∞
t ⋄ ξ ∈ Σ(λ)}, Xλ = {ξ ∈ Xn | lim
t→0
t ⋄ ξ ∈ Σ(λ)},
ou` ⋄ est l’action de C× sur Xn induite par l’action de C
× sur C2 telle que t ⋄
(x, y) = (tx, y). Notons θ le C×-module de dimension 1 tel que z ∈ C× agit par
multiplication par z.
Proposition A. (i) On a Xn =
⊔
λXλ et Yn =
⊔
λ Yλ. Les sous-ensembles Xλ,
Yλ sont stables par l’action ◦ du groupe C
×. On a Yλ ≃ C
n et Xλ ≃ C
n+l(λ). De
plus ξλ est un point re´gulier de Xλ et Yλ. Enfin, Yµ ⊆ Y¯λ si et seulement si λ ≥ µ.
(ii) L’espace tangent TξλXn est isomorphe au C
×-module
⊕
s∈λ(θ
h(s) ⊕ θ−h(s)), et
TξλYλ est isomorphe a`
⊕
s∈λ θ
−h(s).
Preuve. Voir [4] et [10] par exemple. ⊓⊔
B. Cohomologie e´quivariante de Xn
B.1. Soit Sn le groupe syme´trique, et soit Sλ ⊆ Sn le sous-groupe de Young associe´
a` la partition λ. Soit Zn le centre de l’alge`bre C[Sn]. Notons sλ, cλ, hλ ∈ Zn le
caracte`re du module simple associe´ a` la partition λ, la classe de conjugaison associe´e
a` λ et le caracte`re du module induit C[Sn]/C[Sλ]. Soit (mλ;λ ∈ Πn) la base duale
de (hλ;λ ∈ Πn) pour le produit scalaire sur Zn tel que (sλ|sµ) = δλµ. Soit Π(λ, i)
l’ensemble des partitions µ de n+ i telles que
(B.2) ∃k ∈ [0, n] tel que µk = λk − 1, µi+k = λi+k + 1,
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pour un certain entier k. Si µ et k satisfont (B.2), posons aλµ = µ
i+k. Soient
⊙ : Zm ⊗ Zn → Zm+n et • : Zn ⊗ Zn → Zn les applications biline´aires induites
par l’induction des repre´sentations du groupe syme´trique et le produit de l’alge`bre
C[Sn]. On sait que
(B.3) c(i) ⊙mλ =
∑
µ∈Π(λ,i)
aλµmµ, sλ • sµ = δλµh(λ)sλ.
B.4. Dore´navant,H∗
C×
(Xn) etH
C
×
∗ (Xn) sont les groupes de cohomologie et d’homologie
e´quivariante relatifs a` l’action ◦. Si i > 0 soit Xn,i, X
′
n,i les ensembles de couples
(ξ, ξ′) ∈ Xn × Xn+i tels que ξ ⊆ ξ
′, et le support de ξ′ − ξ est un point (de
multiplicite´ i) de Σ, Σ′. Les ensembles Xn,i,X
′
n,i sont des sous-varie´te´s ferme´es
de Xn × Xn+i de dimension 2n + i (voir [5, (8.11)]). Soit π1, π2 les projections
de Xn × Xn+i sur chacun des facteurs. Le produit de convolution par [Xn,i] est
l’ope´rateur C[t]-line´aire
Pi : H
∗
C×
(Xn)→ H
∗+2i
C×
(Xn+i), α 7→ D
−1π2!
(
(π∗1α) ∩ [Xn,i]
)
(la restriction de π2 a` la sous-varie´te´ Xn,i est propre). Le produit de convolution
par [X ′n,i], note´ P
′
i , est de´fini de la meˆme facon. On a [Σ
′] = −[Σ] dans HC
×
∗ (C
2).
Donc P ′i = −Pi. Posons pλ = P
λ1
1 P
λ2
2 · · · (1X0) ∈ H
2n
C×
(Xn). Soit C[t]
′ l’anneau
local de C[t] en l’ide´al (t−1). Pour tout C[t]-module M , notonsM ′ = C[t]′⊗C[t]M .
D’apre`s le the´ore`me de localisation en homologie e´quivariante, l’image directe
ιn! : H
C
×
∗ (X
C
×
n )
′ → HC
×
∗ (Xn)
′
par le plongement ferme´ ιn : X
C
×
n →֒ Xn est inversible (voir [8, Proposition 4.4]).
Soit ( | ) la forme biline´aire
H∗
C×
(Xn)
′ ⊗C[t]′ H
∗
C×
(Xn)
′ → C[t]′, (α |β) = (−1)npn!(ιn!)
−1D(α ∪ β),
ou` pn est la projection de X
C
×
n sur un point. Soit
P ∗i : H
∗
C×
(Xn)
′ → H∗−2i
C×
(Xn−i)
′
l’adjoint de l’ope´rateur Pi. Il est facile de voir que
P ∗i (α) = D
−1π′1!(id× ιn)!
−1(
(π∗2α) ∩ [Xn−i,i]
)
,
ou` π′1 est la projection Xn−i ×X
C
×
n → Xn−i. Pour toute partition λ ∈ Πn posons
yλ = D
−1([Y¯λ]) ∈ H
2n
C×
(Xn)
′.
Lemme 1. (i) On a
[Pi, Pj ] = [P
∗
i , P
∗
j ] = 0, [Pi, P
∗
j ] = δi,ji(−1)
i−1id.
(ii) La famille (yλ;λ ∈ Πn) est une base de H
2n
C×
(Xn) sur C.
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(iii) Il y a un isomorphisme de C[t]′-modules ψ : H∗
C×
(Xn)
′ → C[t]′ ⊗ Zn, tel
que ψ(pλ) = cλ et ψ(yλ) = mλ.
Preuve. Un calcul identique a` celui de [5, §8.4] donne
[Pi, Pj ] = [P
∗
i , P
∗
j ] = 0, [Pi, P
∗
j ] = δi,jκiid,
ou` κi ∈ C. D’autre part, les sous-varie´te´s Xn,i, π
−1
1 (Y¯λ) sont transverses (voir la
preuve du the´ore`me [4, Theorem 4.6]), et l’intersection π−11 (Y¯λ)∩Xn,i est la re´union
de sous-varie´te´s ferme´es Zµ, µ ∈ Π(λ, i), qui sont stables par l’action du groupe C
×
et telles que la restriction de π2 a` Zµ est ge´ne´riquement un reveˆtement de Y¯µ de
degre´ aλµ. Donc
(B.5) Pi(yλ) =
∑
µ∈Π(λ,i)
aλµ yµ.
Enfin, on a (P ′i )
∗([Σ(n)]) = [Σ(n−i)] puisque Σ et Σ′ sont transverses (voir [5,
Lemma 9.21]). Donc le calcul de κi est le meˆme que dans [5, §9.3]. La famille
(yλ;λ ∈ Πn) est une base de H
∗
C×
(Xn)
′ sur C[t]′, d’apre`s le the´ore`me de localisation
et la proposition A. Conside´rons l’isomorphisme de C[t]′-modules
ψ : H∗
C×
(Xn)
′ → C[t]′ ⊗ Zn, yλ 7→ mλ.
Alors, ψ(pλ) = cλ d’apre`s (B.5) et (B.3). ⊓⊔
B.6. D’apre`s la proposition A, on a
HC
×
k (Xn) =
⊕
2n−2l(λ)+2j=k
C tj ∩ [X¯λ].
Donc H4n
C×
(Xn) = t
n ∪H2n
C×
(Xn). L’application
⋆ : H2n
C×
(Xn)⊗H
2n
C×
(Xn)→ H
2n
C×
(Xn)
telle que tn ∪ (x ⋆ y) = x∪ y, munit H2n
C×
(Xn) d’une structure d’alge`bre sur C. Soit
[λ] ∈ H2n
C×
(Xn) l’e´le´ment tel que
tn ∪ [λ] = (−1)nh(λ)−1D−1([ξλ]).
Lemme 2. On a
(i) ([λ] | [µ]) = δλµ,
(ii) [λ] ∈ yλ +
⊕
µ>λC yµ,
(iii) (pλ | pµ) = δλµzλ, ou` zλ =
∏
i(i
λiλi!),
Preuve. Si X,Y sont des C×-varie´te´s e´quidimensionelles telles que Y ⊆ X est
ferme´e et XC
×
est fini, alors
(B.7) [Y ] =
∑
y∈Y C×
cy(Y ) t
− dimY ∪ [x] ∈ HC
×
∗ (X)
′,
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ou` les constantes cy(Y ) ∈ Q sont telles que si y est un point re´gulier de Y alors
cy(Y ) 6= 0, cy(Y )
−1 ∈ Z et θ1/cy(Y ) ≃
∧max
T ∗y Y (voir A.3 et [2, §4]). L’e´galite´ (i)
est imme´diate d’apre`s la formule de projection et la proposition A. Plus pre´cise´ment,
si ιλ le plongement de {ξλ} dans Xn, alors
(
D−1[ξλ] |D
−1[ξµ]
)
= (−1)npn!ιn!
−1
(
[ξλ] ∩ [ξµ]
)
= δλµ(−1)
npn!Dι
∗
λD
−1ιλ!(1)
= δλµ(−1)
ncξλ(Xn)
−1 t2n
= δλµt
2nh(λ)2,
ou` la troisie`me e´galite´ est une conse´quence de [7,§1.10], et la quatrie`me une conse´quence
de la proposition A. La formule (ii) de´coule de (B.7) et de la proposition A. L’e´galite´
(iii) se de´montre comme dans [4]. En effet, si n ≥ i,
(
Pi(pλ) | pµ
)
=
(
pλ |P
∗
i (pµ)
)
= iµi
(
pλ | pµ′
)
d’apre`s le lemme 1, ou` la partition µ′ ∈ Πn−i est telle que µ
′j = µj − δi,j pour tout
j. On conclut par re´currence sur l(λ). ⊓⊔
Proposition B. (i) Il existe un unique isomorphisme d’espaces vectoriels φ :
H2n
C×
(Xn)→ Zn, tel que φ([λ]) = sλ et φ(pλ) = cλ.
(ii) L’application φ est un morphisme d’alge`bres.
Preuve. D’apre`s les lemmes 1 et 2 on a ψ([λ]) = sλ. Donc, la restriction φ de ψ
au sous-espace H2n
C×
(Xn) ⊂ H
∗
C×
(Xn)
′ satisfait (i). D’apre`s la proposition A et la
formule de projection on a,
D−1[ξλ] ∪D
−1[ξµ] = (−1)
nδλµh(λ)
2t2n ∪D−1[ξλ].
Donc φ([λ] ⋆ [µ]) = φ([λ]) • φ([µ]) d’apre`s (B.3). ⊓⊔
C. The´ore`me et conjecture
C.1. Conside´rons les filtrations croissantes sur H2n
C×
(Xn) et Zn telles que
Ep =
⊕
k≤p
tn−k ∪H2k
C×
(Xn), Fp =
⊕
n−l(λ)≤p
C cλ, p ∈ [0, n].
Ces filtrations sont compatibles avec ⋆ et • (voir [6, §3.8] dans le cas de Zn). Les
anneaux gradue´s associe´s sont note´s GrE∗ et Gr
F
∗ .
The´ore`me. Les anneaux gradue´s H∗(Xn) et Gr
F
2∗ sont isomorphes.
Preuve. La famille (pλ;λ ∈ Πn) est une base de H
2n
C×
(Xn) sur C. D’autre part
pλ ∈ t
l(λ) ∪ H∗
C×
(Xn) car [Σ] = t ∪ [C
2]. D’apre`s la proposition B on a donc
φ(Ep) = Fp. Les anneaux gradue´s Gr
E
∗ et Gr
F
∗ sont donc isomorphes. La suite
spectrale de Leray
Ep,q2 = H
p(BS1)⊗Hq(Xn)⇒ H
p+q
C×
(Xn)
de´ge´ne`re en E2, puisque les groupes cohomologie de degre´ impair de Xn sont nuls.
Donc les anneaux gradue´s C[t]⊗H∗(Xn) et
⊕
p≥0
tp ∪H∗
C×
(Xn)/t
p+1 ∪H∗
C×
(Xn)
sont isomorphes. En particulier on a GrE∗ ≃ H
∗(Xn). ⊓⊔
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C.2. Plus ge´ne´ralement, si G ⊂ Sp2n(C) est un sous-groupe fini et g ∈ G, soit
w(g) le rang de l’ope´rateur g − idC2n . On a w(gh) ≤ w(g) + w(h) pour tout g, h
(voir [6, §3.8]). Conside´rons la filtration croissante du centre de l’alge`bre C[G] telle
que Fp est line´airement engendre´ par les classes de conjugaison d’e´le´ments g ∈ G
tels que w(g) ≤ p.
Conjecture. Si M → C2n/G est une re´solution cre´pante, les anneaux gradue´s
H∗(M) et GrF∗ sont isomorphes. ⊓⊔
Remarque. D’apre`s [1, Theorem 8.4] on sait que dimHk(M) = dimGrFk , puisque
w(g) est le double de l’age de g.
Remerciements. Je remercie V. Ginzburg qui a sugge´re´ l’e´nonce´ du the´ore`me.
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