Abstract. A classical nonlocal curvature flow preserving the enclosed area is reinvestigated. The uniform upper bound and lower bound of curvature are established for the first time. As a result, a detailed proof is presented for the asymptotic behavior of the flow.
Preliminaries
As a variation of the popular curve shortening flow [6, 7, 2, 4, 18, 19, 3] , the nonlocal curvature flow, arising in many application fields [17] , such as phase transitions, image processing, etc., has received much attention in recent years. The relevant research is focused on so-called area-preserving flow [5, 13] , perimeterpreserving flow [16, 14] , and other analogues [8, 11, 12, 15] . The relations between these nonlocal flows are nicely summarized by Lin and Tsai [10] .
The purpose of this paper is to reinvestigate the area-preserving flow evolving under (1)
where X(u, t) = (x(u, t), y(u, t)) : [a, b]×[0, T ) → R 2 (T > 0) is a family of evolving curves with signed curvature k, inward pointing unit normal N , length L(t) and smooth initial data X 0 . This flow has been studied by Gage [5] in 1986. It preserves the enclosed area A(t) (also denoted by A 0 ) and has the property as follows.
Main Theorem. A simple closed convex plane curve which evolves according to (1) remains so and converges to a circle with radius
In this paper, a detailed proof of the main theorem is presented, which is based on a time-independent uniform estimate for the curvature of evolving curves. Our paper is composed of three parts. First, some known results are collected, which are coming next. Subsequently, the upper bound and lower bound of the curvature are established in Section 2. Finally, the convergence result is proved in the last section.
Since each curve X(u, t) is strictly convex, each point on it has a unique tangent and one can use the tangent angle θ ∈ [0, 2π] to parameterize it. Generally speaking, θ is a function of u and t. In order to make θ independent of time t, one can attain that by adding a tangential component to the velocity vector ∂X/∂t, which does not affect the geometric shape of the evolving curve (see, for example, [5, 4] ). Then the evolution equation for curvature can be expressed in terms of θ and t,
We would like to note that if the curvature function k(θ) of a closed curve X(θ)
For the flow under (1) with a simple closed convex initial curve X 0 , except its global existence, preserving area and convexity, Gage [5] has shown that its length L(t) is decreasing, that is, L (t) ≤ 0 for any t > 0, and its isoperimetric deficiency satisfies
where r in and r out denote respectively the radii of the largest inscribed circle and the smallest circumscribed circle of the curve X(θ, t), and C depends only on initial curve X 0 .
Estimates
Note that (2) implies that the flow (1) must converge to a circle in the Hausdorff metric. To show the convergence in the C ∞ metric, it is equivalent to show that the curvature function k(θ, t) converges to a constant in the C ∞ sense. For this goal, we will establish a time-independent uniform estimate for the curvature of evolving curves in this section, which is comprised of an upper bound and a positive lower bound.
Our method to establish the upper bound of the curvature function is based on the literature [1, 6, 14] . Some lemmas are prepared.
Lemma 1 (Gage-Hamilton [6] ). For any t > 0 and w ∈ (0, π], we have
, where K(w) = 2 cos
Proof. From [5] we already know that r out (t)/r in (t) → 1 and r in (t)→ A(0)/π as t→∞. Since for fixed w ∈ (0, π] we have
the result follows by Lemma 1.
Lemma 3. For any
whereC > 0 is a constant depending only on the initial data. It is independent of T and M .
Proof. By
we have M ≥ 2π/L(0). Also it has been shown in [5] that there exist positive constants D, C depending only on the initial curve such that
The proof is done since 1/M ≤ L(0)/(2π).
By the above lemma, we can obtain the uniform upper bound of the curvature:
Proof. Fix a number w ∈ (0, π] so that wC < 
Note that (3) is valid for any time s ∈ (T 0 , ∞).
and this is essentially what we want). Hence
which gives a uniform upper bound of M . As T > T 0 is arbitrary, the proof is done.
As a consequence of the upper bound obtained already for the curvature function, we can establish the lower bound as follows. The method is from Andrews [1] . We first have: Lemma 4. Under the area-preserving flow (1) we have (4) sup
for all t ∈ [0, ∞).
Proof. The proof is analogous to Lemma I1.12 in Andrews [1] .
2 ). Then we may assume t 0 > 0 (otherwise we are done). We claim that k θ (θ 0 , t 0 ) = 0. If not, then at (θ 0 , t 0 ) we will have the following properties:
which gives a contradiction. Hence k θ (θ 0 , t 0 ) = 0 and we conclude that
The proof is done.
Theorem 2. We have
where B 2 is a constant independent of time.
Proof. By (4) and the uniform upper bound of the curvature, there is a constant C independent of time such that
This implies that
for all t > 0 and any θ 1 , θ 2 ∈ S 1 . In particular we have the Harnack-type estimate:
we have
Convergence
In this section, we show the convergence of the flow under (1) via the Lyapunov functional method and complete the proof of the main theorem. We first claim:
Proof. Assume not. Since dL(t)/dt ≤ 0, there exist a constant C 0 > 0 and a sequence of time
and by the regularity estimate for quasilinear uniformly parabolic equations, the curvature k(θ, t) has all of its space-time derivatives uniformly bounded on S 1 × [0, ∞) (see Remark 7 in Lin-Tsai [9] or any parabolic PDE books). Hence there exists a constant λ > 0 such that |d
As the slope of L (t) is uniformly bounded, one can find a number ρ 0 independent of t i such that
This will imply that
Next we prove the final convergence:
Theorem 3. The following estimate holds:
Proof. By the regularity estimate, it suffices to prove C 0 convergence. For any sequence of time {t i } ∞ i=1 going to infinity, by the Arzelà-Ascoli theorem, there is a subsequence (still denoted by such that k(θ, t i ) does not converge to π/A(0), then one can find a further subsequence such that along it we have convergence to π/A(0). This gives a contradiction. As a result, we must have convergence to π/A(0) as t → ∞.
