We study humor in Word Embeddings, a popular AI tool that associates each word with a Euclidean vector. We find that: (a) the word vectors capture multiple aspects of humor discussed in theories of humor; and (b) each individual's sense of humor can be represented by a vector, and that these sense-of-humor vectors accurately predict differences in people's sense of humor on new, unrated, words. The fact that single-word humor seems to be relatively easy for AI has implications for the study of humor in language. Humor ratings are taken from the work of Englethaler and Hills (2017) as well as our own crowdsourcing study of 120,000 words.
Introduction
Why is humor so difficult for machine learning and AI systems to understand? In light of recent studies in Psychology showing that individual words can be humorous Engelthaler & Hills (2017) ; Westbury et al. (2016) , and in light of the fact that Word Embeddings (WEs) have been to shown to capture numerous properties of words (e.g., Mikolov et al., 2013) , it is natural to study if and how WEs capture humor.
First, we find that individual-word humor possesses many aspects of humor that have been discussed in general theories of humor, and that many of these aspects of humor are captured by WEs. To more deeply understand which features of humor WEs capture and to what extent, we draw on existing theories of humor to define a number of candidate features of word humor. Interestingly, many of these theories can be applied to word humor. For example, 'incongruity theory,' which we discuss shortly, can be found in words which juxtapose surprising combinations of words like hippo and campus in hippocampus. Incongruity can also be found in words that have surprising combinations of letters or sounds (e.g. in words borrowed from foreign languages). The 'superiority theory' can be clearly seen in insulting words such as twerp. The 'relief theory' explains why humor may be found in taboo subjects and is found in subtle and not-so-subtle sexual and scatological connotations such as cockamamie and nincompoop. The most humorous words are found to exhibit multiple humor features, i.e., funny words are funny in multiple ways. WEs are shown to capture these features to varying extents. We correlate these features with humor ratings in a crowdsourcing study.
Second, like previous studies of humor, single-word humor is found to be highly subjective. We show here that individual senses of humor can be well-represented by vectors. In particular, an embedding for each person's sense of humor can be approximated by averaging a handful of words they rate as funny, and successfully generalize to predict preferences for future unrated words.
WEs fit each word to a d-dimensional Euclidean vector based on text corpora of hundreds of billions of words. While we consider multiple embeddings, we focus mainly on the popular and comprehensive Google News WE Mikolov et al. (2013) , referred to as GNEWS, which contains embeddings of three million tokens in d = 300 dimensions. Directions (i.e., vectors) in GNEWS and other WEs have been shown to capture numerous concepts. For example, the word pair vector difference dog:dogs captures the singular/plural distinction (and she:he captures binary gender stereotypes (e.g., Bolukbasi et al., 2016) ).
We find humor in WE to be more slippery than the relationships above because: (a) it depends on multiple different dimensions relating to sound, topic, and internal incongruity, which cannot be described by a single pair of words; and (b) while it is wellknown that humor is highly subjective, even humor ratings for individual words differ greatly across people.
Nonetheless, we find that aspects of humor and different senses of humor can be captured as vectors. The embedding of a person's sense of humor is defined to be the mean of the words they identify as humorous. We show that WEs well-represent the differences between people's senses of humor and generalize to new unrated words. When clustered, these vector groups differ significantly by gender and age. We introduce a "know-your-audience" test which shows that these sense-of-humor vectors can be meaningfully differentiated using only a handful of words per person.
To many readers, it may not be apparent that individual words can be amusing in and of themselves, devoid of context. However, Engelthaler & Hills (2017) , henceforth referred to as EH, showed that many words reliably achieve higher average humor ratings than others through crowdsourced ratings of 4,997 nouns. Another study found consistent mean humor differences in non-word strings Westbury et al. (2016) , and lists of inherently funny words have been published Beard (2009); tvtropes.org (2017) .
We show that GNEWS not only captures multiple features of aggregate humor ratings but also different senses of humor of different people. While it would be easy to use Netflix-style collaborative filtering to predict humor ratings, WEs are shown to generalize: given humor ratings on some words, it is able to predict humor features and differences on test words that have no humor ratings. We focus on the funniest (top-rated) words where we find the most interesting differences. Using crowdsourcing, we collected hundreds of thousands of judgments across 120,000 lower-case words and phrases from GNEWS, culminating in a study in which 1,659 people identified humorous words from the set of 216 words with highest mean ratings. These data, which will be made publicly available, may also prove useful in a future research and applications. Implications. What does this say about why humor is hard for AI systems to understand? Our study suggests that some of the fundamental features of humor are computationally simple (e.g., linear directions in WEs). This further suggests that the difficulty in understanding humor may lie in understanding rich domains such as language. If humor is simple, then humorous sentences may be hard for computers due to inadequate sentence embeddings: if you don't speak Greek, you won't understand a simple joke in Greek. Conversely, it also suggests as language models improve, they may naturally represent humor (or at least some types of humor) without requiring significant innovation.
Furthermore, understanding single-word humor is a possible first step in understanding humor as it occurs in language. A natural next step would be to analyze humor is phrases and then short sentences, and indeed the 120,000 tokens rated include 45,353 multi-word tokens and the set of funniest 216 tokens include 41 multi-word tokens.
Finally, some comedians recommend humorous word choice. For instance, Willie in the Neil Simon play and subsequent film The Sunshine Boys says:
Fifty-seven years in this business, you learn a few things. You know what words are funny and which words are not funny. Alka Seltzer is funny. You say Alka Seltzer you get a laugh. . . . Words with k in them are funny. Casey Stengel, thats a funny name. Robert Taylor is not funny. Cupcake is funny. Tomato is not funny. Cookie is funny. Cucumber is funny. Car keys. Cleveland is funny. Maryland is not funny. Then, theres chicken. Chicken is funny. Pickle is funny. All with a k. Ls are not funny. Ms are not funny. Simon (1974) (as cited in Kortum, 2013) .
This suggests that understanding funny words in isolation may be helpful as a feature in identifying or generating longer humorous texts. Organization. Section 2 defines humor features drawn from humor theories and briefly discusses related work. Section 4 covers the aggregate humor ratings and different features of humor. Section 5 analyzes how WEs capture differences in senses of humor.
Relevant features from humor theories
Numerous theories of humor exist, dating at least far back as the philosophers of ancient Greece. Plato followed by Hobbes and Descartes contributed to a 'superiority theory' view of humor, which was formalized in the 20th century Morreall (2016) . However, since the 18th century, two new theories of humor surfaced and became much more widely acceptable: the 'relief theory' and 'incongruity theory.'
The relief theory offers a physiological explanation for the importance of laughter to our health, which argues that laughter functions as a pressure relief to our nervous system, sometimes as a means to address taboo subjects that cause such stress. Proponents of this theory were Lord Shaftesbury (1709), Herbert Spencer (1911) and Sigmund Freud (1905) . Incongruity theory explains humor as a reaction to moments of uncertainty, in which two non-related issues which seem to be unfitting are juxtaposed in one sentence or event, but are then resolved. This theory could be seen as an explanation of the intuitive importance of punch lines in common jokes, where the "set up" builds an expectation that the "punch line" violates. Albeit confusing or disorienting logically, the revelation of the incongruity creates a humorous event when this contradiction violates our expectation, in a harmless, benevolent way. Among the supporters of this method were Kant (1790) , Kierkegaard (1846) and Schopenhauer (1844) .
These theories are also relevant to word humor. Based on these theories and other discussions of word humor Beard (2009); Bown (2015) , we consider the following six features of word humor:
1. Humorous sound (regardless of meaning): certain words such as bugaboo or razzmatazz are funny regardless of their meaning. This feature is related to the incongruity theory in that an unusual combination of sounds that normally do not go together can make a word sound funny. This feature is also consistent with the comedy intuition of Neil Simon, Monty Python, Dr. Seuss and the like, who discuss funny-sounding words (see, e.g. Bown, 2015) .
2. Juxtaposition/Unexpected incongruity: certain words create an association between words that are otherwise completely unrelated. For example, there is little relation between the hippocampus part of the brain and the words hippo and campus. This feature is clearly motivated by incongruity theory.
3. Sexual connotation: some words are explicitly sexual such as sex or have sexual connotations such as thrust reverser. This can be explained by Freud's view of humor, as a venting mechanism for social taboos. This was also discussed in the context of computational humor by Mihalcea et al. Mihalcea & Strapparava (2005) .
4. Scatological connotation: some words have connotations related to excrement to varying degrees such as nincompoop or apeshit. The justification of this feature is similar to the sexual connotation feature above.
5.
Insulting words: in the context of word humor, the superiority theory suggests that insulting words may be humorous to some people.
6. Colloquial words: extremely informal words such as crapola can be surprising and provide relief in part because they are unusually informal.
It is interesting to study the extents to which these features correlate with humor and how well the a popular WE (GNEWS) captures each one. Humor is known to vary by culture and gender, and EH focused on age and gender differences in word humor. They also found strong correlations between humor ratings and word frequency and word length, with shorter words and less frequent words tending to be rated higher. This is interesting because word length and word frequency are strongly anti-correlated. We also study word length and frequency to see how well GNEWS captures these.
Related work in computational humor
Many of these features of humor have been considered in prior work on computational humor (see, e.g. Mihalcea & Strapparava, 2005) , including early work such as HAHAcronym Stock & Strapparava (2003) , which focused on producing humorous acronyms. In later work, social media was also used to explore automatic-humor capabilities: Barbieri & Saggion (2014) utilized Twitter for the automatic detection of irony, while Raz (2012) focused on automatic classification of types of humor, such as anecdotes, fantasy, insult, irony, etc. Other work study visual humor Chandrasekaran et al. (2016) or humorous image captions Shahaf et al. (2015) ; Radev et al. (2015) . WEs have been used as features in a number NLP humor systems (e.g. Chen & Soo, 2018; Hossain et al., 2017; Joshi et al., 2016) , though the humor inherent in individual words was not studied.
Data
As is common, we will abuse terminology and refer to both the words and multi-word tokens from embeddings as words, for brevity. When we wish to distinguish one word from multiple words, we write single words or phrases.
The Engelthaler-Hill dataset
Our first source of data is the EH dataset, which is publicly available Engelthaler & Hills (2017) . It provides mean ratings on 4,997 single words, each rated by approximately 35 raters on a scale of 1-5. The following words had the highest average rating according to EH: booty, tit, booby, hooter, nitwit, twit, waddle, tinkle, bebop, and twerp; the lowest-rated words were rape, torture, torment, gunshot, and death. They further break down the means by gender (binary, M and F) and age (over 32 and under 32).
However, since the EH data is in aggregate form, it is not possible to study questions of individual humor senses beyond age and gender.
Crowdsourcing studies
The EH data serves the purpose of finding a humor direction correlating with mean humor ratings. However, in order to better understand the differences between people on the funniest of words, we sought out a smaller set of more humorous words that could be labeled by more people. Eligible words were lower-case words or phrases, i.e., strings of the twenty-six lower-case Latin letters with at most one underscore representing a space. In our study, we omitted strings that contained digits or other non-alphabetic characters.
English-speaking labelers were recruited on Amazon's Mechanical Turk platform. All labelers identified themselves as fluent in English, and 98% of them identified English as their native language. All workers were U.S.-based, unless otherwise mentioned. We study a subset of 120,000 words and phrases from GNEWS, chosen to be the most frequent alphabetic lower-case entries from the embedding. While our study included both words and phrases, for clarity, in the tables in this paper we often present only words. The list of 120,000 strings is included with the data. Humor rating study. Our series of humor rating studies culminated in a set of 216 words with high mean humor ratings, which were judged by 1,678 U.S.-based raters. In each study, each participant was presented with random sets of six words and asked to select the one they found most humorous. In the first study only, the interface also enabled an individual to indicate that they found none of the six words humorous. We treat the selected word, if any, as being labeled positive and the words not selected as being labeled negative. Prior work on rating the humor in non-words found similar results for a forced-choice design and a design in which participants rated individual words on a Likert-scale Westbury et al. (2016) . We also compare the results for our study and that of EH. To prevent fatigue, workers were shown words in daily-limited batches of up to fifty sextuple comparisons over the course of weeks. No worker labeled more than 16 batches.
We refer to the three humor-judging studies by the numbers of words used: 120k, 8k, and 216. In the 120k study, each string was shown to at least three different participants in three different sextuples. 80,062 strings were not selected by any participant, consistent with EH's finding that the vast majority of words are not found to be funny. The 8k study applied the same procedure (except without a "none are humorous" option) to the 8,120 words that were chosen as the most humorous in a majority of the sextuples they were shown. Each word was shown to at least 15 different participants in random sextuples. To filter down to 216 words, we selected the words with the greatest fraction of positive labels. However, several near duplicate words appeared in this list. To avoid asking people to compare such similar words in the third stage, amongst words with the same stem, the word with the greatest score was selected. For instance, among the four words wank, wanker, wankers, and wanking, only wanker was selected for the third round as it had the greatest fraction of positive votes. The 216 words are shown in Appendix A with a sample in Table 1 .
In the 216 study, each participant selected not only a set of 36 "humorous" words, but further sets of 6 "more humorous" words and a single most humorous word, as follows. The 216 words were first presented randomly in 36 sextuples comprising the 216 words. In the same task, the 36 chosen words from these sextuples were shown randomly in 6 sextuples. The selected words were presented in a final sextuple from which they selected a single word. We associate a rating of 3 with the single funniest word selected at the end, a rating of 2 with the 5 other words shown in the final sextuple, a rating of 1 with the 30 words selected that did not receive a rating of 2 or 3, and a rating of 0 with the 180 unselected words. Feature annotation studies. The feature annotation study drew on the same worker pool. 1,500 words were chosen from the original 120,000 words by including the 216 words discussed above plus random words (half from the 8k study and half from the 120k). We asked the workers to annotate six features discussed earlier, namely humorous sound, juxtaposition, colloquial, insulting, sexual connotation, and scatological connotation. Each feature was given a binary "yes/no" annotation, and results were averaged over at least 8 different raters per feature/word pair. In each task, each rater was given the definition of a single feature and was presented with 30 words. They were asked to mark all words which possessed that feature by checking a box next to each word. A small number of workers were eliminated due to poor performance on gold-standard words. Further experimental details are in Appendix B.
Aggregate humor ratings and features
We start by studying the average humour ratings of a population. In our case, this group would be U.S.-based English speaking workers on Amazon's Mechanical Turk platform. On this group, we can use our identified features of humor from existing theories to see how well they correlate with humor ratings, and thus how well these theories are actually captured in humour ratings. Equally interesting, we test how predictable they are in the WE. Finally, we discuss how difficult it is to find a word pair that captures mean humor ratings in the same way that Paris-France aligns with country capitals or she-he captures binary gender stereotypes.
Humor features representation
We consider the six features described in Section 2 rated on 1,500 words that include many words rated highly for humor. For each of these features, we compute its predictability as follows. As in other studies, we set aside 10% of the 1,500 words as a test set. We then use ridge regression to fit a linear function to the feature values (with default parameters from scikit-learn Pedregosa et al. (2011) ). Finally, we compute the correlation coefficient between the predictions and labels on the test set. This is repeated 1,000 times and the mean of the correlation coefficients is taken as the feature predictability. To compute feature correlation with humor, we use the mean ratings of the 216 words in the personalized data and assign a rating of -1 to any word not in that set. Figure 1 shows these correlation with humor (y-axis) versus predictability (x-axis). The WE representation is well-suited for predicting colloquial (informal) words and insults, with correlations greater than 0.5, while the feature that was most difficult to predict with GNEWS was the juxtaposition feature, with a correlation slightly greater than 0.2. Similarly, all the features had positive correlation with mean humor ratings, with funny sounding having the highest correlation.
We can easily evaluate predictability and correlations with humor for an automatic feature such as word length. For word length, we find a predictability correlation coefficient of 0.518 indicating a good ability of a linear direction in the WE to predict word length, and a correlation with mean humor ratings of -.126, consistent with EH's findings that shorter words tend to be rated higher. 
Identifying an average humor direction
An approach that has been repeatedly used to find directions in WEs corresponding to cultural concepts is to choose vectors corresponding to the difference between emebeddings of one or more word pairs. The pairs are chosen to convey the concept of interest, such as woman-man or she-he Bolukbasi et al. (2016) ; Caliskan et al. (2017) ; Garg et al. (2017) , rich-poor, black-white, liberal-conservative Kozlowski et al. (2018) , or sets of names that are statistically mostly Asian or White Garg et al. (2017) . While numerous words could be chosen to be associated with humor, such as humorous, funny or LOL, it is less clear what the counterpart would be. Thesauri commonly list words such as humorless, serious, and tragic, as antonyms to humor words. Table 2 shows the correlation coefficient between different directions using different embeddings with the data provided by EH. The directions were formed by taking the difference in vectors between a pair of words, i.e., the inner product v, a − b where a and b correspond to the vectors of the two words in the pair. In the second-to-last row the direction is the mean of all of these differences. The last row is a best fit direction found by least-squares linear regression predicting the humor rating as a linear function of the embedding. To avoid overfitting, the data was split into 90% for training and 10% for estimating the correlation coefficient; this was repeated 1,000 times and results were averaged.
With all embeddings studied, we normalize all word vectors to unit length, as is standard (see, e.g., Bolukbasi et al., 2016) . The embeddings used were the GNEWS embedding, trained with the word2vec algorithm, and two embeddings Pennington et al. (2014) trained with the GloVe algorithm: one also of 300 dimensions on a set of 6 billion tokens from Wikipedia and Gigaword (called WikiGiga), and one of 200 dimensions on 27 billion tokens from Twitter (called Twitter). The Pearson correlation coefficients were computed on the set of EH words restricted to the 4,719 words that were common to all three embeddings.
While there is a great deal of consistency in the best-fit direction, there is little consistency between the directions within and between embeddings. We conclude that a WE does generally have a direction that captures average humor, but it is difficult to "get one's hands on it" using word pairs. This is unlike previous studies that found consistency between embeddings on other concepts Bolukbasi et al. (2016) ; Kozlowski et al. (2018) . Perhaps there is just no reliable mirror for the word funny in the same way that he mirrors she. The hilarious-tragic direction achieves a correlation near 0.5 for the GNEWS and WikiGiga.
In GNEWS with EH ratings, the hilarious-tragic pair was best. Figure 2 illustrates the correlation. Treated as a classification problem between the 100 highest-rated words (positives) and 100 lowest-rated words (negatives), 91.5% of them are classified correctly by the sign of their hilarious-tragic projection in GNEWS, i.e., by whether the embedding is closer to that of hilarious or tragic. Using a linear Support Vector Machine with default parameters in scikit-learn Pedregosa et al. (2011) , we find a mean accuracy of 96.7% (std. dev. 0.0061) classification accuracy between the highest and lowest sets of 100 words, based upon 10-fold cross validation. Of Beard's list of 100 words Beard (2009) , 62 of the words are present in GNEWS (with some form of capitalization), and all but one (brouhaha) are closer to hilarious than tragic. The words nincompoop, flibbertigibbet, and cantankerous are furthest on the hilarious-tragic axis. In a list of words from 1,678 words from a website entitled "Inherently funny words," Among 1,210 of them appearing in GNEWS, 84.9% are closer to hilarious than to tragic. The words furthest towards tragic were die and dead. The inclusion of these words on the list illustrates the subjective nature of humor -at least one person found them humorous.
It is well known that humor differs across groups, cultures, and individuals. We hypothesize that an individual's sense of humor can be successfully embedded as a vector as well. More specifically, if each person's "sense-of-humor" embedding is taken to be the vector average of words they rate as funny, this may predict which new, unrated words different people would find funny. Table 3 : Raters were clustered based on the the sense-of-humor embeddings, the average vector of the words they rated funny. For each cluster, the single words that differentiate each rating cluster are shown together with scores on six humor features and demographics. Note that the demographics differences emerged from clustering the sense-of-humor vectors-demographics were not used in forming the clusters.
Cluster 1
Cluster 2 To evaluate our hypothesis, we consider the following test inspired by the comedy maxim, "know your audience." In this test, we take two random people p 1 and p 2 with funniest words w 1 , w 2 (rating of 3), respectively, where we require that p 1 rated w 2 as 0 and p 2 rated w 1 as 0. Note that this requirement is satisfied for 60% of pairs of people in our data. In other words, 60% of pairs of people had the property that neither one chose the other's funniest word even in the first round. This reflects the fact that individual notions of humor indeed differ significantly.
Given the two sets of 35 other words each participant rated positively, which we call the training words, and given words {w 1 , w 2 } which we call the test words, the goal is to predict which participants rated w 1 or w 2 funniest. Just as a good comedian would choose which joke to tell to which audience, we use the WE to predict which person rated which test word as funny, based solely on the training words. For example, the training sets might be {bamboozle, bejeezus, . . . , wigwams, wingnuts} and {batshit, boobies, . . . , weaner, whakapapa} and test set to match might be the words {poppycock, lollygag}. To test the embedding we simply average training word vectors and see which matches best to the test words. In particular, if r 1 and r 2 are the two training word vector averages and v 1 and v 2 are the corresponding test word vectors, we match r 1 to w 1 if and only if,
Simple algebra shows the above two inequalities are equivalent. Thus, the success rate on the test is the fraction of eligible pairs for which ( r 1 − r 2 ) · ( v 1 − v 2 ) > 0. Note that this test is quite challenging as it involves prediction on two completely unrated words, the analog of what is referred to as a "cold start" in collaborative filtering (i.e., predicting ratings on a new unrated movie). We also consider an easy and a hard version of this know-your-audience test. In the easy version, a pair of people is chosen who have disjoint sets of positively rated words, indicating distinct senses of humors. In the hard version, we use as training words only the five words each person rated 2. It is important to note that no ratings of the test words (or the other participants) are used, and hence it tests the WE's ability to generalize (as opposed to collaborative filtering). The test results given in Table  4 were calculated by Brute force over all eligible pairs in the data (1,004 for the easy test and 818,790 for the normal and hard tests). 
Clustering
For exploratory purposes, we next clustered the raters based on their sense-of-humor embeddings, i.e., the normalized average vector of the 36 words they rated positively. We used K-means++ in sci-kit learn with default parameters Pedregosa et al. (2011) . For each cluster i and each word w, we define a relative mean µ i (w) for that cluster to be the difference between the fraction of raters in that cluster who rated that word positively and the overall fraction of raters who rated that word positively. Table  3 shows, for each cluster, the ten single words with maximum relative mean for that cluster (phrases are not displayed to save space). Similarly, one may compute a relative vector for each cluster as the difference between its centroid and the overall centroid of all the sense vectors. A similar list is found if one sorts the words by their relative vectors. Table 3 also shows, for each feature of humor, the mean feature score of words rated positively by the raters in that cluster, normalized by the overall mean. The number of clusters was chosen to be 5 using the elbow method Thorndike (1953) , though different K were found to exhibit qualitatively similar findings. The demographic differences between the clusters that emerged is perhaps surprising, since the clusters were formed using a small number of word ratings (not demographics). First, Cluster 1 is significantly female-skewed (compared to overall 53.4% female), Cluster 5 is male-skewed and younger, and Cluster 3 is older. How statistically significant are the age and gender differences between the clusters? We compute this by randomly shuffling and partitioning the users into groups with the same sizes as the clusters, repeatedly 10 7 times and computing statistics of the cluster means. From this, the 95% confidence interval for mean age was (36.9, 39.2) and for percentage female was (48.5, 58.2). Hence, the significant age differences were clusters 3 and 5 and the significant gender differences were in clusters 1 and 5. Moreover these four differences were greater than any observed in the 10 7 samples.
Cluster 1 appears to rate funny sounding words highly, while Cluster 5 highly rates sexual words and juxtapositions. The "older" cluster 3 rates scatological words higher as well as insults and informal words. While none of the humor features we mentioned stand out for clusters 2 or 4, the clustering suggests new features that may be worth examining in a further study. For instance, Cluster 4 appears to highly rate unfamiliar words that may be surprising merely by the fact that they are words at all. Cluster 2 seems to rate "random" nouns highly (see the analysis of concreteness in Engelthaler & Hills (2017) ) as well as words like "doohickey" and "thingie" which can describe random nouns. Table 5 reports the strings that males and females differed most on, sorted by confidence in the difference. The strings males found funnier appear to be more sexual, while the words females found funnier appear to be more "funny sounding." A key difference between Tables 3 and 5 is whether or not the WE was used -in Table 3 the participants were clustered by their sense of humor embeddings without using their gender, while Table 5 presents differences in word ratings without using the WE at all. It is interesting that the WE recovers gender with a nontrivial degree of accuracy from the sense-of-humor embeddings.
Also, humor is known to differ strongly across cultures. Mirroring this for word humor, we ran our study of 216 words with 312 raters from India. We find significant differences compared to the 1,659 raters from the U.S., with the raters from the U.S. finding longer words more humorous. The greatest differences are shown in Table 6 of the appendix.
Conclusions
We have shown that WEs capture aggregate word humor as rated on the EH dataset and also differences between humor as rated on a collection of about two hundred words. We have shown that each individual's sense-of-humor can be easily embedded using a handful of ratings, and that differences in these embeddings generalizes to predict different ratings on unrated words. We have shown that word humor possesses many features motivated by theories of humor more broadly, and that these features are represented WEs to varying degrees.
The datasets we have collected will be made publicly available and may be useful for other projects. There are numerous possible applications of word humor to natural language humor more generally. As discussed, comedians and writers are aware and indeed use such word choice to amplify their humor. Similarly, humorous words may help in identifying and generating humorous text. Moreover, our ratings could be used by text synthesis systems such as chat-bots that use WEs to tweak them towards or away from different types of humor (e.g., with or without sexual connotations), depending on the application at hand and training data.
Finally, one approach to improving AI recognition and generation of humor is to start with humorous words, then move on to humorous phrases and sentences, and finally to humor in broader contexts. Our work may be viewed as a first step in this programme.
