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Abstract—We consider an optimal stopping formulation of
the mission monitoring problem, where a monitor vehicle must
remain in close proximity to an autonomous robot that stochas-
tically follows a predicted trajectory. This problem arises in
a diverse range of scenarios, such as autonomous underwater
vehicles supervised by surface vessels, pedestrians monitored by
aerial vehicles, and animals monitored by agricultural robots.
The key problem characteristics we consider are that the monitor
must remain stationary while observing the robot, robot motion
is modelled in general as a stochastic process, and observations
are modelled as a spatial probability distribution. We propose a
resolution-complete algorithm that runs in polynomial time. The
algorithm is based on a sweep-plane approach and generates a
motion plan that maximises the expected observation time and
value. A variety of stochastic models may be used to represent the
robot trajectory. We present results with data drawn from real
AUV missions, a real pedestrian trajectory dataset and Monte
Carlo simulations. Our results demonstrate the performance
and behaviour of our algorithm, and relevance to a variety of
applications.
Index Terms—path planning, planning under uncertainty, op-
timal stopping, combinatorial optimisation, mission monitoring,
marine robotics, pedestrian tracking, agricultural robotics.
I. INTRODUCTION
Mission monitoring is a supervisory problem where a robot
or a manually driven vehicle tracks the progress of an au-
tonomous mobile robot or other agent in performing a pre-
planned task. There are many examples of such tasks, includ-
ing undersea surveys [1], [2], environmental monitoring [3],
autonomous farming [4], [5] and planetary exploration [6].
Monitoring allows for rapid response to failures and to im-
portant information that the robot may discover during the
progress of its mission [7]–[11]. Additionally, the monitor-
ing vehicle may augment mission capabilities by providing
observations from external viewpoints, such as for accurate
localisation and navigation [12]–[16] or online sensor calibra-
tion [17]. The motion of the robot is typically represented
by a mission plan, which may be defined probabilistically
to take into account uncertain vehicle dynamics, environment
models and mission objectives [18]–[21]. In some cases, the
monitor vehicle must remain stationary in order to observe or
communicate with the robot. The monitor vehicle must decide
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Fig. 1. Geometric interpretation of the spatiotemporal optimal stopping
problem. A sample robot trajectory (an AUV mission) is shown in blue and
also projected onto a plane in the two spatial dimensions. An example monitor
trajectory solution is overlaid. Cylinders represent effective monitoring range
(in this case a fixed-range communication model) at stopping locations. Green
stars represent parts of the mission that are not monitored.
where to stop, and when to move to the next observation
location. An illustration of the problem is shown in Fig. 1.
Classical optimal stopping problems [22], such as the well-
known secretary problem, involve a binary choice; at each
time point, the decision at hand is simply whether to stop or
continue. If this choice can be repeated, the problem can be
considered to be one-dimensional in the sense that it involves
a choice of nonoverlapping intervals along a single dimension
representing time. However, mission monitoring also involves
spatial dimensions. We refer to this case as spatiotemporal
optimal stopping. The goal of this work is to develop complete
algorithms for a spatiotemporal optimal stopping problem
where the motion of the target robot and the observations in
general are stochastic.
Our formulation is motivated by a variety of real-world
scenarios. Of particular interest is autonomous underwater
vehicle (AUV) operations. Most AUVs in practice are su-
pervised by powered surface vessels. The AUV navigates
autonomously, often following a pre-planned trajectory with
reasonable accuracy, but failures can occur that require human
intervention. The AUV may also discover information of
immediate value. Therefore, effective monitoring is relevant
even if the robot is autonomous; monitoring allows operators
to respond to failures and relevant information quickly.
Acoustic systems used for communication with the AUV
have limited range and are unreliable, and some operators must
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stop and deploy this communication equipment, with engines
powered down, for maximum efficiency [23]. In the simplest
case, communication may be modelled deterministically with a
fixed-range. However, this simple approach does not consider
unpredictable hardware and environments; in practice, proba-
bilistic models are typically required to account for physically
realistic conditions [24]. An optimal stopping solution max-
imises the time spent communicating or observing effectively;
this is achieved by choosing valuable observation locations
and times, and reducing time spent unnecessarily travelling
and stopping and starting the surface vessel.
Other real-world scenarios that motivate this problem arise
in a wide range of robotics applications. These scenarios
include: flying robots that must land during observational
periods to conserve energy [25], pedestrian tracking for hands-
free filming and photography [26], [27], acoustically-covert
surveillance for tracking animals [28], ground-based mobile
recharge stations for aerial vehicles [29], aerial robots that
must be stationary to achieve accurate measurements of
radio-tagged wildlife [30], and underwater robots that need
to stop and surface to communicate or observe some phe-
nomenon [31].
A key focus of this paper is the case where a mission
is defined probabilistically. A probabilistic mission definition
can take into account uncertainties such as unknown mission
objectives, stochastic vehicle dynamics and imprecise environ-
ment models. Deterministic missions can often be generated
directly from human-defined or automated plans, such as for
AUV missions [32]–[36] or autonomous farming [4], [5]. In
some applications, stochastic models of vehicle motion may be
formulated as direct extensions of deterministic models, such
as by adding model- or data-driven uncertainty to the trajec-
tory [6], [18], [19]. In other cases, particular parameters of a
mission are unknown, such as mission objectives or reactions
to unforeseen events, leading to multi-modal predictions that
are not direct extensions of a deterministic model [20], [21].
We propose a polynomial-time resolution-complete algo-
rithm (complete with respect to the discretisation resolution)
for the stochastic mission monitoring problem. Our algo-
rithm generates an optimal nonoverlapping set of observation
“cylinders” (in the simplest deterministic case) in the 3D
configuration space consisting of two spatial dimensions and
one time dimension (Fig. 1). These cylinders represent a
stationary observation range and time, and are linked by a path
that respects motion constraints of the monitor platform. The
objective is effective monitoring, defined as maximising the
expected overlap time between the probabilistic observation
regions and the stochastic mission trajectory. Hardware-setup
time penalties are naturally modelled geometrically by modi-
fying the cylinder heights when evaluating trajectory overlap.
Time and space are discretised, but fine resolution is feasible in
practice. The algorithm first reduces the problem to a longest-
path graph search, then passes a sweep-plane through the
temporal dimension to compute a resolution-complete solution
in polynomial time. We present an algorithm for the general
probabilistic case as well as an elegant variant tuned for the
deterministic case that runs more efficiently in practice.
In addition to analytical evaluation, we provide extensive
simulation results for several example scenarios and realistic
applications to demonstrate the relevance and applicability to
real-world scenarios. In particular, we give implementation
details and empirical analysis for applying the mission mon-
itoring algorithm to two application case studies: 1) an AUV
monitoring application using a probabilistic trajectory model
with stochastic kinematics, localisation uncertainty, a closed-
loop controller [37] and a realistic underwater communication
model [24]; and 2) a pedestrian monitoring application using a
realistic trajectory prediction model [20] and observations with
occlusions in a cluttered environment. We present results with
data drawn from actual AUV missions [23], a real pedestrian
trajectory dataset [38] and Monte Carlo simulations of exam-
ple trajectory models. The simulations illustrate the behaviour
and performance of the algorithm when planning with various
modelling assumptions. Overall, the experiments highlight
advantages of the probabilistic formulation, demonstrate that
the algorithm admits a broad range of probabilistic trajectory
prediction and probabilistic observation models for practical
scenarios, as well as clock-time performance that shows the
solution is viable for practical use in mission monitoring.
A. Contributions
The key contributions of this work are: 1) a spatiotem-
poral optimal stopping formulation of the stochastic mission
monitoring problem, and 2) an efficient resolution-complete
algorithm for this problem that reduces the problem to a
longest-path search in a directed acyclic graph. Robot mo-
tion and observations are modelled such that they yield a
probability distribution describing effective communication or
observations for every point in time and space. We consider
several such stochastic models in our experiments, including
an AUV prediction model that extends a deterministic con-
trol policy [37] using Monte Carlo simulations, a realistic
underwater communications model [24], and a multi-modal
intention inference pedestrian prediction model [20].
A preliminary version of this paper appeared as [39].
This extended version additionally contains: a generalised
formulation for probabilistic observation models; relaxation
of the start and end constraints; expanded algorithmic details;
and extensive implementation details, simulated experiments
and discussion for AUV mission monitoring and pedestrian
monitoring case studies.
The remainder of this paper is organised as follows. Sec. II
describes related literature for mission monitoring, optimal
stopping in robotics, sweep-plane algorithms, path planning
with temporal constraints and coordinated-control. Sec. III
formally defines the spatiotemporal optimal stopping formu-
lation and mission monitoring objective. Sec. IV gives an
overview of the algorithm, which is divided into two phases:
Sec. V details the spatiotemporal graph generation phase,
while Sec. VI details the sweep-plane algorithm and analysis.
Sec. VII presents simulated experiments for analysing the
behaviour of the algorithm and the probabilistic formulation.
Sec. VIII presents two application case studies, with imple-
mentation details, extensive simulation results and empirical
analysis. Finally, Sec. IX summarises the paper and future
research directions.
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II. RELATED WORK
A closely related problem is studied by Best and
Anstee [23], who propose a greedy planner and a genetic algo-
rithm for AUV mission monitoring where the AUV trajectory
and communication model are assumed to be deterministic.
The genetic algorithm is shown to achieve reasonable results
but makes no guarantees on convergence, runtime, or opti-
mality. In this paper, we develop the spatiotemporal optimal
stopping formulation, generalise the problem to admit stochas-
tic target robot trajectories and stochastic observation models,
and present efficient algorithms with analytical guarantees.
Optimal stopping describes a class of problems that require
a choice of when to take a particular action in order to
maximise an expected reward [22]. Recently, Lindhe´ and
Johansson [40] studied an optimal stopping problem for a
robot that communicates with a base station while traversing
a predefined path. The robot must choose stopping points that
maximise communication quality while also making progress
along its path. Our problem is similar, but here the stopping
locations are also to be optimised since the robot is not
restricted to a predefined path, and the reward received is time
dependent. Further, feasible next actions depend on previous
actions; a given stopping decision constrains the reacha-
bility of future stopping locations. Planning must consider
the entire stopping sequence, rather than one-stop planning.
Das et al. [41] also recently applied optimal stopping theory
to a robot motion planning problem. The problem was to
choose sampling locations for persistent collection of water
samples by an AUV. Similar to [40], the stopping locations
are restricted to points along a predefined path. Sampling is
instantaneous, rather than pausing motion for a planned time
interval such as in [40] and our problem. The beachcombers’
problem [42] is a related theoretical problem where a team
of robots perform coverage of a line interval. Each robot
can switch between two behaviours: searching slowly while
observing, or walking quickly but blindly. While this problem
is also similar and has interesting theoretical properties, it does
not address time-varying observations, range sensing or multi-
dimensional environments.
Sweep-plane algorithms are often used for computational
geometry problems such as Voronoi decomposition, intersec-
tions between line segments and unions of rectangles [43],
[44]. An Rn−1 hyperplane is swept monotonically through
an Rn space, and calculations are performed at event points.
Robot motion planning problems can often be formulated
geometrically and solved with sweep-plane solutions [45],
[46]. Our approach features a sweep-plane moving through
time, where the event calculations represent optimal sub-
problems and lead to an optimal global solution.
An event can be thought of as a vertex in a spatiotemporal
search graph with edges linking back to previous events. This
construction forms a directed acyclic graph and therefore a
longest path can be computed in polynomial time [47], [48].
Bopardikar et al. [49] employ this approach for dynamic ve-
hicle routing, where an agent maximises the number of space-
time demands visited. Our problem again is similar, however
our agent seeks to occupy a region defined probabilistically
over time. The novelty of our approach in comparison lies in
our proposed graph construction algorithm to maintain opti-
mality for a complex constraint space and objective function.
Although there appears to be a dearth of work that directly
extends temporal optimisation problems to consider space,
there is a large body of literature that extends spatial optimi-
sation to consider time. Prominently, vehicle routing problems
(VRPs) have been studied with various time constraints, such
as VRPs with time windows [50]. Similarly, graph-coverage
problems have been addressed with time-constrained edge
availabilities [51]. The key difference in our work is that time
is considered as an objective to be maximised (for effective
monitoring) rather than as a constraint.
In marine robotics, coordinated-control problems have re-
ceived much attention due to the benefits realised by multi-
robot systems [52]. Related problems include formation con-
trol and communication connectivity maintenance [12], [53],
[54], and target following [55], [56], and these problems are
generally approached using closed-loop control with a sliding
time horizon. We focus on longer-term path planning with
an objective characterised as optimal stopping, and therefore
formulate a combinatorial optimisation solution.
III. PROBLEM FORMULATION
The problem involves two mobile agents: 1) a target agent
which follows a probabilistic trajectory defined by a mission
plan, and 2) a tracker agent that seeks to effectively monitor
the target throughout the mission. To monitor effectively, the
tracker must be within observation/communication range of
the target and must be stationary. The trajectory of the tracker
can therefore be characterised as a sequence of stopping
waypoints in time and space. This scenario presents an optimi-
sation problem with the target’s trajectory as the independent
variable, while the tracker’s trajectory is optimised. In this
section, we formally define the characteristics of the target
and tracker trajectories, the general definition for probabilistic
observation models, and the idea of effective monitoring as an
optimisation objective.
A. Target Trajectory (Independent Variable)
The trajectory of the target is described as its position as a
function of time x(t) : [0, T ] → X , where X is the space of
all possible target locations. Time T is a planning horizon (in
our experiments, we set T to the full duration of the mission).
The mission is discretised into N time steps ti := (i−1)∆t ∈
T , with t1 = 0 and tN = T . The trajectory is not known
precisely ahead of time, and therefore the predicted position
of the target at time ti is represented as a random variable Xi
with a known distribution Xi ∼ Di and associated probability
density function ρi(x). Therefore, the predicted trajectory of
the target is described as the sequence of random variables
X := (X1, X2, ..., XN ).
B. Tracker Trajectory (Dependent Variable)
The trajectory of the tracker is described as its position
as a function of time y(t) : [0, T ] → Y , where Y is the
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space of all feasible positions of the tracker. The trajectory of
the tracker is characterised as alternating between two states
{STOPPED,MOVING} := S, which is described by a function
of time s(t) : [0, T ] → S. The functions y(t) and s(t) are
sampled at time steps ti ∈ T , resulting in the sequences of
positions Y = (y1, y2, ..., yN ) and states S = (s1, s2, ..., sN ).
1) Stationary waypoints: The trajectory of the tracker is
also described by the tuple U = [Yˆ , T a, T d], where Yˆ :=
(yˆ1, yˆ2, ..., yˆM ) is a sequence of waypoint positions with
sequences of associated arrival times T a := (ta1, t
a
2, ..., t
a
M )
and departure times T d := (td1, t
d
2, ..., t
d
M ).
During the time interval [tai, t
d
i ), the tracker is in the
STOPPED state and is stationary at the waypoint position
yˆi ∈ Yˆ ⊆ Y , where Yˆ is the set of positions where the
tracker may stop. During the time interval [tdi , t
a
i+1), the
tracker is in the MOVING state and is travelling between
consecutive waypoints yˆi, yˆi+1. The sequences of arrival and
departure times satisfy the constraints: td1 ≥ 0, taM ≤ T, and
tai < t
d
i < t
a
i+1,∀i.
The required travel time δ(yˆi, yˆj) := taj − tdi between two
waypoints is defined by a function δ(yˆi, yˆj) : Yˆ × Yˆ → R≥0.
The proposed algorithm does not depend on the exact trajec-
tory taken to achieve this travel time. We require δ(yˆi, yˆj) = 0
iff yˆi = yˆj .
By this definition, the position as a function of time has
y(t) = yˆi, ∀t ∈ [tai, tdi ), ∀i ∈ {1, 2, ...,M},
and the state as a function of time is
s(t) =
{
STOPPED if t ∈ ⋃Mi=1[tai, tdi )
MOVING otherwise.
2) Start and end conditions: The start position yˆ1 and
end position yˆM of the tracker are assumed to be elements
of given sets Yˆstart and Yˆend, respectively. These positions
may be fixed, for example when the tracking vehicle is used
for deploying/retrieving the target vehicle at fixed locations.
Alternatively, if the sets are non-singleton then yˆ1 and yˆM are
to be optimised by the proposed planner.
C. Monitoring Effectiveness (Objective Function)
The goal of the tracker is to effectively monitor the target. At
time ti, the monitoring effectiveness is described by a function
f(Xi, yi, si) : X × Y × S → [0, 1], with output ranging from
0 (not monitoring) to 1 (effectively monitoring). This function
is defined as
f(Xi, yi, si) :=
{
f˜(‖Xi − yi‖) if si = STOPPED
0 if si = MOVING,
where f˜(ri) : R≥0 → [0, 1] is the observation model
(interchangeable with communication model) and describes
the observation value of monitoring the target from a dis-
tance of ri. Without loss of generality, the observation value
is assumed to be scaled between 0 and 1. For example,
f˜(ri) may describe the probability of the tracker successfully
communicating with or detecting the target, or the expected
communication bandwidth. This function may be a simple
binary r-disk model (Sec. III-D) or a more realistic observation
model (Sec. VIII). For clarity, we define the observation model
as translation-, orientation- and time-invariant, however the
algorithm can readily be extended for more general models.
(Sec. VIII-B demonstrates a translation-dependent model.)
The monitoring effectiveness objective function F (X,Y, S)
is defined as the expected monitoring effectiveness over the
duration of the mission:
F (X,Y, S) := E
[
∆t
N∑
i=1
f (Xi, yi, si)
]
= ∆t
N∑
i=1
E [f (Xi, yi, si)] ,
which can be interpreted as the expected weighted sum of
time that the tracker is STOPPED, weighted by the observation
values. F (X,Y, S) can be evaluated using the expected values
E [f (Xi, yi, STOPPED)] = E
[
f˜(‖Xi − yi‖)
]
=
∫
X
ρi(x)f˜(‖x− yi‖)dx,
E [f (Xi, yi,MOVING)] = 0.
(1)
For convenience, we also introduce notation for the monitor-
ing effectiveness evaluated at the set of discrete timesteps ⊆ T
that fall within a (continuous) time period of interest T:
FT := ∆t
∑
η∈N
E [f (Xη, yη, sη)] , N = {η : tη ∈ T ∩ T }.
D. Deterministic Problem Instances
As a special case, we address deterministic scenarios where
both: 1) the target’s trajectory X is deterministic (i.e., each
ρi(x) is defined as a Dirac delta function), and 2) the mon-
itoring effectiveness function f˜(ri) is defined as the binary
r-disk model with monitoring range r, i.e.,
f˜(ri) :=
{
1 if ri ≤ r
0 otherwise.
In these deterministic problem instances, the expected value
E [f (Xi, yi, si)] = f(Xi, yi, si) and evaluates to 0 or 1 only.
For this special case, we also assume that the average speed
of the tracker between waypoints is not less than the maximum
instantaneous speed of the target ‖x˙‖max, i.e.,
‖yˆj − yˆi‖
δ(yˆi, yˆj)
≥ ‖x˙‖max, ∀yˆi, yˆj . (2)
E. Problem Statement
The optimisation problem to be solved is stated as follows.
For a given target trajectory X , find the set of stopping
waypoints U with positions Yˆ , arrival times T a and departure
times T d, such that the travel time δ(yˆi, yˆj) constraints are
met and the expected monitoring effectiveness F (X,Y, S) is
maximised over the mission duration.
We address this problem for the general case, as well as for
the special deterministic case defined in Sec. III-D. The pro-
posed algorithm has improved efficiency if certain reasonable
assumptions hold, which are defined later in Sec. V-A.
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Algorithm 1 Overview of trajectory planner for tracker
1: function MAIN(X)
2: [V, E , {tdi}, {taj}, {ω}] ← GENERATEGRAPH(X)
3: [V, E ,Vstart,Vend] ← STARTENDCOND’S(V, E , X)
4: [{Ω}, {ψ}] ← SWEEPPLANE(V, E , {ω}, {tai})
5: [U,F ] ← BACKTRACK({Ω}, {ψ},V, E ,Vstart,Vend)
6: return [U = [Yˆ , T a, T d], F ]
IV. ALGORITHM OVERVIEW
The proposed algorithm is divided into a graph generation
phase and then a longest-path graph search using a sweep-
plane. Pseudocode is listed in Alg. 1.
The first phase generates a search graph such that paths
through this graph describe feasible solution trajectories for
the tracker. The generated graph is directed acyclic, which
enables the optimal solution to be found efficiently. The graph
generation exploits geometric properties of the problem so
that, under certain conditions, the efficiency of the algorithm is
improved and optimality is maintained. This graph generation
procedure is presented in Sec. V.
In the second phase, the optimal solution is found by
performing a longest-path search through the spatiotemporal
graph. We describe this algorithm geometrically as a sweep-
plane moving through time. For general graphs, a longest-
path search is NP-hard. However, since the generated graph is
directed acyclic, the optimal trajectory is found in polynomial
time. This sweep-plane algorithm is presented in Sec. VI.
V. SPATIOTEMPORAL SEARCH GRAPH
This section describes the process of generating the spa-
tiotemporal search graph, as summarised in Alg. 2. Sec. V-A
describes how to generate the graph vertices, where each
vertex represents a time interval at a position. Sec. V-B de-
scribes how to generate edges, such that each edge represents
the travel time and monitoring effectiveness for travelling
between a pair of vertices. Finally, Sec. V-C discusses further
adjustments to the graph so that the start and end conditions
are met.
A. Vertices
A set of graph vertices is generated, with each vertex vi ∈ V
representing a potential stopping location in time and space.
This is achieved by selecting a discrete set of positions in space
in the neighbourhood of the target’s path. Time is incorporated
for each position by considering all times that the tracker
is expected to be effectively monitoring the target. We first
introduce the spatial dimensions in Sec. V-A1, followed by
the temporal dimensions in Sec. V-A2.
1) Spatial dimensions: The set of positions P ⊆ Yˆ is
generated by first discretising the space, such that P = Yˆ∩P1,
where P1 is a discrete set of positions. The algorithm is
optimal with respect to the discretisation used for P1. The
best choice for discretisation is problem specific; a uniform
grid is used in all figures and most of the experiments, while
Sec. VIII-A uses an adaptive-resolution grid and Sec. VIII-B
uses a probabilistic roadmap (PRM).
Algorithm 2 Generating a spatiotemporal search graph of
potential waypoint positions and times
1: function GENERATEGRAPH(X)
2: Select potential stopping locations pi ∈ P
3: Generate vertices vη = [pη, τ aη, τ
d
η ] ∈ V
4: Find feasible edges ek = 〈vi, vj〉 ∈ E
5: Calculate edge times tdi , t
a
j for each edge ek
6: Calculate edge weight ωi,j for each edge ek
7: return [V, E , {tdi}, {taj}, {ωi,j}]
 
 
Target trajectory
Stopping locations
Fig. 2. Example showing possible stopping locations around a deterministic
target trajectory moving through 2 spatial dimensions. Also shown are the
boundaries of the P2 monitoring region (pink) and P3 convex hull (orange)
described in Sec. V-A1.
The search space can be further reduced by taking the
intersection with two additional sets, such that P = Yˆ ∩
P1 ∩ P2 ∩ P3. The set P2 describes the monitoring region
and P3 describes the convex hull of the mission. These sets
are formally defined below and an example of these sets is
illustrated in Fig. 2. Under reasonable conditions (defined
below), optimality is still guaranteed after performing this
culling. If a particular condition does not hold for a specific
problem instance, then the associated set may be omitted to
guarantee optimality. This additional culling of the search
domain is not essential; the algorithm has the same runtime
complexity, but the culling will improve the efficiency of the
algorithm in practice.
The set P2 is the set of all points pi that have a non-zero
monitoring effectiveness (i.e., are within monitoring range) for
part of the target’s trajectory, i.e.,
∃Xη ∈ X : E
[
f˜(‖Xη − pi‖)
]
> 0.
Lemma 1 shows optimality is maintained if the P2 culling is
used, assuming Condition 1 holds. For P3, first define CH as
the convex hull of the set of all possible locations visited by
the target and the tracker start and end sets; i.e., the convex
hull of the set
{x : ∃i, ρi(x) > 0} ∪ Yˆstart ∪ Yˆend.
The set P3 is all points that are in CH or are a distance less
than the P1 discretisation spacing away from the boundary
of CH. Lemma 2 shows optimality is maintained if the P3
culling is used, assuming Conditions 2, 3 and 4 hold.
Condition 1. Triangle inequality: The travel times satisfy
the triangle inequality, i.e., δ(yˆa, yˆb) ≤ δ(yˆa, yˆi) + δ(yˆi, yˆb).
Condition 2. Convex hull is feasible: All positions in CH
are feasible stopping locations, i.e., CH ⊆ Yˆ .
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Condition 3. Monotonically decreasing observation value:
The observation model f˜(ri) is a monotonically decreasing
function of distance.
Condition 4. Monotonically increasing travel time: The
travel time monotonically increases with distance, for a fixed
start or end position; i.e., if ‖yˆi − yˆa‖ ≥ ‖yˆi − yˆb‖ then
δ(yˆi, yˆa) ≥ δ(yˆi, yˆb) and δ(yˆa, yˆi) ≥ δ(yˆb, yˆi).
Remark 1. If the distributions ρi(x) or the observation func-
tion f˜(ri) have an unbounded support, then P is potentially an
infinite set. However, this is not an issue since the reachability
pruning (later in Sec. V-C) ensures the search space is finite.
For computational reasons, to further reduce the size of the
graph it may be appropriate to approximate P2 and P3 using
non-zero lower bounds, i.e., E
[
f˜(‖Xη − pi‖)
]
> LB1 for P2
and ρi(x) > LB2 for P3.
Lemma 1. Stopping in effective monitoring region:
If the travel times satisfy the triangle inequality (Condi-
tion 1), then an optimal solution trajectory U only contains
waypoints at locations yˆi ∈ Yˆ which satisfy ∃Xη ∈ X :
E
[
f˜(‖Xη − yˆi‖)
]
> 0.
Proof: Define two partial solution trajectories over the
time interval [tai, t
d
k): 1) Yˆ = (yˆi, yˆj , yˆk) and 2) Yˆ
∗ = (yˆi, yˆk);
with yˆj satisfying @Xη ∈ X : E
[
f˜(‖Xη − yˆj‖)
]
> 0. It
follows from this definition of yˆj that the monitoring effective-
ness F while STOPPED at yˆj is F[taj ,tdj) = 0. Combined with the
MOVING time intervals, F[tdi,tak) = 0, with interval length L =
tak−tdi . Therefore F (Yˆ ) = F[tai,tdi)∪[tak,tdk). For Yˆ ∗, the monitor-
ing effectiveness while MOVING is F[td*i ,ta*k ) = 0, with interval
length L∗ = ta*k − td*i . Therefore F (Yˆ ∗) = F[tai,td*i )∪[ta*k ,tdk).
Since the triangle inequality holds (Condition 1), it follows
that L ≥ L∗. Therefore ∃{td′i , ta′k } : (td′i ≥ tdi ) ∧ (ta′k ≤ tak),
where {td*i , ta*k } = {td′i , ta′k } is a feasible choice for departure
and arrival times. The optimal choice for {td*i , ta*k } will always
result in a greater or equal monitoring effectiveness than if
{td*i , ta*k } = {td′i , ta′k } were chosen, therefore:
F (Yˆ ∗) ≥ F[tai,td′i )∪[ta′k ,tdk)
= F[tai,tdi)∪[tdi,td′i )∪[ta′k ,tak)∪[tak,tdk)
= F (Yˆ ) + F[tdi,td′i )∪[ta′k ,tak)
≥ F (Yˆ ).
It follows that F (Yˆ ) will never decrease if yˆj was removed
from the sequence. This generalises to longer sequences since
F is additive over partial sequences; therefore an optimal
sequence exists with all yˆi in range of an Xη .
Lemma 2. Stopping in convex hull:
If CH ⊆ Yˆ (Condition 2), f˜ is monotonically decreasing (Con-
dition 3), and the travel time monotonically increases with
distance (Condition 4), then an optimal solution trajectory U
only contains waypoints at locations yˆi ∈ Yˆ which are in CH.
Proof: Define a stopping position yˆa 6∈ CH. By defini-
tion, there exists a half-plane H such that CH ⊂ H, yˆa 6∈ H,
and yˆ∗a lies on the boundary of H where yˆ∗a is the closest point
to yˆa in CH. The line segment yˆa to yˆ∗a is perpendicular to
the boundary of H; therefore yˆ∗a is closer than yˆa to any point
in H, i.e.,
‖yˆ∗a − h‖ < ‖yˆa − h‖,∀h ∈ H. (3)
Therefore, since X ⊂ H and f˜ is monotonically decreasing
(Condition 3):
f˜(‖Xi − yˆ∗a‖) ≥ f˜(‖Xi − yˆa‖),∀Xi ∈ X.
It follows that the monitoring effectiveness of a solution that
contains a waypoint at yˆ∗a will never decrease if this waypoint
were moved to yˆa instead. It is assumed that yˆ∗a ∈ Yˆ , which
will hold if Condition 2 holds.
To be optimal, selecting yˆ∗a instead of yˆa must also not result
in a lower monitoring effectiveness at the previous and next
waypoints in the sequence. Define the partial solutions Yˆ =
(yˆi, yˆa, yˆj) and Yˆ ∗ = (yˆi, yˆ∗a, yˆj), where yˆi, yˆj ∈ CH ⊂ H.
It follows from (3) and Condition 4 that the travel times will
not increase by selecting yˆ∗a instead of yˆa, i.e.,
δ(yˆi, yˆ
∗
a) ≤ δ(yˆi, yˆa) and δ(yˆ∗a, yˆj) ≤ δ(yˆa, yˆj).
Therefore the departure from yˆi need not be earlier and the
arrival to yˆj need not be later if yˆ∗a is chosen instead of
yˆa; hence the monitoring effectiveness at yˆi and yˆj will not
decrease if yˆ∗a is chosen instead of yˆa.
It follows that F (Yˆ ∗) ≥ F (Yˆ ). Given that yˆ1, yˆM ∈ CH,
this generalises to longer sequences. Therefore an optimal
solution trajectory has all yˆi ∈ CH.
2) Temporal dimensions: Each vertex vη ∈ V represents a
position pη ∈ P and a time interval [τ aη, τ dη ] ⊆ T , denoted by
the tuple vη := [pη, τ aη, τ
d
η ]. We first describe how to select
τ aη, τ
d
η for the general problem, then describe a procedure that
improves the efficiency for deterministic cases. Figure 3 shows
an example set of generated vertices for a) probabilistic and
b) deterministic problems.
For probabilistic problem instances, each vertex has a time
interval length equal to the time discretisation, i.e., τ dη − τ aη =
∆t. For each position pη ∈ P , a vertex is created for each
time step τ aη ∈ T where the target has a non-zero probability
of being in range of the tracker, i.e.,
vη = [pη, τ
a
η, τ
d
η = τ
a
η+∆t] ∈ V iff E
[
f˜(‖X(τ aη)−pη‖)
]
> 0.
This definition is referred to as the probabilistic algorithm.
An example of this vertex generation is illustrated in Fig. 3(a)
overlaying a probabilistic target trajectory represented by a
set of sample trajectories. Each vertical blue line segment is
a vertex with the bottom at time τ aη and the top at τ
d
η . In this
example, the extreme samples are used to approximate the
boundaries of the non-zero regions of the distribution.
For deterministic problem instances (defined in Sec. III-D),
only a single vertex needs to be created for each contiguous
subsequence of times where the target is in range of the tracker.
More formally, Ti ⊆ T denotes the set of all times where
the target would be effectively monitored if the tracker were
STOPPED at pi at time tl, i.e., Ti := {tl ∈ T : f˜(‖Xl −
pi‖) = 1}. Each Ti is then divided into non-overlapping
subsequences, with each subsequence being a maximal run
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(a) Probabilistic target trajectory (represented by a set of sample paths)
and probabilistic algorithm vertices.
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(b) Deterministic target trajectory and deterministic algorithm vertices.
Fig. 3. Examples showing graph vertices overlaying a target trajectory moving
through a single spatial dimension, for the probabilistic and deterministic
algorithms. Each vertical blue line segment represents a vertex in the search
graph. Each vertex maps to a potential STOPPED position for the tracker, with
arrival and departure times determined by the edges (Fig. 4).
of consecutive timesteps (tj , tj+1, ..., tj+k) ⊆ Ti. Each sub-
sequence forms a new vertex vη in the search graph with τ aη
and τ dη chosen as the subsequence start and end times, i.e.,
[pη, τ
a
η, τ
d
η ] = [pi, tj , tj+k + ∆t].
This definition is referred to as the deterministic algorithm.
Fig. 3(b) illustrates that, in contrast to the probabilistic algo-
rithm, each vertex can span multiple timesteps.
The deterministic algorithm is typically more efficient since
fewer vertices are generated. This adjustment maintains opti-
mality since, for the deterministic case, if an optimal solution
path contains the position pi at time ti then it is optimal to
stay at position pi for all timesteps consecutive to ti when the
target is still in range. A proof of this guarantee is provided
later in Lemma 3 after the edges have been introduced.
Ti
m
e
 
 
1 2 3 4
Vertex j
Vertex i
Edge i,j
Fig. 4. Illustration of the edge categories described in Alg. 3 and Sec. V-B.
From left to right: infeasible, same position, smaller gap and larger gap.
B. Edges
A solution trajectory is represented by a path through the
graph with consecutive vertices connected by directed edges
eη ∈ E . An edge is denoted eη = 〈vi, vj〉 and describes
travelling from vertex vi at position pi to vertex vj at position
pj at some time in the solution trajectory.
Each edge has an associated departure time tdeη := t
d
i and
arrival time taeη := t
a
j which describes the exact time the
tracker moves from pi to pj . We require taη, t
d
η satisfy
taη = τ
a
η < t
d
η. (4)
The key advantage of having a fixed arrival time taη (4) for
a vertex is that the calculations for an edge eη = 〈vi, vj〉 do
not depend on the choice of arrival time for a previous edge
em = 〈vh, vi〉 or the path taken to or from an edge; therefore
optimal sub-paths are additive and generally lead to globally
optimal solutions. For the probabilistic algorithm, selecting
taη = τ
a
η is optimal relative to the temporal resolution since
each vertex represents only stopping for a single time step
at pη . For the deterministic case, where a vertex represents a
contiguous subsequence of in-range timesteps, this choice is
still optimal (shown later in Lemma 3).
Each edge also has an associated weight ωi,j which is
defined as the monitoring effectiveness over the time interval
[τ ai , τ
a
j ) if that edge were chosen, i.e.,
ωi,j := F[τ ai ,τ aj). (5)
Each edge is in one of four categories, which determines
the edge weight and moving times. The conditions are derived
directly from the geometric properties illustrated in Fig. 4. The
calculations are listed in Alg. 3 and described as follows.
1) Infeasible – An edge is included if and only if the vertex
vj is reachable from vi, i.e., δ(pi, pj) ≤ τ aj − τ ai .
2) Same Position – The two vertices are at the same position
and therefore merged into a single waypoint.
3) Smaller Gap – The gap between the vertices is smaller
than δ(pi, pj); therefore there will be no time spent in
the STOPPED state while not effectively monitoring.
4) Larger Gap – The gap is larger than δ(pi, pj); therefore
there must be some time spent in the STOPPED state while
not effectively monitoring.
Remark 2. The trajectory represented by an edge 〈vi, vj〉
may pass through another vertex vη = [pη, τ aη, τ
d
η ]. This occurs
if there exists a vη where pη = pi and the time interval
[τ aη, τ
d
η ] overlaps with [t
a
i, t
d
i ], or where pη = pj and the time
[τ aη, τ
d
η ] overlaps with [t
a
j , t
d
j ]. For efficient computation, and
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Algorithm 3 Edge weight and time calculations for the four
categories illustrated in Fig. 4 and described in Sec. V-B.
1: function EDGECALCULATION(eη = 〈vi, vj〉)
2: ρ← E
[
f˜(‖Xη − pi‖)
]
: tη = τ
a
i
3: taj ← τ aj
4: if δ(pi, pj) ≥ τ aj − τ ai then . infeasible
5: Do not include eη in E
6: else if pi = pj then . same position
7: tdi ← τ aj
8: ωi,j ← ρ×
(
τ di − τ ai
)
9: else if δ(pi, pj) ≥ τ aj − τ di then . smaller gap
10: tdi ← τ aj − δ(pi, pj)
11: ωi,j ← ρ×
(
τ aj − τ ai − δ(pi, pj)
)
12: else . larger gap
13: tdi ← τ aj − δ(pi, pj)
14: ωi,j ← ρ×
(
τ di − τ ai
)
15: return [tdi , taj , ωi,j ] . depart, arrive, weight
without loss of optimality, the computations in Alg. 3 ignore
the value of any va. Therefore, ωi,j may underestimate F[τ ai ,τ aj).
However, this case will be realised by a path (〈vi, va〉, 〈va, vj〉)
where ωi,a and ωa,j comply with (5). Underestimating ωi,j
does not result in suboptimal solutions since a longest-path
search will choose (〈vi, va〉, 〈va, vj〉) instead.
Lemma 3. Optimal arrival time for deterministic cases:
For deterministic problem instances (defined in Sec. III-D), if
a path passes through vη , then it is optimal for the solution
trajectory to arrive at pη with taη chosen as τ
a
η (using the
definitions for taη and τ
a
η from Secs. V-A2 and V-B).
Proof: Consider the path consisting of a feasible edge
〈vi, vj〉, where pi 6= pj , for three cases: A - choose taj = tajA
where τ aj < t
a
jA
≤ τ dj ; B - choose taj = tajB where tajB = τ aj ;
and C - choose taj = t
a
jC
where tajC < τ
a
j . By this definition,
tajA > t
a
jB
= τ aj > t
a
jC
.
The following proof shows that B has a monitoring effective-
ness greater than or equal to A and C.
Firstly, we show that B is a feasible choice; i.e., it does not
require departing pi before the start time τ ai . Consider the pair
of start times (τ ai , τ
a
j ). When the target moves in a straight
line at maximum speed ‖x˙‖max (i.e., gradient in Fig. 3(b)), the
vertices will have start times with this same gradient between
pairs, i.e.,
|τ aj − τ ai | =
‖pj − pi‖
‖x˙‖max .
If the target turns (e.g. upper half of Fig. 3(b)), or moves
slower, this time difference must be larger; therefore generally
|τ aj − τ ai | ≥
‖pj − pi‖
‖x˙‖max .
Applying the speed assumption yields
|τ aj − τ ai | ≥ |taj − tdi | = δ(pi, pj). (6)
An exception could occur at the beginning of the mission
(since |τ aj − τ ai | = 0 if τ aj = τ ai = 0); however the vertex
adjustments described later in Sec. V-C ensure this will not
prevent an optimal path from being chosen. From (6), it
follows that if taj = t
a
jB
then tdi ≥ τ ai , and therefore B is a
feasible choice.
For A, the tracker departs pi at a time ∂ := tajA − tajB later
than for B. Therefore B will spend ∂ less time at pi and ∂
more time at pj than A. In B, the extra time spent at pj is the
interval [tajB , t
a
jA
). By definition of a vertex for the deterministic
case (Sec. III-D), F[tajB ,t
a
jA
) = ∂, which is maximal. A can not
improve on this during the extra time at pi, and therefore B
has a greater or equal monitoring effectiveness than A. Note
this assumes τ ai < τ
a
j ; however, it follows from (6) and the
triangle inequality assumption from Lemma 1 that an optimal
path will not contain 〈vi, vj〉 if τ ai ≥ τ aj , since vj would also
be reachable from the vertex preceding vi.
To achieve C, the tracker will spend more time at pj than
for B. This extra time is before τ aj , and therefore by definition
of a vertex, F[tajC ,τ
a
j)
= 0, which is minimal; hence B has a
greater or equal monitoring effectiveness than C. This shows
that taj = τ
a
j is optimal. Note that this assumes that there is no
vertex vk where pk = pj and τ ak < τ
a
j ; however, if a vk exists
then the planner has the option to choose the subsequence
(vi, vk, vj) if this is feasible. For (vi, vk, vj), this proof also
shows that tak = τ
a
k is the optimal arrival time for vk, and t
a
j
is irrelevant since pj = pk.
C. Start and End Conditions
The graph needs to be adjusted to ensure that the solution
path satisfies the start and end constraints. This includes
trimming or removing some of the edges, as well as defining
the sets of start vstart ∈ Vstart and end vend ∈ Vend vertices.
The set of allowable start positions is calculated as Pstart =
Yˆstart ∩ P . If a problem instance requires start positions that
are not already in P , then these positions should be added to
P and corresponding vertices and edges added to the graph.
For each pstart ∈ Pstart, if it is not in-range at time t1 (i.e.
E
[
f˜(‖X(t1)− pstart‖)
]
= 0), then additional vertices are
generated between time t1 and the first timestep where pstart
is in-range. For each pstart ∈ Pstart, the vertex with τ ai = t1 is
included in the set of possible start vertices vstart ∈ Vstart.
To ensure the search always selects a path that begins at
vstart ∈ Vstart, all other vertices vi are adjusted using the rules
described in Alg. 4. In the first case, vi is reachable from at
least one pstart ∈ Pstart and therefore no adjustment is made.
The second case removes unreachable vertices. The third case
trims all vi that are reachable only at some time after τ ai . The
Algorithm 4 Vertex set adjustments for the start condition
1: for each vi ∈ V \ Vstart do
2: if ∃pstart ∈ Pstart : τ ai ≥ δ(pstart, pi) then
3: continue . keep vi
4: else if ∀pstart ∈ Pstart : τ di ≤ δ(pstart, pi) then
5: V ← V \ vi . remove vi
6: else
7: τ ai ← min
pstart∈Pstart
δ(pstart, pi) + t1 . trim vi
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Algorithm 5 Sweep-plane graph search: forward pass
1: function SWEEPPLANE(V, E , {ω}, {tai})
2: Ωstart ← 0, ∀vstart ∈ Vstart
3: for t = t1, t2, ..., tN do
4: for each vi ∈ V \ Vstart : tai = t do
5: Ei ← { : 〈v, vi〉 ∈ E} . edges into vi
6: ψi ← argmax∈Ei [Ω + ω,i] . optimal edge
7: Ωi ← Ωψi + ωψi,i . path weight
8: return [{Ω}, {ψ}] . path weights, back-pointers
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Fig. 5. Sweep-plane at a particular time instant showing all feasible edges
into the current vertex, analogous to Fig. 3(b) but including the start condition
adjustment (for a singleton Vstart). Constant velocity travel time.
third case is necessary for the deterministic algorithm where
each vertex may span multiple timesteps, in order to ensure
the Lemma 3 result holds. For simplicity, the reachability
calculations assume the triangle inequality holds for travel
times (Condition 1), although the algorithm could readily be
adapted for other cases.
Similarly, the set of allowable end positions is calculated
as Pend = Yˆend ∩ P . For each position pend ∈ Pend, the vertex
with the latest departure time τ di is added to the set of possible
end vertices vend ∈ Vend. The optimal start and end positions
(for non-singleton Pstart or Pend) are found by the algorithm
in the following section.
VI. SWEEP-PLANE ALGORITHM
The optimal tracker trajectory is found by searching for
the longest-path through the spatiotemporal graph. For general
graphs, a longest-path search is NP-hard. However, optimal
polynomial-time algorithms exist if the graph is a directed
acyclic graph (DAG), since a topological ordering1 of V exists.
The spatiotemporal graph generation defined in Sec. V reduces
the problem to a longest-path search through a DAG, and
therefore, the solution can be found in O(|V| + |E|) time.
This section describes a longest-path search, which can be vi-
sualised as a sweep-plane moving through time. The algorithm
1If there exists a path from vertex vi to vj , then vi precedes vj in a
topological sort.
Algorithm 6 Backtracking to find the optimal trajectory
1: function BACKTRACK({Ω}, {ψ},V, E ,Vstart,Vend)
2: ρi ← E
[
f˜(‖Xη − pi‖)
]
: tη = τ
a
end, ∀vi ∈ Vend
3: vη ← argmax
vi∈Vend
[
Ωi + ρi ×
(
τ di − τ ai
)]
. end vertex
4: F ← Ωη + ρη ×
(
τ dη − τ aη
)
. monitoring effectiveness
5: repeat
6: vprev ← ψη . previous vertex along trajectory
7: e← 〈vprev, vη〉 . find edge into vη
8: yˆi ← pη . waypoint position
9: tai ← tae . waypoint arrive
10: tdi−1 ← tde . previous waypoint depart
11: vη ← vprev, i← i− 1 . move to previous vertex
12: until vη ∈ Vstart
13: yˆi ← pη, tai ← t1
14: return [[{yˆ}, {ta}, {td}], F ] . trajectory, path weight
includes finding the optimal vstart ∈ Vstart and vend ∈ Vend. We
then analyse the optimality and time complexity of the full
algorithm, and discuss practical considerations.
A. Forward Pass
The longest-path search begins with a forward pass through
the graph that visits the nodes in topological order. A topo-
logical ordering of the vertices can be found by visiting vi in
order of ascending time t = τ ai . This can be thought of as a
sweeping plane as illustrated in Fig. 5 and described in Alg. 5.
The sweep-plane represents a plane covering P at a particular
time t, and moves linearly through increasing time T (line 3).
A vertex vi is explored once the sweep-plane reaches t = τ ai
(line 4). For efficient evaluation of the vertex set in line 4,
V should be pre-sorted by ascending τ ai . When vi is explored
(line 5), all edges e leading in to vi are compared (line 6)
and the optimal previous vertex with an edge into each vi
is denoted ψi. The sum of weights along the optimal path
leading to vertex vi through edge eψi is calculated recursively
and denoted Ωi (line 7).
B. Backtracking
Lastly, the optimal solution path is found by backtracking
from a vend ∈ Vend to a vstart ∈ Vstart, as described in Alg. 6.
The end vertex is chosen as the vertex in Vend with the highest
path weight (line 3). The algorithm proceeds by recursively
following the back-pointers ψ until a vstart ∈ Vstart is reached
(lines 5-12). Backtracking will always lead to a vstart ∈ Vstart
due to the adjustments in Sec. V-C. The expected monitoring
effectiveness is F = Ωend +ρ×
(
τ dend − τ aend
)
, since the weight
of the end vertex is not accounted for by the edge weights.
C. Analysis
1) Graph search optimality: For each vi, the forward pass
calculates the preceding vertex ψi and the sum of edge weights
Ωi for the optimal path from any vstart ∈ Vstart to vi, if the
mission were to end at time τ ai . The algorithm recursively
solves optimal sub-problems until the optimal path through
the graph is found, and therefore the full problem is solved
optimally relative to the resolution of the graph.
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2) Time complexity: Time complexity is analysed as fol-
lows. Let the spatial resolution be |P|, temporal resolution
|T |, number of vertices |V| and number of edges |E|. The
complexity for generating the set of vertices is O(|V|) =
O(|P| · |T |) and for the edges is O(|E|) = O(|V|2).
Therefore the computation time for generating the graph is
O(|V|2) = O(|P|2 ·|T |2). The topological sort has complexity
O(|V| log |V|), the graph search forward pass has complexity
O(|V| + |E|), and the backtracking has complexity O(|T |).
Therefore the computation time of the sweep-plane algorithm
overall is O(|P|2 · |T |2).
3) Practical considerations: In practice there is a trade-off
between solution quality and runtime of the algorithm. Firstly,
the algorithm requires finite spatial and temporal resolutions,
since the computation requires a finite set of vertices. This
is not limiting since, in practice, there is little benefit in
having a resolution higher than the positioning accuracy of
the tracker vehicle. Secondly, for some prediction models it
may be impractical to solve the observation value integral (1)
exactly. In our experiments we solve (1) using Monte Carlo
integration, such that the belief of the target’s trajectory is
approximated by a set of particles.
VII. EXPERIMENTS
This section describes simulation experiments that illus-
trate the behaviour of the algorithm and advantages of the
probabilistic formulation. First, we compare the current plan-
ning algorithm to previous algorithms for deterministic AUV
missions [23]. Second, we give an illustrative example that
demonstrates the advantage of the probabilistic formulation
of the problem. Third, we evaluate planning with probabilistic
predictions that model temporal uncertainty. Later in Sec. VIII,
we demonstrate planning with two realistic trajectory and ob-
servation model implementations for application case studies.
A. Missions and Parameters
The following simulations were performed using the same
target trajectories and parameter values as the real AUV
missions described in [23]. Two hour-long AUV missions
are considered as target trajectories, named Middle Harbour
(depicted in Fig. 6) and Jervis Bay. In [23], these missions
were executed by a REMUS 100 AUV. Both missions alternate
between densely scanning local regions of interest and moving
in straight lines between these regions. Two extreme cases for
the trajectory are also considered: circular is a circular path
with radius slightly less than the monitoring range, and linear
is a straight path.
Parameter values are as follows: r = 200 m monitor-
ing range for an r-disk communication model (defined in
Sec. III-D), 2 m/s constant target speed, 25 m grid spacing,
∆t = 10 s time steps, travel time between tracker waypoints
δ(yˆi, yˆj) =
‖yˆj − yˆi‖
‖y˙‖ + Tpen,
with ‖y˙‖ = 5 m/s tracker speed and Tpen = 30 s constant
penalty for deploying and retrieving the monitoring hardware,
and fixed start and end conditions, yˆ1 = E[X1] and yˆM =
Fig. 6. Deterministic AUV mission plan from [23] used in the simulations.
It is a 1 hour mission for a REMUS 100 AUV in Middle Harbour, Sydney.
Starts at orange dot (near middle) and ends at blue dot (bottom right).
TABLE I
SIMULATION RESULTS FOR DETERMINISTIC TARGET TRAJECTORIES.
THE TWO PLANNERS OUTPUT IDENTICAL SOLUTION TRAJECTORIES.
Deterministic Probabilistic
Mission F/T M |V| time (s) |V| time (s)
Middle Harbour 79.5 8 2860 0.5 49483 101
Jervis Bay 79.2 7 3121 0.6 59146 144
circular 95.8 3 1203 0.3 27338 32
linear 52.2 6 430 0.2 8062 3.7
Columns: Monitoring effectiveness as a percentage of mission duration;
Num. stopping locations M ; Num. vertices |V|; Computation time (s).
E[XN ] respectively, so that the tracker is in an appropriate
position to deploy and recover the target vehicle. Computation
times are shown for an unoptimised MATLAB implementa-
tion, running on a single core of an Intel i7 processor.
B. Deterministic Target Trajectory
Table I shows simulation results for four deterministic target
trajectories. The deterministic and the probabilistic algorithms
output the same solution trajectories, however the deterministic
algorithm had a lower computation time due to the reduced
number of vertices. The linear trajectory resulted in the lowest
monitoring effectiveness since a straight-line target trajectory
means the tracker cannot cut corners to reduce travel time. The
linear trajectory required the fewest number of vertices since
the convex hull of a straight line has the smallest area. The
computation time is approximately quadratic in |V| (regression
fit with R2 > 0.99), which agrees with the theoretical analysis.
The algorithm shows a small improvement in the monitoring
effectiveness over the greedy algorithm and genetic algorithm
results reported in [23]. The key advantage of the proposed
sweep-plane algorithm is guaranteed and faster runtime (the
deterministic algorithm is approximately 50 times faster than
the genetic algorithm), and provably optimal solutions, as well
as the applicability to probabilistic scenarios as demonstrated
in the following experiments.
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Fig. 7. Comparing planning with a deterministic model to planning with a
probabilistic model. Green lines are sample target trajectories drawn from the
probabilistic model. Red regions represent the monitoring range around the
chosen stopping locations. Probabilistic planner achieves higher monitoring
effectiveness since it selects regions with low spatial uncertainty.
C. Planning with Uncertainty
We demonstrate how planning while taking into account
an accurate model for the uncertainty of the target trajectory
improves the monitoring effectiveness. Figure 7 presents a
target mission that alternates between sections with high
spatial uncertainty and low spatial uncertainty.
Figure 7(a) shows the optimal stopping locations for the
tracker if there were no uncertainty in the target trajectory.
Figure 7(b) shows the solution when planning with a proba-
bility distribution Di that accurately models the uncertainty.
The advantage of the probabilistic planning is that it chooses
to stop at and stay longer in the regions with lower spatial
uncertainty. For a Monte Carlo simulation drawing 10000
sample target trajectories, the deterministic planner has a mean
monitoring effectiveness (as a percentage of mission duration)
F/T = 47.5 %, while the probabilistic planner improves on
this with F/T = 54.1 %. The solution path length given by the
deterministic planner overestimates the expected monitoring
effectiveness; conversely, the probabilistic planning accurately
predicts the expected monitoring effectiveness.
D. Probabilistic Trajectory with Temporal Uncertainty
Now we consider an example probabilistic target trajectory
for an agent with uncertain speed. For a target with accurate
localisation, uncertainty in position is usually due to variance
in speed, rather than deviation from the path. To describe this,
at time ti the target is a distance di along the path from the
start. We define di by the recursive equation
di+1 = di + ∆td˙i, (7)
where the speed d˙i along the path at any time instance is
assumed to be drawn from a Gaussian distribution that is
independent of other time instances:
d˙i ∼ N
(‖x˙‖ave, σ2/∆t) .
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Fig. 8. Monte Carlo simulation results for a probabilistic target with uncertain
speed (10000 samples); planning with (right bars) and without (left bars)
taking into account the uncertainty model (8). F/T on vertical axes; σrate
(uncertainty growth rate) on horizontal axes. Error bars show the sample
minima, quartiles and maxima.
The general solution to (7) (distance travelled along the path),
for d1 = 0 with zero uncertainty, is also Gaussian, with mean
and variance increasing linearly over time:
µi = ‖x˙‖aveti and Σi = σ2ti. (8)
Figure 8 shows the results of Monte Carlo simulations
performed by drawing 10000 sample target trajectories directly
from (7), with the objective function evaluated for the planned
tracker trajectory. Planning was performed using the mean
only with no uncertainty (left bars) or using the uncertainty
model (8) (right bars). The horizontal axes shows varying
speed uncertainty σ ∝ σrate, where σrate is the standard
deviation of completion time in minutes for a 1 hour mission.
The monitoring effectiveness is significantly higher when
planning using the uncertainty model, since the planner can
choose to stop longer in regions with low spatial uncertainty.
A single-tailed paired t-test confirms this performance im-
provement (p < 0.001) for all 20 missions except linear
with σrate ≥ 4. The probabilistic planning did not achieve
significant improvements for the linear missions since there
are no mission portions with relatively low spatial uncertainty
(e.g., where the path folds back on itself). The monitoring
effectiveness for all scenarios decreased as the uncertainty
increased, since the probability of the target being within
the 200 m communication radius at any position decreases.
The monitoring effectiveness for the circular mission is less
affected by increasing uncertainty since all possible positions
for the target are within 200 m of a stopping location in the
centre of the circle. The circular mission does not quite reach
100 % monitoring effectiveness since the tracker is required to
travel from the start location and to the end location.
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(a) Eight sample paths from middle right (orange star) to bottom right.
Magnified inset (right) illustrates the path uncertainty (not considering temporal
uncertainty) in the middle region of the mission.
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(b) Spatial uncertainty over the mission duration. Measured as standard devia-
tion of position for 1000 sample trajectories.
Fig. 9. Example predicted AUV trajectory given by the prediction model
described in the case study, for the Middle Harbour mission (Fig. 6).
VIII. APPLICATION CASE STUDIES
In this section we present application case studies in AUV
and pedestrian monitoring to demonstrate the relevance and
applicability of the problem formulation and algorithm to
real-world scenarios. The purpose of the case studies is to:
1) demonstrate feasibility of the problem formulation and
algorithm for realistic scenarios; 2) formulate implementations
of realistic probabilistic prediction and observation models;
3) detail choices made while implementing our planner;
4) present extensive simulated experiments under various mod-
elling assumptions; and 5) evaluate and discuss the simulation
results with real data and Monte Carlo simulations.
A. AUV Mission Monitoring
Our first case study is for a mission monitoring scenario
where an AUV is monitored by a surface vessel. We first
formulate a realistic probabilistic model of the scenario,
and then evaluate the performance of the algorithm under
various modelling assumptions. The probabilistic formulation
features a realistic probabilistic trajectory model (illustrated
in Fig. 9) and an underwater acoustic communication model
(Fig. 10). The formulation takes into account various causes of
uncertainty in typical AUV missions in ocean environments,
including localisation error, ocean currents, unpredictable mis-
sion pauses and unreliable communication. The formulation
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Fig. 10. Underwater acoustic communication model used in the AUV mission
monitoring case study.
is motivated by our experiences with a REMUS 100 AUV in
ocean environments, although is general enough to be adapted
for other scenarios. The following simulation results show the
advantages of taking into account these uncertainties when
planning the trajectory of the monitoring surface vessel.
1) Simulation scenarios: We compare planning with and
without a probabilistic AUV trajectory model, and with and
without an acoustic communication model. The probabilistic
trajectory model, detailed below, generates a set of 100 Monte
Carlo sample paths to represent the belief of the AUV’s
trajectory. The deterministic trajectory model is generated with
a single simulation that assumes zero uncertainty. The acoustic
communication model, detailed below, describes the probabil-
ity of successful communication for a given distance between
the AUV and the surface vehicle. The planning scenarios
without the communication model use an r-disk model with
r = 264.2 m, so that the two models have equal centroids. The
tracker parameters are the same as in Sec. VII-A, and planning
is performed using the probabilistic algorithm in all cases. The
following subsections describe in detail our formulation for
implementing realistic prediction and communication models.
2) AUV prediction model implementation: The prediction
model for the AUV’s motion is formulated probabilistically
by adding various random disturbances to the deterministic
mission plans in Sec. VII. The sequence of spatial proba-
bility distributions (D1, D2, ..., DN ) of the AUV’s position
is represented as a set of Monte Carlo sample trajectories
of the following model. Each sample trajectory is calculated
by iteratively: 1) updating the state by sampling a stochastic
kinematics model, 2) adding localisation noise, and then 3)
updating the controller using either a closed-loop control
policy or executing a surfacing behaviour. Fig. 9(a) shows
an example set of sample paths and Fig. 9(b) shows the
spatial uncertainty (caused by path uncertainty and temporal
uncertainty) over the duration of the Middle Harbour mission.
The stochastic kinematics model for the AUV is described
as follows. The AUV moves through R2 with position coor-
dinates (xx, xy) relative to a fixed earth frame and heading θ.
The standard unicycle robot kinematics model, with speed
v and angular velocity ω, is extended to include varying
ocean currents (c˙x, c˙y), speed and angular velocity control
uncertainty (εv and εω respectively) and a maximum angular
IEEE TRANSACTIONS ON ROBOTICS, VOL. ??, NO. ??, ??? ???? 13
TABLE II
SIMULATION RESULTS WITH THE PROBABILISTIC AUV PREDICTION MODEL AND UNDERWATER ACOUSTIC COMMUNICATION MODEL.
Planning Scenario Results Computation
Mission Predictions Communications F/T full model F/T planner M |V| time (s)
Middle Harbour Prob. Acoustics 68.05 67.90 7 61,265 177
Prob. r-disk 64.14 82.06 6 105,947 324
Det. Acoustics 65.13 73.64 7 61,052 131
Det. r-disk 57.78 87.51 7 96,350 267
Jervis Bay Prob. Acoustics 65.83 65.57 10 80,401 309
Prob. r-disk 57.19 81.94 8 142,692 603
Det. Acoustics 61.18 74.43 9 85,137 245
Det. r-disk 53.58 86.19 7 133,501 514
circular Prob. Acoustics 57.68 57.68 13 54,294 127
Prob. r-disk 48.23 90.43 5 99,569 280
Det. Acoustics 52.37 67.46 14 53,778 105
Det. r-disk 50.06 97.29 3 86,099 205
linear Prob. Acoustics 55.35 54.32 7 14,233 54
Prob. r-disk 53.20 60.97 6 20,061 40
Det. Acoustics 53.53 60.85 7 10,220 26
Det. r-disk 50.15 66.94 5 13,079 24
Columns: Monitoring effectiveness as a percentage of mission duration for probabilistic simulator and communication model; Objective function value
(as a percentage of mission duration) output by planner, with respect to the planning scenario rather than the full model; Num. stopping locations M ;
Num. vertices |V|; Computation time (s). Best results with respect to full model are in bold.
velocity control ω¯, giving the first-order equations:
x˙x = (v + εv) cos θ + c˙x
x˙y = (v + εv) sin θ + c˙y
θ˙ = ω + εω, −ω¯ ≤ ω ≤ ω¯.
The exact position of the AUV is not known and therefore
the following controller is instead a function of the position
estimate (x˜x, x˜y). The position estimate has localisation error
(εx, εy), such that (x˜x, x˜y) = (xx + εx, xy + εy).
We model the AUV’s controller using the non-linear feed-
back control policy in [37, Ch. 9.3] that controls the angular
velocity ω. This policy has the goal of reducing the difference
between the current position/heading and the projection onto
the desired path of the deterministic mission plan. This policy
is asymptotically stable for the standard unicycle model under
standard assumptions [37], and simulations suggest it is also
suitable for our extended kinematics model.
Some AUVs require pausing the mission and surfacing to,
for example, receive a GPS fix or transmit data. We model
unpredictable surfacing events as a stationary Poisson point
process [57] with average rate λ. The length of time that the
AUV surfaces for each event is drawn from a known probabil-
ity distribution. The AUV is unpowered while surfacing and
therefore drifts with the ocean currents, i.e., x˙x = c˙x, x˙y = c˙y
and θ˙ = 0. Additionally, we assume that the localisation
uncertainty is reset to zero while surfacing, i.e., εx = εy = 0.
The parameters of the model for our simulations are defined
as follows. All probability distributions are Gaussian with
mean µ and standard deviation σ, except where stated. The
ocean currents in each axis have µ = 0 m/s, σ = 1 m/s
(although environment specific models [32] could be used
if available), speed has µ = 2 m/s, σ = 0.5 m/s, maximum
angular velocity ω¯ = pi/32 rad/s, angular velocity error has
µ = 0, σ = pi/64 rad/s, localisation error accumulates linearly
over time (e.g. due to using dead-reckoning) according to
εt+1x = ε
t
x +N
(
0, ς2/∆t
)
εt+1y = ε
t
y +N
(
0, ς2/∆t
)
,
with ς = 0.3 m and εx = εy = 0 initial conditions, average
surfacing rate λ = 1 /hour and a surfacing period uniformly
distributed between 0 and 5 min.
3) Acoustic communication model implementation: Acous-
tic communication in ocean environments between an AUV
and a surface vessel is highly unreliable. We simulate commu-
nication using a realistic underwater acoustic communication
model proposed in [24]. This model defines the probability of
successful communication of a packet of data as a function
of distance between two locations. The model parameters are
functions of various characteristics of the environment and
the communication hardware, such as transmission power,
frequency, water depth, wind speed and shipping noise. The
resulting model for chosen parameters is shown in Fig. 10.
4) Planner implementation: The planner requires evalu-
ating the expected monitoring effectiveness (1) for stopping
and monitoring at each candidate stopping location and time.
For this case study, we compute the integral (1) as the
normalised sum of the communication probabilities (given
by the communication model) at the sampled AUV positions
(given by the AUV trajectory prediction samples).
The planner also requires a predefined set of candidate stop-
ping locations, and the algorithm is optimal with respect to this
set. For this case study we employ an adaptive grid spacing so
that the planner focuses more attention on promising regions.
This is achieved by setting the grid spacing to 25 m in regions
and times where the probability of successful communication
E[f˜ ] is greater than 0.6, 50 m for E[f˜ ] > 0.4, 100 m for
E[f˜ ] > 0.2, and ignoring regions where E[f˜ ] ≤ 0.2.
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Fig. 11. The simulated office environment with an example observed
trajectory (solid-orange), current position (yellow circle), 15 goal regions
(green rectangles, with shade proportional to prediction probability), future
trajectory prediction particles (colour changes over time), and the ground-
truth future trajectory (dashed orange).
5) Results and discussion: Table II shows the simulation
results for the four example missions and four planning
scenarios. For each planning scenario, the first results column
shows the monitoring effectiveness (as a percentage of mission
duration) of the planned tracker trajectory when simulating the
full prediction and communication models. For all missions,
planning with the full prediction and communication models
(1st row) achieves the highest monitoring effectiveness, which
highlights the advantage of the probabilistic formulation.
Planning with deterministic predictions and the acoustic
model (3rd row) achieves a moderate improvement in monitor-
ing effectiveness over planning with probabilistic predictions
and the r-disk model (2nd row). This suggests the communica-
tion model is more valuable than the probabilistic predictions
in this instance; however, using both is the most valuable.
The objective function computed by the planner (2nd results
column), which is measured relative to the current planning
scenario rather than the full model, significantly overestimates
the monitoring effectiveness relative to the full probabilistic
model (1st column). This overestimate is worse in the 4th rows
since the deterministic planning scenario is most different to
the full probabilistic model.
The number of stopping locations M is similar for all
planning scenarios for three of the missions. However, for the
circular mission, planning with the acoustics model results
in more than double the number of stops than the r-disk
model. This is because the acoustics model favours being
close to the AUV and therefore the planner chooses to make
many short stops near the predicted AUV position. The r-disk
model treats all samples within the communication range as
equally effective, and (for the deterministic trajectory case) all
samples are within communication range of a single stopping
location in the centre of the circle. Although the time spent
deploying and retrieving the monitoring hardware is longer
for the acoustic model case, the monitoring effectiveness is
improved since the chosen stopping locations and times have
a higher probability of successful communication.
The computation time is approximately quadratic in the
number of vertices in the search graph |V| (quadratic regres-
Fig. 12. The environment of the dataset [38] with 50 example pedestrian
trajectories and 12 selected goal regions (green), as presented in [20].
sion has R2 = 0.97), which agrees with the time complexity
analysis. In most cases, using deterministic predictions is
slightly faster than probabilistic predictions, since it takes
less time to generate the trajectory model and evaluate the
observation value (1). Note that due to the filtering for the
adaptive grid-spacing, the acoustics model was significantly
faster than the r-disk model. The computation time for the
fourth scenario could be reduced by using the deterministic
planner instead (tested in Sec. VII-B) without compromising
performance. In practical applications where computation time
is more important than monitoring effectiveness, this planning
scenario may be more desirable.
B. Pedestrian Monitoring in Cluttered Environments
Our second case study is for a mission monitoring scenario
where an aerial or ground vehicle monitors or aids a pedestrian
or other similarly behaving agent. Similar to the first case
study, we first formulate a realistic probabilistic model of the
scenario, and then evaluate the performance of the algorithm
under various modelling assumptions. The probabilistic for-
mulation features a multi-modal intention-inference trajectory
prediction model [20] (illustrated in Fig. 11), and a visibility-
based observation model that takes into account occlusions in
a cluttered environment. Motivating scenarios include filming
a sporting event with a mobile camera but stationary filming
locations, tracking an animal, monitoring boats in a cluttered
harbour, aiding a disabled person, or monitoring other robots
moving around a warehouse.
1) Simulation scenarios: The simulation results compare
planning with and without taking into account the proba-
bilistic prediction model, as well as with and without taking
into account the occlusions in the observation model. The
probabilistic predictions, detailed below, are represented by
a set of 100 Monte Carlo sample paths, which are biased
random walks through a probabilistic roadmap (PRM). The
deterministic prediction is defined as the maximum likelihood
estimate of the probabilistic model, which is the shortest path
to the most likely goal region. Predictions were performed
after the target moved through 5 edges of the PRM to improve
the estimation precision. The tracker moves on average 5 times
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TABLE III
SIMULATION RESULTS WITH THE PROBABILISTIC PEDESTRIAN PREDICTION MODEL AND r-DISK WITH OCCLUSIONS OBSERVATION MODEL. THE
PEDESTRIAN DATASET HAD 442 PEDESTRIAN TRAJECTORIES, AND THE OFFICE ENVIRONMENT HAD 100 RANDOM TRAJECTORIES.
Planning Scenario Results Computation
Environment Predictions Occlusions F/T full model F/T ground truth M |V| time (s)
Pedestrian dataset Prob. Yes 56.11 (6.55) 66.74 (12.84) 2.54 (0.56) 6,026 (1,183) 3.0 (0.6)
Prob. No 55.55 (7.09) 65.86 (13.95) 2.50 (0.55) 6,155 (1,197) 1.6 (0.4)
Det. Yes 51.14 (9.07) 63.03 (16.22) 2.02 (0.20) 1,971 (497) 0.7 (0.1)
Det. No 50.14 (9.51) 62.36 (16.76) 1.99 (0.11) 1,994 (472) 0.6 (0.1)
Office environment Prob. Yes 35.94 (9.45) 64.73 (23.77) 3.52 (1.00) 5,554 (2,847) 3.2 (1.5)
Prob. No 30.09 (9.08) 56.86 (23.88) 2.98 (0.87) 7,233 (3,504) 2.2 (1.3)
Det. Yes 29.54 (9.06) 50.47 (26.17) 2.09 (0.42) 834 (411) 0.5 (0.1)
Det. No 25.52 (8.23) 45.85 (23.05) 1.80 (0.43) 1,240 (591) 0.5 (0.1)
Columns: Mean monitoring effectiveness as a percentage of mission duration for probabilistic predictions and r-disk with occlusions observation model;
Mean monitoring effectiveness as a percentage of mission duration for ground truth trajectory and r-disk with occlusions observation model; Num.
vertices |V|; Computation time (s). Standard deviation in parenthesis. Best results with respect to full model and ground truth in bold.
faster than the target, and both agents avoid collisions with
static obstacles. The tracker starts at the same position as the
target while the end position is to be optimised by the planner.
We consider two environments and ground truth trajecto-
ries: a footpath environment with a real pedestrian trajectory
dataset2 with 442 trajectories [38] (Fig. 12) that was used
for validation of the prediction algorithm [20], and a more
cluttered office environment with 100 random trajectories
drawn from the same dynamics model (Fig. 11).
2) Trajectory prediction model implementation: The pre-
diction model for the target uses the intention inference
trajectory prediction model proposed in [20]. Fig. 11 shows
an example environment, trajectory and prediction. In this
model, the target is assumed to be driven by the high-level
intention to move to an unknown goal region within a cluttered
environment. Prediction is based on the observed trajectory
and a static environment map. The prediction algorithm first
estimates the intended goal region using a recursive Bayes’
approach, and then uses the resulting probability distribution
to perform Monte Carlo sampling of random walks through a
PRM. Each random walk biases towards shortest paths to the
estimated goal regions. The random walks are interpolated us-
ing a stochastic speed to give a set of 100 particles representing
the predicted position of the target at every future timestep.
3) Observation model implementation: The tracker ob-
serves the target only when within an observation range (r-
disk model) and the line-of-sight is not occluded by the
static obstacles in the environment. As a comparison, we also
consider an r-disk model that ignores occlusions. For the
simulations we let r be 20 % of the width of each environment.
4) Planner implementation: For this case study, the tracker
plans a path through a probabilistic roadmap that respects
static obstacles in the environment. To achieve this, the spatial
discretisation set P1 used during the vertex generation phase of
the planner is defined as the same vertices in the PRM used by
the prediction algorithm. The travel time between waypoints
for the tracker is proportional to the shortest path through the
euclidean-distance PRM plus a constant.
2Dataset published at: graphics.cs.ucy.ac.cy/research/downloads/crowd-data
Since the PRM respects static obstacles, there are regions of
the environment where the tracker cannot stop. This violates
the condition CH ⊆ Yˆ (Condition 2) required for Lemma 2
and therefore the convex hull culling P3 cannot be used. This
may increase runtime but does not affect optimality.
5) Results and discussion: The simulation results are shown
in Tab. III averaged over the set of trajectories for each envi-
ronment. A single-tailed paired t-test supports the hypothesis
that in both environments, planning with the probabilistic
model and the occlusions achieves a significantly higher
monitoring effectiveness than the other planning scenarios.
The hypothesis achieved statistical significance (p < 0.001 in
all cases) when measured assuming either the full probabilistic
trajectory prediction (1st results column) or the ground truth
trajectories (2nd results column).
Planning while taking into account occlusions achieved a
significant improvement in monitoring effectiveness compared
to planning while ignoring the occlusions, and therefore shows
the benefit of planning with a more accurate observation
model. These improvements were more significant in the
office environment compared to the footpath, since the office
environment is more cluttered and therefore a larger portion
of the in-range region was occluded from most positions.
In the office environment, the ground truth trajectories were
samples generated from the probabilistic model, and therefore
the monitoring effectiveness improvements between planning
with the probabilistic to the deterministic model were similar
when measured relative to the full model or to the ground truth.
In the footpath environment, the ground truth trajectories were
taken from the real pedestrian dataset, and the probabilistic
planning still had a higher monitoring effectiveness than the
deterministic planning. This suggests the intention inference
model was a better estimator for the pedestrian trajectories
than the shortest path model, and therefore improved the
planning performance. Note that the ground truth monitoring
effectiveness was much higher than the full model, since the
former was measured up until the time when the sample tra-
jectory reached the goal region, while the latter was measured
until the longest sample reached its goal region.
The computation times for these simulations were faster
than the AUV mission monitoring experiments due to the
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shorter planning horizon. Planning without occlusions was
faster than planning with occlusions since the line-of-sight
collision checking was time consuming. The deterministic
planning was significantly faster than the probabilistic plan-
ning due to requiring fewer vertices, and therefore may be
more desirable in practical situations where computation time
is more important than monitoring effectiveness.
IX. DISCUSSION AND FUTURE WORK
We have proposed a spatiotemporal optimal stopping for-
mulation and a polynomial-time sweep-plane algorithm for
the stochastic mission monitoring problem. The algorithm
solves the problem with a reduction to a longest-path search
through a directed acyclic graph. The graph construction phase
further reduces the size of the search space by exploiting
geometric characteristics of the problem under reasonable
assumptions. The simulation results validate the performance
of our algorithm, show the value of the probabilistic formu-
lation and describe implementations of probabilistic models
for realistic applications. The algorithm admits a general class
of probabilistic trajectory prediction models and probabilistic
observation models, and therefore is applicable to a variety
of real-world problems, such as the demonstrated AUV moni-
toring and pedestrian monitoring applications. Our implemen-
tation is unoptimised, but still exhibits reasonable clock-time
performance ranging from milliseconds to a few minutes. Our
results show the algorithm is feasible for operational use as is,
and motivate important extensions as avenues of future work.
In particular, we are interested in extending the approach to
allow replanning for partially known mission trajectories that
are discovered over time. For simple assumptions, replanning
can be performed by repeating the algorithm when new
information is obtained. For more complex scenarios, where
the mission discovery depends on the tracker observations,
the planner may need to consider the value of obtained in-
formation when planning sequences of stopping locations and
times. In this case, the problem is likely to be intractable, and
therefore extensions that give approximately optimal solutions
should be developed.
Additionally, it would be interesting to further generalise
the observation models. An orientation-dependent observation
model, such as a narrow field-of-view camera, can be ac-
commodated by adding a tracker-orientation dimension to the
search space. Time-varying observation models and dynamic
communication rates [58] can readily be addressed by redefin-
ing the observation value as a function of time. Also, other
definitions for monitoring effectiveness could be considered,
such as worst-case as opposed to expected observation time.
Larger scale operations can feature multiple tracker and
target agents, such as when multiple AUVs survey an area
while being supervised by multiple surface vessels. For multi-
target scenarios, a naive formulation that sums all targets’
observation times is tractable, but likely to give undesirable
plans that only follow a single target. An objective function
that favours dividing the observation time between the targets,
such as a minimax function, would be more beneficial, but
is likely to be intractable and approximations should be
considered. Multi-tracker scenarios can be solved by planning
in the joint action space, preferably in a decentralised manner
that is robust to unreliable communication between tracker
vehicles [59].
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