Abstract: The paper deals with a multiple species Lotka-Volterra model with infinite distributed delays and feedback controls, for which we assume a weak form of diagonal dominance of the instantaneous negative intra-specific terms over the infinite delay effect in both the population variables and controls. General sufficient conditions for the existence and attractivity of a saturated equilibrium are established. When the saturated equilibrium is on the boundary of IR n + , sharper criteria for the extinction of all or part of the populations are given.While the literature usually treats the case of competitive systems only, here no restrictions on the signs of the intra-and inter-specific delayed terms are imposed. Moreover, our technique does not require the construction of Lyapunov functionals.
Introduction
After several decades of intensive study and use of functional differential equations (FDEs) in population dynamics, it is now very well understood that the introduction of delays in differential equations leads in general to more realistic population models, and much more complex and rich dynamics. Nevertheless, delays are not harmless and often create instability and oscillations, unless they are either small or neutralized by instantaneous terms. When the delays are infinite, it is not clear how to surpass the effect of the infinite past of the system, so in order to obtain stability results some form of instantaneous dominance is expected. On the other hand, the consideration of FDEs with infinite delay is relevant to account for systems with "infinite memory", and goes back to the works of Volterra. In fact, for Lotka-Volterra systems or other general population models, whether the global stability may persist under large or even infinite delays without strictly dominating instantaneous negative feedbacks is a question that has attracted the interest of many researchers, and had partial positive answers, see e.g. Kuang [15] , Xu et al. [26] , Faria [4] , also for further references.
Recently, the study of population models with delays and controls, in particular Lotka-Volterra models, has received some attention, see e.g. [3, 8, 16, 20, 21, 24, 27] , and references therein. In this paper, we consider the following n-species Lotka-Volterra system with feedback controls and infinite delays: non-atomic at zero, which amounts to have K ii (0) = K ii (0 + ).
In biological terms, x i (t) denotes the density of the population i with Malthusian growth rate b i and instantaneous self-limitation coefficient µ i > 0, and a ii and a ij (i = j) are respectively the intra-and inter-specific delayed acting coefficients; u i (t) denotes a feedback control variable, i, j = 1, 2, . . . , n. Due to the biological interpretation of model (1.1), we are only interested in positive (or non-negative) solutions. We therefore consider solutions of system (1.1) with admissible initial conditions, i.e., 
For simplicity of exposition, we consider systems (1.1), but our study applies to more general systems of the form where all the coefficients are as in (1.1), and η ij , ν i : [0, ∞) → IR are bounded variation functions which are supposed to be normalized so that their total variation is 1, and ν i are non-decreasing on [0, ∞). Note that in (1.1) we supposed that K ij (t) ≥ 0 on [0, ∞), but the above scenario does not impose this restriction. Some of our general results however require that the kernels K ij in (1.1) are non-negative, or that the functions η ij in (1.4) are non-decreasing, although they can be easily adapted to deal with systems without such constraints.
Our study was strongly motivated by some previous works of the present authors. The uncontrolled Lotka-Volterra system with infinite distributed delays was studied by Faria [4] , and questions of partial survival and extinction of species in non-autonomous delayed Lotka-Volterra systems were addressed by Muroya in [19] , see also [18] . The works of Gopalsamy and Weng [8] and Li et al. [16] , where special cases of two-dimensional competitive Lotka-Volterra systems with controls and no diagonal delays were studied, were an important source of inspiration for the present paper. Here, the investigation refers to controlled Lotka-Volterra models of any dimension n. While the literature usually only deals with the case of competitive systems (i.e., systems with a ij ≥ 0 for j = i) with b i > 0, here no restrictions on the signs of a ij and b i will be imposed. Moreover, infinite delays are incorporated in the controls terms, see also [21] for a competitive model. Another novelty is that our method does not require the construction of a specific Lyapunov functional.
Clearly, the introduction of controls in a delayed Lotka-Volterra system might change the existence, position, and stability of equilibria. The main goal of the present paper is to address the global asymptotic dynamics of solutions to (1.1)-(1.2), in what concerns establishing sufficient conditions for the existence and attractivity of a saturated equilibrium (see [14, 15] and Section 3 for a definition) not necessarily positive. As in previous works [4, 8, 16, 21] , we assume that system (1.1) satisfies some form of diagonal dominance of the instantaneous negative terms µ i x i (t) over the infinite delay terms, involving both the population variables and the controls, so that the usual instability caused by the introduction of the delays is canceled. For some of our stability results, another prerequisite is that the uncontrolled Lotka-Volterra, system (1.1) with
possesses already a globally attractive saturated equilibrium. These assumptions, although they seem restrictive, are quite natural; moreover, here the main goal is to use the controls to change the position of the saturated equilibrium keeping its stability, as emphasised by some examples. For a biological interpretation of the use of controls, see e.g. [8, 24, 27] , also for additional references.
We now describe briefly the contents of the paper. From a theoretical perspective, dealing with FDEs with infinite delays requires a careful choice of a suitable Banach phase space (usually called a fading memory space), in order to recover classical results of well-posedness of the initial value problem, existence and uniqueness of solutions, continuation of solutions, etc. For this reason, in Section 2 we set some basic notation for FDEs with infinite delays, and insert system (1.1) into such a framework. In Section 3, after studying the existence of a unique saturated equilibrium (x * , u * ) and the boundedness of positive solutions to (1.1), Theorems 3.2 provides a general criterion for the global attractivity of (x * , u * ). Also, a sufficient condition for the dissipativeness of (1.1) is given.
In Section 4, sharper criteria are established for the global attractivity of a saturated equilibrium (x * , u * ) which is not strictly positive. In this situation, this means the extinction of all or part of the populations. Our results turn out to be particularly powerful for predator-prey models. We also emphasize that, for the uncontrolled system, we derive better results for partial (or total)
extinction than the ones in [4] . Our techniques also allow to obtain a perturbation result for nonautonomous Lotka-Volterra systems with a limiting model of the form (1.1) or (1.4), as t → ∞.
Section 5 is devoted to the particular case of a 2-dimensional Lotka-Volterra system. In Sections 4 and 5, some examples illustrate our results.
An abstract formulation
Since system (1.1) has unbounded delays, we must carefully formulate the problem by defining an appropriate Banach phase space where the problem is well-posed.
Let g be a function satisfying the following properties:
is a non-increasing continuous function and g(0) = 1;
For n ∈ I N, define the Banach space
is uniformly continuous on (−∞, 0] , with the norm
where | · | is a chosen norm in IR n . Consider also the space BC = BC(IR n ) of bounded continuous
It is clear that BC ⊂ U C g , with φ g ≤ φ ∞ for φ ∈ BC and · ∞ the supremum norm in BC. Here, BC will be considered as a subspace of U C g , so BC is endowed with the norm of U C g .
The space U C g is an admissible phase space for n-dimensional FDEs with infinite delay (cf. [12, 13] ) written in the abstract formẋ
where f : D ⊂ IR×U C g → IR n is continuous and, as usual, segments of solutions in the phase space U C g are denoted by x t , x t (s) = x(t + s), s ≤ 0, with components x t,i . Therefore, the standard results on existence and uniqueness of solutions for the Cauchy problemẋ(t) = f (t, x t ), x 0 = ϕ hold when f is regular enough and ϕ ∈ BC. Moreover, since U C g is a fading memory space, bounded positive orbits are precompact in U C g [9] .
We now set an appropriate formulation for problem (1.1)-(1.2). From [10] and [6, Lemma 4.1], for any δ > 0 there is a continuous function g satisfying (g1)-(g3) and such that
When dealing with systems (1.4), where the more general linearities are given by bounded variation functions η ij (s), ν i (s) with total variation 1 and ν i (s) non-decreasing, the above formulas (2.2)
should be replaced by
Whenever an abstract setting is required, in what follows we shall always assume that (1.1) takes the abstract form (2.1) in the phase space U C g = U C g (IR 2n ), for some fixed δ > 0 and function g satisfying (g1)-(g3) and (2.2), and consider solutions with initial conditions
where (ϕ, ψ) ∈ BC(IR 2n ). System (1.1) has a unique solution (x(t), u(t)) = (x(t; ϕ, ψ), u(t; ϕ, ψ)) satisfying (2.4). Moreover, since only positive or non-negative solutions of (1.1) are biologically meaningful, we restrict our framework to positive or non-negative initial conditions. A vector
x ∈ IR n is said to be positive, or non-negative, if all its components are positive, or non-negative, respectively, and we write x > 0, x ≥ 0, respectively. We define and denote in a similar way positive and non-negative functions in BC, and positive and non-negative matrices as well. As usual, we use the notation IR n + = {x ∈ IR n : x ≥ 0}. In the space U C g , a vector c is identified with the constant function ψ(s) = c for s ≤ 0.
Consider the positive cone
As set of admissible initial conditions for (1.1), we take the subset BC
It is easy to see that all the coordinates of solutions with initial conditions in BC + , respectively BC + 0 , remain nonnegative, respectively positive, for all t ≥ 0 whenever they are defined.
In the sequel, we shall consider norms
For such norms in IR N , in order to be more explicit, we denote the norm in U C g by · g,d ,
.
Existence and global attractivity of a saturated equilibrium
In the absence of controls, the Lotka-Volterra system reads as
for which
is designated as the interaction community matrix. As for ordinary differential equations (ODEs), the algebraic properties of M 0 determine many features of the asymptotic behaviour of solutions to (3.1) (cf. e.g. [4, 5, 14] ). Clearly, the introduction of controls might change the dynamics of (3.1). Here, the main aim is to use the controls to change the position of a globally attractive equilibrium, and give general criteria for its attractivity.
For (1.1), we define the controlled community matrix as
We also consider the matriceŝ
Note that (x * , u * ) ∈ IR n × IR n is an equilibrium of (1.1) if and only if
Throughout the paper, we shall use the definition of a saturated equilibrium. is unstable. In fact, system (1.1) and the ODE system in IR When analysing (1.1), our concepts of attractivity and stability always refer to the set of admissible solutions, i.e., to solutions (x(t), u(t)) = (x(t; ϕ, ψ), u(t; ϕ, ψ)) with (ϕ, ψ) in the set of admissible initial conditions. In particular, an equilibrium (x * , u * ) of (1.1) is globally attractive if all solutions (x(t), u(t)) of (1.1) with initial conditions (
and it is globally asymptotically stable (GAS) if it is stable and globally attractive.
We recall some concepts from matrix theory which will be used in the next sections. It is well-known that there are several equivalent ways of defining M-matrices, non-singular M-matrices and P-matrices; in [7] , these matrices are also designated by matrices of classes K 0 , K and P , respectively. See [1, 7, 14] for further properties of these matrices. In particular, we recall that a square matrix with non-positive off-diagonal entries is an M-matrix (respectively, a non-singular M-matrix) if and only if all its principal minors are non-negative (respectively, positive); so any non-singular M-matrix is a P-matrix. A related concept is the notation of a Volterra-Lyapunov stable (VL-stable for short) matrix, i.e., an n × n matrix B = [b ij ] for which there exists a positive vector
is VL-stable then B is also a P-matrix; the converse is true for the particular case of a 2 × 2 matrix, but not for higher dimensions. For Lotka-Volterra ODE systems of the which is a global attractor of all solutions with initial conditions x 0 = ϕ ∈ BC + 0 (IR n ). The idea now is to prove a similar result for system (1.1). We start by studying the existence of a saturated equilibrium and the boundedness of solutions to (1.1).
Theorem 3.1. Assume that M is a P-matrix, where M is the controlled community matrix in (3.3). Then, there is a unique saturated equilibrium
Proof. If M is a P-matrix, then for each vector b = (b 1 , . . . , b n ) ∈ IR n there is a unique non-
is the unique saturated equilibrium of (1.1).
If all coefficients in (1.1) are positive, then clearly all positive solutions are bounded, since
) hold, and positive solutions of the logistic ODEs y ′ (t) = y(t)(b i − µ i y(t)) are bounded. This is not however the case if we allow some of the coefficients a ij to be negative, unless further constraints on M 0 are imposed. Proof. Solutions of (1.1) with initial conditions (1.2) are positive, whenever they are defined. For (1.1) written in the abstract form X ′ (t) = F (X t ), the function F transforms bounded sets of SinceM 0 is a non-singular M-matrix, there is a positive vector η = (η 1 , . . . , η n ) such that
Choose an arbitrarily small δ > 0 so that
and a function g for which (g1)-(g3) and (2.2) hold.
, we further consider IR 2n equipped with the norm | · |η given by
Let (x(t), u(t)) = (x 1 (t), . . . , x n (t), u 1 (t), . . . , u n (t)) be a positive solution of (1.1). We claim
For the sake of contradiction, assume that (3.7) fails. Then, for any K > 0 there exists T > 0 such that
, and sufficiently large to be specified later.
which is not possible since the definition of T implies u
for some i ∈ {1, . . . , n}. Clearly
(3.9)
From (1.1) and (3.9), we obtain
By (3.6), this is a contradiction if
In fact, a better criterion for the uniform boundedness of all positive solutions of (1.1) will be given later (cf. Theorem 3.3).
Note thatM 0 =M + C where C is a positive diagonal matrix. By Theorem 5.1.1 of [7] , it follows that ifM an M-matrix, thenM 0 is a non-singular M-matrix. Now, ifM 0 is a non-singular M-matrix, there is a positive vector η = (η 1 , . . . , η n ) such thatM 0 η > 0, i.e., µ i η i > n j=1 |a ij |η j for 1 ≤ i ≤ n (cf. [7] ); in particular, this implies 'diagonal dominance' of M 0 , in the sense that [14, p. 201] , it follows that ifM 0 is a non-singular M-matrix, then −M 0 (and hence −M as well) is VL-stable, and therefore a P-matrix.
Lemma 3.2. Assume that the matrixM in (3.4) is an M-matrix, and that the unique saturated equilibrium
is locally asymptotically stable.
Proof. As observed, ifM is an M-matrix then M is a P-matrix, and there is a unique saturated equilibrium (x * , u * ). The linearisation of (1.1) about (x * , u * ) is given by
with y(t), v(t) ∈ IR n , and the (2n) × (2n) matrix B and the linear operator L :
where
, and
For ( e 1 , . . . , e 2n ) the canonical basis of IR 2n , define
It is easy to see that the matrices L,L are equivalent to, respectively,
are obtained from M,M , respectively, by multiplying each line i by x * i . Hence, it follows that det L = 0 and thatL is an M-matrix as well. From [4] , we derive that the linear system (3.10) is exponentially asymptotically stable.
We remark that if x * i = 0, then the ith-line of the above matrix L i ( e j ) is zero. Hence, a saturated equilibrium (x * , u * ) of (1.1) on the boundary of the positive cone is not necessarily asymptotically stable, thus although its linearisation (3.10) is stable, one cannot deduce that (x * , u * ) is stable as a solution of (1.1).
Our main general result on the global attractivity of the saturated equilibrium is given below. 
Proof. SinceM is an M-matrix, from Theorem 3.1 and Lemma 3.1 we conclude that there is a unique saturated equilibrium (x * , u * ) of (1.1) and that all positive solutions are defined and bounded on [0, ∞). Lemma 3.2 shows that (x * , u * ) is stable if it is a positive equilibrium. We now need to show that (x * , u * ) is a global attractor of all positive solutions of (1.1).
Denote I n the n × n identity matrix. IfM is an M-matrix, then for any δ 0 > 0 the matrix δ 0 I n +M is a non-singular M-matrix. Fix any δ 0 > 0 and a positive vector η = (η 1 , . . . , η n ) such
and a function g for which conditions (g1)-(g3) and (2.2) are fulfilled. We abuse the notation, and denote both norms in IR 2n and in IR n by | · |η, where
and consider U C g (IR 2n ), U C g (IR n ) equipped with the norms · g,η .
Let (x(t), u(t)) be a positive solution of (1.1). With the change of variables
system (1.1) together with definition 3.1 lead to
and set
Integrating (3.14), we get
and therefore
Since U ≥ 0, it is enough to prove that U = 0. In order to get a contradiction, assume U > 0.
The coordinates y j (t), v j (t) are uniformly bounded for t ≥ 0, thus, as remarked in Section 2, the positive orbit {(y t , v t ) : t ≥ 0} is precompact in U C g (IR 2n ).
Take any sequence (t k ) with t k → ∞. Thus, there is a subsequence of (y t k , v t k ), still denoted by (y t k , v t k ), converging to some (φ, ψ) in U C g (IR 2n ). Let φ j , ψ j (1 ≤ j ≤ n) be the components of φ, ψ, respectively. Take any ε > 0 and let t * > 0 be such that η
. As above, we may assume that (
First, we consider the case i ∈ I 1 , thus η
and from the Lebesgue's dominated convergence theorem it follows that
Since φ i is a continuous function with η
e −e i s φ i (−s) ds > −U/e i . We therefore conclude that
Moreover, in spite of the use of a specific vector η = η(δ 0 ) and norm · g,η in U C g (IR n ), obviously the limit ν does not depend on the chosen norm | · |η in IR n .
Next, denote
From (3.12)-(3.13), we obtain 3.20) and this leads to
By letting k → ∞, from (3.11) and (3.21) we have 
, using the above estimate we obtain
and thus y i (t) → −x * i = −η i U as t → ∞. Since y i (t) > −x * i for t > 0, this is only possible if y ′ i (t) ≤ 0 for t large, so that η −1 i y i (t) ց −U . But in this case from (3.12) it follows that H i (t) ≥ 0 for t large, which contradicts (3.23).
If y i (t) is not eventually monotone, then we can assume that y i (t k ) is a sequence of minima, so that H i (t k ) = 0, and this case is treated as the case i ∈ I 1 . These arguments show that U = 0, and the proof is complete. Remark 3.3. As referred to in the introduction, clearly the above proof applies to systems (1.
. . , n, the limit ν is now given by ν = ∞ 0
, and all the other arguments are valid.
With the usual notation of
we denote
Note that M − 0 ≥M 0 , hence in general imposing that M − 0 is a non-singular M-matrix is weaker than requiring thatM 0 is a non-singular M-matrix. We now give sufficient conditions for the dissipativeness of (1.1), improving Lemma 3.1.
is a non-singular M-matrix, then (1.1) is dissipative; i.e., there exists
K > 0 such that lim sup t→∞ x i (t) ≤ K, lim sup t→∞ u i (t) ≤ K, 1 ≤ i ≤ n, for all solutions (x(t), u(t)) of (1.1
) with initial conditions (1.2).
Proof. A solution (x(t), u(t)) of (1.1) with initial condition (
Let (X(t), U (t)) be the solution of the system 
(t) ≤ X(t), u(t) ≤ U (t). From [4, Corollary 4.1], (X(t), U (t)) → (X
* , U * ) as t → ∞, where (X * , U * ) is the saturated equilibrium of (3.25). Thus, the solutions (x(t), u(t)) of the initial value
Our setting contemplates all the possibilities for the signs of the coefficients b i , a ij in (3.1).
In biological terms, the most interesting cases are however: (i) a ij ≥ 0 for i = j (competitive systems); (ii) a ij ≤ 0 for i = j (cooperative systems); (iii) a ij > 0, a ji < 0 (predator-prey systems)
if species i is a prey for the predator species j, i = j. On the other hand, the existence of a positive equilibrium depends heavily on the coefficients b i 's, and can be studied in more detail by using
Cramer's rule. Nevertheless, a criterion for cooperative systems is given here. 
is a positive equilibrium of (1.1).
Extinction and stability
For the results in this section, it is important to consider systems (1.1) with K ij non-negative, or more general systems (1.4) with η ij non-decreasing, i, j = 1, . . . , n. Straightforward generalisations for the situation of K ij in (1.1) changing signs or η ij non-monotone on [0, ∞) can however be derived (cf. [4] for the case of uncontrolled Lotka-Volterra models).
We now seek for better sufficient conditions for extinction of either all or part of the populations. Together with the controlled Lotka-Volterra system (1.1), consider the ODE system (3.5), and write (3.5) in the form X ′ (t) = F (X(t)) for X(t) = (x 1 (t), . . . , x n (t), u 1 (t), . . . , u n (t)).
is an equilibrium of (3.5), then
. . , e n ), and
For the trivial equilibrium, we have C(0) = 0, hence the spectrum of DF (0) is σ(DF (0)) = {b 1 , . . . , b n , −e 1 , . . . , −e n }. We therefore conclude that zero is a stable equilibrium for the linearisation of (3.5) at zero (which is also the linearisation of (1. (3.24) , then the equilibrium 0 of (1.1) is globally attractive.
Proof. Since M − 0 is an M-matrix, for any arbitrarily small δ 0 > 0, consider a positive vector η = (η 1 , . . . , η n ) such that (M − 0 + δ 0 I n )η > 0 [7] . Let (x(t), u(t)) be a solution of (1.1). After a scaling x i →x i = η
i u i , 1 ≤ i ≤ n, and dropping the bars for the sake of simplicity, we may suppose that (x(t), u(t)) is a solution of (1.1) and that (M − 0 + δ 0 I n )η > 0 with η = (1, . . . , 1) . Next, choose δ > 0 small and g satisfying (g1)-(g3) and (2.2), with
Define L i = lim sup t→∞ x i (t) and U = max 1≤i≤n L i . For the sake of contradiction, assume that U > 0, and choose i ∈ {1, . . . , n} such that L i = U . Consider a sequence (t k ) with t k → ∞,
We now argue as in the proof of Theorem 3.2, omitting some of the details. For some subsequence of (
Since b i ≤ 0, for k large estimates as in (3.9) yield
By letting k → ∞ we obtain
which contradicts (4.1). Hence U = 0, and the proof is complete.
Consider now the case of a saturated equilibrium (x * , u * ) = 0 of (1.1) with x * ∈ ∂(IR n + ). By reordering the variables, write x * = (x * 1 , . . . , x * p , 0, . . . , 0) with x * i > 0 for 1 ≤ i ≤ p, where 1 < p < n. Here, the attractivity of (x * , u * ) means the extinction of the populations x i (t), p + 1 ≤ j ≤ n, , where A kl , |A kl |, A − kl are n k × n l matrices for k, l = 1, 2. Define alsô
If the matrixM
is an M-matrix, then (x * , u * ) is a global attractor for the solutions (x(t), u(t)) of (1.1)
-(1.2).
Proof. The cases p = n and p = 0 were treated in Theorems 3.2 and 4.1, respectively. Now, consider 0 < p < n. Again, the proof follows along the lines of the proof of Theorem 3.2, so some details are omitted.
Assume thatM is an M-matrix. Choose an arbitrarily small δ 0 > 0. Since δ 0 I n +M is a non-singular M-matrix, there is a positive vector η such that (δ 0 I n +M)η > 0. After a scaling
and dropping the bars for the sake of simplicity, we may suppose that η = (1, . . . , 1). Choose δ > 0 small and g satisfying (g1)-(g3) and (2.2), with
j=1 a ij x * j , and define α i = 0 for 1 ≤ i ≤ n 1 . We now effect the changes
Besides (3.14), we obtain
where now
Define l i , L i as in (3.15) , and recall that 0 ≤ −l i ≤ L i for i > n 1 . Set l = max
For any ε > 0 small, if t > 0 is sufficiently large we have
Suppose that U > 0. If U = L i or U = l i for some i ∈ {1, . . . , n 1 }, we choose a sequence
, . . . , n 1 } and y i (t) is eventually monotone, we proceed as in the proof of Theorem 3.2 and easily get a contradiction. Otherwise, (t k ) may be chosen so that H i (t k ) = 0. We argue as in the proof of Theorem 3.2, and obtain the estimates (3.21), (3.23) , respectively (where now we suppose that η j = 1 for all j). As in (3.18), we obtain
If U = L i for some i ∈ {n 1 +1, . . . , n}, we choose a sequence t k → ∞ with 
e −e i s φ i (−s) ds > 0, which implies that and suppose that
n). Besides the notations in the statement of Theorem 4.2, we further denote
is an M-matrix, then (x * , u * ) is a global attractor for the solutions (x(t), u(t)) of (1.1)-(1.2).
In particular, if
For each i > n 1 , we can use the arguments in the above proof, with formula (4.6) replaced by the
, which is an M-matrix if and only ifM 11 and M − 22 are M-matrices. In applications, the following corollary is also useful. 
10)
Proof. The result follows by repeating the above proofs with H i (t) in (3.19), (4.5) or (4.9) replaced by H i (t) := H i (t) + h i (t), i = 1, . . . , n.
Example 4.1. We introduce a delayed control in the single population model proposed by Volterra and studied by Miller [17] : 
whereas for c = 0 (4.11) takes the form
From Theorem 3.2 (see also Remark 3.3) and Corollary 4.
then for any positive solution (x(t), u(t)) of (4.11) with either c = 0 or c = −∞, we have x(t) →
When predator-prey systems (1.1) are considered, next result provides less restrictive sufficient conditions for the extinction of all the predator populations.
Theorem 4.4. Assume that M is a P-matrix, let (x * , u * ) be the saturated equilibrium of (1.1), and suppose that
n). With the notations of Theorem 4.2, assume that
Proof. Write n 1 = p, n 2 = n − p. Let (x(t), u(t)) be a positive solution of (1.1), and set
With A 12 ≥ 0, together with equations (3.14) we get
for i = 1, 2, . . . , n 1 . Fix any δ 0 > 0 small. WithM 11 an M-matrix, and after a scaling of the variables, we may suppose that (δ 0 I n 1 +M 11 )η > 0 for the positive vector η = (1, . . . , 1) ∈ IR n 1 .
Define L i = lim sup t→∞ y i (t), U = max 1≤i≤n 1 L i . We need to prove that U ≤ 0. Suppose that U > 0. As for the estimates (3.20) , for any ε > 0 the definition of U implies that ∞ 0 K ij (s)y j (t − s) ds ≤ (U + ε) for t > 0 large and j = 1, . . . , n 1 . Applying the proof of Theorem 3.2, it is clear that we shall get a contradiction, as in (3.22) .
Fix j ∈ {1, . . . , n 1 }, i ∈ {1, . . . , n}, and δ > 0. Since y j (t) is uniformly bounded in IR, there is
is T 2 ≥ T 1 such that y j (t) < δ/2 for each t ≥ T 2 . Thus, for t ≥ 2T 2 , we have
This proves Claim 2.
Claim 3. lim t→∞ x i (t) = 0 for i = n 1 + 1, . . . , n.
For each i ∈ {n 1 + 1, . . . , n}, we only need to prove that lim sup t→∞ x i (t) ≤ 0. Together with the equations u
, we now obtain
j=1 a ij x * j ≤ 0 (by the definition of a saturated equilibrium) and
From Claim 2 and since A 21 ≤ 0, we have lim sup t→∞ (−h i (t)) ≤ 0 for i = n 1 + 1, . . . , n. From 
Using arguments as the ones above to prove Claim 2, where now we use Claim 3 instead of Claim 1, we get lim t→∞ h i (t) = 0, 1 ≤ i ≤ n 1 . Claim 4 follows again from Corollary 4.1.
It is straightforward to apply the above results to uncontrolled systems (3.1), which in the case of saturated equilibria on ∂(IR n + ) lead to better criteria than the ones in [4] , as stated below. 
Moreover, if either (i)
are non-singular M-matrices, then x * is a global attractor for the positive solutions of (3.1).
The two-species Lotka-Volterra system
As an application of the results in the previous sections, we now analyse with some attention the dynamics for a planar controlled Lotka-Volterra system with delays, without any special constraints on the signs of the Malthusian coefficients b i and intra-and inter-specific coefficients a ij .
For the sake of simplicity, we consider a planar system (1.1) with discrete delays, but the analysis below can be performed for infinite distributed delays as well.
Consider the system
where:
With the above notation, the community matrix is
In what follows, we suppose in addition that M is P-matrix, i.e., det M > 0 and
There are three possible equilibria on the boundary of IR 4 + : the trivial equilibrium E 0 = (0, 0, 0, 0), E 1 = (
There is a positive equilibrium
, where
if and only if We now study the stability of E 1 . Clearly, a similar analysis can be performed for E 2 . The characteristic equation for the linearised equation about E 1 = (X 1 ,
(I n is the n × n identity matrix), where
If hold, and from a dual analysis we would conclude that E 2 is unstable.
When E 1 is the unique saturated equilibrium, conditions (5.2) are not however sufficient to
conclude that E 1 is a global attractor of all positive solutions for all sizes of the delays τ 11 , σ 1 . In fact, the characteristic roots of (5.4) are λ = −e 2 < 0, λ = b 2 − a 21 X 1 ≤ 0 and the solutions of h(λ) = 0, where
. The equation h(λ) = 0 is the characteristic equation for the system
With τ 11 , σ 1 = 0, the solutions λ of h(λ) are the eigenvalues of the matrix
which has det(−N (0)) = X 1 (λ 1 + a 11 )e 1 > 0 (from (5.2)) and trace T 0 := −X 1 (µ 1 + a 11 ) − e 1 .
If T 0 ≤ 0, then E 1 is stable as an equilibrium of system (5.6) with τ 11 , σ 1 = 0, otherwise, E 1 is unstable. It is particularly difficult to study a second order characteristic equation with two delays, as equation (5.5), cf. e.g. [2, 25] and references therein. For instance, fixing σ 1 = 0, if T 0 < 0, in general there is some τ * ≥ 0 such that the above system (5.6) is stable for delays τ 11 < τ * , and unstable if τ 11 > τ * , or the stability can change a finite number of times as τ 11 increases, and eventually it becomes unstable -and therefore, although saturated, E 1 becomes unstable also for (5.1). Now assume that µ 1 − |a 11 | − c 1
≥ 0. Then, the trace T 0 of −N (0) is always negative, hence E 1 is asymptotically stable for system (5.6) with τ 11 , σ 1 = 0. Moreover, the matrix
) ≥ 0 and traceT 0 = X 1 (µ 1 −|a 11 |)+e 1 > 0, henceN (0) is an M-matrix [7] . By [5] , it follows that system (5.6) is exponentially stable for all delays τ 11 , σ 1 > 0.
By Theorem 4.2, E 1 is the global attractor of all positive solutions of (5.1) if
is an M-matrix, or, in other words
Assume now (5.3), so that the positive equilibrium E * exists. For the linearised equation about E * , written as
, the characteristic equation is given by det ∆(λ) := λI 4 + D + L(e λ· I 4 ) = 0, and similar computations as the ones above lead to 8) where
One can easily check that det ∆(0) = det(D + L(I 4 )) = x * 1 x * 2 e 1 e 2 det M , thus det ∆(0) > 0 since M is a P-matrix. As for the study of the stability of E 1 , even if E * is asymptotically stable for the corresponding ODE system obtained by taking all the delays equal to zero in (5.1), the positive equilibrium E * of (5.1) might become unstable as the delays increase. In fact, by letting c 1 , c 2 → 0 + , from (5.8) we obtain det ∆(λ) → (λ + e 1 )(λ + e 2 )h(λ), where now In particular, for τ > τ 0 and close to τ 0 , there is a pair of characteristic roots with positive real parts, thus the equilibrium becomes unstable. Moreover, system (5.1) has a sequence of Hopf bifurcations at τ = τ n , n = 0, 1, 2, . . . [23] . On reverse, if the positive equilibrium E * is globally attractive, for all sizes of delays τ ij , σ i .
As an application of the use of the controls, in the example below we change the position of the globally attractive equilibrium, from the boundary to the interior of IR 2 + , recovering one of the species, otherwise condemned to extinction. , a 21 = −2, we obtain the predator-prey system without controls    x ′ 1 (t)= x 1 (t) 1 − x 1 (t) − 
