Unemployment is one of the most visible effects of financial crises. We contribute to the empirical literature on the employment effects of a decline in bank credit, investigating individual heterogeneity across firms, workers and jobs in the response to a financial shock. We use a rich data set of over 1.5 million individual job contracts in an Italian region, that is matched with the universe of firms and their lending banks. To isolate the effect of the financial shock we construct a firm-specific time-varying measure of credit supply. Our findings indicate that a 10 percent supply-driven credit contraction reduces employment by 2.5 percent. The effect is mostly concentrated among the relatively less educated and less skilled workers with temporary contracts, and is consistent with the presence of a "dual" labor market and a skill upgrade strategy adopted by firms in response to the financial shock.
Introduction
In the aftermath of the global financial crisis, a severe credit crunch has had long lasting consequences on a number of advanced economies, where unemployment rates have increased markedly. These facts have triggered a renewed interest on the relationship between finance and employment (Pagano and Pica, 2012) and, specifically, on the effects of credit supply shocks have on firms' employment decisions (Chodorow-Reich, 2014; Duygan-Bump et al., 2015) .
While this literature provides original insights on the effects of financial crises on total employment at the firm or state level, it is generally silent about within-firm dynamics. For instance, little is knows about the impact of a decline in firm financing on different types of jobs. We contribute to this strand of literature by zooming in on the employment dynamics within the firm and by providing a series of novel findings on how firms adjust the level and composition of the labor force in response to credit shocks. We do so thanks to the availability of an original and extremely rich data set, that draws on an administrative archive that collects daily information on individual job contracts and labor market flows. The dataset covers the universe of firms, including micro-enterprises, in an Italian region, matched with their lending banks through the Italian Credit Register. We end up with a quarterly dataset of about 200,000 firms, spanning the period from 2008:Q1 to 2012:Q4 for which, thanks to the degree of granularity of the data, we can go beyond the standard job destruction/job creation dichotomy to investigate differential responses to a credit supply shocks across firms, workers, and job contracts.
We find that a 10 percent supply-driven credit contraction reduces employment by 2.5 percent. This effect is concentrated among individuals employed with temporary contracts and occurred mostly through more outflows rather than less inflows. This result is consistent with the existence of a "dual" labor market. The reduction of employment was concentrated among the relatively less educated individuals, who are employed in jobs with lower skill content. Immigrant and younger workers were also hit disproportionately more by the credit rationing, reflecting the prevalence of immigrants in low-skill occupations, and the lower tenure and the higher presence of younger workers in temporary jobs. The stronger impact on the less educated workers is consistent with the notion that during recessions firms adopt a skill upgrading strategy (Hershbein and Kahn, 2016) . This strategy is pursued mostly by allowing temporary contracts to expire, and not renewing them, possibly because of the lower training and hiring costs (and therefore also firms' lower incentives for labor hoarding) for this segment of the population. By contrast, less educated workers with open-ended contracts are unaffected by firms' financing constraints. Therefore, skill upgrading strategies are heavily shaped by contracts regulation. To shed light on the mechanisms linking the financial crisis to employment outcomes, we find that firms that are more reliant on bank credit, that use more intensively granted credit, and that have weaker relationships with banks, experience a greater reduction in the availability of bank financing. This paper contributes to the growing literature on the real effect of credit supply shocks (Amiti and Weinstein, 2011, 2016; Cingano et al., 2016; Paravisini et al., 2015) and is most closely related to the recent contributions that investigate the effects of a reduction in credit supply on employment outcomes at the firm level (Chodorow-Reich, 2014; Benmelech et al., 2015; Bottero et al., 2015; Bentolila et al., 2015; Berg, 2016; Hochfellner et al., 2016; Popov and Rocholl, 2016; Siemer, 2016) . 1 Drawing on micro-level datasets, these studies consistently show that a tightening of the credit supply leads to a contraction of the labor force.
The analysis by Bentolila et al. (2015) has the unique feature of being based on loan level data from a credit register. Relying on the differences in bank health at the beginning of the financial crisis, the paper shows that firms exposed to weak banks contracted employment by 2.2 percentage points more than firms that were borrowing from healthier lenders, and results are able to explain about a fourth of the fall in aggregate employment in Spain between 2007 and 2010. Hochfellner et al. (2016) use employer-employee matched data for a sample of German firms to look at how individual characteristics affect labor outcomes. The identification strategy hinges on differences between firms that were affected or not by the credit shock, depending on their location in the seven federal states where the major bank was one of the five Landesbanks with significant exposure to the U.S. mortgage crisis. In addition to confirming the aggregate negative effect of credit contraction on employment, Hochfellner et al. (2016) show that workers in firms which have been exposed to a negative credit shock experience significant earning losses and an increase in the unemployment spell. They also find that unskilled, less educated and less experienced workers are the most affected by the credit shock. While both these studies limit their analysis to medium-sized and large firms, Siemer (2016) uses confidential firm-level employment data from the U.S. Bureau of Labor Statistics for the universe of U.S. firms, but relies on industry-level differences in external financial dependence to identify the effects of financial constraints on employment and firm dynamics. His results show that financing constraints reduce employment growth in small firms by 5 to 10 percentage points relative to large firms, but they are silent on within-firm heterogeneity. 1 Using more aggregate data other papers provides additional support to the employment costs of the financial crisis, considering the US and Europe (Boeri et al., 2013; Greenstone et al., 2014; Haltenhof et al., 2014; Duygan-Bump et al., 2015) .
Our analysis has the advantage of bringing together three key elements which in previous studies have been considered separately. First, thanks to contract-firm-bank matched data we can investigate heterogeneous responses to a financial shock across firms, workers, and job contracts. In particular, other than socio-demographic characteristics, we can exploit differences across contract types and look at the intersection between individual skills and job contracts, to assess which of the two dimensions matter more for firm's employment decisions. 2 Second, the availability of loan-level data (instead of aggregate credit data) makes it possible to control for credit demand and productivity shocks at a granular level, with a set of firm, time, and firm cluster×time fixed effects, which absorb firm-specific time invariant demand shifters and time-varying demand shocks which are common to a narrowly defined cluster of borrowers. Third, our matched bank-firm data allow us to extend the identification strategy of Greenstone et al. (2014) and construct an exogenous firm-specific time-varying measure of bank credit supply, which gives us more precise estimates than the ones obtained with more aggregate data. We start by estimating time-varying nationwide bank's lending policies that are purged of local loan demand (and of any other province-industry-quarter level idiosyncratic shocks). Then, we build a credit supply variable at the firm level using banks' loan share to a given firm as weights and we show that this measure is strongly correlated with loan growth at the firm level. Finally, our analysis covers the universe of firms. While there is a wide consensus on the fact that smaller firms rely more on bank financing, the existing evidence rarely focuses on a representative sample of small firms. Our data, on the contrary, include the universe of individual and micro enterprises.
The rest of the paper is structured as follows: Section 2 describes the data and the variables; Section 3 presents the empirical strategy; Section 4 shows the results and Section 5 concludes.
Data

Veneto as a representative case study
Our analysis relies upon unparalleled loan-level information about the entire population of workers, firms and financial intermediaries operating in Veneto, a large Italian region with a population of 4.9 million individuals and a workforce of 2.2 million workers. Veneto accounts for roughly 9 percent of the Italian value added and of total employment. Veneto shares with Italy a large prevalence of small firms (Figure 1 , left panel): 94 percent of firms in the region have less than 10 employees (57 percent have at most one employee).
The productive structure is also fairly similar to the national one ( Figure 1 , right panel), and the service and industrial sectors accounts for 56 and 43 percent of total employment, respectively; with respect to the rest of Italy, the share of the industrial sector is slightly larger.
In terms of the banking system, in 2012 in Veneto there were about 120 banks, with small local banks accounting for nearly 20 percent of business loans. The degree of financial devel- Veneto is hence very well representative of the Italian situation, which in turn represents an extremely interesting case studies for at least two reasons: first, Italian firms mostly rely on bank credit for their business activities, and more than other firms in the Euro area (Figure 3, left panel); second, small firms (less than 10 employees) are the most indebted, and the Italian productive structure is strongly biased towards small production units (Figure 3 , right panel).
The contract-firm-bank matched data
Our dataset brings together an extremely rich set of information coming from different administrative sources. Daily labor market flows from the regional public employment service are indeed matched to stock information form the national social security administration and to the Italian credit register maintained by the Bank of Italy using firm-level unique identifiers, namely their VAT numbers. These feature of the data guarantee at the same time wide population coverage, high information reliability and a nearly total frequency of success in the matching procedure. In the following we provide an accurate description of our data sources.
The bulk of labor market information comes from PLANET, an administrative dataset of daily labor market flows maintained by the regional employment agency Veneto Lavoro. 3 PLANET builds upon the obligation for firms operating in Italy to notice the national and local employment agencies about all labor market transitions for which they are held responsible, including hires, firings and transformations of individual employment arrangements (e.g., from full-time to part-time, from temporary to permanent, and the like). Firm-level observables include geographical location and sector (5-digit NACE code), while workers' in turn cover gender, age, nationality, occupation (5-digit ISCO code), type of contract (44 different employment arrangement), educational attainment (13 categories), time schedule (full-time or vertical, horizontal or mixed part-time), and reasons for separation.
In order to overcome limitations in terms of labor market stocks, PLANET is complemented with information from ASIA, the archive of active firms maintained by the National Statistical 3 Further information on PLANET (in Italian) is available here: www.venetolavoro.it/public-use-file Institute (ISTAT) with register data from the Social Security Administration. 4 ASIA provides yearly data about firms whose economic activity spans for at least six months within a calendar year. To our purposes, ASIA adds information on firm size and on characteristics of those firms who are not interested by any job flows or transitions in our sample period. More specifically, we consider the stock in the first year in which we observe the firm and we reconstruct the stock forward using information on workers inflows and outflows. This exercise has been done to guarantee consistency between flows and stocks and, more importantly, to have quarterly stock data.
To be able to have a firm-specific measure of credit availability, we use information from the Credit Register (CR) database, managed by the Bank of Italy, on the credit extended to each firms in each quarter. For each borrower, banks have to report to the Register, on a monthly basis, the amount of each loan-granted and used-for all loans exceeding a minimum threshold (75,000 euro until December 2008, 30,000 euro afterwards), plus all nonperforming loans.
Given the low threshold, these data can be taken as a census. 5 Data also contain a breakdown by type of the loan (e.g. credit lines, credit receivables and fixed-term loans). From CR we essentially draw two kind of information. First, borrower's outstanding loans (from all banks operating in Italy) at the end of each quarter; we consider the total amount instead of the different types of loans because banks and borrowers may endogenously change the composition of loans in reaction to shocks to the credit market. Second, the bank market share for each borrower at the beginning of the period, that will be used for the construction of the instrumental variable (see more on this below). 6 One limitation of our data is the lack of information on wages, so that we can investigate only the quantity response to a financial shock, while we cannot say anything about price effects. However, very recent empirical evidence on Europe-and explicitly on Italy-shows that the prevailing labor cost reduction strategy that firms had adopted in response to the Global Recession has worked through the adjustment of quantities rather than prices (Fabiani et al., 2015; Hochfellner et al., 2016; Guriev et al., 2016) , consistently with the presence of downward wage rigidities in regulated labor markets (see Devicienti et al., 2007 , for a broader discussion about Italy). Moreover, we observe the contract level bargained at the national level, which in Italy is a very good proxy of the wage level and allows for identification of promotions/demotions. A further potential limitation of our data is the lack of firm balance-sheet information.
While it would be possible to match a sub-sample of (medium and large) firms with balancesheet and income statement data from the CADS database-a proprietary firm-level database owned by Cerved Group S.p.a.-this choice would come at the non-trivial cost of loosing one of the key feature of our analysis-the coverage of the universe of firms, including small and micro enterprises. Moreover, in the empirical analysis we saturate the model with a set of granular fixed effects which seem to capture most of the unobserved time-varying firm-level heterogeneity.
Sample selection and the final data set
All data sources are merged together using VAT numbers as univocal identifiers of firms. Genuine non-matches between PLANET and ASIA are possible, and are due to two reasons: very short-lived firms (less than a semester in a calendar year) are not recorded within ASIA, while firms with a very stable employed workforce (meaning no changes in both the intensive and the extensive margins, including the type of contract) do not appear in PLANET. None of the two entails any limitation to our purposes, as i) the stock of employed workforce for very short-lived firms can be easily induced from workers' flows, and ii) the worker flows in stable firms are by definition null. This grants that truly unsuccessful matches are infrequent and largely due to misreporting of VAT numbers by either the firms or the statistical offices maintaining the single sources, an occurrence that we can safely assume to be random and -due to the extremely large sample size -almost irrelevant from a statistical standpoint.
Sample selection is due to a number of reasons. First, although the available time series cover a longer period, we narrow our focus on the years from 2008 to 2012 (the last available year in most sources at the time of our analysis). The reason is that until 2007 the obligation for firms to notice hires and firings (from which PLANET originates) concerned dependent workers only and occurred largely through paper documents. The first limitation resulted in an incomplete coverage of labor market flows, inasmuch as independent contractors and dis- Second, we focus on the private non-financial non-primary sectors. The reasons are selfevident. Employment in the public sector depends on different rationales that include macroeconomic stabilization, budget control and the supply of public services, and its funding relies to a great deal on out-of-market sources (taxes). The agriculture sector in turn is highly subsidized all over the EU and a credit crunch from the private sector may be overcome by financial resources that we cannot observe at the micro level. Finally, credit flows within the financial sector often respond to different factors than flows from banks to non-financial corporations.
Third, and last, we removed from our sample temp agencies, care givers and house cleaners. The reason for temp agencies is that we cannot distinguish between the internal staff and the workers leased to other firms, and since temp agency workers are also included within the employed workforce of the firms they are leased to, retaining temp agencies would results in a duplication of flow records. Care givers and house cleaners, instead, are excluded as in most cases they appear as self-employees if not individual firms. They would mistakenly increase the number of actual firms.
The final sample includes nearly 440,000 firms of which about 200,000 have bank relationships.
Some descriptive statistics
The firms included in the sample are predominantly micro and small enterprises, reflecting the structure of the Italian industry. This distribution is consistent with Census data both in terms of firms and employees ( Figure 4 ). Over the sample period 2008-2012, the number of employees declines by nearly 90,000 units, and the number of firms records a significant drop too. These trends mimic the aggregate data from the National Institute of Statistics ( Figure 5 ).
The average duration of temporary contracts in our sample is 9.4 months, and about two third of temporary contracts end within a quarter; by contrast, the average duration for openended contracts is longer than 4.5 years. Temporary contracts-which account for more than 10 percent of contracts (Table 1) -could act as a buffer for firms to adjust to a credit shock in the very short term.
Looking at the sub-sample of the indebted firms (i.e. those used in the empirical analysis), the average firm has 6.3 employees (the median is 2 employees); two third of the firms are in the service sector. In terms of the geographical distribution, firms are roughly equally distributed across the seven provinces of Veneto, with Padua (20 percent) and Verona (19 percent) being the two more populated provinces, while Venice (the regional capital) accounts for 16 percent of firms. Finally, our sample includes mostly firms that borrow from one bank, while only 29 percent of firms obtain credit from more than one bank. The job loss for the average firm is equal to 0.8 employees, while credit declined by 1.6 percent-see Table 1 , consistent with the evidence of a significant credit crunch in Italy following the Lehman's collapse (Presbitero et al., 2014; Cingano et al., 2016) . 7 However, the reduction in bank credit and employment was heterogeneous, as one fourth of firms experienced a negative change in employment and credit contracted for more than half of the firms in the sample.
Identification strategy 3.1 The empirical model
We test for the effect of credit supply on firm employment decisions estimating the following model:
where the changes in total employment (∆EMPLOYMENT it ) and in loans used by the banking system ∆LOAN it for firm i over the quarter t, are calculated as:
where X t 0 and X t 1 are, respectively, the values of employment and bank lending at the beginning and the end of the quarter t. Variations calculated in this way are widely used (Moscarini and Postel-Vinay, 2012; Haltiwanger et al., 2013; Siemer, 2016) because they have the advantage of being symmetric and bounded between −2 (exiters) and +2 (entrants) and they are equal to zero for firms that do not register any variation in employment or lending within the quarter.
Since labor decisions are sticky and the real effects of a financial shock could be visible with some lag (Greenstone et al., 2014; Popov and Rocholl, 2016) , in the baseline specification we consider the average change in used loans over two quarters (formally, we calculate ∆LOAN it and ∆LOAN it−1 and we take the average change). 8 Summary statistics for these variables-for different job contracts and workers-are reported in Table 1 .
The estimate of β gives the magnitude of the bank lending channel on employment dynamics. To assess the effect of bank lending on firm employment we face two main challenges.
First, the observed amount of bank credit is the equilibrium of demand for and supply of credit. 7 We measure loan growth using utilized loans rather than granted loans because the former captures rationing in terms of both a reduction of granted loans (i.e. quantity side) and/or of an increase of interest rates (i.e. price effects). However, Section 4.2 we test the robustness of our results using granted loans to measure loan growth. 8 In Section 4.2 we will show that our key results hold if we consider exclusively the contemporaneous change in loans, or the average change over three quarters.
To deal with possible demand and productivity shocks we first add firm and time (quarter) effects, which allow for firm-specific time invariant demand shifters and for common global shocks occurring at a quarterly frequency. Then, we saturate the model with more sophisticated industry × quarter (γ s(i) × τ t ) and province × quarter (θ p(i) × τ t ) fixed effects, and with a set of dummies that vary across quarters and firm class size (micro, small and medium-large firms, η c(i) × τ t ). The degree of granularity of these borrower fixed effects is such that our identification hinges on the assumptions that: 1) firm unobserved heterogeneity which drives labor demand (i.e. managerial risk appetite) is time invariant, and 2) all firms operating in the same 2-digit industry, in the same province, and in the same class size face the same demand or productivity shock in each quarter. Given that we consider the universe of firms in a relatively homogeneous region, we believe that such granular fixed effects should be sufficient to isolate time-varying unobserved demand shocks. That said, we run additional robustness test allowing for more demanding firm cluster×time fixed effects to absorb time-varying borrower demand shocks, using sector-province-size-quarter fixed effects (see Section 4.2).
Second, bank lending is endogenous to firms' economic conditions and employment choices, so that standard OLS estimates are likely to be biased. 9 To isolate a credit supply shock from a lower demand for credit we build on an instrumental variable (IV) approach similar to the one proposed by Greenstone et al. (2014) . We construct a time-varying firm-specific index of credit supply (CSI it ) -discussed in detail in the following section -and we use it as an instrument for ∆LOAN it . In this way, we can measure the firm-level 'aggregate' bank lending channel (Jiménez et al., 2014) , which takes into account general equilibrium effects (i.e. the possibility that firms substitute for credit across banks).
Credit supply index
To isolate the exogenous component of credit supply we adopt a data-driven approach, borrowed from Greenstone et al. (2014) . Specifically, we estimate the following equation that decomposes the contribution of demand and supply factors to bank lending growth:
where the outcome variable ∆L bpst is the percentage change in outstanding business loans by bank b, in province p, in sector s at time t; specifically we observe outstanding loans for about 650 banks, 100 provinces (after having excluded those located in Veneto) and main sectors of activity (agriculture, manufacturing, construction, and private non-financial services) 10 ; γ pst is a set of province-sector-quarter fixed effects that capture the variation in the change of lending due to province-sector cycles, which we can interpret as broadly measuring local demand; the bank-time fixed effects δ bt represent our parameters of interest and capture (nationwide) bank lending policies. The identification of both γ pst and δ bt is guaranteed by the presence of multiple banks in each province-sector market (i.e. multiple banks exposed to the same demand) and the presence of each bank in multiple province-sector markets (i.e. multiple markets exposed to the same bank supply conditions).
We then construct a time-varying firm-specific index of credit supply, aggregating the bankspecific supply shocks estimated above with the beginning-of-the-period banks' shares at the firm level as weights. Specifically, the credit supply for the firm i at time t is:
where δ bt are the bank-time fixed effects estimated in equation 1and w bit 0 is the bank b market share for firm i at the beginning of the sample period (end-2007).
By construction, CSI it captures the time-varying credit supply at the firm level and its sources of variability are the substantial heterogeneity in changes in business lending across banks and the variation in bank market shares across firms. To further convince the reader that our measure of credit supply is actually correlated with the evolution of credit conditions in Italy and with bank characteristics we provide a set of stylized facts.
First, we show that, at the nationwide level, the credit supply index mimics quite well the growth rate of business loans; the correlation is stronger in the first part of the crisis and weaker in more recent years ( Figure 6 , panel a); the latter pattern might be due to the prevalence of demand factors in the second part of the crisis as main drivers of loan growth rate. More interestingly, from a microeconomic point of view, banks applying different conditions in terms of access to credit are characterized by significant differences in loans dynamics. Specifically, for each period we divide banks into two groups, depending on whether their estimated credit supply orientation was below or above the median, and we examine credit patterns for both groups: as expected, tight banks recorded more negative patterns than ease ones ( Figure 6 the fact that those banks were more exposed to the liquidity drought in interbank markets.
Finally, the time pattern of our credit supply indicator is also consistent with other aggregate indicators measuring the credit supply orientation. Specifically, in panel d) of Figure 6 we plot the (inverse of) CSI together with: 1) the diffusion index from the ECB Bank Lending Survey on Italian banks, 11 2) the share of rationed firms as reported by a survey on firms maintained by the Bank of Italy, and 3) a corporate credit rationing indicator developed by Burlon et al.
(2016) using bank-firm matched data. The chart shows that the credit supply index follows closely the evolution of bank lending standards and the ones of firm financing constraints; the correlation of the CSI with the three measures of credit constraints varies between 0.5 and 0.6.
Second, our measure of credit supply shows the expected correlation with bank characteristics. We run a set of bank level regressions on the cross section of banks, taking the average CSI it over the period 2008-2012 as the dependent variables and a set of bank characteristics measured at end-2007 as explanatory variables. The worsening in credit supply conditions was higher for larger banks and those with larger funding gap (measured with the deposit-toloan ratio) and with lower capital, consistently with the fact that those banks were likely more exposed to the liquidity drought in interbank markets and, more generally, to the financial turmoil ( Table 2 ).
The exogeneity of CSI it relies on the two terms w bit 0 and δ bt . As the first term, our assumption is that the bank market shares at the firm level, once we have controlled for firm-fixed effects, are not correlated with the employment trend at the firm level. Though this is a reasonable assumption, one may still have some concerns. For example, if main banks specialized in larger firms that were more exposed to the economic cycle (thus experiencing an employment decrease) and if those same banks also restricted credit supply more than other players, then a correlation between our credit supply indicator and firm employment growth would be spurious. In order to address this point we include in the specification sector-quarter and size-quarter fixed effects. If our parameter of interest is fairly stable we may argue that the argument discussed above is not an issue in our case. Moreover, as shown in Table 3 on balancing properties, the exposure to credit shocks at the firm level in our sample period (obtained averaging CSI it over the period 2008-2012) is not significantly correlated (both from a statistical and economic point of view) to firm size at the beginning-of-the-period.
As far as the second term is concerned, bank-time fixed effects δ bt are exogenous by construction since they are purged of unobserved province-sector-quarter factors and it is rather implausible that unobserved effects at the firm level are able to affect nationwide banks' lending policies. Nevertheless, our identification assumption can be violated if banks with negative supply shocks were more likely to grant credit to firm that were hit more by the crisis. This may occur if, for example, bank policies vary across bank characteristics (e.g. size) and the latter is correlated with firm characteristics (e.g. larger banks grant loans to larger firms). If this is true and if firm characteristics are correlated with firm employment outcomes-as plausiblethen the instrument will not be orthogonal to the error term in equation 1. Also, one could argue that, even in the same province-sector cluster, some banks can specialize into lending to firms with a specific demand for credit, since they rely on different product markets (i.e. large exporters). In that case, the estimated bank-time fixed effects δ bt could capture a demand effect rather than a pure supply effect. However, summary statistics reported in Table 3 shows that there is no systematic correlation between the size of the exposure to the credit supply shocks and a set of firm characteristics, such as size, financial dependence, banking relationships, geographical location, and sector of activity. 12 The first five columns report summary statistics of firm beginning-of-the-period characteristics by quintile of CSI it , averaged over the period 2008-2012 while the last column simplifies this information reporting the correlation between these pairs of variables. It turns out that firm characteristics are well balanced with respect to the average exposure to the credit shock during our temporal window.
Our approach depart from Greenstone et al. (2014) along several dimensions that, in our view, reinforce the exogeneity and reduce the bias of the indicator. 13 First, we translate banktime fixed effects at the firm rather than at the county level. This approach reinforces the exogeneity of the instrument because while one may argue that unobservable shock in a county may affect (nationwide) lending policies of banks (especially when the local market is sufficiently large with respect to the national credit market of a certain bank), this is less plausible in case of unobservable shock at the firm level. Second, we strengthen the exogeneity also excluding the Veneto provinces from equation 1, so that we exclude the effects of demand and supply factors in this region from the calculation of bank-time fixed effects. 14 Third, our 12 While the set of observable characteristics does not include some key variables (like the export orientation), it is difficult to think at firm characteristics which are correlated with the credit supply index while being orthogonal to the variables listed in Table 3 . 13 An alternative identification strategy is the one proposed by Amiti and Weinstein (2016) , who identify the bank shocks (i.e. time varying bank fixed effects) through a regression on the dynamic of loans at the firm level, exploiting information from the sub-sample of firms who borrow from multiple banks. However we believe that their approach is less suitable for our case since the fraction of firms who have multiple lending relationships varies a lot with firm size: in our data, for example, more than 90 percent of medium and large firms have multiple relationships in contrast to about 30 percent for micro-firms. Therefore the identification of bank fixed effects with a regression at the firm level is arguably less reliable with our sample that include a large number of micro and small firms.
14 The exclusion of Veneto provinces from the estimation of bank lending policies leads to the exclusion of only one bank (accounting for less than 0.1 percent of loans granted to all firms residing in Veneto), for which we were not able to estimate the national lending policy. Therefore, this strategy does not affect the representativeness of our sample, while it strongly reinforces the exogeneity of the instrument. It is also worth noting that Veneto represents about 8 percent of total loans granted by the median bank active in the region. data allows us estimating time-varying bank fixed effects after having controlled for provincesector-time unobserved factors while Greenstone et al. (2014) control only for counties-time unobserved factors. This means that we are able to account from bank-specific demand shock that may occur whenever banks specialize in lending to certain industries and these industries perform differently from others. Fourth, in Italy government interventions in favor of the banking system has been very limited, contrarily to what happened in the U.S. and in other European countries. This implies that the lending policies of the banks were not affected by constraints imposed by the government as conditions to receive public support and, therefore, that our estimates are not affected by this potential source of bias.
Results
Main results
To help illustrate the impact of the credit supply, Figure 7 plots the employment patterns for firms classified in two groups, depending on whether they were exposed over the period 2008-2012 to tighter or easier lending policies (i.e. CSI below or above the median). More specifically, plotted values are the residuals (average of the two groups) of a regression of logarithm of employees on firm and quarter fixed effects, so that residuals are on average equal to zero and their time patterns shows the dynamics of employment for the two groups. The two lines suggest that less favorable lending conditions are associated with a decrease in employment and with a divergent dynamic with respect to firms who experienced a better access to credit.
The following regression tables statistically substantiate this visual evidence. Table 4 reports the 2SLS robust estimates of the baseline model for the whole sample of firms, including firm and quarter fixed effects (column 1), and time-varying industry, class size, and province fixed effects (columns 2 to 4).
The top panel reports the first stage estimates, which show that, as expected, the CSI is positively associated with the change in used loans and the coefficients is precisely estimated.
The relevance of the instrument is further confirmed by the value of the first-stage F-statistic, which ranges between 156 and 180, well above the critical value of 10 suggested by Staiger and Stock (1997) . From now on, we will take the specification of column 4 as our baseline. The point estimate of the bank lending channel is 0.25, meaning that a 10 percent contraction in bank lending over two quarters translates into a 2.5 percent reduction in employment. In relative terms, one standard deviation of the predicted change of used loan explains 15% of the standard deviation of employment.
In order to have aggregate evidence of the impact, we calculate the share of the change of employment in our temporal window that can be attributed to the credit crunch, bearing in mind the caveat that there are general equilibrium effects that cannot be taken into account when extrapolating microeconomic estimate at the aggregate level (Chodorow-Reich, 2014).
In our case, for example, results are obtained conditional on firms having bank debt, so that our estimates are silent on possible demand shift to firms non depending on bank credit. In our sample, the credit extended to firms diminishes by 1.6 percent while employment by 0.8 percent (see Table 1 ), both on a quarterly base. Since our preferred estimate of the elasticity of employment to credit is computed cumulating the effect over two quarters we can assume that the quarterly impact is roughly half. With simple algebra, it is easy to show that the credit drop attributable to the lending supply orientation over the period 2008-2012 explained about one fourth of the employment loss.
Overall our results indicate a quite large effect of the credit crunch on employment. These findings are also roughly comparable, in magnitude, to those estimated by Bentolila et al. (2015) for Spain and Chodorow-Reich (2014) for the U.S. However, compared to these exerciseswhich are generally focused on medium and large enterprises-our analysis is less subject to external validity concerns related to the representativeness of the data, since our sample include micro and small firms and covers almost the universe of private non-financial firms and employment of the region. 15
Robustness
We test the robustness of our baseline results running a battery of additional tests. Results are showed in Table 5 . First, to address the concerns that our set of borrower fixed effects might not fully absorb demand and productivity shock, we saturate our model with more demand-ing fixed effects. We start by interacting the quarter dummies with more restrictive borrower cells (industry × size, industry × province, and province × size), allowing for time-varying demand to be the same not only across industries, class size and provinces, but also withing their two-way combinations (columns 1-3). Then, in the spirit of recent works that has to deal with a prevalence of single bank-firm relationships (Abuka et al., 2015; Auer and Ongena, 2016; Degryse et al., 2016) , we fully saturate the model with firm cluster×time-where the firm cluster is composed by all firms in the same industry, province, and class size-which are as close as we can get to quarterly firm fixed effects (column 4). Interestingly, the coefficient on ∆LOAN is not only precisely estimated, but it remains remarkably stable at around 0.25 in columns 1-3.
The inclusion of the four-way fixed effects only marginally attenuates the magnitudes of the estimated credit effect on employment, suggesting that there is no additional unobserved heterogeneity driving our estimates. Hence, we will use the baseline set of fixed effects showed in Table 4 (column 4) throughout the rest of the analysis.
In columns 5 we show that our results are robust to clustering the standard errors to allow for intra-group correlation in the error term at the province-industry-class size level: the standard error only marginally increases while the coefficient of interest remains highly significant.
Similar results (available from the authors upon request) are obtained using different levels of clustering.
In column 6 we restrict the sample to firms which have a total debt above 75,000 euros throughout the entire sample period, to avoid potential biases arising from the change in the threshold in our sample period. We find that the coefficient on ∆LOAN slightly increases to 0.38, but it is still precisely estimated.
One could argue that employment dynamics could be affected also by the housing net worth channel, which can compress demand because of a direct wealth effect or tighter borrowing constraints, through a fall in collateral values. This channel has been responsible for a significant drop in employment in the U.S. during the financial crisis (Adelino et al., 2015; Mian and Sufi, 2014) and it could also be important in our set-up, because of high home ownership rates in Italy (76 percent of households own their house in Veneto) and because, differently from most of the literature, we deal with entrepreneurs of micro firms, who are likely to post their house as a collateral for business loans. However, the housing boom-and-bust cycle in Italy has been quite limited, and even more so in Veneto ( Figure A1 in the annex). In any case, to further avoid any confounding factor affecting our estimates, we add time-varying house prices at the municipality level and we find that the inclusion of house prices does not change the coefficients on the loan variable (column 7).
Finally, we do some robustness exercise on the ∆LOAN variable. Rather than taking the average change in used loans over two quarters, in columns 7 and 8 we consider exclusively the contemporaneous change (at time t) and the average changes over three quarters (t, t − 1, and t − 2), respectively. 16 We still find evidence that a contraction in the credit supply reduces employment and, as expected, the effect is smaller when looking at the contemporaneous effects and increasing allowing for more lags. In our final exercise we measure bank lending not in terms of used loans but as granted loans: the coefficient on lending is larger than the one on used loans, but it remains statistically significant.
Job contract heterogeneity
As a second step of our analysis we zoom in on the composition of the labor force adjustment, to assess in which way firms changed their workforce. Given that we cannot reconstruct the stock of workers by type of contracts and by worker characteristics, we estimate equation 1 taking as dependent variables the quarterly change of employment at the firm level for a given job or worker characteristic, scaled by the average stock of all firm's workers over the quarter. 17 Therefore, differently from the baseline model, the dependent variable is not a growth rate but a contribution to the aggregate (at the firm level) growth rate. This means that the estimated coefficients cannot be interpreted as elasticities, but they need to be scaled by the relative share of the job contracts/workers. Lacking that information in our sample, we use the aggregates shares at the regional level, as compiled by from the National Institute of Statistics ('Labour Force Survey'), in order to provide an economic interpretation of our findings, see Table 1 .
At first, we consider open-ended and temporary contracts-which include fixed term direct hires, project workers, temporary agency workers, trainees and apprentices, and seasonal workers-to test whether firms reacted to more binding financing constraints reducing the use of temporary contracts more than open-ended ones ( Table 6 , top-left panel). We find that the employment adjustment happened primarily through the lay-off (or non-renewal) of temporary contracts. The coefficient on ∆LOAN is positive and statistically significant for both type of contracts, even though given that temporary contracts account for slightly more than one tenth of total contracts in the workforce (Table 1) , the economic effect of the credit contraction is much stronger for temporary than open-ended contracts, since changes in employment due to the former account for 73 percent of the total effect (0.185/0.252 = 0.73).
This result is consistent with a growing body of literature pointing to endogenous selec- 16 The construction of the instrument is modified accordingly. 17 In other words, the dependent variable is calculated as the ratio between the job flows for a given category of contracts or workers-which we retrieve from PLANET-and the average stock of total workers (0.5 × X it 1 + 0.5 × X it 0 , as defined at the denominator of equation 2). tion and lower human capital accumulation for temporary workers. In particular, temporary workers accumulate less skills-especially firm-specific skills-for both a mechanical reason (shorter seniority leading to less learning-by-doing) and a strategic decision by firms, which provide less on-the-job training. If wages display downward rigidities, firms are likely to reduce their temporary workforce first. Moreover, temporary workers suffer more than openended ones simply because they are easier to be dismissed. Indeed, recourse to temporary contracts is known to be more cyclical than the use of open-ended contracts (García Serrano, 1998; Goux et al., 2001) . Because firms do not have to pay dismissal costs upon termination of temporary contracts, they typically employ temporary workers as a buffer stock, to deal with expected or unexpected fluctuations in demand or in financial conditions.
To better understand the employment dynamics following the credit crunch, we differentiate between inflows and outflows and we find that our results are mostly driven by the dynamics of outflows, which are higher for firms more exposed to the credit supply shock (Table 6, bottom-left panel). Then, within outflows, we differentiate across the possible reasons of the exit and we find evidence that outflows are exclusively due to non-renewal of expired contracts, while there is no evidence that the adjustment works through dismissal or quit (Table 6, top-right panel). Finally, we look at the transitions across job contracts, considering both contract type and time schedule. We find evidence that firms more exposed to negative credit shocks are are less likely to transform temporary contracts into open-ended ones, while it seems that financing constraints do not affect firm policies in terms of transition between part-time and full-time jobs (Table 6 , bottom-right panel).
Worker heterogeneity
Looking at the workers' characteristics, we first differentiate across three levels of educationlow (at most compulsory education), medium (at most upper secondary education), and high (tertiary education), based on the ISCED classification-and we observe that firms which have experienced a reduction in the supply of credit reacted reducing the employment of low-and medium-educated workers, while there is no effect for the highly educated ones (Table 7 , top panel). In particular, using the relative shares reported in Table 1 , the elasticity of employment to credit supply for low-educated workers is higher than the average and equal to 0.36 (= 0.140/0.387). In other words, changes in employment within low-educated workers account for 56 percent of the total effect of ∆LOAN (0.140/0.252 = 0.56), even though low-educated workers account for less than 40 percent of the workforce.
Education may not perfectly overlap with the skill content of jobs; moreover, administra-tive data may record with errors self-reported information as the level of education. Therefore we replicate the analysis by skill level directly looking at the skill content of each occupation (Table 7 , bottom panel). 18 The results based on this different measure of skill level are very similar to those based on the education level. The differential effect across skills or education is consistent with the theory of skill upgrading, which indicates that, in a downturn, firms want to dismiss less skilled, less profitable workers first (Reder, 1955) .
Then, we assess whether firms adjusted their labor force differentiating across workers, depending on their gender, age, and nationality. Our results-showed in Table 8 -indicate that the employment effect in response to a reduction in the supply of credit is concentrated among women, foreign and younger workers. In particular, female workers represent around 40 percent of total employment, but they account for 70 percent of the total change in employment. Similarly, foreign workers are less the 10 percent of the labor force, but their employment dynamics explains more than 30 percent of the total change in employment. 19 There is also evidence that younger people are more likely to be hit by consequence of the credit crunch, consistent with recent evidence showing that young workers are the most affected during recessions (Forsythe, 2016) . The under 30 contribute to more than a third of the overall employment effect, even though they represent less than 20 percent of the workforce. 20
Finally, in Table 9 we take advantage of the several dimensions in which we can slice our data to measure the impact of the credit crunch on employment, conditional both on contract type and worker education. We find that indeed firms adjusted their labor force in response to a contraction in the supply of credit reducing temporary contracts and dismissing low and medium-educated workers. By contrast, highly-educated workers have been able to insulate themselves, even if hired with a temporary contracts. This result is consistent with the hypothesis that low-skilled individuals suffer most from recessions-possibly because of lower training and hiring costs compared to more educated workers-and with the empirical evidence on Germany discussed by Hochfellner et al. (2016) . Overall, the results of our analysis indicates that the combination of low-education and temporary contract identifies the profile 18 Specifically, we look at the ISCO classification of occupations and we consider low-skilled those employed in elementary occupations and services and sales workers; clerical support workers, craft and related trades workers and plant and machine operators, and assemblers have an intermediate level of skills; finally, managers, professionals and technicians are highly-skilled workers. 19 We cannot exclude that some of the penalty for foreign workers comes from sheer discrimination. For instance, it has been documented that economic downturns favor racial prejudice and lead to worse labor market outcomes for minorities (Johnston and Lordan, 2016) . 20 The recognition that unemployment has important distributional consequences goes back at least to Tobin (1972) . In their comprehensive assessment of employment and unemployment patterns across U.S. business cycles, Hoynes et al. (2012) show that men, non-whites, youth, and less educated workers show higher sensitivity to economic conditions. These differences in cyclicality appear to be very stable over time, from the late 1970s to the Great Recession. of workers who has been hit by the credit crunch, while high education makes irrelevant the difference between temporary and open-ended contracts.
Firm heterogeneity
Finally, we explore possible heterogeneous effect across different firms. 21 First, we are interested in assessing whether the employment response to a credit supply shock differ across firm size, given that SMEs are more likely to be financially constrained, have limited access to alternative sources of external finance, and depend more on bank credit than large firms, so that the real effects of credit shocks is likely to be larger (Beck et al., 2008; Presbitero et al., 2014; Cingano et al., 2016) . In our data the reliance on bank financing also differs across firm size (Figure 3 ). The estimation of equation 1 for the three sub-samples of micro (less then 10 employees), small (between 10 and 49 employees) and medium-large (50 or more employees) firms shows that our results hold only for micro and small firms, consistent with what found by Bottero et al. (2015) on a sample of Italian firms over a similar time period (Table 10, left panel). By contrast, the coefficient on ∆LOAN is not statistically significant in the sample of medium-large firms: the coefficient is positive but imprecisely estimated, and the first-stage Fstatistic suggests that there are weak identification problems, possible due to the small sample size and to the capacity of large firms to negotiate with banks about credit terms, while small firms are more likely to be exposed to (nationwide) banks' credit policies.
When splitting our sample across sectors, we find that employment reacts to credit shocks only in services, while there is no evidence that industrial firms reduce employment in response to a credit crunch (Table 10, To shed light on the mechanisms through which financial shocks could affect employment 21 We report all results using sub-samples, but we obtain similar findings estimating the equation 1 on the whole sample and interacting ∆LOAN by firm characteristics (size, sector and a dummy for multiple bank relationships). 22 One may argue that the sources of heterogeneity discussed so far have a strong overlap, meaning that we are observing the same firm employment decision (the worker which has been dismissed) from different angles (a worker of small firm in the service sector, with a temporary contract and low education). To reassure the skeptical reader that job contracts and education really matters for employment outcomes during a credit crunch over and above the effect of firm characteristics, we run our model on different sub-samples according to sectors and firm size. Table A1 -reported in the annex-shows that the effect of the credit crunch on temporary contracts holds even within firms in services, as well as within micro and small firms.
The adjustment on open-ended contract, instead is generally not statistically significant and-when it is, like within micro firms-the size of the elasticity is rather small. Similarly, annex Table A2 confirms that the effect of the credit crunch on the occupation of less educated workers survives within micro and small firms and in the service sector. Similarly, it is worth noting that also differences across age, gender, and nationality are also valid within sectors and firm class size (results not shown but available upon request). decisions we exploit a set of firms' financial characteristics available in our data. If banks play a crucial role in addressing firms' financing needs, then a sudden drop of credit supply should impact disproportionately more on firms relying more on bank credit, having less flexibility in the use of granted credit lines, and having weaker relationships with their lenders.
First, we examine whether firms that were more indebted at the beginning of our sample period suffered more from the tightening of credit conditions. We consider a firm as more (less) exposed to bank credit if its debt per employee is higher (lower) than the one of similar firms (i.e. we compare firms in the same industry and class size). This choice makes it possible to account for different production functions across industries and to avoid having results that overlap with those showed before. We find that employment reacts relatively more to credit supply restrictions in firms that are more dependent on bank credit (Table 11 , left panel). Second, we find that the elasticity of employment to credit is higher for firms that at the beginning of our sample period were using granted credit lines more intensively (Table 11, middle panel) .
Finally, we explore the possibility that the extent of job disruption following a credit supply shock depends on the strength of the bank-firm relationship. We consider the number of bank relationships, differentiating between firms which borrow exclusively from one bank during the sample period and firms with multiple lending banks. We find positive and significant elasticities in the two sub-samples, even though the point estimate is larger for firms with multiple bank relationships (Table 11 , right panel), suggesting that weaker lending relationships expose firms relatively more to the credit crunch. Thus, our results lend support to recent evidence showing that Italian firms that borrowed from fewer banks suffered a smaller contraction of bank credit and a lower increase in lending rates following the Lehman Brothers' bankruptcy (Gobbi and Sette, 2014; Gambacorta and Mistrulli, 2014) .
Conclusions
The recent literature on finance and labor has showed that firms reduce employment in response to a credit crunch. Our analysis takes advantage of a novel dataset on job contracts and labor market flows for the universe of firms in a large Italian region to look at the within-firm personnel dynamics and identify which kind of workers is more likely to be laid off, depending on firm, individual, and job contract characteristics. To identify the employment effect of the credit crunch, our identification strategy relies of loan level data to build a firm-specific time-varying measure of credit supply restriction and to control for time-varying demand and productivity shocks using a granular set of borrower fixed effects.
Our baseline results confirm that financially constrained firms reduced employment and the point estimate indicate that the elasticity of employment to a credit supply shock is 0.25.
The aggregate effect, based on our estimates, is economically meaningful since the contraction in bank lending is able to explain about one fourth of the reduction in employment. In addition, we also show that the adjustment has been differentiated across firms, workers and job contracts. In particular, the credit crunch has mainly affected less educated and less skilled workers with temporary contracts, suggesting that firms have adjusted to the credit supply shock in a way which is consistent with a skill upgrading of the labor force, even though this strategy has been significantly affected by labor market regulation. Finally, we show that high financial dependence and weak bank-firm relationships increase firms' vulnerability and exacerbate the (negative) impact of the credit crunch on employment. Tables   Table 1: Summary statistics   The table reports the summary statistics for ∆EMPLOYMENT for all workers and for different characteristics of contracts and workers, for the average change in firm borrowing over two quarters (∆LOAN), and for the credit supply index (CSI). The sample is the one used in the empirical analysis, made by the universe of firms, conditional on having bank debt. The change in employment for temporary contracts includes fixed term direct hires, project workers, temporary agency workers, trainees and apprentices, and seasonal workers. Education level are defined as low (at most compulsory education), medium (at most upper secondary education), and high (tertiary education) education, based on the ISCED classification. The skill content of each occupation is defined as low (elementary occupations and services and sales workers), medium (clerical support workers, craft and related trades workers and plant and machine operators, and assemblers) and high (managers, professionals and technicians), based on the ISCO classification. The last column report the share of employment at the beginning of the period (end 2007) for different characteristics of contract and workers: these data are taken from the 'Labour Force Survey' of the The table reports the average values of a set of variables (by row) for each quintile of the sample distribution of the credit supply index (CSI). The % industry (services) is the share of firms in the industry (services) sector; the % main province is the percentage of firms that is located in the main province (i.e. Verona); Utilized/granted credit is the ratio between the utilized credit and total granted credit lines; Multi-banks is a dummy equal to one if teh firm has multiple banking relationship and equal to zero for firms borrowing from only one bank. For the definition of CSI see Section 3.2 and equation 4. The last column reports the correlation between each of the row variables and the CSI in the whole sample Table. Fixed effects are constructed based on 30 (2-digit) industries, 7 provinces and 3 class sizes (firms with less than 10 employees, between 10 and 49, and 50 or more). Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1. In column (5) standard errors are clustered at the province-industry-class size level.
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(8) ,443,442 2,443,442 2,443,442 2,443,442 2,443,442 1,852,098 2,443,442 2,443,451 2,443,442 2,338 ∆EMPLOYMENT t is defined as the change in employment at the firm level over the quarter t, for the different types of job contracts, as labeled in each column, divided by the average stock of all firm's workers over the quarter. Thus, the dependent variable is not a growth rate but a contribution to the aggregate (at the firm level) growth rate. This means that the estimated coefficients cannot be interpreted as elasticities, but they need to be scaled by the relative share of the job contracts (see Table  1 ). ∆LOAN t,t−1 is the average change in used loans at the firm level in quarters t and t − 1. In the first stage regressions, the excluded instrument is the credit supply index CSI, as defined in Section 3. Table. Fixed effects are constructed based on 30 (2-digit) industries, 7 provinces and 3 class sizes (firms with less than 10 employees, between 10 and 49, and 50 or more). Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0. ∆EMPLOYMENT t is defined as the change in employment at the firm level over the quarter t, for the different types of workers, as labeled in each column, divided by the average stock of all firm's workers over the quarter. Thus, the dependent variable is not a growth rate but a contribution to the aggregate (at the firm level) growth rate. This means that the estimated coefficients cannot be interpreted as elasticities, but they need to be scaled by the relative share of the workers in the workforce (see Table  1 ). ∆LOAN t,t−1 is the average change in used loans at the firm level in quarters t and t − 1. In the first stage regressions, the excluded instrument is the credit supply index CSI, as defined in Section 3. Table  1 ). ∆LOAN t,t−1 is the average change in used loans at the firm level in quarters t and t − 1. In the first stage regressions, the excluded instrument is the credit supply index CSI, as defined in Section 3.2 and equation 4. The left panel reports the results for the sub-samples of men and women. The middle panel reports the results for the sub-samples of workers whose age is below or above 30 years. The right panel show the results for the sub-sample of Italian and foreign workers. All regressions are based on the full sample and include the same set of time and borrower fixed effects, as listed at the bottom of the Table. Fixed effects are constructed based on 30 (2-digit) industries, 7 provinces and 3 class sizes (firms with less than 10 employees, between 10 and 49, and 50 or more). Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0. , as labeled in each row and column, respectively. Those flows are divided by the average stock of all firm's workers over the quarter. Thus, the dependent variable is not a growth rate but a contribution to the aggregate (at the firm level) growth rate. This means that the estimated coefficients cannot be interpreted as elasticities, but they need to be scaled by the relative share of the workers in the workforce (see Table  1 ). ∆LOAN t,t−1 is the average change in used loans at the firm level in quarters t and t − 1. In the first stage regressions, the excluded instrument is the credit supply index CSI, as defined in Section 3. ∆EMPLOYMENT t is defined as the change in employment at the firm level over the quarter t; ∆LOAN t,t−1 is the average change in used loans at the firm level in quarters t and t − 1. In the first stage regressions, the excluded instrument is the credit supply index CSI, as defined in Section 3.2 and equation 4. The left panel reports the results for three sub-samples defined on the basis of firm size. Firm size bins identify micro (less than 10 employees), small (between 10 and 49 employees) and medium and large firms (50 or more employees). The right panel reports the results for the sub-sample of firms in the industry and service sectors. All regressions are based on the full sample and include the same set of time and borrower fixed effects, as listed at the bottom of the Table. Fixed effects are constructed based on 30 (2-digit) industries, 7 provinces and 3 class sizes (firms with less than 10 employees, between 10 and 49, and 50 or more). Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0. The table reports the (second-stage) regression results of the 2SLS estimation of equation 1. The dependent variable ∆EMPLOYMENT t is defined as the change in employment at the firm level over the quarter t; ∆LOAN t,t−1 is the average change in used loans at the firm level in quarters t and t − 1. In the first stage regressions, the excluded instrument is the credit supply index CSI, as defined in Section 3.2 and equation 4. The left panel reports the results for the sub-samples of firms with low and high debt per employee at the beginning of the period (the split is done around the median comparing firms in the same sector and size class). The middle panel reports the results for the sub-samples of firms which at the beginning of the period had a low and high utilization of granted credit lines (i.e. with the ratio of utilized loans over granted loans below or above the median). The right panel separates between firms which borrows from only one bank (Single-bank) and firms with multiple banking relationships (Multi-banks). All regressions are based on the full sample and include the same set of time and borrower fixed effects, as listed at the bottom of the Table. Fixed effects are constructed based on 30 (2-digit) industries, 7 provinces and 3 class sizes (firms with less than 10 employees, between 10 and 49, and 50 or more). Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0. Notes: Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1. Table A1: The effect of contract type within firm sector and size
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The table reports the (second-stage) regression results of the 2SLS estimation of equation 1. The dependent variable ∆EMPLOYMENT t is defined as the change in employment at the firm level over the quarter t, for the different types of job contracts-open-ended in the top panel and temporary contract in the bottom panel-divided by the average stock of all firm's workers over the quarter. Temporary contracts includes fixed term direct hires, project workers, temporary agency workers, trainees and apprentices, and seasonal workers. Thus, the dependent variable is not a growth rate but a contribution to the aggregate (at the firm level) growth rate. This means that the estimated coefficients cannot be interpreted as elasticities, but they need to be scaled by the relative share of the job contracts (see Table 1 ). Results are reported for different sub-samples across sectors (industry and services) and firm size. Firm size bins identify micro (less than 10 employees), small (between 10 and 49 employees) and medium and large firms (50 or more employees). ∆LOAN t,t−1 is the average change in used loans at the firm level in quarters t and t − 1. In the first stage regressions, the excluded instrument is the credit supply index CSI, as defined in Section 3.2 and equation 4. All regressions are based on the full sample and include the same set of time and borrower fixed effects, as listed at the bottom of the Table. Fixed effects are constructed based on 30 (2-digit) industries, 7 provinces and 3 class sizes (firms with less than 10 employees, between 10 and 49, and 50 or more). Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0. Table A2 : The effect of education within firm sector and size
The table reports the (second-stage) regression results of the 2SLS estimation of equation 1. The dependent variable ∆EMPLOYMENT t is defined as the change in employment at the firm level over the quarter t, for the different levels of education-low, medium and high-divided by the average stock of all firm's workers over the quarter. Temporary contracts includes fixed term direct hires, project workers, temporary agency workers, trainees and apprentices, and seasonal workers. Education level are based on the ISCED classification: low means at most compulsory education, medium is at most upper secondary education, and high indicates tertiary education. Thus, the dependent variable is not a growth rate but a contribution to the aggregate (at the firm level) growth rate. This means that the estimated coefficients cannot be interpreted as elasticities, but they need to be scaled by the relative share of the job contracts (see Table 1 ). Results are reported for different sub-samples across sectors (industry and services) and firm size. Firm size bins identify micro (less than 10 employees), small (between 10 and 49 employees) and medium and large firms (50 or more employees). ∆LOAN t,t−1 is the average change in used loans at the firm level in quarters t and t − 1. In the first stage regressions, the excluded instrument is the credit supply index CSI, as defined in Section 3.2 and equation 4. All regressions are based on the full sample and include the same set of time and borrower fixed effects, as listed at the bottom of the Table. Fixed effects are constructed based on 30 (2-digit) industries, 7 provinces and 3 class sizes (firms with less than 10 employees, between 10 and 49, and 50 or more). Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0. 
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