We report the first direct comparison between energy transfer parameters measured using infrared multiphoton absorption ͑IRMPA͒ versus ultraviolet ͑UV͒ excitation followed by rapid internal conversion ͑IC͒. Highly excited hexafluorobenzene ͑HFB͒ molecules in the electronic ground state were prepared by ͑i͒ IRMPA by CO 2 laser pumping to an average initial energy of 14 500-17 500 cm Ϫ1 and ͑ii͒ UV excitation to ϳ40 300 cm Ϫ1 followed by IC. The vibrational deactivation of the highly excited HFB by the monatomic collider gas argon was monitored by time-resolved infrared fluorescence. The results for the two methods are identical within experimental error, demonstrating the viability of IRMPA as a method of state preparation for vibrational deactivation experiments involving large molecules.
I. INTRODUCTION
Direct measurements of collisional energy transfer from highly excited gas phase molecules usually rely on ultraviolet ͑UV͒ pumping of a molecule to an excited electronic state, followed by non-radiative intramolecular transfer to high-lying vibrational levels in the ground electronic state as the means of state preparation. 1 Producing an ensemble of excited molecules through rapid internal conversion ͑IC͒ has the advantage that the initial energy distribution is extremely narrow and defined, centered about the excitation wavelength of the light source used. This technique, however, is limited to molecules possessing an electronic transition which will undergo rapid internal conversion at wavelengths accessible by conventional lasers. Consequently the range of initial internal energies that can be studied is severely restricted by the energy of the electronic transitions.
Infrared multiphoton absorption ͑IRMPA͒, generally using a high power CO 2 laser, provides an alternative method for initial preparation of large populations of highly excited molecules in the ground electronic state with various initial internal energies. [2] [3] [4] [5] [6] [7] [8] [9] In contrast with studies utilizing UV pumping followed by IC, IRMPA remains a poor cousin. This arises because there is uncertainty in the initial energy distribution associated with the IRMPA process. [3] [4] [5] [6] Nevertheless, it has been shown theoretically that under appropriate conditions the results extracted from the data depend solely on the average excitation energy, i.e., they are independent of the initial distribution. 10, 11 The average internal energy the excited molecule initially reaches after IRMPA is controlled by varying the fluence of the excitation laser.
IRMPA is potentially a very useful technique for studying different types of molecular systems from those studied using IC as the state preparation technique. IC following visible/UV excitation has generally been used with cyclic ring systems, usually aromatics, because these molecules possess the required photophysical properties. In contrast, molecules studied using IRMPA are halogenated hydrocarbons, for example 1,1,2-trifluoroethane, 6 cis-ClFCϭCFCl ͑Ref. 9͒ and CDCl 3 . 12 It is clear that the types of molecules for which direct energy transfer data are available need to encompass a broader range of systems, and this is not possible using the IC technique for state preparation. IRMPA offers a versatile alternative.
In order to remove the stigma associated with using IRMPA for excitation so that it can reach its full potential, it is necessary to demonstrate that the drawbacks identified above are no impediment to obtaining high quality data. For this reason we have undertaken a study of energy transfer in hexafluorobenzene ͑HFB͒, for which it is possible to use both IRMPA and IC as methods of excitation. Argon was used as the collision partner. By comparing the results of these studies we aim to demonstrate the reliability of results obtained with IRMPA. Our experimental results are compared with previous experimental work 13 and with recent quasiclassical trajectory calculations on the deactivation of highly excited HFB by some mono and polyatomic collision partners. red fluorescence ͑IRF͒ near 1500 cm Ϫ1 to monitor energy loss from highly vibrationally excited HFB prepared by IRMPA with CO 2 laser pumping using the P(38) line at 1029.43 cm
Ϫ1
. The IC-IRF experiments utilized 248 nm (ϳ40 300 cm
) excitation. Due to it providing superior signals, the band near the 1000 cm Ϫ1 band was monitored in these UV excitation experiments.
The experimental system for the excitation of HFB via IRMPA coupled with time-resolved IRF monitoring is a more elaborate version of the experimental design used for recent studies of the collisional deactivation of vibrationally excited CO 2 and N 2 O. [16] [17] [18] A schematic diagram of the experimental arrangement is shown in Fig. 1 . Infrared laser radiation from a tunable CO 2 laser ͑Lumonics TEA 103-2͒ is directed through a Galilean telescope and then into a cylindrical fluorescence cell constructed from stainless steel and fitted with NaCl end windows. A mercury-free gas handling line can evacuate the cell to ϳ10 Ϫ4 Torr. The pressure in the cell was monitored with a 0-1 Torr capacitance manometer ͑MKS Baratron͒. The IRF from the excited HFB molecules was observed perpendicular to the laser beam axis through a MgF 2 side window and a bandpass interference filter centered at 1486 cm Ϫ1 with a band width of 167 cm
. The IRF is detected with a liquid nitrogen cooled HgCdTe detector ͑Infrared Associates͒ equipped with a matched preamplifier ͑combined rise time ϳ400 ns͒. The detector/ preamplifier output was captured by a digital storage oscilloscope ͑LeCroy 9310͒ and transferred to a laboratory computer for analysis. The detector/preamplifier was shielded by a copper cage to prevent electrical interference from the firing of the laser.
A photon drag detector ͑Rofin 7415͒ was used to monitor the CO 2 laser pulse temporal profile and to trigger the oscilloscope. The oscilloscope was used to average decay curves for ϳ200 pulses at a laser pulse repetition frequency of ϳ1 Hz, in order to achieve adequate signal-to-noise ratios.
Extreme care was taken in the measurements of the average number of IR photons absorbed per HFB molecule. The conventional method involves averaging the energy of the CO 2 laser before and after the sample. 19 In our experiments, the energy of each pulse before and after the cell was recorded simultaneously using two pyroelectric joulemeters ͑Molectron J25͒. The signal from these joulemeters was captured using a data acquisition system ͑MacLab/4͒ allowing every shot to be recorded. This allows the energy absorbed, and hence the average number of photons absorbed per molecule, to be determined for every pulse. This is then repeated over a number of pulses to obtain the average number of photons absorbed per molecule and also an indication of the spread in initial excitation energies. Furthermore, the CO 2 laser was optimized for pulse-to-pulse stability and the triggering system of the IR detection system was set up so that it accepted signal only when the laser fluence was above a preset threshold. This results in optimum pulse to pulse stability and narrow distribution of the energy input. The laser beam was checked regularly for uniformity to ensure no hot spots were present. Consequently the initial excitation energy does not vary significantly from shot to shot.
In the experiments using UV excitation coupled with time-resolved IRF monitoring, the HFB was irradiated by an excimer laser ͑Questek Model 2220͒ at ϭ248 nm ͑KrF͒ operating at 10 Hz. The cell was fitted with quartz end windows to allow the transmission of the UV laser. The excimer pulses had an average fluence of ϳ4 mJ cm Ϫ2 and a full width half maximum ͑FWHM͒ of 10 ns. Low laser power was necessary to prevent the deposition of polymer products on the cell windows which contributed to large amounts of scattered light. IRF from HFB near 1000 cm Ϫ1 was monitored through a NaCl window and appropriate bandpass interference filter with the HgCdTe detector coupled to a digital storage oscilloscope ͑Hewlett-Packard 54510A͒. Approximately 1000 laser shots were averaged for each run to obtain adequate signal-to-noise.
Ar ͑BOC 99.997%͒ was used directly as supplied. C 6 F 6 ͑Aldrich, 99%͒ was degassed using several freeze-pumpthaw cycles prior to use.
III. DATA ANALYSIS

A. Variation of internal energy with time
The experiments measure infrared intensity as a function of time. From these data one wishes to extract the variation of the internal energy with time. The usual methods for doing this have been described by Barker. 20, 21 They involve extrapolating the experimental intensity versus time traces to time zero where the initial energy is known. The changes in IR fluorescence intensity with time can then be associated with changes in internal energy with time using calculated calibration curves ͑see below͒. The accuracy of this method relies on the accuracy of the back-extrapolation, and ignores problems such as the finite detector response.
Our experience with the back extrapolation approach has been that it can lead to larger uncertainties than the data warrant. For this reason we have chosen a different approach that overcomes the limitations of back-extrapolation and allows effects such as the finite detector response to be incorporated in the analysis. The method involves fitting the internal energy versus time behavior directly to the data.
The internal energy is assumed to follow the general functional form:
where E 0 is the initial excitation energy and k t 1 , k t 2 , and t 0 are variable parameters in the fitting procedure. ͑It should be noted that this functional form is only a mathematical representation of the energy decay profile used for fitting purposes and there is no physical meaning associated with the parameters k t 1 and k t 2 ͒. This functional form was chosen since an exponential is the most widely used form for modeling energy decay and, through the presence of a second t 2 term, the expression additionally allows for the roll-off in the average energy transferred per collision as reported by previous workers. 13, 20, 21 The procedure involves the following five steps:
͑1͒ An initial set of k t 1 , k t 2 , and k 0 parameters is used to generate an E(t) function, as per Eq. ͑1͒.
͑2͒ This E(t) function is converted to an infrared fluorescence intensity versus time function, IRF(t), using the relationship between relative IRF intensity of the nth mode, I n (E), and internal energy, first derived by Durana and McDonald:
and
Here h n is the energy of the nth mode, s (E) is the vibrational density of states at energy E, sϪ1 (E) is the vibrational density of states calculated by excluding the mode that is being monitored and A IRF is a fitted scaling factor. The applicability of the above relationship has been extensively tested and no occurrences have been found where the relationship has failed to hold. 23 The density of states were calculated using an exact counting algorithm 24 and the vibrational frequencies listed by Steele et al. 25, 26 ͑3͒ An infrared emission versus time curve is generated from the IR fluorescence intensity versus time function calculated at step ͑2͒, IRF(t), and a function used to describe blackbody radiation. This is necessary as in general the infrared emission signal contains components from both IRF and blackbody radiation ͑present due to the generation of heat during the collisional relaxation process͒. Thus the experimental decays consist of a superposition of an IRF decay curve and a blackbody radiation rise. The blackbody radiation, BBR(t), was represented by an expression which is derived from the standard BBR formulae: 27 BBR͑t ͒ϭA BBR exp ͩ Ϫ h kT͑t͒ ͪ ,
͑4͒
where A BBR is an intensity constant, T 0 is the initial temperature, ⌬T is the temperature rise after relaxation, and E 0 is the initial vibrational energy. The short timescales used throughout these experiments precluded the need to consider the slow decay of heat to the cell walls. The infrared emission intensity is thus:
In principle, A BBR and ⌬T are both adjustable parameters introduced by the addition of blackbody radiation. However, in practice A BBR is the only adjustable parameter required as the calculations were found to be insensitive to ⌬T over a wide range of values ͑e.g., ϳ20-200 K rise in our results͒. ͑4͒ The calculated infrared emission signal, IR(t), is convoluted with the detector response function, SRF(t), determined experimentally:
is thus a calculated function that can be compared directly with the observed IR emission traces. ͑5͒ I(t) is compared with the experimental trace, the parameters k t 1 , k t 2 , t 0 , A BBR , and A IRF are adjusted, and the process repeated until the calculated and experimental traces converge. In practice the entire process is automated. We used the Levenberg-Marquardt method of nonlinear leastsquares fitting to match an E(t) function to an observed IR emission trace. 28, 29 
B. Extraction of energy transferred per collision as a function of internal energy
The decay curves are measured at a range of HFB dilutions in the collider gas. For each curve, i.e., each dilution, values of k t 1 and k t 2 are determined as discussed in Sec. III A, giving an E(t) function. This expression for E(t) is converted to E(z), where z is the collision number determined using Lennard-Jones collision frequencies.
14 LennardJones parameters used in our work, shown in Table I , are the same as those used in previous HFB energy transfer studies. 13, 14 The values for k LJ were calculated using the empirical formulae given by Neufeld et al. 30 for the collision integral. The form of E(z) thus obtained is analytic ͓since E(t) is analytic from Eq. ͑1͔͒, and an expression is readily derived for dE(z)/dz, the average energy transferred per collision, ͗͗⌬E͘͘. Using Eq. ͑1͒, the functional form for the average energy transferred per collision is given by:
where k z 1 and k z 2 are related to k t 1 and k t 2 via the transformation from time to collision number. These ͗͗⌬E͘͘ functions refer to particular mixtures of HFB and collision partner and thus include both HFB-HFB collisions and HFBcollision partner collisions. To extract the HFB-collision partner value alone, these ͗͗⌬E͘͘ functions must be extrapo- . ͑10͒
IV. RESULTS
A. IRMPA-IRF experiments
While IRMPA is an extremely useful method for preparing an initial ensemble of highly excited molecules at variable initial internal energies, it leads to a range of initial energies since molecules within the sample can absorb an integer number of photons, ranging from zero up. Various workers have either calculated this distribution [3] [4] [5] [6] or it has been inferred using experimental techniques such as Raman spectroscopy. 31, 32 Problems arise as the distribution can be bimodal, resulting from a near thermal population of those molecules that did not absorb, and a higher energy distribution of molecules that absorbed many photons. 19 The average number of photons absorbed per molecule, n , is determined from the total energy absorbed by the molecules, and the number of absorbing molecules. In the case of the bimodal distribution just discussed, a calculation of n , and hence the average initial vibrational energy, requires a knowledge of the fraction of molecules that underwent the IRMPA process.
In general the fraction of molecules excited increases with increasing laser fluence. 19 To produce significant levels of internal excitation, high fluences are required so that many photons are absorbed. Thus energy transfer experiments typically operate under conditions in which the molecules remaining in the unexcited thermal fraction constitute a small component. Indeed, for large molecules where the quasicontinuum is reached easily, the fraction of molecules left in the thermal component can be negligible.
In the case of HFB there are two previous experimental measurements suggesting that essentially all of the molecules are excited by the CO 2 laser. 33, 34 The evidence consists of UV absorption spectra measured before and after CO 2 laser pumping. In the region 230-300 nm, the peak of the UV absorption spectrum for a 300 K thermal sample of HFB is at 230 nm. Following IRMPA the UV absorption is shifted to longer wavelength and is zero at 230 nm. 33, 34 These measurements have been made at pressures of 30 Torr 33 and 2 Torr 34 of HFB. In the latter case the laser fluence was 0.18 J cm Ϫ2 ; in the other it was not reported. Our measurements have been made at lower total pressures ͑Ͻ1 Torr͒ and a higher fluence of ϳ0.8 J cm Ϫ2 . We expect that under our experimental conditions all HFB molecules will absorb.
We have proceeded by analyzing our IRMPA-IRF data on the basis of this assumption. This leads to a particular value of n , and hence average initial energy, that determines the slope of the ͗͗⌬E͘͘ vs E curve. By comparing the ͗͗⌬E͘͘ vs E curve obtained from the IRMPA-IRF experiments for Ar with that obtained from the IC-IRF experiments we have a check on the validity of this assumption.
From measurements of the laser fluence before, ⌽ in , and after, ⌽ out , the cell ͑with corrections for attenuation from cell windows͒, the average absorbed energy, ͗͗Q͘͘, can be where N is the concentration of the molecule of interest in the cell, and L is the cell length. This equation is valid for a collimated laser beam and an absorption of Ͻ10%.
19 When all molecules are excited, as assumed in this study ͑see above͒, then ͗͗Q͘͘ is equal to ͗͗E͘͘ at time zero. For the laser fluence and pressures used in these experiments the distribution of average initial excitation energies for HFB is shown in Fig. 2 . This figure shows the average excitation energy to be 16 000Ϯ1500 cm
Ϫ1
. Decay traces at various bath gas pressures were recorded with a constant HFB pressure of 2.5 mTorr. This very low pressure was necessary to minimize blackbody radiation and to avoid any errors associated with large temperature rises within the cell. Higher pressures also led to shock waves in the cell. The low HFB pressures used increase the accuracy of the data analysis, which involves an extrapolation to zero collision fraction of HFB. IRF traces typical of those observed in the IRMPA experiments are shown in Fig. 3 ͑a fitted curve is shown on one of the decay traces͒. Simple random walk simulations show that at the total pressures and timescale of the experiments, wall collisions are insignificant. Plots of ͗͗⌬E͘͘ versus collision fraction, F c , at selected energies are shown in Fig. 4 . The parameters for ͗͗⌬E͘͘ extracted from the extrapolation of these plots are presented in Table II .
B. UV excitation "IC-IRF… experiments
The UV photophysics of HFB has been investigated by many authors. 35 After excitation with an excimer laser at both 193 nm ͑ArF͒ and 248 nm ͑KrF͒ hexafluorobenzene undergoes rapid internal conversion to the electronic ground state with almost unit quantum efficiency to produce an ensemble of highly vibrationally excited molecules. This method of initial state preparation has been used previously to excite HFB for collisional energy transfer studies. 13, [36] [37] [38] Decay traces at various Ar pressures were recorded with a constant HFB pressure of 50 mTorr. These traces are analyzed to obtain ͗͗⌬E͘͘ as discussed above. The parameters k 1 and k 2 for the ͗͗⌬E͘͘ function obtained are shown in Table II .
V. DISCUSSION
The energy transfer parameters, determined from our UV-IC preparation of highly excited HFB, can be directly compared with previous studies using the same preparation technique 13, 37 and also theoretical calculations. 14 A summary
of ͗͗⌬E͘͘ values obtained from the studies above, along with the our values, is shown in Table III . Figure 5 shows the ͗͗⌬E͘͘ vs ͗͗E͘͘ curves for the present work along with other experimental and theoretical studies based on the deactivation of highly excited HFB by argon. The error bars on our UV-IC data indicate two standard errors which have been determined from the error in the extrapolation of the ͗͗⌬E͘͘ vs F c curves ͑see above͒ and the error determined between different runs. The ͗͗⌬E͘͘ vs ͗͗E͘͘ curve for Damm et al. 13 was estimated from their Fig. 9 , while the data points for the theoretical curve were estimated from Fig. 4 of Lenzer et al. 14 The theoretical points of Lenzer et al. 14 have been joined by a line for illustrative purposes. Although the work of Ichimura et al. 37 was assessed by Damm et al. 13 to be obsolete due to an incorrect calibration curve, it has been included for completeness.
As evidenced by Fig. 5 , our ͗͗⌬E͘͘ vs ͗͗E͘͘ curve is lower than that of Damm et al., 13 but larger than that of Ichimura et al. 37 The theoretical calculations by Lenzer et al. 14 Table II͒ . Although fitting parameters have been used which will model any roll-off that possibly exists, the experimental data suggest ͗͗⌬E͘͘ to be essentially linear with energy. The magnitude of the nonlinear term compared with the linear term, obtained in this study, is illustrated through a comparison of the ratios of these two terms. The value of this ratio was found to be Ͻ5% ͑calculated when the average energy has fallen to half its initial value͒. Hence, these parameters reveal ͗͗⌬E͘͘ to be essentially linear with energy. ͗͗⌬E͘͘ vs ͗͗E͘͘ curves for both the IRMPA and UV-IC preparative methods are shown in Fig. 6 . Errors on the plot represent standard deviations determined from the extrapolation of ͗͗⌬E͘͘ vs F c curves and errors observed between runs. Figure 6 clearly shows that the two experimental results agree well with each other. UV excitation followed by rapid internal conversion results in an initial energy distribution similar to that of a thermal vibrational Boltzmann distribution shifted by the excitation wavelength (ϳ40 300 cm Ϫ1 ). On the other hand, IRMPA produces a broader distribution since a HFB molecule can absorb an integer number of photons centered around the average number of photons absorbed per molecule. Although the two methods of initial state preparation produce substantially different initial distributions, the energy transfer parameters obtained by our study are identical within experimental error. This result has previously been postulated from theoretical calculations, 10, 11 but until now, no experimental work has substantiated this claim. This is the first direct experimental comparison between the two methods of initial excitation, and demonstrates that IRMPA is a viable method for energy transfer studies. 
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