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1. Introduction
There is an increasing demand for various forms of automatic processing of natural languages, and this has stimulated the
development of appropriate mathematical models and tools. In many applications finite-state recognizers and transducers,
usually with some probability or weight features, have been used with considerable success (cf. [17,5,13], for example).
Finite-state machines have many attractive properties and a well-developed theory. However, finite transducers cannot
perform some of the syntax-sensitive transformations and reorderings of parts of sentences frequently encountered in
translations from one natural language to another, and therefore more powerful translation defining devices are called for.
The syntax-directed translation schema (SDTS) to be considered in this paper was originally introduced as a simple
model of a compiler [11,1]. An SDTS consists of two context-free (CF) grammars working in parallel: an input grammar
that generates the strings of the source language, and an output grammar that generates the translations of these strings.
The generation of an input–output pair by an SDTS may also be viewed as a procedure in which parse trees for the input
string and the output string are implicitly produced in parallel. As proposed in [12], for example, the quality of machine
translations may be expected to improve if one utilizes the syntactic structures of the input and output sentences. This
suggests the use of tree transducers (cf. [9,10,6] for surveys and further references) to explicitly transform input trees to
output trees.
In natural language processing, closure under composition and the preservation of recognizability are important features
of translations [12]. Unfortunately, the tree transformations defined by many common types of tree transducers are neither
closed under composition nor do they preserve the recognizability of tree languages [8,3,9,10,6].
A tree bimorphism B = (ϕ, R, ψ) consists of a (recognizable) tree language R and two tree homomorphisms ϕ and ψ ,
and the tree transformation defined by B is the set of all the pairs (rϕ, rψ), where r ∈ R. Extensively studied especially
in the 1970s and 1980s (cf. [2,20,4], for example), tree bimorphisms offer an elegant algebraic formalism for defining tree
transformations. Moreover, by imposing suitable restrictions on the tree language or the tree homomorphisms, one can get
classes of tree bimorphismswith special properties thatmay also be useful for applications in linguistics. By taking the yields
of input and output trees, a tree bimorphism is turned into a device defining a string-to-string translation. In [19] a class of
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tree bimorphisms that define exactly the rational translations is given, and Shieber [18] shows that the translations defined
by synchronized tree-substitution grammars are also defined by a well-known class of tree bimorphisms studied already by
Arnold and Dauchet [2].
In this paper, we show that syntax-directed translation schemata are effectively equivalent to tree bimorphisms inwhich
the tree language is local and ground, and the two homomorphisms are ‘‘quasi-alphabetic". With linguistic applications in
mind, we also prove that the class of tree transformations defined by these tree bimorphisms is closed under composition
and inverses, and that the transformations preserve the recognizability of tree languages. Moreover, it is shown that the
same class of translations is obtained even if we either restrict the tree languages appearing in the bimorphisms to local tree
languages accepted by deterministic top-down tree recognizers, or if we allow any regular tree languages.
2. Preliminaries
For any positive integer n, we denote by [n] the set {i | 1 ≤ i ≤ n}. Let A, B be sets, and consider a relation ρ ⊆ A × B.
The fact that (a, b) ∈ ρ for some elements a ∈ A and b ∈ B, can also be expressed by writing aρb. For any a ∈ A, let
aρ = {b | aρb}. More generally, for any A′ ⊆ A, A′ρ is the set of all b ∈ B such that (a, b) ∈ ρ for some a ∈ A′. The inverse of
ρ is the relation ρ−1 = {(b, a) | (a, b) ∈ ρ} (⊆ B×A). The domain and the range of ρ are the sets Bρ−1, and Aρ, respectively.
The composition of two relations ρ ⊆ A× B and ρ ′ ⊆ B× C is the relation ρ ◦ ρ ′ = {(a, c) | a ∈ A, c ∈ C, (∃b ∈ B)(a, b) ∈
ρ, (b, c) ∈ ρ ′}. The diagonal relation {(a, a) | a ∈ A} of a set A is denoted δA. A mapping ϕ : A→ Bmay also be viewed as a
relation (⊆ A× B), and aϕ (a ∈ A) denotes either the image ϕ(a) of a or the set formed by it.
A ranked alphabet Σ is a finite set of symbols each of which has a given nonnegative integer arity. For anym ≥ 0, the set
ofm-ary symbols inΣ is denoted byΣm. In addition to ranked alphabets, we use ordinary finite alphabets, that we call leaf
alphabets, disjoint from the ranked alphabets.
For any ranked alphabet Σ and leaf alphabet X , the set TΣ (X) of Σ-terms with variables in X is the smallest set M such
that X ∪ Σ0 ⊆ M , and f (t1, . . . , tm) ∈ M whenever m > 0, f ∈ Σm and t1, . . . , tm ∈ M . Such terms are regarded as
representations of labeled trees, and we call them ΣX-trees. Subsets of TΣ (X) are called ΣX-tree languages. We may also
speak simply about trees and tree languageswithout specifying the alphabets. If the leaf alphabet X is empty, thenΣX-trees
are called groundΣ-trees, and their set TΣ (∅) is denoted by TΣ . Subsets of TΣ are called groundΣ-tree languages.
The label of the root of aΣX-tree t is denoted by root(t). The yield yd(t), the height hg(t) and the set fork(t) of forks are
defined as usual (see [9,10]):
(1) yd(x) = x, hg(x) = 0 and fork(x) = ∅ for x ∈ X;
(2) yd(c) = λ, hg(c) = 0 and fork(c) = ∅ for c ∈ Σ0;
(3) yd(t) = yd(t1) . . . yd(tm), hg(t) = max{hg(t1), . . . , hg(tm)} + 1 and fork(t) = fork(t1) ∪ · · · ∪ fork(tm) ∪
{f (root(t1), . . . , root(tm))} for t = f (t1, . . . , tm) (m > 0).
The (finite) set of all possible forks ofΣX-trees is denoted by fork(Σ, X).
In what followsΣ ,Ω and Γ are ranked alphabets, and X , Y and Z leaf alphabets. Furthermore,Ξ = {ξ1, ξ2, . . .} is a set
of variables disjoint from all the other alphabets. For anym ≥ 0, letΞm = {ξ1, . . . , ξm}.
A nondeterministic top-down (ndT) ΣX-recognizer is a triple A = (Q , P, I), where Q = Q1 is a unary ranked alphabet of
states such that Q ∩ (Σ ∪ X) = ∅, I ⊆ Q is the set of initial states, and P is a finite set of transition rules, each one of one of
the following two types:
(1) q(d)→ d, where d ∈ X ∪Σ0 and q ∈ Q ;
(2) q(f (ξ1, . . . , ξm))→ f (q1(ξ1), . . . , qm(ξm)), wherem > 0, f ∈ Σm and q, q1, . . ., qm ∈ Q .
For any s, t ∈ TQ∪Σ (X), s⇒A t means that t is obtained by replacing an occurrence of
(i) a subtree q(d) of s by d, where q(d)→ d is a rule of type (1) in P , or
(ii) a subtree q(f (t1, . . . , tm)) of s by the tree f (q1(t1), . . . , qm(tm)) by using a type (2) rule q(f (ξ1, . . . , ξm)) →
f (q1(ξ1), . . . , qm(ξm)) appearing in P .
The reflexive and transitive closure of⇒A is denoted by⇒∗A. The set T (A) = {t ∈ TΣ (X) | q(t) ⇒∗A t for some q ∈ I} is
the tree language recognized by A. AΣX-tree language R is said to be recognizable if R = T (A) for some ndTΣX-recognizer
A. Let RecΣ (X) be the set of recognizable ΣX-tree languages. The set of recognizable ground Σ-languages, i.e., RecΣ (∅), is
denoted by RecΣ , and let Rec denote the family of all recognizable ground tree languages.
A deterministic top-down (dT) ΣX-recognizer is an ndT ΣX-recognizer A = (Q , P, I) with exactly one initial state, at
most one rule of type (1) for each pair d ∈ X ∪ Σ0 and q ∈ Q , and exactly one transition of type (2) for any f ∈ Σm,
m > 0 and q ∈ Q . A ΣX-tree language is deterministic recognizable, dT-recognizable for short, if it is recognized by a dT
ΣX-recognizer. The family of dT-recognizable ground tree languages is denoted by DRec, and DRecΣ (X) denotes the set of
all dT-recognizableΣX-tree languages. It is well known that DRec ⊂ Rec (see [14] or [9,10]).
For any D ⊆ Σ ∪ X and E ⊆ fork(Σ, X), let L(D, E) denote the set
{t ∈ TΣ (X) | root(t) ∈ D, fork(t) ⊆ E}.
AΣX-tree language R is local (in the strict sense), if R = L(D, E) for some D and E. Let LocΣ (X) be the set of all localΣX-tree
languages. The set of local groundΣ-tree languages, i.e., the set LocΣ (∅), is denoted by LocΣ , and let Loc be the family of all
local ground tree languages. We recall that every local tree language is recognizable (see [7,21] or [9,10]).
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3. Quasi-alphabetic tree bimorphisms
First, recall (cf. [22,8–10,19,2,6]) that a tree homomorphism ϕ : TΣ (X)→ TΩ(Y ) is determined by a mapping ϕX : X →
TΩ(Y ) and mappings ϕm : Σm → TΩ(Y ∪ Ξm), for allm ≥ 0 such thatΣm 6= ∅, as follows:
(1) xϕ = ϕX (x) for any x ∈ X ,
(2) cϕ = ϕ0(c) for any c ∈ Σ0, and
(3) tϕ = ϕm(f )(ξ1 ← t1ϕ, . . . , ξm ← tmϕ) for t = f (t1, . . . , tm) (m > 0).
Such a tree homomorphism ϕ is said to be
• linear, if for allm > 0 and f ∈ Σm, no ξi (i ∈ [m]) appears more than once in ϕm(f );• non-deleting if for allm > 0 and f ∈ Σm, every ξi (i ∈ [m]) appears at least once in ϕm(f );• strict, if no ϕm(f )withm > 0 and f ∈ Σm is of the form ξi (i ∈ [m]);• symbol-to-symbol, if ϕX (x) ∈ Y for every x ∈ X , ϕ0(c) ∈ Ω0 for every c ∈ Σ0, and for all m > 0 and f ∈ Σm, ϕm(f ) is of
the form g(ξi1 , . . . , ξik), where k > 0, g ∈ Ωk and 1 ≤ i1, . . . , ik ≤ m;• alphabetic, if ϕX (x) ∈ Y for every x ∈ X , ϕ0(c) ∈ Ω0 for every c ∈ Σ0, and for all m > 0 and f ∈ Σm, ϕm(f ) =
g(ξ1, . . . , ξm) for some g ∈ Ωm.
In fact, we shall consider tree homomorphisms of the formϕ : TΣ → TΩ(Y ), and then themappingϕX and any conditions
concerning it can be ignored. We denote by lH, nH, sH, ssH, and aH the classes of all linear, non-deleting, strict, symbol-to-
symbol, and alphabetic tree homomorphisms, respectively. Further subclasses of tree homomorphisms can be obtained by
combining any of these restrictions. For example, lnH is the class of all linear non-deleting tree homomorphisms.
We call a tree homomorphism ϕ : TΣ (X)→ TΩ(Y ) quasi-alphabetic, if
(1) ϕX (x) ∈ Y for every x ∈ X , and
(2) for allm ≥ 0 and f ∈ Σm, ϕm(f ) is of the form
g(y11, . . . , y
k1
1 , ξσ(1), y
1
2, . . . , y
km
m , ξσ(m), y
1
m+1, . . . , y
km+1
m+1 ),
whereσ is a permutation of [m], for each i ∈ [m+1], ki ≥ 0 and y1i , . . . , ykii ∈ Y , and g ∈ Ωm′ form′ = m+k1+· · ·+km+1.
For any ϕ and f as above, let σ˜ (f , ϕ) denote the permutation σ of the variables in ϕm(f ).
Let qH denote the class of all quasi-alphabetic tree homomorphisms.
Clearly, any quasi-alphabetic tree homomorphism is linear, non-deleting and strict. Also, it can relabel the root symbol,
reorder subtrees via a permutation, and possibly add more symbols from the output leaf alphabet as direct subtrees.
Moreover, a quasi-alphabetic tree homomorphism maps every symbol of arity 0 to a tree of height 0 or 1.
Example 3.1. Let Σ = Σ3 ∪ Σ1 ∪ Σ0 with Σ3 = {f }, Σ1 = {g} and Σ0 = {c}, Ω = Ω5 ∪ Ω2 with Ω5 = {h} and
Ω2 = {d}, X = {x}, and Y = {0, 1}. The tree homomorphism ϕ : TΣ (X) → TΩ(Y ) defined by setting ϕX (x) = 0,
ϕ3(f ) = h(0, ξ1, ξ3, 1, ξ2), ϕ1(g) = d(1, ξ1) and ϕ0(c) = d(0, 0), is quasi-alphabetic. For the ΣX-tree t = f (x, g(x), c),
we get ϕ(t) = h(0, 0, d(0, 0), 1, d(1, 0)).
Recall now that a tree bimorphism is a triple B = (ϕ, R, ψ), where R ⊆ TΓ (Z) is a recognizable tree language, and
ϕ : TΓ (Z)→ TΣ (X) and ψ : TΓ (Z)→ TΩ(Y ) are tree homomorphisms. The tree transformation defined by B is
τB = ϕ−1 ◦ δR ◦ ψ = {(rϕ, rψ) | r ∈ R} (⊆ TΣ (X)× TΩ(Y )),
and the translation defined by B is the relation
yd(τB) = {(yd(rϕ), yd(rψ)) | r ∈ R} (⊆ X∗ × Y ∗).
For any classes H1 and H2 of tree homomorphisms and any class R of recognizable tree languages, we denote by
B(H1,R,H2) the class of all tree bimorphisms B = (ϕ, R, ψ) with ϕ ∈ H1, R ∈ R and ψ ∈ H2, and by B(H1,R,H2) the
corresponding class of tree transformations. In particular, B(qH, Loc, qH) is the class of quasi-alphabetic tree bimorphisms in
which the two tree homomorphisms are quasi-alphabetic and the tree language is local and ground, andB(qH, Loc, qH) is
the class of all the tree transformations defined by quasi-alphabetic tree bimorphisms.
4. Syntax-directed translation schemata
Let us recall that a syntax-directed translation schema (cf. [11,1]) is a CF grammar with translation elements attached to
each production. Whenever a production is used in the derivation of an input sentence, the associated translation element
generates a part of the output sentence.
Formally, a syntax-directed translation schema, an SDTS, for short, is a device T = (N, X, Y , P, S), where N is a finite set
of nonterminal symbols, X is a finite input alphabet, Y is a finite output alphabet, P is a finite set of productions of the form
A→ α;β , where α ∈ (N ∪ X)∗, β ∈ (N ∪ Y )∗ and the nonterminals in β are a permutation of the nonterminals in α, and
S ∈ N is the start symbol.
Let p be any production A→ α;β in P . The head A of p is denoted head(p). Furthermore, let σ be the permutation that
shows how the nonterminals in β are related to those in α, i.e., σ(i) = jmeans that the ith nonterminal in β corresponds to
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the jth nonterminal in α. Then, the rule p is of the form
A→ u1A1u2 . . . umAmum+1; v1Aσ(1)v2 . . . vmAσ(m)vm+1, (∗)
where m ≥ 0, A, A1, . . . , Am ∈ N , σ is a permutation of [m], and for every i ∈ [m + 1], ui = x1i . . . xkii ∈ X∗ (ki ≥ 0) and
vi = y1i . . . ylii ∈ Y ∗ (li ≥ 0).
The translation forms of T are defined inductively as follows:
(1) (S, S) is a translation form, and the two Ss are said to be associated.
(2) If (γ Aδ, γ ′Aδ′) is a translation form inwhich the two explicit instances of A are associated, and A→ α;β is a production
in P , then (γ αδ, γ ′βδ′) is a translation form. The nonterminals ofα andβ are associated in the translation formexactly as
they are associated in the rule. The nonterminals of γ and δ are associated with those of γ ′ and δ′ in the new translation
form exactly as in the original one.
If (γ Aδ, γ ′Aδ′) and (γ αδ, γ ′βδ′) are translation forms as above, then we write (γ Aδ, γ ′Aδ′) ⇒T (γ αδ, γ ′βδ′).
Furthermore, for any translation forms (γ , δ) and (γ ′, δ′), (γ , δ) ⇒∗T (γ ′, δ′) means that, for some n ≥ 0, there exists a
derivation
(γ , δ)⇒T (γ1, δ1)⇒T . . .⇒T (γn−1, δn−1)⇒T (γ ′, δ′)
of (γ ′, δ′) from (γ , δ) in T . The translation defined by T is the relation
τT = {(u, v) ∈ X∗ × Y ∗ | (S, S)⇒∗T (u, v)}.
The translations defined by SDTSs are called syntax-directed translations.
Finally, the input grammar of an SDTS T = (N, X, Y , P, S) is the CF grammar Gin = (N, X, P in, S), where P in = {A→ α |
A→ α;β in P}. Similarly, the grammar Gout = (N, Y , Pout, S), where Pout = {A→ β | A→ α;β in P}, is called the output
grammar of T .
5. The connection between SDTSs and B(qH, Loc, qH)
In this section we exhibit the connection between SDTSs and quasi-alphabetic tree bimorphisms. Not only do they
define the same translations but the derivations in an SDTS can be retrieved from the tree structures of their bimorphism
counterpart.
First we show how to construct for a given SDTS T = (N, X, Y , P, S) a quasi-alphabetic tree bimorphism that defines the
same translation. LetΣP be the ranked alphabet in which, for eachm ≥ 0, the symbols inΣPm are the productions in P with
m pairs of nonterminals. We also consider two more ranked alphabetsΣ in andΣout that correspond to the input grammar
Gin and the output grammar Gout, respectively. For anym ≥ 0, let
Σ inm = {[A→ α] | A→ α ∈ P in, |α| = m},
where |α| denotes the length of α, and similarly
Σoutm = {[A→ β] | A→ β ∈ Pout, |β| = m}.
The set of derivation trees DerivT ⊆ TΣP of T is defined inductively:
(1) ΣP0 ⊆ DerivT ;
(2) p(t1, . . . , tm) ∈ DerivT for anym > 0, p ∈ ΣPm of the form (*) and t1, . . . , tm ∈ DerivT such that head(root(ti)) = Ai for
all i ∈ [m].
Let E ⊆ fork(ΣP ,∅) be the set of forks p(p1, . . . , pm), where m > 0, p ∈ ΣPm is of the form (*) and head(pi) = Ai for all
i ∈ [m].
The following lemma is easily verified by tree induction on t .
Lemma 5.1. For any t ∈ TΣP , t ∈ DerivT if and only if fork(t) ⊆ E.
If we set RT = {t ∈ DerivT | head(root(t)) = S} and D = {p ∈ ΣP | head(p) = S}, then RT = L(D, E) by Lemma 5.1.
Hence, we get
Proposition 5.2. For any SDTS T , the tree language RT is local.
Let us define two quasi-alphabetic tree homomorphisms ϕ : TΣP → TΣ in(X) and ψ : TΣP → TΣout(Y ) as follows.
If p = A → u1; v1 ∈ ΣP0 , where u1 = x11x21 . . . xk11 (k1 ≥ 0) and v1 = y11y21 . . . yl11 (l1 ≥ 0), we set ϕ0(p) = [A →
u1](x11, x21, . . . , xk11 ) and ψ0(p) = [A→ v1](y11, y21, . . . , yl11 ).
Ifm > 0 and p = A→ α;β ∈ ΣPm is of the form (*), then let
ϕm(p) = [A→ α](x11, . . . , xk11 , ξ1, x12, . . . , xkmm , ξm, x1m+1, . . . , xkm+1m+1 ),
and
ψm(p) = [A→ β](y11, . . . , yl11 , ξσ(1), y12, . . . , ylmm , ξσ(m), y1m+1, . . . , ylm+1m+1).
As shownby the following lemma,ϕmaps each derivation tree of T to a tree that represents the structure of the generated
input string. Similarly, ψ produces a tree for the generated output string.
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Lemma 5.3. If t ∈ DerivT and A = head(root(tϕ)), then we have (A, A)⇒∗T (yd(tϕ), yd(tψ)).
Proof. We proceed by tree induction on t .
(1) If t ∈ ΣP0 , then t is of the form A→ u1; v1 with u1 ∈ X∗ and v1 ∈ Y ∗, and hence (A, A) ⇒T (u1, v1), yd(tϕ) = u1 and
yd(tψ) = v1.
(2) If t = p(t1, . . . , tm)wherem > 0 and p ∈ ΣPm is of the form (*), then for all i ∈ [m], ti ∈ DerivT and head(root(ti)) = Ai,
and hence by the induction hypothesis, (Ai, Ai) ⇒∗T (yd(tiϕ), yd(tiψ)). Because yd(tϕ) is equal to u1yd(t1ϕ)u2 . . .
umyd(tmϕ)um+1 and yd(tψ) to v1yd(tσ(1)ψ)v2 . . . vm yd(tσ(m)ψ)vm+1, we finally get (A, A)⇒∗T (yd(tϕ), yd(tψ)). 
Also the following converse of Lemma 5.3 holds.
Lemma 5.4. If (A, A) ⇒∗T (u, v) with u ∈ X∗ and v ∈ Y ∗, there exists a tree t in DerivT such that head(root(tϕ)) = A and
(u, v) = (yd(tϕ), yd(tψ)).
Proof. Let us proceed by induction on the number of steps of the derivation that proves (A, A)⇒∗T (u, v).
(1) If (A, A)⇒T (u, v), then p = A→ u; v ∈ P , and one may choose t = p.
(2) Assume that the assertion holds for all derivations of at most n − 1 steps, for some n > 1, and suppose that
(A, A) ⇒∗T (u, v) by an n-step derivation. Hence, there exists a production p = A → α;β of the form (*) in P and,
for all i ∈ [m], there are derivations (Ai, Ai) ⇒∗T (u¯i, v¯i), each in at most n − 1 steps, such that u = u1u¯1u2 . . . u¯mum+1
and v = v1v¯σ(1)v2 . . . v¯σ(m)vm+1. By the inductive assumption, for every i ∈ [m], there exists ti in DerivT such that
head(root(tiϕ)) = Ai and (u¯i, v¯i) = (yd(tiϕ), yd(tiψ)). If we set t = p(t1, . . . , tm), then t ∈ DerivT , head(root(tϕ)) = A,
u = u1yd(t1ϕ)u2 . . . umyd(tmϕ)um+1 = yd(tϕ),
and similarly v = v1yd(tσ(1)ψ)v2 . . . vmyd(tσ(m)ψ)vm+1 = yd(tψ). 
Now, we get the following first part of the main theorem.
Proposition 5.5. For every SDTS T , one can define a tree bimorphism B in B(qH, Loc, qH) such that τT = yd(τB).
Proof. Let T = (N, X, Y , P, S) be any SDTS, and let us consider the tree bimorphism B = (ϕ, RT , ψ) with ϕ, ψ and RT
constructed as above. Clearly, B ∈ B(qH, Loc, qH). It suffices to show that τT = yd(τB).
If (u, v) ∈ τT , then there exists a derivation (S, S) ⇒∗T (u, v), and hence by Lemma 5.4, there is a t in DerivT such that
root(tϕ) = S and (u, v) = (yd(tϕ), yd(tψ)). But then t ∈ RT , and hence (u, v) ∈ yd(τB).
If t ∈ RT , then t ∈ DerivT and head(root(t)) = S, and hence root(tϕ) = S. Using Lemma 5.3, we get (yd(tϕ),
yd(tψ)) ∈ τT . 
Next, we consider the converse construction.
Proposition 5.6. For each quasi-alphabetic tree bimorphism B, one can define a syntax-directed translation schema T such that
yd(τB) = τT .
Proof. Let B = (ϕ, R, ψ) be a tree bimorphism such that ϕ : TΓ → TΣ (X) and ψ : TΓ → TΩ(Y ) are quasi-alphabetic
tree homomorphisms, and R = L(D, E) ∈ LocΓ . We construct an SDTS T = (N, X, Y , P, S) as follows. For each f ∈ Γ , we
introduce a nonterminal fˆ , and let N = {S}∪ {fˆ | f ∈ Γ }, where S is a new nonterminal. Let P consist of the following rules.
(1) If f ∈ D, then S → fˆ ; fˆ is in P .
(2) If c ∈ Γ0, then cˆ → yd(ϕ0(c)); yd(ψ0(c)) is in P .
(3) Consider any element f (f1, . . . , fm) of E. If
ϕm(f ) = g(x11, . . . , xk11 , ξσ(1), x12, . . . , xkmm , ξσ(m), x1m+1, . . . , xkm+1m+1 )
and
ψm(f ) = h(y11, . . . , yl11 , ξθ(1), y12, . . . , ylmm , ξθ(m), y1m+1, . . . , ylm+1m+1),
with g ∈ Σ , h ∈ Ω , σ and θ permutations of [m], and ki ≥ 0, li ≥ 0, xji ∈ X (j ∈ [ki]) and yli ∈ Y (l ∈ [li]) for each
i ∈ [m+ 1], then P includes the rule
fˆ → u1 fˆσ(1)u2 . . . um fˆσ(m)um+1; v1 fˆθ(1)v2 . . . vm fˆθ(m)vm+1,
where for every i ∈ [m + 1], ui = x1i x2i . . . xkii and vi = y1i y2i . . . ylii . The association of variables is determined by the
permutation ζ defined by the condition ζ (i) = σ−1(θ(i)), i ∈ [m].
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To obtain the inclusion yd(τB) ⊆ τT , it suffices to show by tree induction on t ∈ TΓ that if root(t) = f and fork(t) ⊆ E,
then (fˆ , fˆ )⇒∗T (yd(tϕ), yd(tψ)). Indeed, if t ∈ R, then root(t) = f belongs to D and fork(t) ⊆ E. Hence, S → fˆ ; fˆ ∈ P and
(fˆ , fˆ )⇒∗T (yd(tϕ), yd(tψ)), so (yd(tϕ), yd(tψ)) ∈ τT .
To show τT ⊆ yd(τB), one first proves by induction on the number of derivation steps that if (fˆ , fˆ ) ⇒∗T (u, v) for some
f ∈ Γ , u ∈ X∗ and v ∈ Y ∗, then there exists a tree t in TΓ such that root(t) = f , fork(t) ⊆ E, and (u, v) = (yd(tϕ), yd(tψ)).
Assuming that this has been done, we can argue as follows: if (u, v) ∈ τT , then (S, S) ⇒∗T (u, v), and hence there
exists a nonterminal fˆ ∈ N such that S → fˆ ; fˆ is in P and (fˆ , fˆ ) ⇒∗T (u, v). But root(t) = f ∈ D, fork(t) ⊆ E and
(u, v) = (yd(tϕ), yd(tψ)), and hence (u, v) ∈ yd(τB). 
Propositions 5.5 and 5.6 can be summed up as follows:
Theorem 5.7. The class of syntax-directed translations is effectively equal to the class of translations defined by quasi-alphabetic
tree bimorphisms.
We may now use tree language theory for proving properties of syntax-directed translations. The following fact may
then be useful.
Lemma 5.8. Quasi-alphabetic tree bimorphisms preserve recognizability, i.e., if B ∈ B(qH, Loc, qH) and R′ is a recognizable tree
language, then so is R′τB.
Proof. If B = (ϕ, R, ψ) is a quasi-alphabetic bimorphism and R′ is any recognizable tree language, then R′τB = (R′ϕ−1∩R)ψ
is also recognizable because recognizable tree languages are closed under inverse tree homomorphisms, intersection and
linear tree homomorphisms (see [9,10], for example). 
It is even easier to show, for example, that the domain and range of any syntax-directed translation are context-free
languages. Indeed, let B = (ϕ, R, ψ) be a quasi-alphabetic tree bimorphism such that τT = yd(τB) for a given SDTS T . Then
dom(τT ) is a context-free language as the yield of the recognizable tree language dom(τB) = (TΩ(Y )ψ−1 ∩ R)ϕ = Rϕ.
Similarly, range(τT ) = yd(Rψ) is seen to be context-free.
6. Classes equivalent to B(qH, Loc, qH)
In this section we show that the essential feature of our bimorphisms is that the tree homomorphisms are quasi-
alphabetic; Theorem 5.7 remains valid even if the tree languages allowed in the bimorphisms are restricted to the subfamily
Loc ∩ DRec of Loc or extended to include all recognizable tree languages.
The construction required by the following proposition is possible because the symbols in ΣP contain also the full
information about the right-hand sides of the rules in P .
Proposition 6.1. For any SDTS T , the language RT is recognizable by a deterministic top-down recognizer.
Proof. Let T = (N, X, Y , P, S) be an SDTS. We construct a dTΣP -recognizer A = (Q , P ′, I) as follows. Let Q = {qA | A ∈ N},
and I = {qS}. The set P ′ is defined as follows.
(1) If p ∈ ΣP0 with head(p) = A, then qA(p)→ p is in P ′.
(2) If p ∈ ΣPm (m > 0) is of the form (*), we add the rule qA(p(ξ1, . . . , ξm))→ p(qA1(ξ1), . . . , qAm(ξm)) to P ′.
We show by tree induction that for all t ∈ TΣP , t ∈ DerivT if and only if qA(t) ⇒∗A t , where A = head(root(t)). Clearly,
this implies that A recognizes RT . First, let t ∈ DerivT .
(1) If t ∈ ΣP0 with head(t) = A, then qA(t)⇒A t as qA(t)→ t is in P ′.
(2) If t = p(t1, . . . , tm), where m > 0 and p ∈ ΣPm is of the form (*), then qA(p(ξ1, . . . , ξm))→ p(qA1(ξ1), . . . , qAm(ξm)) is
in P ′, and for all i ∈ [m], ti ∈ DerivT and head(root(ti)) = Ai. By the induction hypothesis, qAi(ti) ⇒∗A ti for all i ∈ [m],
and hence qA(t)⇒∗A t .
Conversely, let t ∈ TΣP be such that qA(t)⇒∗A t for A = head(root(t)).
(1) If t ∈ ΣP0 , then t ∈ DerivT .
(2) If t = p(t1, . . . , tm), where m > 0 and p ∈ ΣPm is of the form (*), then qA(p(ξ1, . . . , ξm))→ p(qA1(ξ1), . . . , qAm(ξm)) is
in P ′, and for all i ∈ [m], qAi(ti) ⇒∗A ti. But for all i ∈ [m], head(root(ti)) = Ai, and hence by the induction hypothesis,
ti ∈ DerivT , and hence t ∈ DerivT . 
If we add Proposition 6.1 to Proposition 5.2, the proof of Theorem 5.7 turns into a proof of the following fact.
Theorem 6.2. The class of all syntax-directed translations is effectively equal to the class of translations defined by the tree
bimorphisms belonging to the class B(qH, Loc ∩ DRec, qH).
Next, we note that we may allow any recognizable tree language in a quasi-alphabetic tree bimorphism.
Theorem 6.3. The class of all syntax-directed translations is effectively equal to the class of translations defined by the tree
bimorphisms belonging to the class B(qH, Rec, qH).
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Proof. Let B = (ϕ, R, ψ) be a tree bimorphism, where ϕ : TΓ → TΣ (X) and ψ : TΓ → TΩ(Y ) are quasi-alphabetic, and
R ∈ RecΓ . It is well known (cf. [7,21] or [9]) that there exist a ranked alphabet ∆, a local tree language R′ ⊆ T∆ and an
alphabetic tree homomorphism η : T∆ → TΓ such that R = R′η. It is easy to see that τB = τB′ for B′ = (η ◦ϕ, R′, η ◦ψ), and
that the composition of an alphabetic tree homomorphism and a quasi-alphabetic tree homomorphism is quasi-alphabetic.
So, the tree bimorphism B′ is in B(qH, Loc, qH), and hence also yd(τB′) is syntax-directed by Theorem 5.7. 
7. Closure properties of B(qH, Loc, qH)
For any tree bimorphism B = (ϕ, R, ψ), the tree bimorphism (ψ, R, ϕ) defines the inverse of τB. Hence, the following
fact is obvious.
Theorem 7.1. The classB(qH, Loc, qH) is closed under inverses.
Next, we shall prove thatB(qH, Loc, qH) is closed under composition. The following useful observation is an immediate
consequence of the definition of quasi-alphabetic tree homomorphisms. Note that it is essential that t and t ′ are ground
trees.
Remark 7.2. If ψ : TΓ → TΩ(Y ) and ϕ : TΛ → TΩ(Y ) are two quasi-alphabetic tree homomorphisms, and tψ = t ′ϕ
for some t = f (t1, . . . , tm) in TΓ and t ′ = g(t ′1, . . . , t ′m′) in TΛ, then m = m′, and for all i ∈ [m], tσ(i)ψ = t ′ς(i)ϕ, where
σ = σ˜ (f , ψ) and ς = σ˜ (g, ϕ). Moreover, the Ω(Y ∪ Ξm)-trees ψm(f ) and ϕm(g) are equal modulo a permutation of the
variables ξ1, . . . , ξm, and we express this fact by writing ψm(f ) ≈ ϕm(g).
The proof of the main result of this section is based on the following lemma.
Lemma 7.3. Let ψ : TΓ → TΩ(Y ) and ϕ : TΛ → TΩ(Y ) be two quasi-alphabetic tree homomorphisms, and R ⊆ TΓ and
R′ ⊆ TΛ two local tree languages. Then, there exist a ranked alphabet Θ , a local tree language R′′ ⊆ TΘ and two linear, non-
deleting, symbol-to-symbol tree homomorphisms µ : TΘ → TΓ and η : TΘ → TΛ such that µ−1 ◦ δR′′ ◦ η = δR ◦ψ ◦ ϕ−1 ◦ δR′ .
Proof. LetΘ be the ranked alphabet such that for everym ≥ 0,
Θm = {〈f , g〉 | f ∈ Γm, g ∈ Λm, ψm(f ) ≈ ϕm(g)},
and define the tree homomorphisms µ : TΘ → TΓ and η : TΘ → TΛ by the following mappings µm : Θm → TΓ (Ξm) and
ηm : Θm → TΛ(Ξm),m ≥ 0:
• µ0(〈a, b〉) = a and η0(〈a, b〉) = b;• µm(〈f , g〉) = f (ξσ−1(1), . . . , ξσ−1(m)) and ηm(〈f , g〉) = g(ξς−1(1), . . ., ξς−1(m)), where m > 0, σ = σ˜ (f , ψ) and
ς = σ˜ (g, ϕ).
Clearly, µ and η are linear, non-deleting, symbol-to-symbol tree homomorphisms.
Because R and R′ are local, there existDR ⊆ Γ ,DR′ ⊆ Λ, ER ⊆ fork(Γ ,∅) and ER′ ⊆ fork(Λ,∅) such that R = L(DR, ER) and
R′ = L(DR′ , ER′). The local tree language R′′ = L(D, E) (⊆ TΘ) is defined as follows. InDwe include all the symbols 〈f , g〉 ∈ Θ
such that f ∈ DR and g ∈ DR′ . The set E ⊆ fork(Θ,∅) consists of all the forks 〈f , g〉(〈fσ(1), gς(1)〉, . . . , 〈fσ(m), gς(m)〉),where
m > 0, f (f1, . . . , fm) ∈ ER and g(g1, . . . , gm) ∈ ER′ .
Let us show that δR ◦ ψ ◦ ϕ−1 ◦ δR′ ⊆ µ−1 ◦ δR′′ ◦ η. First we prove by tree induction on t that if t ∈ TΓ and t ′ ∈ TΛ are
such that fork(t) ⊆ ER, fork(t ′) ⊆ ER′ , root(t) = f , root(t ′) = g and tψ = t ′ϕ, then there exists a tree r in TΘ such that
fork(r) ⊆ E, root(r) = 〈f , g〉, rµ = t and rη = t ′.
(1) If t = f ∈ Γ0, then t ′ = g ∈ Λ0, and one can take r = 〈f , g〉.
(2) If t = f (t1, . . . , tm) for some m > 0, then t ′ = g(t ′1, . . . , t ′m) for some t ′1, . . . , t ′m ∈ TΓ . For all i ∈ [m], assume that
root(ti) = fi ∈ Γki and root(t ′i ) = gi ∈ Λki . Because fork(t) ⊆ ER and fork(t ′) ⊆ ER′ , we have f (f1, . . . , fm) ∈ ER,
g(g1, . . . , gm) ∈ ER′ , and for all i ∈ [m], fork(ti) ⊆ ER and fork(t ′i ) ⊆ ER′ . Moreover, by Remark 7.2, ψm(f ) ≈ ϕm(g)
and tσ(i)ψ = t ′ς(i)ϕ for every i ∈ [m], and hence by the induction assumption, there exist r1, . . . , rm ∈ TΘ such that
for each i ∈ [m], fork(ri) ⊆ E, root(ri) = 〈fσ(i), gς(i)〉, riµ = tσ(i) and riη = t ′ς(i). Let r = 〈f , g〉(r1, . . . , rm). Because
tσ(i)ψ = t ′ς(i)ϕ, we have ψki(fσ(i)) ≈ ϕki(gς(i)) for every i ∈ [m], and hence 〈f , g〉(〈fσ(1), gς(1)〉, . . . , 〈fσ(m), gς(m)〉) ∈ E.
Thus, fork(r) ⊆ E. But the fact that riµ = tσ(i) and riη = t ′ς(i) for all i ∈ [m], implies that rσ−1(j)µ = tj and rς−1(j)η = t ′j
for all j ∈ [m]. Finally, we obtain t = f (rσ−1(1)µ, . . . , rσ−1(m)µ) = rµ, and t ′ = g(rς−1(1)η, . . . , rς−1(m)η) = rη.
If in addition, t ∈ R and t ′ ∈ R′, i.e., if (t, t ′) ∈ δR ◦ ψ ◦ ϕ−1 ◦ δR′ , then we also have f ∈ DR and g ∈ DR′ , implying that
root(r) ∈ D. Therefore r ∈ R′′, and hence (t, t ′) ∈ µ−1 ◦ δR′′ ◦ η.
To prove the converse inclusion µ−1 ◦ δR′′ ◦ η ⊆ δR ◦ψ ◦ ϕ−1 ◦ δR′ , we first show by tree induction that if r ∈ TΘ is such
that fork(r) ⊆ E, then fork(rµ) ⊆ ER, fork(rη) ⊆ ER′ and rµψ = rηϕ.
(1) If r = 〈f , g〉 ∈ Θ0, then ψ0(f ) = ϕ0(g), fork(rµ) = ∅ ⊆ ER and fork(rη) = ∅ ⊆ ER′ .
(2) If r = 〈f , g〉(r1, . . . , rm) for some m > 0, then fork(ri) ⊆ E for every i ∈ [m], and hence by the induction
assumption, fork(riµ) ⊆ ER, fork(riη) ⊆ ER′ and riµψ = riηϕ. Also, 〈f , g〉(root(r1), . . . , root(rm)) is in E, which
implies that root(ri) = 〈fσ(i), gς(i)〉 and ψki(fσ(i)) ≈ ϕki(gς(i)) for every i ∈ [m], and that f (f1, . . . , fm) ∈ ER and
3502 M. Steinby, C.I. Tîrnăucă / Theoretical Computer Science 410 (2009) 3495–3503
g(g1, . . . , gm) ∈ ER′ . Because rµ = f (rσ−1(1)µ, . . . , rσ−1(m)µ) and root(rσ−1(i)µ) = fi for all i ∈ [m], we have
fork(rµ) ⊆ ER. By a similar argument, fork(rη) ⊆ ER′ . Because ψm(f ) ≈ ϕm(g) and riµψ = riηϕ for all i ∈ [m],
ψm(f )(r1µψ, . . . , rmµψ) = ϕm(g)(r1ηψ, . . . , rmηϕ), and hence rµψ = rηϕ.
Now, if r ∈ R′′, then fork(r) ⊆ E and root(r) ∈ D, and hence fork(rµ) ⊆ ER, fork(rη) ⊆ ER′ , rµψ = rηϕ, and
root(r) = 〈f , g〉 with f ∈ DR and g ∈ DR′ . So, rµ ∈ R and rη ∈ R′, and hence (rµ, rη) ∈ δR ◦ ψ ◦ ϕ−1 ◦ δR′ , Since any pair
(t, t ′) ∈ µ−1 ◦ δR′′ ◦ η is of the form (rµ, rη), where r ∈ R′′, this concludes the proof. 
Now we can prove the following theorem.
Theorem 7.4. The classB(qH, Loc, qH) is closed under composition.
Proof. Let B1 = (ϕ1, R1, ψ1) and B2 = (ϕ2, R2, ψ2) be two tree bimorphisms in B(qH, Loc, qH), where ϕ1 : TΓ → TΣ (X),
ψ1 : TΓ → TΩ(Y ), ϕ2 : TΛ → TΩ(Y ), ψ2 : TΛ → T∆(Z), R1 ∈ LocΓ and R2 ∈ LocΛ.
By virtue of Lemma 7.3, there exist a ranked alphabet Θ , a local tree language R ⊆ TΘ and two linear, non-deleting,
symbol-to-symbol tree homomorphisms µ : TΘ → TΓ and η : TΘ → TΛ such that µ−1 ◦ δR ◦ η = δR1 ◦ ψ1 ◦ ϕ−12 ◦ δR2 .
If we set B = (µ ◦ ϕ1, R, η ◦ ψ2), then B ∈ B(qH, Loc, qH) because it is easy to see that the composition of a linear,
non-deleting, symbol-to-symbol tree homomorphism with a quasi-alphabetic tree homomorphism is quasi-alphabetic.
Moreover, τB1 ◦ τB2 = ϕ−11 ◦ δR1 ◦ ψ1 ◦ ϕ−12 ◦ δR2 ◦ ψ2 = ϕ−11 ◦ µ−1 ◦ δR ◦ η ◦ ψ2 = (µ ◦ ϕ1)−1 ◦ δR ◦ (η ◦ ψ2) = τB. 
8. Concluding remarks
For making efficient use of the syntactic tree structures of sentences in machine translations of natural languages, as
proposed in [12,18] for example, formal models of appropriate tree-oriented translation devices have to be developed.
The quasi-alphabetic tree bimorphisms introduced in this paper have some of the most important properties required of
such devices. Namely, we proved that the class of tree transformations defined by these tree bimorphisms is closed under
composition and inverse, and that they preserve the recognizability of tree languages.Moreover, we showed that one type of
synchronous grammar, the syntax-directed translation schema [1], is effectively equal to quasi-alphabetic tree bimorphisms,
thus solving, at least partially, an open problem mentioned in [18].
There are also other synchronous rewriting formalisms for which the same connection with quasi-alphabetic tree
bimorphisms holds: a restricted type of multitext grammars, namely 2-MTG [16, p. 81], and synchronous context-free
grammars [23]. On the other hand, using the bimorphism characterization of synchronous tree substitution grammars [18],
it is shown in [15] that the class of tree transformations defined by them is not closed under composition, but that there is
a natural closed super-class.
It may be useful to develop further the quasi-alphabetic tree bimorphism framework, for example, by proving more
closure properties. Also, it is interesting to see what other synchronous rewriting formalisms can be modeled in terms of
suitable tree bimorphisms (e.g., inversion transduction grammars [24]).
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