The problem of statistical inference in large-scale sensor networks observing spatially varying fields is addressed. A method based on multiple hypothesis testing and Bayesian clustering is proposed. The method identifies homogeneous regions in a field based on similarity in decision statistics and locations of the sensors. High detection power is achieved while keeping false positives at a tolerable level. A variant of the EM-algorithm is employed to associate sensors with clusters. The performance of the method is studied in simulation using different detection theoretic criteria.
I. INTRODUCTION
Observing and monitoring phenomena that occur within a spatial field is essential to a variety of applications [1] . This includes tasks such as detecting occupied radio spectrum in shared spectrum environments, identifying regions of poor air quality in environmental monitoring, smart buildings and different Internet of Things (IoT) applications. Many of these practical problems can be modeled using a multiple hypothesis testing framework, with the goal of identifying homogeneous spatial regions within which a defined null hypothesis H 0 (e.g. pollution remaining at tolerable level, radio spectrum being unoccupied) is in place, and regions where alternative hypotheses are true. These regions can be formed by assessing observations made by multiple sensors placed at distinct locations. In an IoT setup with a massive amount of available sensors connected to a common Fusion Center (FC), one might consider communicating all the acquired data to the FC, which then segments the field into sub-regions corresponding to null and alternate hypotheses. However, transmitting all observed data leads to serious communication overhead and significantly reduced lifespan of the sensor network due to power consumption. It is thus favorable to conduct distributed inference, where each sensor produces a single test statistic condensing its observed evidence on hypothesis H 0 , for example, in form of a p-value. A p-value quantifies evidence against H 0 independent of the observation data model, allowing different probability models at different sensors. This is desirable since the properties of the observed phenomenon or field typically vary locally but smoothly.
Assuming that an occurring phenomenon influences not just a single point but is continuous and varies smoothly in space, we can increase the detection performance and reduce error levels in a network with high sensor density by forming clusters of sensors that are close to each other and exhibit similar decision statistics, in our case p-values. This helps if the evidence collected at a single sensor is not be reliable enough to reject H 0 . Accounting for similar evidence accumulated over multiple sensors might allow rejecting H 0 reliably. In fact, we will demonstrate that the algorithm proposed in Sec. III detects an event associated with alternative hypotheses even if individual sensors within the affected area would in majority decide in favor of the null.
Any distinct location in the surveillance area is coupled with probabilities of H 0 or alternative hypotheses H m . By observing the field, we will find out how likely H 0 or H m hold at this sensor location. Each sensor computes a p-value from its observations and communicates it to the FC, which combines p-values from multiple sensors with known sensor location information to identify the homogeneous sub-regions. Observing p-values at different sensor locations is equivalent to sampling their field. Finally, each sensor is associated with membership of its most probable cluster that corresponds to either the null or alternative hypotheses. The field consists of an unknown number of alternative regions caused by phenomena letting the null hypothesis fail and a null region, that comprises the areas within which H 0 holds. The number of occurring events and thus resulting alternative areas, their positions and sizes are assumed to be unknown. We derive a novel Bayesian Cluster Enumeration algorithm for our data model to select the best fitting spatial field model from a family of candidate models. The method stems from the idea in [2] , where a decision criterion for Gaussian data is provided.
In multiple comparisons problems, classic single sensor type I and II error levels are not sufficiently meaningful in the sense that they do not encourage statements about confidence in discoveries. As the number of tested hypotheses grows, the probability of committing at least one false alarm reaches unity quickly [3] . Moreover, the proportion of false discoveries may become intolerably high. The first False Discovery Rate (FDR) method that controls the expected proportion of false positives among all discoveries was introduced to alleviate these problems [4] . Efforts on controlling the FDR in a spatial context were made in [5] , where the sensors had to be clustered before the actual inference. Typically no such prior clustering information is available. Therefore, dynamic estimation of clusters from observed test statistics should improve the overall performance. In [6] , FDR is controlled by estimating parameters of a priori probabilities for H 0 and H m spatially varying across the grid.
The paper is structured as follows. In Sec. II, we introduce the data model and derive the Bayesian Information Criterion (BIC) that is later used to select the best fitting spatial field from a number of candidate models that the hypothesis testing is based upon. The proposed spatial inference algorithm is derived in Sec. III. In Sec. IV, we demonstrate the validity of the approach by comparing it to other potentially applicable algorithms and outline a methodology to use it for FDRcontrol. Conclusions are drawn in Sec. V.
II. BAYESIAN CLUSTER ENUMERATION A. Data Model and Problem Formulation
Let us consider a sensor network of N sensors and denote by p n the p-value of the nth sensor in known location (x n , y n ), where n = 1, . . . , N . Feature vectors from all sensors, i.e., S {s 1 , . . . , s N } are available at a FC, where s n = [p n , x n , y n ] . An unknown number, K, of events associated with alternative hypotheses occur at unknown locations within the network, each of them causing H 0 to not hold within a spatially homogeneous region described by parameter vector ζ k . All N k sensors within the same region ζ k belong to independent, mutually exclusive and non-empty clusters C k , k = 1, . . . , K. The remaining nodes form the cluster C 0 , for which H 0 holds. The quantities K, ζ k , N k , and the amount of evidence against H 0 acquired at each affected sensor are unknown. Assuming statistically independent p-values, the p n of the N 0 sensors in C 0 are distributed uniformly [7] , i.e., P ∼ U(0, 1). According to [8] , under H m , P ∼ B(a), where B(a) = ap (a−1) is the beta distribution with a single free shape parameter a. The p-value probability density functions (PDF) are assumed to be identical within the clusters but might differ between clusters, as expressed by the associated beta distribution shape parameters a k , k = 1, . . . , K. Hence, the pvalue PDF conditioned on a sensor belonging to an alternative cluster C k , k = 1, . . . , K is
while the PDF conditioned on the sensor being in C 0 is
The PDF representing the probability that a sensor is placed at (x, y) given that it belongs to C k becomes
with τ (k) (x, y) = 1 if (x, y) ∈ A(C k ) and τ (k) (x, y) = 0 otherwise, A(C k ) denoting the area covered by cluster C k , ensuring that the PDFs integrate to 1. With (1)-(3), the conditional PDF of the feature vector s n results in
The clusters C k , k = 0, . . . , K are thus fully described by the
The goal of this work is to detect the regions for which H 0 does not hold by partitioning S into K + 1 mutually exclusive clusters C 0 , . . . , C K . In Sec. III, we propose an algorithm for identifying K, the clusters C k and assigning cluster memberships for each sensor. The proposed method for estimating K stems from the two-stage Bayesian cluster enumeration method in [2] . From Eq. (18) in [2] onward, a multivariate Gaussian model is assumed, which is in contrast to our uniform and beta distributed data. In the following subsection, we will derive a new Bayesian cluster enumeration criterion for the data model introduced above.
B. Proposed Bayesian Cluster Enumeration Criterion
To estimate K, we select the candidate model that clusters the available test statistics given candidate models M l of orders l = 1, . . . , L max , with maximum posterior probability
From (5), the authors of [2] derive a general Bayesian cluster enumeration criterion in which both, the network loglikelihood function (LLF) and penalty term, depend on the data model. In its general form, for a large number of sensors (N → ∞), their BIC becomes
where log L N (τ l , Θ l ) is the LLF and Ĵ k is the determinant of the estimated Fisher Information Matrix (FIM). We derive the FIM for the data model of this paper in Eq. (20). Note that the LLF depends on the parameter matrix Θ l for model order l and the matrix of cluster association coefficients
l (x n , y n ) = 1, sensor n at (x n , y n ) belongs to cluster C k . With (3), and assuming mutual exclusiveness of the non-overlapping clusters, only one coordinate PDF provides a non-zero value for a sensor at (x n , y n ), i.e., τ (k,n) l = 1 for the kth coordinate PDF providing a non-zero value and all other entries of τ (n) l being zero. For the remainder of this paper, we assume an initial circular shape for the alternative clusters C k , k = 1, . . . , K. This models, for example, a point source causing an event that affects all sensors within a certain distance to the source (e.g. point source and radio wave attenuation) similarly. In Sec. IV, we show that even if the true cluster shapes differ significantly from circular shape, the algorithm can identify different cluster shapes reliably. We initially assume circular clusters, ζ k = [x c,k , y c,k , r k ] , with radius r k , and cluster center coordinates x c,k and y c,k , respectively. Further,
where P (C k ) = N k /N is the probability of cluster C k with
. Using the definition of the FIM, its entry at index [i, j] is given bŷ
where the LLF conditioned on being in cluster C k for k = 1, . . . , K and using parameters r k and a k is
III. PROPOSED ALGORITHM
This section describes the proposed algorithm to assign the sensors to clusters C 1 , . . . , C K associated with H m , or to the null cluster representing H 0 . The proposed method stems from an Expectation-Maximization (EM) algorithm with cluster association coefficients as latent variables. The model parameter estimatesθ k are updated based on the feature vectors s n , weighted by the estimated probabilityv n,k of belonging to respective cluster C k . To be consistent with the EM-framework, the uniform coordinate PDF in (3) must be replaced by a smooth approximation thereof, i.e., (11) The objective is to maximize the network likelihood, that is,
At the ith iteration, the E-step provides the cluster association probabilities aŝ
withĈ (i−1) k , k = 1, . . . , l denoting the clusters withN The shape parameters a k of the beta distribution and the cluster centers are determined using MLEsâ
(15) However, Eq. (10) does not allow the computation of an MLE for the coordinate cluster boundary r k since its derivative is never equal to zero. An estimate of r k is found bŷ
(16) Because (16) is not an MLE, a modification of the updating scheme is required to guarantee that the parameter updatê r (i) k , k = 1, . . . , l does not decrease the overall network LLF, see [9] . In particular, after updatingN
, we define the spatially updated parameter matrixΘ
l,su ). If we increase the LLF by the spatial update, we keep these updated parameters. Otherwise, we decide for convergence of LLF in spatial domain and update the shape parameters of the beta distribution. The complete Spatial Inference based on Clustering of p-values (SPACE-COP) algorithm, including initialization, model order selection, and post processing is summarized in Alg. 1.
IV. NUMERICAL EXPERIMENTS We present Monte Carlo (MC) simulation results for three different scenarios: two setups are composed of different numbers of randomly generated true clusters of circular geometry in the spatial domain (Sc. 1 and Sc. 2) and one simulation with fixed clusters of differing geometries and topology associated with alternative hypotheses (Sc. 3), to illustrate the capability of SPACE-COP to identify clusters and sub-regions of arbitrary shape. We assume the sensors to be uniformly distributed across the normalized map, i.e., we do not make assumptions on particularly beneficial sensor locations. Clusters are non-overlapping and lie fully within the defined spatial domain of interest. We use 100 MC runs, a network comprising N = 10, 000 uniformly distributed sensors transmitting p-values and positions to the FC. The initialization shape parameter is a init = 0.0005, and the shape parameter of the beta distribution associated with the p-values under the alternative hypotheses is set to a sim,max = 0.35, which provides at least 35% of p-values with p < 0.05. Thus, when conducting single sensor (SS) thresholding at level α ss = 0.05, a vast majority of the sensors within the area where an alternative hypothesis holds accepts H 0 .
We consider four quantitative performance measures: The overall probability of sensors correctly assigned to regions of null and alternatives p ca , the probabilities of missed detection p md and false alarm p fa (false discoveries) and the false discovery proportion (FDP), whose expectation is the FDR. Algorithm 1 SPACE-COP 1: Define a init and obtain K = {s n ∈ S|B(p n ; a init ) > 1} 2: for l = 1 : L max do 3: Apply k-means on K to find l cluster centers (x We aim to maximize p ca while keeping the other criteria low. Consider the trade-off between p fa and p md : A procedure that requires only little alternative evidence to reject H 0 generally provides low p md but large p fa and vice-versa. As FDR control procedures such as BH control the proportion of false positives among all positives and are less conservative in terms of Type I error level control, they are favorable in multiple hypothesis problems [4] . The Bayesian FDR (BFDR) [10] approximates the FDR when used with appropriate hypothesis probabilities for each sensor. An upcoming journal paper will introduce a BFDR-control mechanism by rank-ordering and thresholding the converged zero-cluster association probabilities that SPACE-COP provides similar to [6] .
We compare the performance of our suggested method to a classic SS Neyman-Pearson detector with a predefined level α ss , the BH procedure [4] that controls the FDR below a given threshold value q BH and the two-step cluster testing and trimming (BTS) procedure [5] that controls the FDR asymptotically at q BTS . For simulation, the parameters of the different procedures are chosen such that they provide performance measures at a comparable scale. The first two competitors consider individual sensors only, hence, they lack power p D = 1−p md as compared to the clustering approaches. BTS controls the FDR using clusters defined beforehand. We simply divide the grid into a uniform constellation of M BTS squared clusters to compare it to SPACE-COP. We use M BTS = 1024, the value providing the best results for the considered scenarios. The results are displayed in Table I .
A. Scenario 1
We first consider a setting with K 1 = 7 small regions where alternative hypotheses are in place and define L max = 15. On average over all MC runs, 11.37% of network sensors were observing one of the alternative hypotheses. BH (with q BH = 10%) and SS (α ss = 1.5%) both assign approximately 93% of sensors correctly and both significantly lack detection power since sensors are correctly associated with alternative hypotheses in only about 50% of cases. As stated earlier, the power increases significantly when considering multiple sensors in the vicinity. When applying BTS with q 1 = 0.05 and q BTS = 0.25, as suggested in [5] , we observe a significant improvement in detection power p D = 1 − p md and a resulting increase in p ca . Using our spatial model, we approximately double the gain in p ca from BTS compared to the single sensor schemes and reduce p md from 33% to 6%, whilst keeping p fa and FDP at tolerable levels.
B. Scenario 2
The second setting consists of K 2 = 3 larger regions where alternative hypotheses hold with an additional constraint to the previous scenario: The alternative clusters cover at least 25% of the total network coverage area. This resulted in on average over all MC runs 27.87% true alternative sensors.
Compared to Sc. 1, SPACE-COP has further increased its performance gain over the competitors. This was expected, since the geometrical structure of the problem is more pronounced due to the larger size of the clusters and our algorithm allows to adapt the cluster size to the recorded data.
C. Scenario 3
Finally, we illustrate that our algorithm produces reliable results also for a setting in which the initial assumption on cluster shapes is clearly violated for the regions associated with alternative hypotheses. For illustration purposes, we consider a setting where the alternative hypotheses hold in a non-convex half moon shaped region, a torus and a triangular region, as depicted in Fig. 2 . The observed phenomena along their parameters are still generated independently for each run. We use an increased candidate model order L max = 20. In Fig. 2 , we show the clustering results straight after application of the BIC, before the merging of overlapping clusters. SPACE-COP cuts the alternative regions into smaller circles that usually overlap and are hence merged after the application of the BIC. The final resulting clusters may have an arbitrary shape due to the trade-off between spatial coordinates and observed p-values in the objective of the EM-algorithm: If a sensor lies outside the estimated circular area of a cluster but still has similar decision statistics (small p-value) to the cluster members, the sensor will be associated with the cluster where the alternative hypothesis is in place. Consequently, the identified clusters may take an arbitrary shape that differs from the initially assumed circular shape.
The results in Table I demonstrate that, overall, we still outperform the competitors, despite a reduced gain w.r.t to BTS. During simulation, the estimated model order by the BICK was either L max , or at very close to it. Hence, a further increase in allowed candidate model order should also increase the performance gain, because smaller circles will be able to approximate the shape of the alternative clusters even better. The threshold for the SS was set to α ss = 0.05 in this experiment, to adjust it to the resulting p fa of its competitors.
V. CONCLUSION
We have derived a novel algorithm applicable to largescale sensor networks to perform statistical inference in a distributed manner and identify homogeneous regions in an observed phenomenon or field where the null hypothesis does not hold. The algorithm finds clusters by considering both observed p-values at each sensor and proximity among the sensors. The approach uses distribution of p-values under null and alternative hypotheses, Expectation-Maximization and BIC to associate sensors with clusters. Simulation results demonstrate its validity also for cases in which the assumption on underlying shape of alternative areas was clearly violated and true alternative areas followed arbitrary shapes. APPENDIX J k, [2, 1] =Ĵ k, [1, 2] 
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