In more detail, the plan of this paper is as follows. The first section contains the basic definitions and establishes the notation to be used in the sequel. It is almost necessary to consider from the outset families of holomorphic functions whose values lie in a general finite-dimensional complex vector space, and correspondingly, matrix-valued factors of automorphy.
Futhermore, it is more convenient to consider, as a preliminary, the subgroup © oe c © consisting of those symplectic matrices which act linearly on the Siegel space §. The second section is devoted to the determination of those differential operators commuting with the actions of the subgroup ©oe; these are called © oe-homomorphisms, and the results are collected in Theorem 1. As an illustration, and to provide the detailed knowledge of these operators which will be needed for later applications, all such operators of first and second orders, in the Siegel space of rank two, are determined explicitly in the third section; the principal results are to be found in Corollaries 1.1 and 1.2, in that section. Returning to the general case, the fourth section is devoted to the determination of the differential operators which actually commute with the actions of the full group ©. The general criterion for such operators is given in Theorem 2; more detailed and explicit versions of the criterion, particularly for first and second order differential operators, are given in the corollaries to Theorem 2, and especially in Corollaries 2.5 and 2.6. These results are then applied, in the fifth section, to give the complete list of first and second order operators commuting with the actions of © on the Siegel space of rank two; the principal results are collected in Theorem 3. Some simple applications, as illustrations of further applications which will be discussed elsewhere, are also given in the fifth section.
The selection of the symplectic group acting on the Siegel generalized upper half-plane for a detailed investigation here was, of course, motivated by the applications of the automorphic forms in this case to problems in analytic number theory, in particular to the analytic theory of quadratic forms; see [10; 11] . It is perhaps not out of place to discuss briefly in this introduction, the general structure of which the rest of this paper treats a special case, albeit a special case of independent interest ; an equally detailed discussion of the general situation appears unjustified at present, because of lack of applications. In place of a factor of automorphy, one can consider its localization: for a discrete group ©, this is a complex vector bundle over the quotient space §/ © ; and for a transitive group, this is a homogeneous vector bundle over irj. The general problem posed is that of determining bundle morphisms, in particular those defined in terms of differential operators. For example, when considering the tangent bundle to the manifold §, or general tensor bundles over §, there are the familiar operations of covariant derivation; these operators, however, are not generally complex analytic, although they reduce to complex analytic operators (the usual exterior derivatives) when restricted to the appropriate bundles of skew-symmetric tensors. There is, however, a further and yet more interesting aspect of the problem. In the special case of the symplectic group acting on the Siegel space, the coordinate transformations have a very special form. The analogue of this in the general case is the restriction to a subclass of coordinate systems on the manifold §>, so that the coordinate transformations lie in some specified infini te Lie pseudogroup of transformations [3] ; that is to say, the manifolds §> axe restricted so as to have a pseudogroup structure still finer than just the complex analytic structure. Since this sort of restriction reduces the differentiation operators to special classes, there are in general more bundle morphisms which can then be introduced. In the case of one complex variable, this approach is really in the form given by Bol in [2] , before Eichler noticed the applications to modular forms.
Definitions and notation.
(1) Throughout this discussion the usual matrix notations and conventions will be used freely. Thus for any matrix M, the inverse matrix will be denoted by M_1, the transposed matrix will be denoted by 'M, and the determinant of the matrix M will be denoted by det M. As a further notational convenience, the entries in the matrix M will be denoted by M¡y or mtj; hexe M(J-is the entry in the ith row and jth column of M. The entries in the matrix M ~1 will be denoted correspondingly by Mj}1, and the entries of 'M by 'M^; hence 'Mi} = M}i. Unless otherwise specified, the matrix indices i,j, k, I, ••■ will have the range 1, •••, n for a fixed but generally arbitrary integer n ; and the indication of this range will be omitted in summation symbols or other formulas where no confusion can result thereby.
The Siegel generalized upper half-plane of rank n is the set § consisting of those n x n complex symmetric matrices Z = X + iY such that Y= Im Z is positive definite. The set § is then a complex manifold, indeed an open subset of the space of \n(n + 1) complex variables Zu = ztj, (i g j); of greater interest though is the fact that § is a homogeneous complex manifold, under the action of the symplectic group © = Sp(n, R) of rank n. Recall that the symplectic group is the subgroup © = Sp(n, R) <= GL(2n, R) consisting of those 2n x 2n matrices M e GL(2n,R) such that 'MJM = J, where J = (_%), I = /" is the n x n identity matrix, and 0 = 0" is the n x n zero matrix; if a matrix M e GL(2n,R) is decomposed into n x n matrix blocks M =(£%), then the condition that M be symplectic has the form:
(1.1) 'AC = 'CA, *BD = 'DB, 'AD -'CB = /.
Such a symplectic matrix Me © determines a complex analytic automorphism of the generalized upper half-plane of the form:
The group © is then a transitive group of transformations of the space §. The isotropy subgroup of © at the point il e § is the group Si = [M e © \M(iI) = //} ; it follows readily that ft consists of those elements M = (% ~p) e ($ such that Ci + D is a unitary matrix, hence, that R is canonically isomorphic to the unitary group of rank n. A more detailed discussion of these results can be found in the fundamental papers of Siegel [10; 11] .
A subgroup of the symplectic group which will play an important role in the subsequent discussion is the subgroup © oe cz © consisting of those symplectic matrices with C=0; it follows directly from the conditions (1.1) that this subgroup can be characterized as follows:
(1.3) ©oe = |M = ( r-i) eGL(2n,R)jS symmetric and C nonsingulari.
When acting on the generalized upper half-plane § a matrix M e © x of the form (1.3) has the effect:
thus ©<" consists precisely of those symplectic transformations which act linearly on the generalized upper half-plane. It is quite easy to verify that the group ©oe is also transitive on the half-plane §>, yielding another representation of § as a complex homogeneous space. Actually, the space § is a tube over a domain of positivity, or generalized half-plane, as introduced by Koecher; and ©oe is the linear group under which $ is homogenous. Much of the discussion here can be carried over quite directly to the more general situation; however, the details vary considerably from case to case, and since it is just these details which are the most interesting for the applications, only the Siegel half-plane will be treated here. Further general discussions of domains of positivity and related matters can be found in the work of Koecher [7] and Rothaus [9] . The subgroup © oe in turn contains two further subgroups, which it is convenient to consider separately. The first of these is the subgoup Xcz ©oe defined as:
(1.5) X = Im = (IqS\ e GL(2n,R) | S symmetric! ; the elements of % will be called translations for short, since their action on the generalized upper half-plane §> has the form M(Z) = Z + S. The other is the subgroup Îîcz©,^ defined as:
(1.6) $R = {m= ( ^_!)eGL(2n,R)|C nonsingular); the elements of 9Í will be called, rather incorrectly, rotations, and their action on the half-plane § is of the form M(Z) = 'CZC. It is an immediate consequence of these definitions that every element M e © ^ can be written as the product of a rotation and a translation. A similar result holds for the full group ©,except that it is necessary to consider also the involution J = (_5¿)e(5; more precisely : Lemma 1. Every element M e© can be written as a finite product of rotations translations, and involutions.
Proof. Consider any element M = (ç *) e ©. There is a real symmetric matrix 5 such that CS + D is a nonsingular matrix; for if det (CS + D) = 0 for all real symmetric S, then necessarily det(CZ + D) -0 for all complex symmetric Z, contradicting the well-known fact that det(CZ + D) # 0 for Z e£ [10] . Then the matrix (¿?) is a translation, and is such that Mt = M-(qS¡) = (cl\) where Dt is nonsingular; and hence is a rotation and is such that Since M2 e©, it follows from (1.1) that B2 is a symmetric matrix, and so (i-f*)--té?)-* Again, by recalling (1.1), it follows that ¿3 = /, hence, M3 = (¿2 5). Finally, using the involution Je®, observe that JM3J3 = JM3( -J) = (J~ j2)e© is a translation, and the lemma is thereby demonstrated.
(2) Let p be a holomorphic, linear representation of the general linear group GL(n,C), with representation space Vp; that is to say, let p be a complex analytic homomorphism of GL(n,C)into the complex Lie group of automorphisms of the finite-dimensional complex vector space Vp. To each symplectic matrix M = (cd) associate the function
which is holomorphic on § and has values in the group of automorphisms of Vp. These functions determine a factor of automorphy for the group © acting on the space §, as discussed in [4] or [5] , for example; for any two symplectic matrices M,Ne(5, the factors of automorphy satisfy the functional equations p(MN,Z) = p(M,NZ)p(N,Z). Any such factor of automorphy in turn leads to a representation of the symplectic group © as a group of linear transformations on the complex vector space í>p = 3>( §, Vp) of Cx mappings of the space § into the vector space Vp, as in [5] . This representation is that which associates to any function F e (¡>p and any symplectic matrix Me© the function F \pM e <I>p defined by:
Thus <S>P has not only the structure of a complex vector space, but also the structure of a ©-module, with the action of © as in (1.8) ; to emphasize the fact that both of these structures are to be considered, cpp will be called a (5-space. Note that for any subgroup of ©, such as ©oe, the same vector space Op can be considered as a © ."-space as well ; this is a weaker structure, in the obvious sense of the phrase. Note, further, that any subspace of i>p which is preserved under the action of© can also be considered as a ©-space , or as a ©oe-space. The subspace which is of particular interest from the beginning is, of course, the space 0p = ©( §, Vp) of holomorphic mappings of § into Vp. Now consider two representations p, p of GL(n,C), with representation spaces Vp, Vß and <SP, <bß, respectively, as defined just above. For any function £ e <Dp, the various partial derivatives 8'lF(z)/dziijl---dzipjp are functions belonging to the same space <5p; for C00 functions, the complex differential operator is defined to be the first order linear differential operator 2 d/ dz,j = d/ dxtj -^ -1 d/ ôy,j, where ztJ = xu + <J -1 yy. If ¿¡.^...¡^ (Z) are arbitrary C°° mappings from § into the space of linear maps of Vp into Vß, then the composition
represents a linear mapping 3>\ <bp -» í>¿, which will be called a linear differential mapping of order v. In case that the coefficients in (1.9) are actually holomorphic on §, the restriction of 2> defines a linear mapping í^:0p-> 0^. When saying that 3> is of order v it will be supposed that not all the coefficients of order v in (1.9) vanish.
A general holomorphic mapping 2:0p -» 0^ of the form (1.9), with no condition imposed on the coefficients except that they be holomorphic on §, is a homomorphism when 0p and 0^ are considered merely as linear spaces. The question then arises, when such a mapping is, in addition, a homomorphism between these two spaces when they are considered as ©-spaces; mappings of the form (1.9) with these additional properties will be called holomorphic differential ©-nomomorphisms, of order v. The condition that the mapping (1.9) be a ©-homomorphism is, of course, simply that
for all FeC>p and all Me©. The present paper is devoted to the problem of determining more explicitly all the holomorphic differential ©-homomorphisms. These are mappings which arise in some investigations of automorphic functions on the space §, as indicated briefly in [5] ; indeed, the purpose of this classification is for such applications. In approaching this problem it is convenient first to determine the larger class of holomorphic differential © "-homomorphisms, and then to decide which are also ©-homomorphisms. It should be pointed out, if one is interested inC" rather than just in holomorphic functions, that there are many differential ©-homomorphisms ^:i>p->$^ which are not holomorphic, and, hence, which do not correspond to holomorphic G-homomorphisms S>: 0p-> 0P; these will not appear in the present classification, therefore. Examples of such mappings have been given in [5; 6].
2. Holomorphic differential G>" homomorphisms. (3) For the purpose of this classification it is convenient to introduce a suggestive and, eventually, simpler notation for the differential operators (1.9). For any integer p = 0,1,2,-consider the finite dimensional complex vector space of tensors ^j,.^, in the sense of Weyl [12] ; in another terminology, this space is the tensor product of the complex vector space C" with itself 2/t times. Let Vp be the subspace consisting of those tensors with the following symmetries :
Zhh.
To any such tensor Ce Vp and to any matrix C = (cy)eGL(n,C) associate the tensor op(C)£, which has coefficients
It is clear that op(C)^ e Vß, and that the mapping £ -> <rp(C)^ is a linear transformation ap(C) on the vector space Vp; indeed, the mapping C-><7p(C) is a holomorphic linear representation of GL(n,C), with the representation space Vp. It should be remarked here that the representation op is generally not irreducible; a detailed discussion of the decomposition of this representation in a special case will appear in the following section (Lemma 5). Now consider an arbitrary function PeOp, which is thus a C°° mapping F: §) -* Vp; upon choosing a basis for the vector space Vp, the function F can be described by its components T(Z) = {/"(Z)}. For each fixed point Z e § the set of partial derivatives {df^Z)/ dztlJl-~ dz¡ ¡ } can be envisaged as forming a tensor dßF(Z) eVp®Vp, since the symmetry conditions (2.1) and (2.2) are clear; the tensor dpF(Z), that is to say, is defined to have the components (2.4) (W))^,.,.., l = fftft(Z)/dztth-dzi j.
The mapping Z -* dpF(Z) is then aC° mapping dpF:^^ VP®VP; and if F e &p, the mapping dßF is by the same light a holomorphic mapping. Suppose further that for each fixed Ze §> there is given a linear mapping sip(Z)'-Vp® Vp-* Vp> such that the mapping Z -» siß(Z)ls actually a holomorphic mapping from § to the space of maps Vp®Vll-+ Vß. Then there is a linear mapping S:0p->0d efined by
If a basis is selected for the space Vß as well, the linear transformation ¿tfß(Z) is represented by a matrix with coefficients Aß3llJu"t. (Z); and the linear operator (2.5) then takes the form (1.9). Thus the mapping (2.5) is a holomorphic linear differential mapping of order v. Conversely, it is clear that the coefficients in (1.9) can, without loss of generality, be taken to satisfy the symmetry conditions (2.1) and (2.2); so every holomorphic linear differential mapping can be put into the form (2.5).
(4) The differential operator (2.5) is now a holomorphic © oe-homomorphism if and only if its coefficients s/u(Z) are holomorphic, and it satisfies (1.10) for all F e 0p and all M e © w. However, since every M e © oe is the product of a translation (1.5) and a rotation (1.6), it suffices to impose condition (1.10) in these two cases separately. It is clear from (1.5) and (1.7) that p(M,Z) = / and that ß(M,Z) = /; and it is likewise clear that dll((F\pM)(Z)) = (dpF)(W). Thus condition (1.10) takes the form
Since (2.6) is required to hold for all F e 0p, it follows that
for all real symmetric matrices S; but since the coefficients ¿/p(Z) are also required to be holomorphic, it follows that they must indeed be constants, as desired. Remark. It is at just this point that the doors are opened to admit a much larger class of operators if the coefficients are not required to be holomorphic ; see [6] in this connection. for all CeGL(n,C) and for p = 1,2, -,v.
Proof. Consider a rotation Me% of the form (1.6) for an arbitrary CeGL(n,R); and put W= M(Z) = 'CZC. It is clear from (1.6) and (1.7) that p(M,Z) = p(C~1) = p(Cy1 and that p(M,Z) = p(C_1) = /S(C)_1; thus, for instance, (F\pM)(Z) = p(C)F(W). Now note that, in terms of the components which serve as complex coordinates on the space §, the transformation M can be written :
where ôk is the familiar Kronecker symbol ; therefore, ■jj1-= Í 1 --ytf J (ckicU + Wal a constant independent of Z e §. Therefore,
Now condition (1.10) takes the form
f, = 0 n = Q but since the condition (2.8) is required to hold for all F e 0p, it follows that
for each u individually. This must now hold for all CeGL(n,R); however, since both sides are holomorphic functions of the matrix C, the same result actually holds for all CeGL(n,C), thus completing the proof. It is a familiar fact, as discussed in [12] for instance, that the tensor product of two representations of the general linear group can be decomposed into a direct sum of irreducible components; the notation ß cz p® a will be used to indicate that the irreducible components of the representation p, counting multiplicities occur among the components of the decomposition of the representation p ® a. Theorem 1. If p and ß are irreducible holomorphic representations of GL(n,C), then there exists a holomorphic differential (S^-homomorphism ¡8:0p-> 0P of order v if and only if (2.9) pcp®<rv;
all coefficients sip(Z) °f ® are zero except the leading coefficient siM)> which is a constant linear mapping such that
for all CeGL(n,C). Schur's lemma shows that if sip¥=0 then ßcp®ap; conversely, if ßa p ® ap, then there obviously exists a nonzero linear transformation sip with the above property. The representations p and p, being irreducible are homogeneous rational functions of some fixed degrees [1 ; 12] ; and since op is a homogeneous rational function of degree 2p, it is clear that ß cz p ® ap for at most one value of p. The desired theorem is an obvious consequence of these observations.
Remark. If the representations p and ß axe not assumed to be irreducible, then (2.9) must be replaced by the condition that (2.11) pep® (Zo<7p),
and that some component of ß is contained in p® <rv; the second part of the theorem must also be modified, in the obvious manner.
3. Some examples of ©"-homomorphisms. (5) The preceding discussion is well illustrated by the special case n = 2, which is also sufficiently simple that the results can be written out quite explicitly. First, however, it is necessary to interject a preliminary discussion of the group representations involved; the general properties of these representations are discussed in [12; 1] , while the notation which will be used here is that of [6] . For the group GL(2, C) the general irreducible holomorphic representation is of the form AA{/}, where X is an arbitrary integer, and / is a non-negative integer. Here A is the one-dimensional representation A(C) = det C, for any C e GL(2, C) ; and {/} is the (/+ l)-dimensional representation which has the form (2.3), but where the representation space consists of fully symmetric tensors of degree/. To describe the character <j)p of the representation p = Ax{f] it suffices to consider diagonal matrices of the form (q?) for eeC; and for such a matrix, Proof. This is rather a standard result, and can be found in [1] or in [8] ; however, for completeness, and since it is so easy, another proof will be included here. It is clearly enough to consider merely the representations p = {/} and ff = {#}> where, say, f^g.
Then for the characters it follows that, from The latter sum can be rewritten by separating the summation over b into odd and even terms and then regrouping, as follows : (6) The differential operators of lower orders can be written out completely without much difficulty; the cases of degrees 1 and 2 will be treated here. The notation and terminology introduced in [6] will be used throughout. In particular, recall that a function Fe$p, where p = AA{/}, is given by its components Fit..,,,; and since the components are fully symmetric in their indices, and the indices in turn take only the values 1 and 2, a component is described fully by giving the number v of its indices which have the value 1. Thus set Fv = F1^12 . 
where 0^ v^/ + 4; (3.8) for p = Ax+1{f + 2},/^ 1, the operator 2is given by
where 0 _ v 2»/ + 2; 1 The factor 2 in the third term is to indicate that the representation A*+2{/} appears twice in this decomposition, at least iff ^2; the second, fourth, and fifth terms appear only for/_ l,/_ 3, and/_ 4, respectively. The coefficients are the generalized Kronecker symbols, as in the preceding corollary; and since the computations are straightforward and hence uninteresting, further details will be suppressed. It should be noted that for all the second order operators except ^7 the coefficients are fully symmetric in the indices corresponding to the differentiations, reflecting the fact that the component {4} c o2 is the term to which the operator is associated; the exceptional role played by 3i1 arises from the fact that that operator is associated to the term A2 c <r2. It should also be noted that these explicit formulas for the second order operators can be derived by iterating the first order operators of Corollary 1.1; thus, for instance, 9¡y2¡2 = 3>4.
4. Holomorphic differential ©-homomorphisms. (7) Suppose that p and ß axe irreducible holomorphic representations of GL(n,C), and that 2:0p-> 0P is a holomorphic differential © ^-homomorphism of degree v > 0. The operator 3) will be written out explicitly as in (1.9). By Theorem 1, all the coefficients are actually constants, and indeed all are zero except those of order v; the coefficients of order v will always be supposed to satisfy the symmetry conditions (2.1) and (2.2). If / = (iu••-, iv), J = (Ju"-,jv), and the abbreviation Aiijl_ivjv = Au is used, then (1.9) takes the form (4.1) (¿2>F)(Z) = Z AudvF(Z)/dzuu -dzlvJv.
The problem to which the present section is devoted is that of characterizing those ©^-homomorphisms, of the above form, which satisfy the more stringent condition of being ©-homomorphisms. .2), and the theorem is thereby proved.
If the differentiations indicated in the second term of formula (4.2) are carried out, and the coefficients of the various orders of derivatives of F(Z) are collected and compared, it becomes evident that (4.2) reduces to v +1 independent equations, one of which is a trivial identity ; hence (4.2) really amounts to v separate conditions. The details of this procedure in the general case are, indeed, onerous. At present the primary interest is in differential operators of first and second degrees; consequently, explicit calculations will be given only for those two cases. To simplify the notation, put d¡j = d/ dz,j. Then note that zdtWj+ *&) + * Jfiitf+tft) By using formula (2.10) of Theorem 1, the right-hand side R of equation (4.7) can be written as
Substituting this back into (4.7), it follows that the condition of Theorem 2 takes the form
Since ß(Z) is nonsingular and F(Z) is arbitrary, (4.6) follows, and the proof is completed. i-èj Substituting these expressions for Ry and R2 back into R, performing the indicated differentiations, and collecting terms together, secure that
Upon substituting the above expression for R back into (4.10), and recalling that p(Z) is nonsingular and that £(Z) is an arbitrary function, conditions (4.6) follow immediately, and the proof is thereby completed. For some purposes it is useful to rewrite the criterion of Corollary 2.2 in a form which involves only the first derivatives of the representation function p(Z), and, indeed, in which these derivatives appear as logarithmic derivations. Proof. It is of course sufficient to show that (4.8) and (4.9) are together equivalent to (4.9) and (4.11). Upon differentiating (4.9) with respect to z,2J-2, and summing over the indices i2 zij2, it follows that
Again applying (4.9), the above expression becomes
and since substituting this into (4.8) yields (4.11), the proof is thereby completed.
Remark. If the coefficients Ahjii2J2 axe symmetric in the indices ii,jui2,j2, then (4.11) in turn follows from (4.9), so that the latter condition suffices by itself.
The calculations for differential operators of any degree v follow the same general pattern but with increasing technical complications. To conclude this section, the results for differential operators of degree 3 will be listed, with details of the proof suppressed. hji hSh + Z Atlhhj2,sj1piZ)~ldlíjldkJlp(Z) = ° f°r al1 Wi ; (4.14) 2 Z Atlll¡lhiihzTX + Z AiJ^j^p&T'd^pV) = 0 for all i2j2i3j3.
itJí ¡1ÉJÍ (8) By the use of a more explicit form for the representation p, the preceding corollaries can be rewritten in a simpler manner, so as to express the criterion for a mapping to be a ©-homomorphism directly in terms of the coefficients of the differential operator. Suppose that the representation p is given by the symmetry scheme p = Ax{fy,---,fr}, and that/=/! + ••■ +/r; the representation space Vp hence consists of tensors Çjt."Jf of total degree / which have the appropriate symmetries in the indices jy,---,jf, as in [12] or [1] . Suppose further that ¿" is a set of linear mappings from Fp to some other vector space, for 1 ^ r, s ^ n. which reduces immediately to the right-hand side of (4.15), and thus concludes the proof.
Now the coefficients Au in the differential operator Si of (4.1) can be considered as linear maps from Fp to Vß, and can therefore be written as above; an application of Lemma 6 then leads to the following Proof. Upon substituting (4.15) into (4.6), the criterion of Corollary 2.1 reduces to the assertion that the expression (4.16), when multiplied by zi~1and summed over all values 1 Si i, j rg n, yields zero ; since this must hold for an arbitrary symmetric matrix zj}1, it follows that (4.16) must be skew-symmetric, as asserted. Remark. For each fixed set of indices ky-kf the expression (4.18) can be considered as a linear transformation from the representation space V2 of the representation o2 to Vp, where V2 consists of the tensors í¡ui¡2j2 with the symmetry properties (2.1) and (2.2); the second condition above is that this transformation be the zero mapping. As noted earlier, if Aki kfiijii2J2 is fully symmetric in i1jii2j2 then the first condition of this corollary automatically implies the second condition.
Proof. Once again a direct application of Lemma 6 shows that (4.9) is equivalent to the vanishing of the product of (4.17) with z¡~^, summed over all 1 S *i> jiún;
and that (4.11) is equivalent to the vanishing of the product of (4.18) with zj^z'^, summed over all 1 ^ i1J1,i2J2 _ n. Thus the conclusion of Corollary 2.6 follows directly from that of Corollary 2.3 itself. 5 . Some examples of ©-homomorphisms. (9) Returning once again to the case n = 2, the results obtained in the preceding section will be applied to determine which of the © ^-homomorphisms of §3 are ©-homomorphisms as well. For first order differential operators the conclusions follow quite directly from Corollary 2.5; since, however, these operators were discussed in [6] , only the results will be listed here for reference. Thus, the operators 2y,3¡2,3¡3 of Corollary 1.1 are ©-homomorphisms if and only if the following conditions are fulfilled, respectively: (5.1) for 2y.X = -/;
for 22:X = 1 -y/;
for 23:X = 1.
For the remainder of this section, then, only the second degree operators will be considered ; the conclusions are as follows : The additional requirement that the operator 3 be a ©-homomorphism is then as in Corollary 2.6; and it is merely necessary to determine which of the operators of Corollary 1.2 satisfy conditions (4.17) and (4.18).
To begin, consider the representations p = Ax{f + 4}, p = Ax+1{f+ 2), p = A*+3{/-2}, and p = Ax+4{f-4}. In each of these cases there is a unique holomorphic ©"-homomorphism @:Qp->@fi, and the coefficients in (5.4) are, except for scalar multiples and change of basis, the generalized Kronecker symbols (10) There are three of the second order differential ©-homomorphisms of Theorem 3 which are associated in some manner with one-dimensional representations, that is to say, with ordinary scalar functions; a slightly more detailed discussion of these will perhaps illustrate some of the applications possible in the general case.
The first of these is the operator 3¡A, as in (5.2), for the value/ = 0; this furnishes a ©-homomorphism (5.13) #4:0a-i->©a-,4,-Both the kernel and the image of 3)^ are subspaces which are preserved under the appropriate actions by the full symplectic group or any of its subgroups ; and the restrictions to these subspaces lead to additional representations of these groups. The image, which is a space of vector-valued functions, can, by considering the appropriate integrability conditions, be characterized as the set of solutions of a further family of differential operators; but these operators are not ©-homomorphisms as considered here, so this topic will not be pursued any further just at present. The kernel is the subspace of scalar functions satisfying 34(F) = 0; referring to (3.7), the functions in the kernel are just the functions which satisfy the following systems of partial differential equations: 0 = d2f/dz\y = d2f/8ZyyBZy2 = 82f/dZl2dZ22 = s2f/dz¡2 = 2d2f/dzyydz22 + e2f/dzy2.
A trivial calculation shows that such a function must have the form:
(5.14) /(z) = cdetZ + cuzn + cl2z12 +c22z22 +c0, for arbitrary complex constants c. It is, of course, obvious that the set of functions of the form (5.14) is indeed preserved under the appropriate action of the symplectic group ©. Letting Jf cz 0A-1 be the kernel of 34, the set of functions of the form (5.14), and E cz 0A-i|4) be the image of 34, there corresponds to the exact sequence of ©-spaces 0 -»• Jf -* 0A-, -» s< 5 -> 0 an exact cohomology sequence generalizing that introduced by Eichler (see [5] 
