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Abstract 
In this study, the authors forecast students’ future academic records using past attendance recording data and grade data. 
We use a Bayesian network as forecasting method. During construction of the Bayesian network forecasting model, 
unnecessary variables become noise and so lower the forecasting accuracy. Therefore, to improve the forecasting accuracy, 
we used information gain to reduce the number of variables in the model. As a result, accuracy improved. 
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1. Introduction 
In April 2007, the Nagoya Institute of Technology (NIT) introduced an attendance system and a course 
managementsystem [1]. More than six years have now passed, and large volumes of data have accumulated 
over this period. These data have only been used as an index of the grades given by teachers. However, there is 
no feedback to students, which means some of the data are not being fully exploited. The authors plan to use 
the data for educational guidance. By using past data to forecast students’ future academic records, identifying 
students who may fail, and providing them with educational guidance can be expected to reduce the number of 
failing students. These students are given educational advice and a warning corresponding to their forecasted 
future academic status. Using this idea, we are able to convert students’ data into information that is useful to 
them. 
There are many studies related to forecasting and data analysis of students’ grades. These include a study 
that analyzes learning trends from student data on attendance and exercise scores [2], a study that forecasts 
students’ future grades using neural networks and student data on attendance and exercise scores [2], a study 
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that investigates student characteristics using a Bayesian network created from class questionnaires [3], a study 
that forecasts a student’s future grade using a Bayesian network created from exercise scores [4], and a study 
that forecasts a student’s future academic status using his or her Grade Point Average (GPA) [5]. References [2] 
and [4] forecast a student’s final grade when the student has completed at least eight exercises in one course. 
They then give advice and new exercises based on the forecast results. In reference [5], instead of using one 
course, we used all the student’s first-year grades to forecast their second-year grades.  
In this study, we forecast students’ future levels using both grade data and time recording data retrieved 
from smart cards. We use a Bayesian network as the forecasting method. One of the merits of generating 
forecasts using a Bayesian network is that the output is in the form of a probability value, the meaning of which 
can be easily understood by users without specialized knowledge. We use about 57 variables from the smart 
card time recording data and about 24 variables from the grade data. During the construction of the Bayesian 
Network forecasting model, unnecessary variables become noise and lower the forecasting accuracy. Therefore, 
to improve the forecasting accuracy, we used information gain to reduce the number of variables..  
The rest of the paper is organized as follows. Section 2 outlines the forecast data. Section 3 describes the 
forecasting using the Bayesian network. Section 4 evaluates the method and the results, and section 5 concludes 
the paper. 
 
2. Forecasting data  
We forecast the students’ level at end of their second year using data gathered from the first semester in their 
first year until the first semester in their second year. To construct the forecasting model using a Bayesian 
network, we use time recording data from smart cards as well as grade data. To generate a forecasting model, 
we use original data from 171 students at the university.  
Confirmation of a student’s attendance is achieved via the recognition of an IC chip embedded in their ID 
cards, and their attendance records are maintained on a server [1]. When they attend a lecture, students record 
the attendance time before and after the lecture. On the attendance server, these data consist of about 110,000 
records for first-year students and 100,000 records for second-year students. The time recording data on the 
attendance server contains the student’s number, room, recording date, and recording time as one record. We 
construct the 57 variables form the time recording data. Table 1 shows examples of variables defined from the 
recording data. 
There are about 8,000 records representing each student’s grade for various courses. These data include both 
first- and second-year information. In the first year, students take basic courses. In the second year, they take 
specialized courses. Therefore, the first year’s courses are different to those of the second year. We studied a 
Bayesian network from learning data by inputting first-year data for students entering in past year X and 
outputting data for the second year. This makes it possible to forecast second-year grades for students entering 
in the current year Y by entering their first-year data to the Bayesian network. While regression analysis would 
require a linear relationship between classes in the first year and classes in the second year, in Bayesian 
network analysis the difference in characteristics between first- and second-year classes is not problematic. The 
Bayesian network holds well for non-linear events. The models generated in this study are still suitable. 
Moreover, we do not consider students who intentionally take first year courses in the second year, because we 
did not find such cases in the university data. To construct a forecast model, it is necessary to convert the 
original data into a variable, and we do so using the students’ Grade Point Average (GPA). The GPA is the 
score that evaluates a student’s performance. It is calculated by dividing the number of grade points earned in a 
given period by the total number of credit points of the courses taken.  
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In addition, it is possible to calculate the GPA score for a certain course, such as “math GPA,” or “foreign 
language GPA,” or for a certain period, such as “first year GPA.” Table 2 shows some of the variable 
definitions. 
 
 
Table 1. Examples of variable definitions from the recording data 
Variable Number Variable Content - Meaning 
1 Number of recordings in April in the first year 
2 Number of recordings in May in the first year 
 ࣭ ࣭ 
࣭ 
10 Average number of recordings on Mondays during the first 
semester of the first year  
 ࣭ ࣭ 
࣭ 
14 Average number of recording on Fridays during the first 
semester of the first year 
 ࣭ ࣭ 
࣭ 
39 Number of recordings in April in the second year 
 ࣭ ࣭ 
࣭ 
57 Variance of recordings for Fridays in the first semester of the 
second year  
 
 
Table 2. Examples of variable definitions from the grade data 
Variable Number Variable Content - Meaning 
58 GPA of first year first semester 
59 Foreign Language GPA of first year first semester 
 ࣭ ࣭ 
࣭ 
65 Math GPA of first year first semester 
66 GPA of first year second semester 
 ࣭ ࣭ 
࣭ 
74 GPA of second year first semester 
 ࣭ ࣭ 
࣭ 
81 Math GPA of second year first semester 
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3. Forecasting using a Bayesian network
3.1. Bayesian network
The Bayesian network is a graphical model that graphically presents the dependence relationship between
variables. By calculating probability values using the model, it is possible to make forecasts and to infer 
unknown events.
The Bayesian network comprises three elements: random variables, a directed acyclic graph, and conditional
probabilities. Conditional probabilities are stored in a conditional probability table (CPT). A model such as that 
shown in Figure 1 shows the variables X, Y, Z, and W, the directed graph, and the probabilities P(X), P(Y|X,Z),
P(Z), and P(W|Z). We use Weka [6] as the Bayesian network tool.
Fig 1. Example of a Bayesian network
3.2. Forecasting results of the Bayesian network
Table 3 shows the forecasting results of the Bayesian network. An examination is carried out using the 
“leave one out” method.
In Table 3, we discretize the GPA value (form 0 to 4) into five groups (S, A, B, C, and D). S is close to 4
and D is close to 0. Table 4 shows the relationship between grade and GPA. The forecasting accuracy of Table 
3 is 75.44%.
Table 3. Forecasting result of Bayesian network
Forecasting
S A B C D
Actual
S 17 8 0 0 0
5 54 2 0 0
B 0 5 46 6 2
C 0 0 7 11 3
D 0 0 0 4 1
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Table 4. Relationship between grade and GPA 
Grade GPA 
S >=2.915 
A 2.213 – 2.915 
B 1.511 – 2.213 
C 0.809 – 1.511 
D <=0.809 
 
4. Improving the accuracy by reducing the variables 
Unnecessary variables become noise and lower the forecasting accuracy. Therefore, to improve the 
forecasting accuracy, we use information gain to reduce the number of variables. 
4.1. Information gain  
Information gain (also called information divergence or relative entropy) is the measure of the difference 
between two probability distributions [7]. If we suppose that P and Q are probability distributions, the 
information gain is defined as shown in equation (1). 
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Because of its character, information gain is often expressed as the “distance of probability distributions.” To 
construct the model, we must select those variables that are suitable to the forecast model. The Correlation-
based Feature Selection (CFS) technique is used as the index of selection. CFS is an algorithm that couples the 
evaluation formula with an appropriate correlation measure and a heuristic search strategy. Equation (2) defines 
the quantity CFS, where k denotes the number of variables, Z denotes the response variable, and Yi denotes the 
explanatory variable. Here, Yi, which maximizes equation (2), is selected as the variable for the model. 
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Symmetrical un-certainty (SU) in equation (2) is defined as in equation (3). Here, H(A) and H(B) are 
entropies. 
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4.2. Examination by reducing the variables 
The CFS technique chooses those variables that have strong causality with the purpose variable. Specifically, 
we apply the best variable selected by the CFS as the index of selection. Table 5 shows the forecasting 
(1) 
(2) 
(3) 
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accuracy for each selected number of variables. Based on the results shown in Table 5, we selected 35 variables, 
as this option had the best forecasting accuracy. 
 Table 6 shows the forecasting results of the Bayesian network after reducing the number of variables using 
CFS, that is, after selecting 35 variables. The forecasting accuracy of Table 6 is 80.11%. By reducing the 
number of variables, forecasting accuracy was improved. 
 
 
Table 5. Forecasting accuracy for each number of variables 
Selected number of variables Forecasting accuracy 
5 69.59% 
10 78.95% 
15 78.36% 
20 79.53% 
25 78.95% 
30 78.36% 
35 80.11% 
40 77.78% 
45 77.78% 
50 78.36% 
55 75.43% 
 
 
Table 6. Forecasting results of the Bayesian network after selecting 35 variables using CFS  
 Forecasting 
S A B C D 
Actual 
S 15 10 0 0 0 
A 2 54 5 0 0 
B 0 5 49 4 1 
C 0 0 5 15 1 
D 0 0 0 4 1 
 
 
5. Conclusion 
In this paper, we described how we forecasted students’ future levels using smart card time recording data 
and grade data. Our forecast uses a Bayesian network model. Unnecessary variables become noise and so lower 
the forecasting accuracy. Therefore, to improve the forecasting accuracy, we used information gain to reduce 
the number of variables. As a result, forecasting accuracy improved. 
 Further discussion on model building and validation is needed. For example, when defining variables, it 
may also be necessary to consider and adopt techniques such as factor analysis or data of a different format. In 
addition, we did not study conditional probability sufficiently. Since conditional probability is an important 
element of a Bayesian network, we need to consider this in future research. Moreover, the concept of a concrete 
and overall model for practical use is also required. We plan to investigate these issues in the future.  
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