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Szybkie przekształcenie Fouriera 
 
Wprawdzie DFT jest najbardziej bezpośrednią procedurą matematyczną do określania 
częstotliwościowej zawartości ciągu z dziedziny czasu, jest ona bardzo nieefektywna. 
Ponieważ liczba punktów w DFT wzrasta do setek lub tysięcy, liczba wymaganych do 
przetworzenia danych staje się bardzo szybko gigantyczna.  
W 1965 roku został opublikowany przez Cooley'a i Tuckey'a artykuł przedstawiający 
bardzo wydajny algorytm implementujący DFT. Algorytm ten jest obecnie znany jako 
szybkie przekształcenie Fouriera (ang. Fast Fourier Transform — FFT). 
 Przed nastaniem FFT obliczanie tysiąc punktowych DFT wymagało tak długiego czasu 
przetwarzania, że jej użycie ograniczało się do większych badawczych i uniwersyteckich 
centrów komputerowych. Dzięki Cooleyowi i Tuckeyowi oraz przemysłowi 
półprzewodnikowemu, 1024-punktowa DFT może być obecnie wyznaczona w kilka 
milisekund przy użyciu komputera domowego. O FFT napisano całe tomy i, jak żadna inna 
innowacja, rozwój tego algorytmu przetransformował dziedzinę cyfrowego przetwarzania 
sygnałów dzięki udostępnieniu mocy analizy Fourierowskiej. 
Pokażemy, dlaczego najpopularniejszy algorytm FFT (zwany algorytmem FFT o podstawie 
2) ma przewagę w stosunku do klasycznego algorytmu DFT, przedstawimy szereg zaleceń 
umożliwiających ulepszenie wykorzystania przez nas FFT w praktyce i zamieścimy zbiór 
podprogramów FFT w różnych językach programowania. Podsumujemy tę część 
wyprowadzeniem algorytmu FFT o podstawie 2 i przedstawimy kilka różnych sposobów, na 
jakie ten algorytm FFT jest implementowany. 
 
Związek pomiędzy FFT i DFT 
Wprawdzie zaproponowano wiele różnych algorytmów FFT, to w niniejszym punkcie 
zobaczymy, dlaczego algorytm FFT o podstawie 2 jest tak popularny i dowiemy się, jaka jest 
relacja pomiędzy nim a klasycznym algorytmem DFT. Algorytm FFT o podstawie 2 jest 
bardzo efektywną procedurą wyznaczania DFT pod warunkiem, że rozmiar DFT będzie 
całkowitą potęgą liczby dwa. (To jest liczba punktów w transformacji wynosi kN 2= , gdzie 
k jest pewną liczbą naturalną.)  
Przypomnijmy, że nasz przykład 1 DFT ilustrował liczbę nadmiarowych operacji 
arytmetycznych, wymaganych dla prostej 8-punktowej DFT. (Na przykład, kończyliśmy ją 
obliczając iloczyn 1,0607·0,707 osobno cztery razy.)  
A więc algorytm FFT o podstawie 2 eliminuje te nadmiarowości i zmniejsza znacząco 
liczbę niezbędnych operacji arytmetycznych. Aby docenić wydajność FFT, rozważmy liczbę 
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Dla 8-punktowcj DFT widać, że musielibyśmy przeprowadzić N2 lub 64 mnożenia 
zespolone. (Jest tak dlatego, że dla każdej z ośmiu wartości  musimy zsumować osiem 
iloczynów zespolonych, gdyż n  zmienia się od 0 do 7.) 
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Jak sprawdzimy w później, liczba mnożeń zespolonych dla N-punktowej FFT wynosi 
około 
NN 22
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(Mówimy w przybliżeniu, ponieważ niektóre mnożenia okazują się mnożeniami przez + 1 
lub - 1. co sprowadza się jedynie do zmiany znaku)  
A więc, ta wartość (2) oznacza znaczące, w stosunku do N2, zmniejszenie liczby mnożeń 
zespolonych wymaganych przez równanie (1), szczególnie dla dużych wartości N.  
Jeśli, dla przykładu, N=512, to DFT wymaga 200 razy więcej mnożeń zespolonych, w 
stosunku do wymaganych w algorytmie FFT.  
W tym miejscu należy jasno stwierdzić, że FFT nie jest przybliżeniem DFT.  
Jest ona równoważna DFT i to jest DFT. Ponadto, wszystkie właściwości DFT. 
przedstawione w poprzednim rozdziale, a więc symetria wartości wyjściowych, liniowość, 
wartości wyjściowe, przeciek, dotyczą również zachowania się FFT. 
 
Wskazówki praktyczne dotyczące algorytmów FFT 
 
Opierając się na tym, jak bardzo użyteczne są algorytmy FFT, dalej przedstawiamy zbiór 
wskazówek praktycznych, lub też sugestii, dotyczących pozyskiwania próbek danych 
wejściowych i wykorzystywania algorytmu FFT o podstawie 2 do analizowania sygnałów lub 
danych rzeczywistych. 
Próbkowanie wystarczająco szybkie I wystarczająco długie 
Przy cyfryzacji (próbkowanie + kwantowanie) sygnałów ciągłych za pomocą przetwornika 
A/C wiemy, że szybkość próbkowania musi być większa, niż podwójna szerokość pasma 
ciągłego sygnału wejściowego przetwornika A/C, aby ustrzec się przed aliasingiem w 
dziedzinie częstotliwości. W zależności od zastosowania, praktycy zazwyczaj próbkują przy 
szybkości 2,5 do 4 razy większej, niż szerokość pasma sygnału. Jeśli wiemy, że szerokość 
pasma sygnału ciągłego nie jest zbyt duża w porównaniu z maksymalną szybkością 
próbkowania stosowanego przetwornika A/C łatwo można uniknąć aliasingu. Jeśli nie znamy 
szerokości pasma wejściowego sygnału ciągłego przetwornika A/C jak możemy stwierdzić, 
czy występują problemy aliasingu?  
• Powinniśmy podejrzewać powstanie aliasingu, jeśli istnieją jakiekolwiek składowe 
widmowe, których częstotliwości okazują się zależnymi od szybkości próbkowania. 
Jeśli podejrzewamy, że pojawia się aliasing, lub że sygnał ciągły zawiera szum 
szerokopasmowy będziemy musieli użyć analogowego filtru dolnoprzepustowego 
przed przetworzeniem A/C. Częstotliwość graniczna filtru dolnoprzepustowego 
musi, oczywiście, być większa, niż zakres częstotliwości, jaki nas interesuje, ale 
mniejsza od połowy szybkości próbkowania. 
Ile próbek musimy zebrać zanim wyznaczymy FFT?  
• Odpowiedź jest taka, że przedział czasu, w którym zbieramy te dane, musi być 
wystarczająco długi, aby spełnić nasze wymagania dotyczące rozdzielczości 
częstotliwościowej FFT przy zadanej szybkości próbkowania. Przedział czasu, w 
którym zbieramy dane, jest odwrotnością wymaganej rozdzielczości FFT i im dłużej 
próbkujemy z ustaloną szybkością próbkowania , tym lepsza będzie rozdzielność 
częstotliwościowa. Na przykład, jeśli wymagana jest rozdzielczość widmowa 5 Hz, 
to 
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W tym przypadku, jeśli  wynosiłaby 10 kHz, to wówczas sf N  musiałoby być równe co 
najmniej 2000, i wówczas wybralibyśmy N  równe 2048, ponieważ liczba ta jest potęgą 2. 
 
Przetwarzanie wstępne danych czasowych przed wyznaczeniem FFT 
Jeśli nie mamy kontroli nad długością ciągu danych w dziedzinie czasu i ta długość ciągu 
nie jest całkowitą potęgą dwójki, używając algorytmu FFT o podstawie 2 mamy dwie opcje: 
• Możemy odrzucić tyle próbek danych, aby długość pozostałego ciągu wejściowego 
FFT była całkowitą potęgą dwójki. (zmniejsza się rozdzielczość) 
• Lepszym podejściem jest dodanie wymaganej liczby próbek o wartościach 
zerowych do części końcowej ciągu danych czasowych, aby dopasować liczbę jego 
punktów do kolejnego rozmiaru FFT o podstawie 2. Na przykład, jeśli mamy do 
przetransformowania 1000 próbek czasowych, wówczas zamiast analizować jedynie 
512 spośród nich za pomocą 512-punktowej FFT, powinniśmy dodać 24 kolejne 
próbki o wartościach zerowych do ciągu oryginalnego i użyć 1024-punktowej FFT.  
 
• FFT cierpi na takie same negatywne skutki przecieku widmowego, jakie 
omówiliśmy dla DFT. Możemy przemnażać dane czasowe przez funkcje okien, aby 
złagodzić ten problem przecieku. Bądźmy jednak przygotowani na degradację 
rozdzielczości częstotliwościowej, nieuchronnie występującą, jeśli są używane 
okna. Przy okazji, jeśli dołączenie zer jest niezbędne do rozszerzenia zbioru danych 
ciągu czasowego, musimy być pewni, że dołączamy zera po przemnożeniu 
oryginalnego ciągu danych czasowych przez funkcję okna. Zastosowanie funkcji 
okna do ciągu próbek uzupełnionego próbkami o zerowych wartościach zniekształci 
wynikowe okno i powiększy przeciek FFT. 
Wprawdzie okienkowanie zmniejsza przeciek, to jednak nie eliminuje go całkowicie. 
Nawet, gdy wykorzystuje się okienkowanie, składowe widmowe o wysokim poziomie mogą 
maskować pobliskie składowe widmowe o poziomie niskim.  
• Jest to szczególnie wyraźnie widoczne, kiedy oryginalne dane czasowe mają 
niezerową wartość średnią. tj. są przesunięte o składową stałą. Jeśli w takim 
przypadku wyznacza się FFT, to składowa stała przy częstotliwości 0 Hz o dużej 
amplitudzie przysłoni jej widmowych sąsiadów. Możemy wyeliminować ten efekt 
przez obliczenie wartości średniej okienkowanego ciągu czasowego i odjęcie tej 
wartości średniej od każdej próbki oryginalnego sygnału okienkowanego 
Jeśli używamy FFT, aby wykryć sygnał w obecności szumu i dostępna jest wystarczająca 
liczba danych w dziedzinie czasu, możemy poprawić czułość przetwarzania przez 
uśrednienie wielokrotnych procedur FFT. Ta technika, może być zaimplementowana bardzo 
efektywnie, aby wykryć ten sygnał, który w rzeczywistości znajduje się poniżej uśrednionego 
poziomu szumu; to jest, mając wystarczająco dużo danych w dziedzinie czasu, możemy 
wykryć składowe sygnału, które charakteryzują się ujemną wartością stosunku sygnał/szum. 
Interpretacja wyników FFT 
Pierwszym krokiem w interpretacji wyników FFT jest wyznaczenie w jednostkach 
bezwzględnych wartości częstotliwości środkowych kolejnych prążków FFT. Podobnie jak w 
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fm s⋅ . Jeśli wejściowe próbki czasowe FFT są rzeczywiste, to niezależne są jedynie 
wartości wyjściowe ( )mX
1−≤≤ Nm
 od m=0 do m = N/2.  
Jeśli próbki wejściowe FFT są zespolone, to wszystkie N wartości wyjściowych FFT jest 
niezależnych i powinniśmy obliczyć bezwzględne częstotliwości prążków FFT dla m w 
pełnym zakresie 0 . 
 
Jeśli jest to konieczne, możemy wyznaczyć prawdziwą amplitudę sygnałów z dziedziny 
czasu na podstawie ich wyników widmowych FFT. Aby to uczynić musimy pamiętać, że jeśli 
próbki wejściowe są rzeczywiste, to wyniki transformacji FFT o podstawie 2 są zespolone i 
mają postać 
)()()( mXmXmX imagreal +=  
Również wyjściowe próbki amplitudowe FFT 
( ) )()( mXmXmX imagreal 22 +=  
są wszystkie samorzutnie mnożone przez czynnik 
2
N , jak to omówiono wcześniej dla 
przypadku rzeczywistych próbek wejściowych.  
Jeśli próbki wejściowe FFT są zespolone, to czynnik skalujący jest równy N . Zatem aby 
wyznaczyć poprawne wartości amplitud składowych sinusoidalnych w dziedzinie czasu, 
musielibyśmy podzielić amplitudy FFT przez odpowiedni czynnik skalujący.  
Jeśli do oryginalnych danych z dziedziny czasu została zastosowana funkcja okna, to 
niektóre próbki ciągu wejściowego procedury FFT zostaną stłumione. Powoduje to 
zmniejszenie wynikowych amplitud wyjściowych FFT w stosunku do ich prawdziwych 
nieokienkowanych wartości. Aby wyliczyć prawidłowe amplitudy różnych składowych 
sinusoidalnych w dziedzinie czasu, musielibyśmy wówczas w dalszym ciągu podzielić 
amplitudy FFT przez odpowiedni współczynnik strat przetwarzania, stowarzyszony z użytą 
funkcją okna. Współczynniki strat przetwarzania dla najpopularniejszych funkcji okien są 
dostępne w literaturze. 
Jeśli chcielibyśmy wyznaczyć wartości widma mocy wyników FFT to należałoby wyliczyć 
wartości kwadratów amplitud za pomocą wyrażenia 
 ( ) ( )mXmXmX imagreal 222 += )(  
Pozwala nam to obliczyć widmo mocy w decybelach jako 
  ( ) ( )dB 10 210 )(log mXmXdB ⋅=  
Unormowane widmo mocy w decybelach można obliczyć używając wzoru: 













mXdB       ( 3 ) 
W równaniu (3) człon 2
max
)(mX  jest próbką wyjściową FFT o największej wartości. W 
praktyce okazuje się, że wykreślenie ( )mXdB  jest znacznie bardziej mówiące z uwagi na 
polepszoną rozdzielczość w zakresie niskich amplitud, osiągniętą dzięki decybelowej skali 
logarytmicznej. W przypadku użycia zarówno równania (3) nie jest potrzebne 
przeprowadzenie żadnej kompensacji dla wspomnianego czynnika skalującego N lub N/2, 
ani też okienkowego czynnika straty przetwarzania.  
Normalizacja eliminuje efekt wszystkich czynników skalujących FFT lub okna. 
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ważne jest, aby uważać na zerowe wartości . Wartości te uczyniłyby niesłusznymi 
obliczenie kątów fazowych z równania (4) ze względu na warunek dzielenia przez zero. W 
praktyce chcemy mieć pewność, że nasze obliczenia (lub kompilatory programowe) wykryją 
pojawienie się wartości 0. 
)(mXreal
Jeśli już jesteśmy przy temacie kątów fazowych wyjściowych wartości FFT to bądźmy 
świadomi, że wartości wyjściowe FFT zawierające znaczące składowe szumu mogą 
powodować duże fluktuacje wyliczonych kątów fazowych. Oznacza to, że próbki są 
wiarygodne tylko wówczas, gdy odpowiadające im wartości widma leżą wystarczająco 
powyżej uśrednionego poziomu szumu wyjściowego FFT. 
 
Algorytm FFT o podstawie 2 
Ten punkt, jak i punkty następne obejmują szczegółową prezentację wewnętrznych struktur 
danych i operacji algorytmu FFT o podstawie 2. 
Aby dokładnie zobaczyć, jak algorytm FFT wyewoluował z DFT, wróćmy do równania dla 
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Bezpośrednie wyprowadzenie FFT jest oparte na podziale ciągu x(n) danych wejściowych 
na dwie części, tj. na elementy indeksowane parzyście i nieparzyście; wtedy możemy 
podzielić równanie (5) na dwie części:  




















∑∑ ++= ππ    ( 6 ) 
Wyłączając stały kąt fazowy przed drugi znak sumowania, mamy: 




















∑∑ ++=   ( 7 ) 
Dla uproszczenia użyjemy standardowej notacji. Przyjmiemy oznaczenie  w 
celu reprezentacji zespolonego czynnika kąta fazowego, który jest stały dla danego N. 

























































A więc mamy teraz dwa sumowania o liczbie składników równej N/2, których wyniki 
rozważone łącznie dają nam N- punktową DFT. Możemy zapisać to w postaci: 
)()()( mBWmAmX mN+=  
i  (pominięte wyprowadzenie) )()()/( mBWmANmX mN−=+ 2
możemy pójść dalej i pomyśleć o podpodziale tych dwóch DFT na kolejne DFT aż do 
osiągnięcia 2-punktowych DFT.  
rys. 4.3 ////////// 
rys. 4.4 /////////// Pojedynczy motylek........ 
Zdolność podpodziału N/2 DFT na dwie N/4-punktowe DFT daje FFT możliwość 
ogromnego zmniejszenia liczby mnożeń niezbędnych do zaimplementowania DFT.  
FFT nie stanowi przybliżenia DFT; to jest DFT ze zmniejszoną liczbą niezbędnych 
operacji arytmetycznych.  
 
Podział w czasie 
 
Wyrażenie podział w czasie odnosi się do tego, w jaki sposób dokonaliśmy podziału 
wejściowych próbek DET na część nieparzystą i parzystą. Ten podział w czasie prowadzi do 
przemieszanego uporządkowania względem indeksu n danych Przemieszanie danych 
wejściowych jest znane jako odwrócenie bitowe, ponieważ takie przemieszane 
uporządkowanie indeksu danych wejściowych może być otrzymane na drodze odwrócenia 
bitów dwójkowej reprezentacji normalnego uporządkowania indeksu danych wejściowych. 
Podział w częstotliwości 
Istnieje inne wyprowadzenie algorytmu FFT, które prowadzi do struktur motylkowych, 
wyglądających podobnie jak te, które już omówiliśmy, lecz współczynniki obrotu w tych 
motylkach są różne. Ta alternatywna technika FFT jest znana jako algorytm podziału w 
częstotliwości. O ile algorytm FFT z podziałem w czasie jest oparty na podpodziale danych 
wejściowych na ich składowe o indeksach nieparzystych i parzystych, to algorytm FFT z 
podziałem w częstotliwości jest oparty na wyliczeniu osobno nieparzystych oraz parzystych 
próbek wyjściowych w dziedzinie częstotliwości.  
Dla każdej struktury FFT z podziałem w czasie istnieje równoważna struktura FFT z 
podziałem w częstotliwości. Liczba mnożeń niezbędnych do implementacji FFT z podziałem 
w częstotliwości jest taka sama, jak liczba niezbędna dla algorytmów FFT z podziałem w 
czasie.  
 
A więc których struktur FFT najlepiej jest używać? Zależy to od zastosowania, 
implementacji sprzętowej i wygody. Jeśli używamy implementacji programowej algorytmu 
FFT wykorzystując komputer ogólnego przeznaczenia, zwykle nie mamy zbyt bogatego 
wyboru. Większość ludzi używa jakichkolwiek istniejących podprogramów FFT, jakie 
zdarzyło im się znaleźć w wykorzystywanych przez nich komercyjnych pakietach 
oprogramowania. Ich kod może być zoptymalizowany ze względu na szybkość, ale tego nikt 
nie wie. Przebadanie kodu oprogramowania może okazać się niezbędne do stwierdzenia, jak 
procedura FFT jest zaimplementowana. Jeśli odczuwamy potrzebę szybkości, powinniśmy 
sprawdzić, czy oprogramowanie oblicza sinusy i cosinusy za każdym razem, kiedy 
wymagany jest współczynnik obrotu. Obliczenia trygonometryczne zazwyczaj zajmują wiele 
cykli maszynowych. Wstępne wyliczenie współczynników obrotu i przechowanie ich w 
tablicy może umożliwić przyspieszenie działania algorytmu. Dzięki temu ich wartości mogą 
być odczytywane, zamiast obliczane za każdym razem, kiedy są potrzebne w motylku. Jeśli 
piszemy własny podprogram, sprawdzenie ze względu na przepełnienie danych wyjściowych 
motylka i staranne skalowanie amplitudy może umożliwić wyznaczanie FFT za pomocą 
arytmetyki stałoprzecinkowej, która może być szybsza na niektórych maszynach.  
