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INTRODUCCIO´N
La topolog´ıa fibrada, conocida tambie´n como topolog´ıa de las funciones continuas, surge
alrededor de los an˜os 50, al considerar la idea sencilla de que las funciones continuas son
objetos ma´s generales que los espacios topolo´gicos. De hecho, es evidente que un espacio
topolo´gico se puede identificar de manera trivial con la funcio´n continua definida del espacio
en un espacio con un so´lo punto. Resulta entonces natural estudiar propiedades de las
funciones en lugar de las propiedades tradicionales de los espacios, con el fin de encontrar
resultados ma´s generales.
En topolog´ıa fibrada se trata con estructuras fibradas (E, p, T ), donde E y T son espacios
topolo´gicos y p : E −→ T es una aplicacio´n continua. Los haces de conjuntos, los haces de
estructuras algebraicas, los espacios de recubrimiento, los campos fibrados, ma´s conocidos
como fibre bundles, y los campos de espacios uniformes, que generalizan la teor´ıa de haces
y la teor´ıa de espacios de funciones, son los ejemplos ma´s conocidos de estructuras fibradas.
Los primeros pasos en el desarrollo de este punto de vista fibrado fueron dados por Whyburn
[5] y Dickman [17] y en 1975, Ul’janov [20] introdujo la nocio´n de funcio´n de Hausdorff, con
el propo´sito de estudiar compactificaciones de Hausdorff.
Ma´s adelante, Pasynkov [1] generalizo´ a las funciones continuas conceptos tales como ax-
iomas de separacio´n T0, T1, T2, T3 1
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, regularidad, normalidad, compacidad y compacidad
local. El trabajo de I. M. James [9] en 1989, motivado por los trabajos de Pasynkov, pre-
senta los conceptos desarrollados hasta entonces y estudia de manera sistema´tica versiones
fibradas de conexidad, estructuras uniformes, topolog´ıa equivariante y homotop´ıa.
La nocio´n de compactificacio´n, introducida inicialmente por Whyburn en 1953 [5, 6] ha sido
tambie´n materia de estudio. Ku¨nzi y Pasynkov [8] describieron completamente el conjunto
de todas las compactificaciones de Tychonoff de una funcio´n de Tychonoff f : X −→ Y por
medio de prehaces de los anillos C∗(f−1(U)), donde U es un subconjunto abierto de Y .
En [2], Feldman y Wilce hacen notar que cuando se aplica el funtor de compactificacio´n de
Stone-Cˇech a una funcio´n continua y sobreyectiva p : E −→ B entre espacios completamente
regulares y de Hausdorff, se obtiene una funcio´n continua y sobreyectiva βp : βE −→ βB.
Esta u´ltima funcio´n resulta en efecto ser una compactificacio´n, en el sentido fibrado, de
la primera. En este trabajo los autores estudian el caso de una aplicacio´n de cubrimiento
especial p : E −→ B llamada un G-campo, donde E es un G-espacio, G es un grupo finito
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de orden n, B es homeomorfo al espacio de las o´rbitas E/G por medio de una funcio´n f
con f ◦ p = pi y en donde pi es la aplicacio´n cano´nica de E en el espacio de o´rbitas. Se
prueba que cuando E y B son espacios de Tychonoff, las fibras de βpi : βE −→ βB tienen
un cardinal que no excede a n y en el caso que se puedan degenerar lo hacen a fibras cuyo
cardinal divide a n. Adema´s encuentra un resultado au´n ma´s general en el caso particular
de un G-campo universal pi : EG −→ BG para un p-grupo finito G.
En este trabajo mostramos parte del estudio realizado en [2] por Feldman y Wilce y obten-
emos algunas generalizaciones de sus resultados al considerar condiciones mı´nimas para que
se cumplan.
En el cap´ıtulo 1 mostramos la compactacio´n de Stone-Cˇech por medio de la nocio´n de z-
ultrafiltro. Para ello, estudiamos gran parte de las propiedades que tienen los z-filtros y
z-ultrafiltros (propiedades que en su mayor´ıa se obtuvieron de [16]) y mostramos, tanto
similitudes como diferencias que se tienen con los conceptos de filtro y ultrafiltro. Dicho
estudio no so´lo nos permitira´ obtener la compactacio´n de Stone-Cˇech, sino que tambie´n nos
ofrece herramientas de trabajo para los cap´ıtulos posteriores.
En el cap´ıtulo 2 generalizamos el resultado de [2] referente a la degeneracio´n de las fibras
de βp : βE −→ βB considerando, en lugar de G-campos p : E −→ B, G-campos parciales
T0 en donde E es un G-espacio T0 y existe una funcio´n inyectiva f : E/G −→ B con
f ◦pi = p. En este caso las fibras de p tienen un cardinal que no excede a n y probamos que
las fibras no vac´ıas de p, de llegar a degenerasen, lo hacen a fibras cuyo cardinal divide a n.
Mostramos el resultado de [2] como un caso particular, al probar que βp : βE −→ βB es
un G-campo parcial T0. Por u´ltimo estudiamos algunas condiciones que permitan establecer
degeneracio´n de fibras en p : E −→ B y βp : βE −→ βB. Con lo cual se cumple con el
primer objetivo trazado. Que consist´ıa en estudiar la estructura de los G-campos.
En el capitulo 3 mostramos el funtor de compactacio´n de Stone-Cˇech, cumpliendo con la
primera parte de nuestros segundo objetivo, el cual era observar si el funtor de compactacio´n
de Stone-Cˇech da lugar a una construccio´n universal en la categor´ıa de los G-espacios
fibrados de Tychonoff ana´loga a la compactacio´n de Stone-Cˇech de los espacios topolo´gicos
de Tychonoff. La respuesta a esta inquietud es negativa como mostramos con un ejemplo.
Vale la pena mencionar que en [2] muestran este funtor, pero so´lo lo consideran de la
categor´ıa de los espacios de Tychonoff en la categor´ıa de los espacios de Hausdorff compactos.
En este cap´ıtulo tambie´n se cumple la otra parte del segundo objetivo del trabajo, el cual
consist´ıa en estudiar la categor´ıa de los campos. Agregamos a este estudio la categor´ıa de los
campos de Tychonoff y mostramos el comportamiento de algunos de sus monomorfismos.
Finalizamos con un comentario sobre los conceptos de producto y coproducto.
CAP´ITULO 1
La compactacio´n de Stone-Cˇech por
medio de z-filtros
En el presente cap´ıtulo estudiamos una generalizacio´n de los filtros en espacios topolo´gicos
conocida como z-filtros; por tal motivo siempre que hablemos de un espacio X se sobre
entiende que X es un espacio topolo´gico.
Por medio de los z-filtros mostraremos en este cap´ıtulo una manera alterna de obtener la
compactacio´n de Stone-Cˇech. Este resultado no es reciente, pero vale la pena mostrarlo ya
que no es muy conocido y adema´s la mayor parte de la teor´ıa que involucra es necesaria para
los cap´ıtulos posteriores. Tambie´n subrayamos que dicha teor´ıa en gran parte se obtuvo de
[19].
1.1. z-filtros
Iniciamos esta seccio´n con algunas definiciones ba´sicas.
Definicio´n 1.1. Para un espacio X definimos:
1. El conjunto C(X) como el conjunto formado por todas las funciones continuas de X
en los nu´meros reales.
2. Para cada f ∈ C(X) sea Z(f) el conjunto cerrado f−1(0) llamado cero-conjunto de
f o simplemente cero-conjunto. Denotamos Z[X] := {Z(f) : f ∈ C(X)}. Por u´ltimo,
sea Cz(f) el conjunto Z(f)
c llamado co-cero de f o simplemente co-cero.
Es claro que ∅ y X son cero-conjuntos puesto que se obtienen, ∅ por medio de cualquier
funcio´n no nula y X por medio de la funcio´n nula. Tambie´n se tiene que todo cero-
conjunto proviene de una funcio´n continua de X en [0, 1], dado que si f ∈ C(X) entonces
Z(f) = Z(min{|f(x)|, 1}), por tal motivo siempre que consideremos un cero-conjunto Z(f)
supondremos que f se encuentra acotada por [0, 1] a menos que se diga lo contrario. Por
u´ltimo vemos que si f ∈ C(X), para cada a en X la funcio´n fa definida como fa = f −f(a)
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es continua y a ∈ Z(fa).
Por otra parte se tiene que las uniones e intersecciones finitas de cero-conjuntos son
cero-conjuntos. E´sto se obtiene de las igualdades
Z(f) ∪ Z(g) = Z(fg) y Z(f) ∩ Z(g) = Z(f + g).
En realidad, en el caso de las intersecciones el resultado se puede extender a una coleccio´n
enumerable. Si tomamos una sucesio´n de cero-conjuntos en X, {Z(fn)} y definimos la
funcio´n g de X en los reales como:
g(x) =
∞∑
k=1
fk(x)
2k
se tiene que g ∈ C(X) dado que la sucesio´n de funciones continuas {gn} donde
gn(x) =
n∑
k=1
fk(x)
2k
converge uniformemente a g y adema´s Z(g) =
∞⋂
n=1
Z(gn).
Note tambie´n que si consideramos f ∈ C(X) (no necesariamente acotada) se cumple que
{x : f(x) ≥ 0} = Z(min{f, 0}) y {x : f(x) ≤ 0} = Z(max{f, 0}).
Teniendo en cuenta lo anterior damos la siguiente definicio´n.
Definicio´n 1.2. Por un z-filtro sobre X entendemos un subconjunto no vac´ıo F de Z[X]
que cumple las siguiente condiciones:
1. ∅ /∈ F,
2. si A,B ∈ F entonces A ∩ B ∈ F,
3. si A ∈ F y B ∈ Z[X] es tal que A ⊆ B, entonces B ∈ F.
Es claro que bajo las condiciones establecidas no necesariamente se debe tener que un
filtro sea un z-filtro y viceversa, e´sto se debe esencialmente al hecho que los z-filtros
dependen no so´lo de un conjunto sino de una topolog´ıa definida sobre e´ste; por ejemplo si
consideramos un espacio X indiscreto, las u´nicas funciones continuas de X en los reales
son las constantes. As´ı, si F es un filtro sobre X y A ∈ F es un subconjunto propio de
X, A no puede ser un cero-conjunto; por consiguiente F no es un z-filtro. Por otra parte,
si consideramos nuevamente un conjunto X, tomamos de e´l un subconjunto propio B cuyo
complemento posea ma´s de un elemento y asociamos a X la topolog´ıa τ = {∅, B,Bc, X}.
Se sigue que Z[X] = τ dado que τ es finito y sus elementos son cerrados; por consiguiente
F = {B,X} es un z-filtro que no es filtro. En efecto, debido a que Bc posee ma´s de un
elemento, para cada x ∈ Bc, B ∪ {x} 6= X, es decir, B ∪ {x} /∈ F.
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A pesar de lo anterior, dado un filtro F sobre un conjunto X siempre es posible encontrar
una topolog´ıa sobre X en donde F sea un z-filtro. Una de estas topolog´ıas es la discreta en
donde toda funcio´n de X en los reales es continua. De hecho, solo en el caso cuando es un
espacio discreto se tiene que los conceptos de z-filtro y filtro coinciden (bajo esta hipo´tesis
si a es un punto en X y tomamos el filtro F = {{a}c, X}, se sigue por ser F un z-filtro que
{a} es un conjunto abierto).
Al igual que sucede con los filtros decimos que un z-filtro F es ma´s fino que un z-filtro B
o que B es menos fino que F si B ⊆ F. Los z-filtros maximales los llamamos
z-ultrafiltros.
Otros conceptos que se definen en los z-filtros, de forma ana´loga que en filtros, son
los conceptos de z-filtro generado, base y sub-base. Si β es base para algu´n z-filtro,
notamos 〈β〉z al z-filtro generado por β. Si F es un filtro sobre el espacio X, definimos
Fz =: {F ∈ Z[X] : F ∈ F} como el z-filtro generado por F (note que Fz = Z[X] ∩ F). En
consecuencia, obtenemos los siguientes resultados que son inmediatos:
1) Todo z-filtro F sobre X es base para algu´n filtro B sobre X, tal que Bz = F.
2) Si F es un filtro sobre X, el filtro generado por el z-filtro Fz es menos fino que F.
3) Si F es un z-ultrafiltro sobre X, no necesariamente se tiene que el filtro generado por F
sea un ultrafiltro.
Ejemplos de la contenencia estricta en 2) y en 3) se obtienen si consideramos espacios
indiscretos.
Otro resultado que obtenemos es el siguiente.
Proposicio´n 1.1.1. Sobre un espacio X se tiene:
1. Todo z-filtro se encuentra contenido en un z-ultrafiltro.
2. Para cada elemento x en X el z-filtro principal 〈x〉z = {F ∈ Z[X] : x ∈ F} es un
z-ultrafiltro.
Demostracio´n.
1. La prueba es ana´loga a la realizada en los filtros.
2. Sean x ∈ X y F un z-filtro mas fino que 〈x〉z. Veamos que los z-filtros coinciden. Si
A ∈ F, sabemos que existe f ∈ C(X) tal que A = Z(f), en este caso consideramos la
funcio´n fx ∈ C(X) la cual recordemos que esta definida como fx = f −f(x) en donde
x ∈ Z(fx), es decir, Z(fx) ∈ 〈x〉z ⊆ F y en consecuencia Z(f) ∩ Z(fx) 6= ∅; por tal
motivo si tomamos un elemento y en esta interseccio´n, se sigue:
0 = fx(y) = f(y)− f(x) = 0− f(x)
lo cual implica que x ∈ Z(f) = A o equivalentemente, A ∈ 〈x〉z.

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La proposicio´n anterior nos muestra que todo ultrafiltro principal induce un z-ultrafiltro
principal; por consiguiente es natural preguntarnos si todo ultrafiltro no principal induce un
z-ultrafiltro. La respuesta es negativa y mostramos un ejemplo de este hecho que se obtiene
de las siguientes proposiciones.
Proposicio´n 1.1.2. Un z-filtro F sobre X es un z-ultrafiltro, si y so´lo si, para cada
cero-conjunto A tal que A ∩ B 6= ∅ para todo B ∈ F, se tiene que A ∈ F.
Demostracio´n.
⇒) Si F es un z-ultrafiltro sobre X y A es un cero-conjunto que tiene interseccio´n no vac´ıa
con cada elemento de F, entonces la coleccio´n β = {A∩B : B ∈ F} es base para un z-filtro
B sobre X en donde A ∈ B y F ⊆ B de lo cual concluimos, por la maximalidad de F, que
A ∈ F.
⇐) Consideremos un z-filtroB sobreX tal que F ⊆ B. Si F ∈ B, se sigue por la contenencia
que F ∩ B 6= ∅ para cada B ∈ F, luego por la hipo´tesis F ∈ F, con lo cual concluimos que
F es un z-ultrafiltro. 
Proposicio´n 1.1.3. Dada una coleccio´n finita {Un} de z-ultrafiltros, existe una coleccio´n
{An} de cero-conjuntos disyuntos dos a dos tales que Ak ∈ Uk para todo k.
Demostracio´n.
Por induccio´n. El caso para n = 2 es una consecuencia inmediata de la proposicio´n anterior.
Ahora si suponemos que se cumple para una coleccio´n finita {Un} de z-ultrafiltros por medio
de una coleccio´n {An} de cero-conjuntos y U es un z-ultrafiltro distinto de cada uno de los
n z-ultrafiltros mencionados, entonces del caso n = 2, para cada k = 1, 2, ..., n existen cero-
conjuntos disyuntos A′k y Bk en Uk y U respectivamente. Si tomamos los cero-conjuntos
Ck = Ak ∩A
′
k y B =
⋂
Bk, obtenemos el resultado mediante la coleccio´n {Ck} ∪ {B}. 
Definicio´n 1.3. Si F es un z-filtro sobre X, decimos que F es primo si para todo par de
cero-conjuntos A y B con A ∪ B ∈ F se tiene que A ∈ F o B ∈ F.
La definicio´n anterior tambie´n se tiene en los filtros, sin embargo en ese contexto carece
de significado ya que es una caracterizacio´n de los ultrafiltros, cosa que no ocurre con los
z-ultrafiltros, en donde so´lo se tiene una implicacio´n como vemos a continuacio´n.
Proposicio´n 1.1.4. Todo z-ultrafiltro es primo.
Demostracio´n.
Sea F un z-ultrafiltro sobre X y sean A y B cero-conjuntos con A ∪ B ∈ F. Si se tuviese
que A y B no se encuentran en F, la coleccio´n
B = {F ∈ Z[X] : F ∪B ∈ F}
ser´ıa un z-filtro sobre X estrictamente ma´s fino que F contradiciendo la maximalidad de F;
por consiguiente concluimos que A ∈ F o B ∈ F. 
A continuacio´n mostramos dos ejemplos de que la implicacio´n contraria no siempre se tiene,
es decir, no todo z-filtro primo es un z-ultrafiltro. Los cuales tambie´n muestran como se
hab´ıa mencionado anteriormente, que no todo ultrafiltro induce un z-ultrafiltro.
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Ejemplo 1.1.
1. Si consideramos el conjunto J = {1/n : n ∈ N} y tomamos para cada m ∈ N el
conjunto Jm = {1/n : m ≤ n, y, n ∈ N}. La coleccio´n de los Jm forma una base para
un filtro sobre J el cual se encuentra contenido en un ultrafiltro U sobre J. Ahora
consideremos sobre R el z-filtro F = {A ∈ Z[R] : A ∩ J ∈ U}, se sigue que F es
primo y por otra parte no es un z-ultrafiltro. En efecto, observamos que para cada
cero-conjunto A en F se tiene que 0 ∈ A ya que toda vecindad de cero intersecta a
cada conjunto Jm, esto quiere decir que cero pertenece a la adherencia de A, pero
como A es cerrado por ser cero-conjunto, se tiene que 0 ∈ A. Hemos probado que el
conjunto unipuntual {0} (el cual es cero-conjunto), intersecta a todo elemento de F.
Sin embargo {0} /∈ F; aplicando la caracterizacio´n de los z-ultrafiltros, concluimos que
F no es un z-ultrafiltro. Adema´s, es fa´cil ver que F coincide con el z-filtro generado
por el ultrafiltro U, por lo tanto no todo ultrafiltro no principal genera un z-ultrafiltro.
2. Otro ejemplo mas general y sencillo se obtiene si consideramos en el espacio [0, 1]
con la topolog´ıa usual, un ultrafiltro no principal U. El z-filtro Uz inducido por U, es
primo por provenir de un ultrafiltro. Ahora, dado que [0, 1] es un espacio de Hausdorff
y compacto, U posee un u´nico punto adherente, llame´moslo x. En consecuencia, para
todo F ∈ Uz, se tiene que x ∈ F por ser F cerrado, lo cual implica que Uz es menos
fino que el z-filtro principal 〈x〉z y como en [0, 1] el conjunto unipuntual {x} es un
cero-conjunto, se sigue que {x} ∈ 〈x〉z pero {x} /∈ Uz, es decir, 〈x〉z es estrictamente
mas fino que Uz.
El siguiente resultado es de gran importancia ya que establece que siempre es posible separar
cero-conjuntos disyuntos por cocero-conjuntos.
Lema 1.1.1. Si A y B son cero-conjuntos disyuntos entonces, existen cero-conjuntos C y
D con Cc ∩Dc = ∅ tales que A ⊆ Dc y B ⊆ Cc.
Demostracio´n.
Si A y B son cero-conjuntos con A ∩ B = ∅ en donde A = Z(f) y B = Z(g) definimos
los conjuntos C = {x : g(x) ≥ f(x)} y D = {x : f(x) ≥ g(x)}. Por ser f y g funciones
continuas que llegan a [0, 1], se tiene que C y D son conjuntos cerrados (en donde adema´s
A ⊆ C, B ⊆ D y C ∪ D = X, es decir, Cc ∩ Dc = ∅ ); por consiguiente las siguientes
funciones son continuas,
f1(x) =
{
f(x)− g(x) si x ∈ D,
0 si x ∈ C.
g1(x) =
{
g(x)− f(x) si x ∈ C,
0 si x ∈ D.
con Z(f1) = C, Z(f2) = D y como A ∩ B = ∅, se cumple que A ∩ D = B ∩ C = ∅
(recordemos que estamos considerando a f y g acotadas en [0,1]), con lo cual termina la
prueba. 
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Lema 1.1.2. Dados dos z-ultrafiltros distintos U1 y U2 en X, existen cero-conjuntos C y D
que cumplen:
1. C ∪D = X
2. C ∈ U1 y C /∈ U2
3. D ∈ U2 y D /∈ U1
Demostracio´n.
Si U1 y U2 son z-ultrafiltros distintos en X, se sigue de la Proposicio´n (1.1.3) que existen
cero-conjuntos A y B disyuntos con A ∈ U1 y B ∈ U2 y por el Lema (1.1.3) tenemos
cero-conjuntos C y D con C ∪D = X tales que A ⊆ Dc y B ⊆ Cc, en consecuencia C ∪D
pertenece a U1 y U2, y por la primalidad de U1 y U2 y el hecho que A ⊆ D
c y B ⊆ Cc, se
sigue que C ∈ U1 y C /∈ U2 al igual que D ∈ U2 y D /∈ U1. 
Proposicio´n 1.1.5. Todo z-filtro primo esta contenido en un u´nico z-ultrafiltro.
Demostracio´n.
Si suponemos que este hecho no es cierto y F es un z-filtro primo el cual se encuentra
contenido en z-ultrafiltros distintos U1 y U2, del Lema (1.1.2) existen cero-conjuntos C y D
con C ∪ D = X tales que C ∈ U1\U2 y D ∈ U2\U1, de lo cual se sigue que C ∪D ∈ F, es
decir, C ∈ F o D ∈ F contradiciendo la contenencia de F en U1 y U2. 
El resultado anterior tambie´n nos muestra que no todo z-filtro es la interseccio´n de los
z-ultrafiltros que lo contiene.
1.2. Convergencia y puntos adherentes en z-filtros
Los conceptos de convergencia y puntos adherentes en los z-filtros se definen de forma nat-
ural y cumplen propiedades interesantes que son necesarias para describir la compactacio´n
de Stone-Cˇech en te´rminos de z-filtros.
Definicio´n 1.4. Decimos que un z-filtro F sobre X converge a un punto x del espacio, o
que x es un punto l´ımite de F, si toda vecindad de x contiene un cero-conjunto de F. De
igual forma decimos que un punto y del espacio X es adherente a F si y es adherente a cada
elemento de F.
Como consecuencias inmediatas de la definicio´n anterior se tienen para un z-filtro F en X :
1. Si un elemento x es un punto l´ımite de F, toda vecindad de x que sea cero-conjunto
pertenece a F.
2. Si w es un punto adherente de F, entonces se tiene (dado que los cero-conjuntos son
cerrados) que w se encuentra en todo elemento de F. Por tal motivo obtenemos las
siguientes equivalencias:
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a) w es un punto adherente a F, si y so´lo si, F es menos fino que el z-filtro principal
generado por w.
b) F posee puntos adherentes, si y so´lo si, la interseccio´n de todos los elementos de
F es no vac´ıa. (En este caso los puntos que se encuentran en la interseccio´n son
precisamente los puntos adherentes a F.)
Adicionalmente, de la primera equivalencia y debido a que los z-ultrafiltros principales
pueden llegar a coincidir, es decir, puntos distintos de X pueden generar el mismo
z-ultrafiltro (para ello basta considerar al espacio con la topolog´ıa indiscreta), se tiene
que F posee por lo menos tantos puntos adherentes como z-ultrafiltros principales lo
contienen. En consecuencia, los u´nicos z-ultrafiltros que poseen puntos adherentes son
los principales.
En general, las propiedades de filtros que se establecen para convergencia o punto
adherente no tienen propiedades ana´logas en los z-filtros debido a que e´stos se restringen
a una clase particular de conjuntos cerrados (ceros-conjuntos). Sin embargo, el siguiente
resultado nos brinda herramientas suficientes para establecer algunas propiedades.
Proposicio´n 1.2.1. Si X es un espacio completamente regular, cada punto del espacio
posee una base de vecindades formada por sus vecindades que son cero-conjuntos.
Demostracio´n.
Tomemos un punto x en X y sea βx la coleccio´n de los cero-conjuntos que son vecindades de
x. Ahora, si V es una vecindad de x, (la cual podemos suponer abierta) se sigue que X\V
es cerrado y no contiene a x, en consecuencia, por ser X completamente regular, existe una
funcio´n continua f : X → [0, 1] tal que f(x) = 0 y f(X\V ) = {1}, de lo cual tenemos:
1. f−1[0, 1/2] es vecindad de x.
f−1[0, 1/2) es abierto por ser f continua y adema´s x ∈ f−1[0, 1/2) ⊆ f−1[0, 1/2].
2. f−1[0, 1/2] es un cero-conjunto. En efecto, si definimos g : [0, 1]→ [0, 1] como
g(x) =
{
0 si 0 ≤ x ≤ 1/2.
2x− 1 si 1/2 ≤ x ≤ 1.
el lema del pegamiento garantiza la continuidad de g y adema´s Z(g ◦f) = f−1[0, 1/2].
3. f−1[0, 1/2] ⊆ V.
Se sigue del hecho que (X\V ) ∩ f−1[0, 1/2] = ∅, ya que X\V ⊆ f−1(1).
De 1, 2 y 3 obtenemos el resultado. 
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Proposicio´n 1.2.2. Si X es un espacio completamente regular entonces:
a) Todo punto l´ımite de un z-filtro es adherente al z-filtro.
b) Los u´nicos z-ultrafiltros convergentes son los z-ultrafiltros principales.
c) En todo z-ultrafiltro se tiene que sus puntos adherentes son exactamente los puntos a
los cuales converge.
d) X es de Hausdorff, si y so´lo si, todo z-filtro converge a lo ma´s a un punto.
Demostracio´n.
a) Sea F un z-filtro el cual converge a un punto x. Si x no fuese adherente a F, es
decir, si existe F ∈ F tal que x /∈ F ; se tiene que x se encuentra en el conjunto abierto
X\F y por la Proposicio´n (1.2.1) existe un cero-conjunto F ′ vecindad de x con F ′ ⊆ X\F
o equivalentemente, F ∩ F ′ = ∅ lo cual es absurdo ya que F ′ se encuentra en F por ser
una vecindad del punto al cual converge F. As´ı x es un punto adherente a F.
b) Por la proposicio´n anterior, siempre se tiene en este caso, que los z-ultrafiltros principales
convergen al punto que los genera. Ahora, si F es un z-ultrafiltro que converge a un
punto x, del numeral anterior se tiene que x es un punto adherente a F, es decir, F es
menos fino que el z-filtro 〈x〉z, pero por ser F maximal se sigue que F = 〈x〉z.
c) Sea F un z-ultrafiltro. Si x es un punto adherente a F, se sigue por la maximalidad de
F, que F = 〈x〉z y por la proposicio´n anterior vimos que F converge a x. Ahora, si F
converge a un punto x, por el numeral anterior F = 〈x〉z, lo cual implica que x es un
punto adherente de F.
d) ⇒) Sea F un z-filtro que converge a dos puntos x, y. Si x 6= y por ser X de Hausdorff,
existen conjunto abiertos disyuntos A y B tales que x ∈ A y y ∈ B y por ser X
completamente regular, de la Proposicio´n (1.2.1) existen cero-conjuntos F1 y F2 en donde
F1 es vecindad de x con F1 ⊆ A y F2 es vecindad de y con F2 ⊆ B y por la condicio´n de
convergencia se encuentran en F, lo cual es absurdo ya que tiene interseccio´n vac´ıa por
encontrarse cada uno dentro de un abierto que es disyuntos con el otro, de esta forma
concluimos que x = y.
⇐) Dado que X es completamente regular, basta probar que X es T1, es decir, que
todo conjunto unipuntual es cerrado. Si x y y son dos puntos de X tales que y ∈ {x},
se tiene que todo conjunto cerrado que contiene a x, contiene a y. En especial todo
cero-conjunto; por consiguiente, x y y son puntos adherentes al z-ultrafiltro 〈y〉z, luego
del numeral anterior se tiene que 〈y〉z converge a estos dos puntos, lo cual contradice la
hipo´tesis y por tal motivo concluimos que x = y. De esta forma el espacio X es T1.

Como una observacio´n tenemos que en el caso que el espacio no sea completamente regular,
no todo z-ultrafiltro principal converge al punto que lo genera, como lo muestra el siguiente
ejemplo.
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Ejemplo 1.2. Si consideramos el conjunto {0, 1} con la topolog´ıa {∅, {0}, {0, 1}} de
Sierpinski, tenemos que el u´nico cero-conjunto no vac´ıo es {0, 1} y por lo tanto el z-filtro
principal generado por el cero, no converge al punto.
Proposicio´n 1.2.3. Un espacio topolo´gico X es completamente regular, si y so´lo si, la
coleccio´n de los cero-conjuntos forman una base para los conjuntos cerrados. (Es decir, todo
conjunto cerrado en X es una interseccio´n de cero-conjuntos).
Demostracio´n.
⇒) So´lo debemos probar que si A es un conjunto cerrado entonces,
⋂
B∈Z[X]
A⊆B
B ⊆ A.
De no tenerse esta contenencia, existir´ıa x que pertenece a la interseccio´n tal que x /∈ A, en
consecuencia por ser X completamente regular, existe una funcio´n continua f : X → [0, 1]
tal que A ⊆ Z(f) y x /∈ Z(f). Esto contradice la existencia del x y de esta forma obtenemos
el resultado
⇐) Sea w un punto enX y sea A un conjunto cerrado tal que w /∈ A. Por la hipo´tesis se tiene
que existe un cero-conjunto Z(f) que contiene a A en donde w /∈ Z(f). En consecuencia,
siempre podemos construir a partir de f una funcio´n continua g de X en [0, 1] que separe
a w de A. 
Proposicio´n 1.2.4. Si X es completamente regular los siguientes enunciados son
equivalentes.
a) X es compacto.
b) Todo z-filtro posee puntos adherentes.
c) Todo z-ultrafiltro converge.
Demostracio´n.
a) ⇒ b) Esta implicacio´n siempre se tiene dado que si x es compacto toda coleccio´n de
conjuntos cerrados en X con la propiedad de la interseccio´n finita, tiene interseccio´n no
vac´ıa, en especial todo z-filtro en donde los puntos de la interseccio´n son los puntos
adherentes.
b)⇒ c) Si F es un z-ultrafiltro, por hipo´tesis tiene puntos adherentes y por la Proposicio´n
(1.2.2-c) estos puntos adherentes son precisamente los puntos a los cuales F converge.
c)⇒ a) Sea C una coleccio´n de conjuntos cerrados con la propiedad de la interseccio´n finita.
Veamos que la interseccio´n de todos los elementos de esta coleccio´n tiene interseccio´n no
vac´ıa con lo cual concluimos que X es compacto.
Tomemos la coleccio´n
ξ = {F ∈ Z[X] : F ⊇ A para algu´n A ∈ C},
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en donde por la proposicio´n anterior, todo elemento de la coleccio´n C por ser cerrado puede
ser visto como la interseccio´n de los cero-conjuntos que lo contienen y por ser el espacio
completamente regular, obtenemos la siguiente igualdad⋂
A∈C
A =
⋂
F∈ξ
F,
en donde la expresio´n de la derecha es no vac´ıa. En efecto, debido a la propiedad de la
interseccio´n finita de C, la coleccio´n ξ es subbase para un z-filtro sobre X el cual se encuentra
contenido en un z-ultrafiltro U. Por hipo´tesis U es convergente, digamos a un punto w y
por ser X completamente regular de la Proposicio´n (1.2.2) numerales b y c, tenemos que
U = 〈w〉z y en consecuencia todo elemento de U contiene a w, en especial los de la subbase
ξ; as´ı, w ∈
⋂
F∈β
F. 
Proposicio´n 1.2.5. Si X es un espacio de Hausdorff compacto, todo z-ultrafiltro es
principal.
Demostracio´n.
La prueba se sigue de inmediato de las proposiciones (1.2.4-c) y (1.2.2-b) en ese orden. 
1.3. Compactacio´n de Stone-Cˇech
En esta seccio´n describimos la compactacio´n de Stone-Cˇech en te´rminos de los z-ultrafiltros.
Para ello iniciamos considerando la coleccio´n βX formada por todos los z−ultrafiltros sobre
X y para cada cero-conjunto F de X, tomamos Fˆ = {U ∈ βX | F ∈ U}. Entonces se tienen
los siguientes resultados.
Proposicio´n 1.3.1. Si F1 y F2 son cero-conjuntos en X, entonces:
a) F̂1 ∩ F2 = Fˆ1 ∩ Fˆ2.
b) F̂1 ∪ F2 = Fˆ1 ∪ Fˆ2.
c) F1 ⊆ F2, si y so´lo si, Fˆ1 ⊆ Fˆ2.
d) Fˆ1 = ∅, si y so´lo si, F1 = ∅.
e) Fˆ1 = βX, si y so´lo si, F1 = X.
Demostracio´n.
a) U ∈ F̂1 ∩ F2 ⇔ F1 ∩ F2 ∈ U⇔ F1 ∈ U y F2 ∈ U⇔ U ∈ Fˆ1 y U ∈ Fˆ2 ⇔ U ∈ Fˆ1 ∩ Fˆ2
b) Para la unio´n la prueba es ana´loga a la interseccio´n utilizando el hecho de que los
ultrafiltros son primos.
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c) ⇒) Si U ∈ Fˆ1 entonces F1 ∈ U luego si F1 ⊆ F2 se sigue que F2 ∈ U y en consecuencia
Fˆ1 ⊆ Fˆ2.
⇐) Si x ∈ F1 entonces 〈x〉z ∈ Fˆ1 ⊆ Fˆ2 es decir, F2 ∈ 〈x〉z, luego x ∈ F2; por consiguiente
F1 ⊆ F2.
d) Dado que vac´ıo es un cero-conjunto que no se encuentra en ningu´n z-filtro, tenemos que
∅̂ = ∅. Si aplicamos el numeral (C) obtenemos la equivalencia.
e) Dado que todo z-filtro contiene a X se tiene que Xˆ = βX. Si aplicamos el numeral (C)
obtenemos la equivalencia.

Nota 1.3.1. Los dos primeros numerales de la proposicio´n anterior se pueden generalizar
para un nu´mero finito de cero-conjuntos sobre X.
Proposicio´n 1.3.2. La coleccio´n {Fˆ | F ∈ Z[X]} es una base de cerrados para una
topolog´ıa sobre βX. En donde adema´s e´ste espacio resulta ser de Hausdorff y compacto.
Demostracio´n.
1. Veamos que la coleccio´n {Fˆ c | F ∈ Z[X]} es base para una topolog´ıa sobre βX.
a) Sabemos que ∅ y βX pertenecen a la familia ya que
∅ = [ βX ]c = [ X̂ ]c y X = ∅c = [ ∅̂ ]c.
b) Supongamos que F1, F2 ∈ Z[X]. Por las leyes de DeMorgan y la proposicio´n
anterior se sigue que Fˆ1
c
∩ Fˆ2
c
se encuentra en la coleccio´n ya que
Fˆ1
c
∩ Fˆ2
c
= (Fˆ1 ∪ Fˆ2)
c = (F̂1 ∪ F2)
c.
2. Veamos que con esta topolog´ıa βX es compacto.
Consideremos una coleccio´n C de conjuntos cerrados en βX con la propiedad de la
interseccio´n finita y veamos que la interseccio´n de todos los elementos de esta coleccio´n
tiene interseccio´n no vac´ıa.
Tomemos la coleccio´n
ξ = {F ∈ Z[X] : Fˆ ⊇ A para algu´n A ∈ C}.
Dado que todo conjunto de C se puede ver como la interseccio´n de los elementos de
la coleccio´n {Fˆ : F ∈ Z[X]} que lo contienen por ser esta base para los conjuntos
cerrados en βX, obtenemos la siguiente igualdad⋂
A∈C
A =
⋂
F∈ξ
Fˆ .
En donde la expresio´n de la derecha es no vac´ıa (con lo cual concluimos que βX es
compacto). En efecto, como la coleccio´n ξ es no vac´ıa y adema´s, debido a la propiedad
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de la interseccio´n finita de C y a la Proposicio´n (1.3.1) numerales a y c, se tiene que ξ
es subbase para un z-filtro sobre X el cual se encuentra contenido en un z-ultrafiltro
U sobre X. En consecuencia todo elemento de ξ pertenece al z-ultrafiltro U, es decir
U ∈
⋂
F∈ξ
Fˆ .
3. Veamos que βX es de Hausdorff.
Si F y U se encuentra en βX con F 6= U por el Lema (1.1.2), existen cero-conjuntos
C y D con C ∪D = X tales C ∈ F y D ∈ U pero C /∈ U y D /∈ F, de lo cual se sigue
que, U ∈ Cˆc y F ∈ Dˆc y por la Proposicio´n (1.3.1) y las leyes de DeMorgan se tiene
que
C ∪D = X ⇔ Ĉ ∪D = Cˆ ∪ Dˆ = βX ⇔ [Cˆ ∪ Dˆ]c = Cˆc ∩ Dˆc = ∅
con lo cual concluimos que βX es de Hausdorff.

Proposicio´n 1.3.3. Sea i : X → βX la funcio´n definida para cada x ∈ X por i(x) = 〈x〉z.
Entonces se cumple:
a) i es continua.
b) El conjunto de los z-ultrafiltros principales i(X) es denso en βX.
c) Si X es completamente regular entonces. X es de Hausdorff, si y so´lo si, la funcio´n i es
uno a uno.
d) Si X es completamente regular y de Hausdorff, entonces, la funcio´n i es cerrada en su
imagen.
Demostracio´n.
a) Basta con probar que la imagen inversa de una cerrado ba´sico, es un cerrado.
Si F ∈ Z[X], se tiene que
i−1(F̂ ) = {x ∈ X | i(x) ∈ F̂} = {x ∈ X | F ∈ i(x)} = {x ∈ X | x ∈ F} = F,
el cual es cerrado.
b) Consideremos U en βX y veamos que U es adherente a i(X) utilizando abiertos ba´sicos.
Si tomamos F ∈ Z[X] tal que U ∈ F̂ c, se tiene que F /∈ U y por lo tanto F 6= X. De
esta forma, si tomamos z ∈ X\F se sigue que F /∈ i(z), es decir, i(z) ∈ F̂ c con lo cual
tenemos que F̂ c ∩ i(X) 6= ∅.
c) El hecho de que i sea inyectiva cuando X es de Hausdorff, es inmediato de la Proposicio´n
(1.2.2-d). Ahora, si suponemos que i es inyectiva y tomamos puntos distintos x y y en X,
tenemos que i(x) 6= i(y), luego del Lema (1.1.2) obtenemos que x y y se pueden separar
por conjuntos abiertos y disyuntos.
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d) Para ver que i es cerrada en su imagen basta con mostrar que la imagen de un
cero-conjunto es un cerrada en i(X), ya que por ser X completamente regular (de la
Proposicio´n 1.2.3), los cero-conjuntos forman una base para los cerrados en X y si le
agregamos el hecho de ser de Hausdorff, del numeral anterior, la funcio´n i es uno a uno,
en consecuencia, preserva intersecciones.
Si F es un cero-conjunto en X siempre se tiene la igualdad i(F ) = F̂ ∩ i(X), con lo cual
termina la prueba.

Ahora, si consideramos dos espacios topolo´gicosX y Y y una funcio´n continua p : X −→ Y y
tomamos para cada z-ultrafiltro U en X la coleccio´n Up = {F ∈ Z[Y ] : p
−1(F ) ∈ U} se tiene
Up, define un z-filtro primo en Y el cual se encuentra contenido en un u´nico z-ultrafiltro,
llame´moslo p(U). Ahora si definimos la funcio´n βp : βX −→ βY tal que βp(U) = p(U), se
tiene el siguiente resultado.
Proposicio´n 1.3.4. Si p : X −→ Y es una funcio´n continua, entonces:
1. La funcio´n βp : βX −→ βY es tambie´n continua y adema´s es la u´nica que hace que
el siguiente diagrama conmute.
X βX
Y βY
p
iX
iY
βp
Diagrama 1
2. Si p es sobreyectiva, βp es sobreyectiva.
3. Si p es cerrada para cero-conjuntos, se tiene que para todo z-ultrafiltro U en X, Up
es un z-ultrafiltro en Y (en este caso βp(U) = p(U) = Up).
Demostracio´n.
1. Probemos la continuidad a partir de cerrados ba´sicos. Para ello supongamos que el
resultado es falso y sea F ∈ Z[Y ] en donde (βp)−1(Fˆ ) 6= (βp)−1(Fˆ ), es decir, existe
U ∈ (βp)−1(Fˆ ) tal que U /∈ (βp)−1(Fˆ ), o equivalentemente, tal que F /∈ p(U) lo cual
implica (Proposicio´n 1.1.2) que existe F ′ ∈ p(U) con F ∩F ′ = ∅ y por el Lema (1.1.2)
se tiene la existencia de cero-conjuntos A y B con A ∪ B = Y tales que F ⊆ Ac y
F ′ ⊆ Bc.
Dado que
X = p−1(Y ) = p−1(A ∪ B) = p−1(A) ∪ p−1(B) ∈ U
y por ser U primo, p−1(A) ∈ U o p−1(B) ∈ U. Pero p−1(B) ∈ U ya que de lo contrario
B ∈ Up ⊆ p(U), en donde se tiene que B ∩ F
′ = ∅.
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De esta forma tenemos que U ∈ p̂−1(B)
c
y como U ∈ (βp)−1(Fˆ ) entonces
[(βp)−1(Fˆ )]∩ p̂−1(B)
c
6= ∅. Ahora, si F ∈ [(βp)−1(Fˆ )]∩ p̂−1(B)
c
se sigue que F ∈ p(F)
como tambie´n que p−1(A) ∈ F (debido a que X = p−1(A)∪ p−1(B)); por consiguiente
A ∈ p(F) y en consecuencia A ∩ F ∈ p(F) lo cual es absurdo ya que A ∩ F = ∅. De
esta forma obtenemos el resultado a mostrar.
Ahora veamos que el diagrama conmuta, es decir, 〈p(a)〉z = p(〈a〉z) para todo a ∈ X.
Si a ∈ X y F es un cero-conjunto tal que p(a) ∈ F, es decir, tal que a ∈ p−1(F ) se
sigue que p−1(F ) ∈ 〈a〉z y por consiguiente F ∈ 〈a〉z ⊆ p(〈a〉z). Con lo cual concluimos
que 〈p(a)〉z = p(〈a〉z).
Lo anterior prueba que βp env´ıa z-ultrafiltros principales a z-ultrafiltros principales.
Por u´ltimo, veamos que βp es la u´nica funcio´n continua que hace conmutar el
diagrama. Si p′ : βE −→ βB es una funcio´n continua tal que p′ ◦ iE = iB ◦ p,
entonces tenemos que p′(iE(E)) = βp(iE(E)), o equivalentemente, p
′ y βp son iguales
al restringir sus dominios al conjunto iE(E) en consecuencia, por ser βE un espacio
de Hausdorff, tenemos que p′ y βp tambie´n coinciden en la adherencia de iE(E), el
cual sabemos que es denso. As´ı, p′ = βp.
2. Dado que βX siempre es compacto y por ser βp continua (βp)(βX) es un compacto
contenido en el espacio de Hausdorff βY, luego (βp)(βX) es cerrado. Adema´s, del
diagrama conmutativo
iY (p(X)) = (βp)(iX(X)) ⊆ (βp)(βX)
y por ser p sobre obtenemos que iY (Y ) ⊆ (βp)(βX), en consecuencia
βY = iY (Y ) ⊆ (βp)(βX) = (βp)(βX).
3. Supongamos que el resultado es falso y sean U un z-ultrafiltro en X y F un z-filtro
en Y tales que F es estrictamente mas fino que Up, luego existe un cero-conjunto F
en F que no se encuentra en Up, es decir, p
−1(F ) /∈ U y en consecuencia (Lema 1.1.2)
existe F ′ ∈ U tal que p−1(F ) ∩ F ′ = ∅, lo cual implica que F ∩ p(F ′) = ∅, pero por
hipo´tesis p(F ′) es un cero-conjunto y e´ste se encuentra en Up ⊆ F y por consiguiente
F ∩ p(F ′) se encuentra en F, lo cual es absurdo.

Las propiedades anteriores nos brindan las herramientas necesarias para describir la
compactacio´n de Stone-Cˇech, la cual enunciamos a continuacio´n.
Proposicio´n 1.3.5. Si X es un espacio de Tychonoff, entonces βX es una compactacio´n
universal de X, es decir, es una compactacio´n de X con la propiedad que cualquier funcio´n
continua X −→ Y, donde Y es un espacio compacto de Hausdorff, se extiende de forma
u´nica a una funcio´n βX −→ Y.
Demostracio´n.
Dado que X es de Tychonoff, entonces es completamente regular y de Hausdorff, luego de
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Las Proposiciones (1.3.2) y (1.3.3) se deduce que βX es una compactacio´n de X.
Veamos que esta compactacio´n es universal.
Sea Y un espacio compacto de Hausdorff y sea p : X −→ Y una funcio´n continua. Sabemos
de la Proposicio´n (1.3.4) que la funcio´n βp : βX −→ βY es continua y que iY ◦ p = βp ◦ iX .
Por otra parte, por ser Y un espacio compacto de Hausdorff de la Proposicio´n (1.2.5) todo
z-ultrafiltro es principal y adema´s Y es homeomorfo a βY. En donde la funcio´n iY segu´n la
Proposicio´n (1.3.3) es un homeomorfismo. En consecuencia i−1Y ◦ βp es la extensio´n de p. 
CAP´ITULO 2
Estructura de los campos fibrados
En este cap´ıtulo estudiamos la estructura de los campos. En especial estamos interesados
en el comportamiento de los campos cuando en el espacio de las fibras tenemos la accio´n
topolo´gica de un grupo finito de cardinal n. En este caso, para un campo (E, p, B) con
la condicio´n anterior, tenemos un campo (E, pi, E/G) en donde E/G es el espacio de las
o´rbitas dotado con la topolog´ıa cociente, inducida por la aplicacio´n cano´nica natural pi.
Como veremos en el transcurso del capitulo, cuando el espacio E es T0 y existe una funcio´n
inyectiva f : E/G −→ B tal que p = f ◦ pi, el cardinal de cada fibra no vac´ıa del campo
(E, p, B) es un divisor de n. Este resultado es una generalizacio´n del resultado obtenido en
[2] para el caso especial del campo (βE, βp, βB).
2.1. Grupos topolo´gicos finitos y G-campos parciales T0.
En esta seccio´n mostramos el resultado establecido en la introduccio´n del cap´ıtulo y
observamos que el resultado obtenido en [2] es un caso particular de e´ste. Para ello,
iniciamos con las definiciones de campos y morfismos de campos, tomadas al igual que
todas las definiciones correspondientes a campos, de [7].
Definicio´n 2.1.1. Un campo o campo fibrado es una tripleta (E, p, B) en donde
p : E −→ B es una funcio´n continua. El espacio B es llamado el espacio base, el
espacio E es llamado el espacio total o espacio de las fibras y la aplicacio´n p es llamada
la proyeccio´n del campo. Para cada b ∈ B el espacio p−1(b) es llamada la fibra sobre b.
Si F es un espacio topolo´gico y las fibras de (E, p, B) son homeomorfas a F , decimos que
(E, p, B) es un campo con fibra F. Los campos se suele denotar con letras griegas como
ξ, η, ζ, λ, etc.
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b
x
B
E
p−1(x)
p
Figura 1
Ejemplo 2.1.1. Los ejemplos mas triviales de campos son:
1. Todo espacio E se puede considerar un campo tomando a la funcio´n identidad 1E
como proyeccio´n.
2. El producto de dos espacios topolo´gicos E y F determina dos campos al consider-
ar las proyecciones. En este caso obtenemos los campos producto (E × F, pi1, E) y
(E × F, pi2, F ), el primero de ellos con fibra F y el segundo con fibra E.
3. Si (E, p, B) es un campo y E ′ es un subespacio de E, entonces, para todo subespacio B′
de B con p(E ′) ⊆ B′ se tiene que (E ′, p′, B′) es un campo, en donde p′ es la restriccio´n
de p a E ′. En este caso decimos que (E ′, p′, B′) es un subcampo de (E, p, B).
Definicio´n 2.1.2. Si ξ = (E, p, B) y η = (E ′, p′, B′) son dos campos, un morfismo de
campos (u, f) : ξ −→ η es una pareja de funciones continuas f : E −→ E ′ y u : B −→ B′
que hacen que el siguiente diagrama conmute.
E E ′
B B′
p
u
f
p′
Diagrama 2
La condicio´n de morfismo de campo p′ ◦u = f ◦p puede expresarse por medio de la relacio´n
u(p−1(b)) ⊆ (p′)−1(f(b)) para cada b ∈ B.
En el caso en que E = E ′ y u sea la identidad. Tenemos que para cada x ∈ E se cumple
que p−1(p(x)) ⊆ (p′)−1(p(x)). La igualdad se obtiene en el caso que f sea inyectiva y en
consecuencia, podemos decir que las fibras no vac´ıas de los campos coinciden.
Estamos interesados en trabajar en campos en donde se tiene la accio´n topolo´gica, de un
grupo topolo´gico G finito, actuando sobre el espacio de las fibras. As´ı que en adelante
cuando mencionamos a G, entenderemos por e´l, a un grupo topolo´gico y en el caso de ser
G finito, entenderemos por n el orden de G. El mo´dulo de G lo denotamos como e.
A continuacio´n mencionamos algunos hechos que necesitamos acerca de los grupos
topolo´gicos.
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Recordemos:
Un grupo topolo´gico G es un conjunto sobre el cual esta´n definidas una estructura de grupo
y una estructura topolo´gica, tales que las funciones g 7→ g−1 de G en s´ı mismo (llamada
aplicacio´n inversa) y (g1, g2) 7→ g1g2 del espacio producto G×G en G (llamada aplicacio´n
de grupo) son continuas. En este caso se tiene que la aplicacio´n inversa es en realidad
un homeomorfismo y con respecto a la aplicacio´n de grupo sabemos que es abierta. En
el caso particular en que G es finito, la aplicacio´n de grupo es cerrada. Tambie´n sabemos
que si g0 ∈ G, las aplicaciones g 7−→ g0g y g 7−→ gg0 de G en s´ı mismo, son homeomorfismos.
Un resultado que se tiene cuando trabajamos con espacios topolo´gicos finitos, es que todo
punto del espacio cuenta con una vecindad mı´nima, la cual se forma con la interseccio´n de
todas sus vecindades. En este caso, el espacio posee una base de vecindades formada por las
vecindades mı´nimas de sus puntos. Lo interesante, es que en el caso en que G es finito, por
ser un grupo topolo´gico, tenemos que la base de vecindades mı´nimas forma una particio´n
de G. Para ver este resultado, primero denotamos para cada g ∈ G, su vecindad minima
como Og y probamos lo siguiente.
Proposicio´n 2.1.1. Si G es un grupo topolo´gico finito y g1, g2 ∈ G, entonces para las
vecindades mı´nimas de g1 y g2 se tienen las siguientes propiedades:
1) g1 ∈ Og2, si y so´lo si, Og1 ⊆ Og2.
2) Og1 = g1Oe = Oeg1.
3) Og1Og2 = Og1g2 .
4) (Og1)
−1 = Og−11 .
Demostracio´n.
1) Si g1 ∈ Og2 es porque Og2 es una vecindad de g1 y como Og1 es la mı´nima vecindad de
g1, entonces Og1 ⊆ Og2. La otra implicacio´n es inmediata dado que g1 ∈ Og1.
2) Dado que g1Oe es una vecindad de g1, se sigue que Og1 ⊆ g1Oe. Ahora veamos que
g1Oe ⊆ Oeg1, para ello, utilizamos la continuidad de la aplicacio´n de grupo, en donde
para g1 tenemos que (g1, e) 7−→ g1, en consecuencia, para la vecindad Oeg1 de g1 debe
existir una vecindad de (g1, e), cuya imagen este contenida en Oeg1. Dicha vecindad
siempre la podemos considerar como Og1 × Oe por ser la mı´nima vecindad de (g1, e)
en el producto (e´sto es fa´cil de probar), en este caso tendremos que Og1Oe ⊆ Oeg1 y
como g1Oe ⊆ Og1Oe, entonces g1Oe ⊆ Oeg1. Por u´ltimo, veamos que Oeg1 ⊆ Og1. Para
ello utilizamos nuevamente la continuidad de la aplicacio´n de grupo, en donde para g1
consideramos que (e, g1) 7−→ g1, luego para la vecindad mı´nima Og1 de g1, obtenemos
de la continuidad que OeOg1 ⊆ Og1 y como Oeg1 ⊆ OeOg1, entonces Oeg1 ⊆ Og1.
3) Veamos primero que Oe = OeOe, en la cual una contenencia es inmediata debido a
que e ∈ OeOe, por lo tanto Oe ⊆ OeOe. Para la otra contenencia basta con utilizar la
continuidad de la aplicacio´n de grupo y procedemos como anteriormente se hizo, en este
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caso, para (e, e) 7−→ e. Ahora, si utilizamos la igualdad OeOe = Oe y el numeral anterior,
tenemos:
Og1Og2 = (g1Oe)(g2Oe) = g1(Oeg2)Oe = g1(g2Oe)Oe = g1g2OeOe = g1g2Oe.
4) El resultado se sigue del hecho que la aplicacio´n inversa es un homeomorfismo. En este
caso, env´ıa vecindades mı´nimas a vecindades mı´nimas.

De la proposicio´n anterior vale la pena hacer algunos comentarios. El numeral 2) indica
que toda vecindad mı´nima se puede obtener por medio de traslaciones ya sea por derecha
o por izquierda de la vecindad minima del mo´dulo. En este caso, tambie´n tenemos que
las vecindades mı´nimas, tienen todas el mismo cardinal, dado que las traslaciones de la
vecindad mı´nima del mo´dulo son hechas por homeomorfismos. El numeral 3) indica que
al operar dos vecindades mı´nimas obtenemos otra vecindad mı´nima. Por otra parte, como
veremos a continuacio´n, en el numeral 1) podemos escribir en vez de una contenencia, una
igualdad.
Proposicio´n 2.1.2. SiG es finito, se tiene que las vecindades mı´nimas de sus puntos forman
una particio´n de G. Adema´s, la vecindad minima de e es un subgrupo normal de G.
Demostracio´n.
La prueba de que las vecindades mı´nimas de G forman una particio´n, se sigue al considerar
dos elementos g1 y g2 de G, y mostrar que g1 ∈ Og2, si y so´lo si, g2 ∈ Og1. Para ello
utilizamos las propiedades descritas en la proposicio´n anterior, en donde obtenemos las
siguientes equivalencias:
g1 ∈ Og2 ⇔ e ∈ g
−1
1 Og2 = Og−11 g2 = (Og
−1
2 g1
)−1
y
e ∈ (Og−12 g1)
−1 ⇔ e = e−1 ∈ Og−12 g1 ⇔ g2 ∈ g2Og
−1
2 g1
⇔ g2 ∈ Og1.
Ahora veamos que Oe es un subgrupo normal de G.
Si utilizamos la igualdad Oe = OeOe descrita en el numeral 3) de la proposicio´n anterior,
tenemos que la operacio´n de grupo es cerrada en Oe. Ahora, si g ∈ Oe, del numeral 4) de
la proposicio´n anterior, g−1 ∈ (Oe)
−1 = Oe. Hemos probado que Oe es un subgrupo de G.
La normalidad de Oe es una consecuencia inmediata del numeral 2) de la proposicio´n
anterior. 
Nota 2.1.1. Algo interesante que surge de las dos proposiciones anteriores es el hecho que
el nu´mero de vecindades mı´nimas en G es un divisor del cardinal de G, dado que todas las
vecindades mı´nimas tienen el mismo cardinal y forman una particio´n de G.
Ahora, aprovechando el hecho que las vecindades mı´nimas forman una particio´n de G,
obtenemos una relacio´n de equivalencia ∼ sobre G, en donde el conjunto cociente G/ ∼
tiene como elementos las vecindades mı´nimas de G. Si q : G −→ G/ ∼ es la aplicacio´n
cano´nica natural y dotamos al conjunto G/ ∼ con la topolog´ıa cociente inducida por q,
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obtenemos un espacio topolo´gico discreto. Por otra parte, debido a las cuatro propiedades
que cumplen las vecindades mı´nimas en la Proposicio´n (2.1.1) podemos dotar a G/ ∼ de
una estructura de grupo. En este caso tenemos que G/ ∼ es un grupo topolo´gico; por otra
parte, dado que las vecindades mı´nimas se obtienen por traslaciones de la vecindad minima
del mo´dulo, obtenemos que G/ ∼= G/Oe.
La idea es que ahora, G actu´e sobre el espacio de las fibras; por tal motivo recordamos
algunos conceptos de acciones topolo´gicas, en donde recalcamos que so´lo consideraremos
acciones por derecha.
Recordemos.
Si E es un espacio topolo´gico decimos que G actu´a topolo´gicamente sobre E o que existe
una accio´n de G sobre E, si existe una funcio´n continua
E ×G E
(x, g) xg
que adema´s cumple:
1. x = xe para todo x ∈ E.
2. x(g1g2) = (xg1)g2 para todo x ∈ E y g1, g2 en G.
Si x = xg, para todo x en X implica que g = e, se dice que la accio´n es efectiva.
Podemos pensar en la accio´n topolo´gica G sobre E como una transformacio´n continua de
E por medio de un homeomorfismo, dado que para cada g ∈ G la funcio´n fg : E → E
definida por fg(x) = xg es un homeomorfismo de E sobre s´ı mismo. En este caso decimos
que el homeomorfismo fg es la operacio´n del elemento g de G.
Adema´s, debido a las propiedades de accio´n tenemos:
1. fg1 ◦ fg2 = fg2g1 para cada g1 y g2 en G.
2. fe = 1E .
3. f−1g = fg−1 para cada g en G.
De lo anterior concluimos que G induce un subgrupo HG = {fg}g∈G del grupo de
permutaciones homeomorfas de E en s´ı mismo. En donde la aplicacio´n ν : G→ HG definida
por ν(g) = fg es un epimorfismo (en el sentido de grupos).
Si adicionalmente G es una accio´n efectiva sobre E, la aplicacio´n anterior resulta ser un
isomorfismo y en este caso podemos identificar cada elemento de G con la operacio´n en E
que e´ste induce.
Ahora, si consideramos E/G como el espacio de las o´rbitas y pi como la proyeccio´n cano´nica
natural, obtenemos el campo α(E) = (E, pi, E/G), en donde se cumple que la aplicacio´n pi
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es abierta y en el caso de ser G finito, la aplicacio´n pi es cerrada.
De lo anterior tenemos la siguiente definicio´n.
Definicio´n 2.1.3. Decimos que E es un G-espacio si G si actu´a topolo´gicamente sobre E
y que un campo (E, p, B) es un G-campo si E es un G-espacio y existe un homeomorfismo
f : E/G −→ B tal que la pareja (1E , f) : α(E) −→ (E, p, B) es un isomorfismo (ver
capitulo´ 3).
De la definicio´n anterior tenemos que para un G-campo (E, p, B), la aplicacio´n p es
sobreyectiva y para todo x ∈ E se tiene que p−1(p(x)) = xG. En pocas palabras, (E, p, B)
se puede ver como el G-campo (E, pi, E/G). A continuacio´n vemos algunos ejemplos de
G-campos.
Ejemplo 2.1. Consideremos los siguientes espacios: R∗ como el conjunto de los nu´meros
reales sin el cero dotado con la topolog´ıa usual de subespacio de R, el conjunto Z3
representado por {0¯, 1¯, 2¯} con la topolog´ıa discreta y E = R∗ × {0¯, 1¯, 2¯} dotado con la
topolog´ıa producto, tambie´n consideremos el grupo topolo´gico G = (Z3,+). Las siguientes
dos aplicaciones definen acciones de G sobre E que determinan dos G-campos.
1. Sea E ×G −→ E la aplicacio´n dada por
((x, m¯), n¯) −→
{
(x,m+ n) si x < 0.
(x,m− n) si x > 0.
2. Sea E ×G −→ E la aplicacio´n dada por
((x, m¯), n¯) −→
{
(x,m+ n) si x < 0.
(x, 0¯) si x > 0.
En ambos casos obtenemos que el espacio cociente se puede considerar como el espacio R∗
y por consiguiente podemos ver las o´rbitas como el conjunto que se forma al tomar un
punto de R∗ y trasladarlo por medio de la accio´n, por las copias de R∗ que componen el
espacio E. E´sto se puede ver de forma mas clara en las siguientes gra´ficas que representan
el comportamiento de dos puntos x y y de R∗ al ser trasladados por la accio´n del punto 1¯
de Z3.
b
b
b
b
b
b
bb
R
∗ × {0}
R
∗ × {1}
R
∗ × {2}
R
∗
yx
(x, 0)
(x, 1)
(x, 2)
(y, 0)
(y, 1)
(y, 2)
Figura 2
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El resultado a mostrar en esta seccio´n, se cumple en campos mas generales que los G-campos
y por tal motivo introducimos la siguiente definicio´n.
Definicio´n 2.1.4. Decimos que un campo (E, p, B) es un G-campo parcial, si E es un
G-espacio y existe una funcio´n inyectiva f : E/G −→ B tal que p = f ◦ pi. En el caso que
E sea T0, decimos (E, p, B) es un G-campo parcial T0.
bb
p(E)
E/G
f(b)b
B
E
Eb
ppi
f
Figura 4
Advertimos que en la definicio´n anterior la expresio´n, ser T0, difiere a la que se conoce
en topolog´ıa fibrada, donde se tiene que un campo es T0 si sus fibras son T0. Adema´s,
resaltamos que el hecho de ser f inyectiva, implica que las fibras no vac´ıas del campo
(E, p, B) coinciden con las del campo (E, pi, E/G).
De la definicio´n anterior obtenemos, por ser f inyectiva, que las fibras no vac´ıas del campo
(E, p, B) coinciden con las del campo (βE, βp, βB). As´ı mismo, f resulta continua dado
que E/G tiene la topolog´ıa final inducida por pi y p = f ◦ pi. Adema´s, esta igualdad junto
con el hecho que pi es sobreyectiva, muestra que f se encuentra completamente definida y
de forma u´nica por p. Por consiguiente, obtenemos las siguientes equivalencias.
Proposicio´n 2.1.3. Si (E, p, B) es un campo y E es un G-espacio, los siguientes enunciados
son equivalentes:
1) (E, p, B) es un G-campo parcial.
2) Existe una funcio´n continua e inyectiva f : E/G −→ B tal que
(1E, f) : (E, pi, E/G) −→ (E, p, B)
es un morfismo de campos.
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3) La relacio´n h : E/G −→ B dada por h(xG) = p(x), define una funcio´n inyectiva.
Demostracio´n.
1)⇒ 2) Por la definicio´n de G-campo parcial, tenemos la existencia de f as´ı como la relacio´n
p ◦ 1E = f ◦ pi. So´lo falta ver que f es continua, lo cual es inmediato del hecho que E/G
tiene la topolog´ıa final inducida por pi y p = f ◦ pi.
2)⇒ 3) Basta con probar que f = h. Si tomamos un x ∈ E tenemos que
f(xG) = f(pi(x)) = p(x) = h(xG).
3)⇒ 1) Dado que h es una funcio´n inyectiva. so´lo debemos probar que h ◦ pi = p, lo cual es
inmediato de la definicio´n de h. 
A continuacio´n mostraremos que cuando G es finito y (E, p, B) es un G-campo T0, se tiene
que el cardinal de cada fibra, es un divisor del orden de G. Para ello, introducimos para
cada elemento x en E, la siguiente relacio´n de equivalencia sobre G, la cual denotamos
como Rx. Decimos que dos puntos g1 y g2 en G se encuentran relacionados segu´n Rx, si
xg1 = xg2. Si [g]x es la clase de equivalencia de g segu´n Rx, tenemos los siguientes resultados.
Proposicio´n 2.1.4. Si G es finito, E es un G-espacio y x y g son elementos en E y G
respectivamente, entonces se cumple:
1. Uh = Ug, para todo conjunto abierto U en G y todo h ∈ Og.
2. Fh = Fg, para todo conjunto cerrado F en G y todo h ∈ Og.
Demostracio´n.
1. Primero veamos que la afirmacio´n se cumple para g = e (la prueba se sigue de la
continuidad de la accio´n). Si y ∈ U, utilizamos el hecho que (y, e) −→ y, por la
continuidad de la accio´n, existe una vecindad U ′ de y donde U ′Oe ⊆ U, pero como
h ∈ Oe, el cual es un subgrupo, h
−1 ∈ Oe, en consecuencia yh
−1 ∈ U ′Oe ⊆ U y
y ∈ Uh. La otra contenencia se prueba similarmente. Si y ∈ Uh utilizamos el hecho
que (y, h) 7−→ yh, por la continuidad de la accio´n, existe una vecindad U ′ de y donde
U ′Oh = U
′Oeh ⊆ Uh, en donde tenemos que U
′Oe ⊆ U y ye = y ∈ U.
Ahora consideramos el caso para cualquier g. Tenemos que si h ∈ Og, o equiva-
lentemente, si hg−1 ∈ Oe, se cumple de lo anterior, la igualdad Uhg
−1 = U y en
consecuencia Uh = Ug.
2. La prueba se sigue del numeral anterior. Si F es un conjunto cerrado en E y h ∈ Og,
la igualdad se obtiene de las siguientes equivalencias
x ∈ Fh⇔ xh−1 ∈ F ⇔ xh−1 /∈ F c ⇔ x /∈ F ch = F cg ⇔ xg−1 /∈ F c ⇔ xg−1 ∈ F ⇔ x ∈ Fg.
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
Proposicio´n 2.1.5. Si (E, p, B) es unG-campo parcial T0 conG finito y x y g son elementos
en E y G respectivamente, entonces xh = xg, para todo h ∈ Og y adema´s se tienen las
siguientes igualdades:
[g]x =
⋃
h∈[g]x
Oh = [e]xg.
Demostracio´n.
Probemos la primera parte por contradiccio´n. Si suponemos que h ∈ Og es tal que xh 6= xg,
por ser el espacio T0, existe una vecindad V de unos de los puntos que no contiene al otro,
supongamos que V es vecindad de xh, entonces V h−1 es una vecindad de x y como h ∈ Og,
tenemos que h−1 ∈ Og−1 , luego de la proposicio´n anterior, x ∈ V h
−1 = V g−1 y por lo tanto
xg ∈ V, contradiciendo la existencia de V.
Veamos que [g]x = [e]xg.
La prueba se sigue de las siguientes equivalencias
g′ ∈ [g]x ⇔ xg
′ = xg ⇔ xg′g−1 = x⇔ g′g−1 ∈ [e]x ⇔ g
′ ∈ [e]xg.
Ahora veamos que
⋃
h∈[g]x
Oh = [g]x.
Si g′ ∈
⋃
h∈[g]x
Oh, existe h ∈ [g]x tal que g
′ ∈ Oh pero Oh ⊆ [g]x. En efecto, si h
′ ∈ Oh
sabemos que por ser E un espacio T0, xh
′ = xh, luego h′ ∈ [h]x = [g]x. De esta forma
tenemos que g′ ∈ [g]x y en consecuencia
⋃
h∈[g]x
Oh ⊆ [g]x. Ahora si suponemos que g
′ ∈ [g]x,
tenemos que g′ ∈ Og′ ⊆
⋃
h∈[g]x
Oh. As´ı, [g]x ⊆
⋃
h∈[g]x
Oh.

Proposicio´n 2.1.6. Si G es finito y (E, p, B) es un G-campo T0, entonces el cardinal de
cada fibra no vac´ıa del campo, es un divisor tanto del orden de G, como del nu´mero de
vecindades mı´nimas de G.
Demostracio´n.
Veamos primero que el cardinal de cada fibra, es un divisor del orden de G. Si tomamos
un elemento x en E, tenemos que la relacio´n Rx forma una particio´n de G y la igualdad
[g]x = [e]xg, de la proposicio´n anterior, nos indica que las clases de equivalencia tienen
el mismos taman˜o, en consecuencia, la cantidad de clases de equivalencia que forman la
particio´n de G segu´n Rx, es un divisor del orden de G. La prueba concluye al observar
que la fibra xG de p(x) tiene la misma cantidad de elementos que de clases de equivalencia
segu´n Rx. Para ello basta con considerar la siguiente aplicacio´n
w : xG −→ {[g]x : g ∈ G} en donde w(xg) = [g]x,
la cual claramente es un biyeccio´n.
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Que el cardinal de cada fibra sea un divisor del nu´mero de vecindades de G se sigue de lo
mostrado anteriormente junto con los hechos que las vecindades mı´nimas aparte de tener
el mismo taman˜o, forman una particio´n de G y la igualdad [g]x =
⋃
h∈[g]x
Oh muestra que en
este caso, el nu´mero las vecindades mı´nimas que componen a cada clase de equivalencia es
un divisor del cardinal de la clase. 
De lo anterior tenemos el siguiente resultado el cual es inmediato y lo damos como un
corolario sin la prueba.
Corolario 2.1.1. Si (E, p, B) es un G-campo parcial T0 con G finito, en donde la accio´n
de G es efectiva, entonces G es discreto.
Del corolario vale la pena mencionar que la implicacio´n contraria no so´lo no se tiene, sino
que adema´s esta´ lejos de obtenerse, ya que el hecho que G sea discreto permite obtener
siempre un sin fin de G-espacios los cuales no esta´n tan ligados a la estructura de grupo de
G. Como por ejemplo, Si E es cualquier espacio topolo´gico, tenemos que E se puede ver en
este caso como un G-espacio si consideramos la accio´n de G sobre E dada por (x, g) 7−→ x,
la cual resulta continua por ser G discreto y obviamente, la accio´n no es efectiva. Por otra
parte, en la mayor parte de los casos, G siempre resulta ser discreto, dado que por ser finito,
se tiene que la condicio´n de ser T1, es equivalente a ser discreto y algo ma´s general es que
por ser un grupo topolo´gico, la condicio´n de ser T0 es equivalente a ser T1.
Proposicio´n 2.1.7. Si G es finito y (E, p, B) es un G-campo, entonces se tiene:
1. La imagen de un cero-conjunto es un cero-conjunto.
2. La imagen de un cocero-conjunto es un cocero-conjunto.
Demostracio´n.
Basta con probar que se cumple para el G-campo (E, pi,B).
1. Si A es un cero-conjunto en E proveniente de una funcio´n f : E −→ [0, 1], definimos
Hf : B −→ [0, 1] como Hf(xG) = minf(xG). E´sta se encuentra bien definida ya
que las o´rbitas son finitas y por consiguiente existe minf(xG) y adema´s es continua
dado que para todo g ∈ G las aplicaciones fg : E −→ E donde fg(x) = xg son
homeomorfismos, luego las aplicaciones hg : E −→ [0, 1] dadas por hg = f ◦ fg son
continuas. En consecuencia, la aplicacio´n h : E −→ [0, 1] definida como
h(x) = minf(xG) es continua y adema´s se tiene que Hf ◦ pi = h. Luego por
tener E/G la topolog´ıa final inducida por pi, concluimos que Hf es continua.
Por ultimo, es fa´cil probar que pi(A) = H−1f (0) con lo cual obtenemos el resultado a
probar.
2. Si U es un cocero-conjunto en E, tenemos, debido a que G es finito, que
pi−1(pi(U)) =
⋃
g∈G
Ug
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es un cocero-conjunto dado que G es finito. Luego del numeral anterior, se tiene que
la imagen de su complemento, pi([pi−1(pi(U))]c) es un cero-conjunto, en donde tenemos
que,
pi([pi−1(pi(U))]c) = pi(pi−1([pi(U)]c))
y dado que pi es sobreyectiva obtenemos la igualdad
pi([pi−1(pi(U))]c) = [pi(U)]C .
En consecuencia, pi(U) es un cocero-conjunto.

A continuacio´n mostramos que el resultado obtenido en [2] es un caso particular de la
Proposicio´n (2.1.6) en donde adema´s, la condicio´n que el espacio E sea de Tychonoff no
hace falta, dado que como ya vimos en el primer cap´ıtulo, el espacio βE siempre resulta ser
de Hausdorff.
Proposicio´n 2.1.8. Si (E, p, B) es un campo y E es un G-espacio, con G finito. Entonces
se cumple lo siguiente:
1. βE es un G-espacio T0.
2. Si (E, p, B) es un G-campo, entonces (βE, βp, βB) es un G-campo.
3. Para el campo (βE, βp, βB) se tiene que el cardinal de cada fibra es un divisor n.
Demostracio´n.
1. Como ya sabemos, βE siempre es de Hausdorff, as´ı que solo falta probar que que es un
G-espacio. Para ello introducimos la siguiente notacio´n. Si F es un z-filtro en E y g un
elemento de G, denotamos a Fg como el conjunto {Fg : F ∈ F}, El cual, claramente
resulta ser un z-filtro sobre E. En el caso de ser F un z-ultrafiltro, Fg tambie´n lo es.
Adema´s, se tiene para todo cero-conjunto F de E la igualdad
F̂ cg = (F̂ g)c
que muestra que efectivamente, el conjunto F̂ cg, es abierto en βE. De esta forma,
consideramos la aplicacio´n
βE ×G −→ βE : (F, g) 7−→ Fg.
La cual por su estructura, cumple con las condiciones de accio´n.
Veamos que la accio´n es continua. Para ello recordemos que en la Proposicio´n (2.1.4)
tenemos que si h ∈ Og, entonces para todo conjunto cerrado F en E se tienen que
Fg = Fh, entonces, en este mismo caso, para todo z-filtro F en E se cumple que
Fg = Fh. Teniendo en cuenta lo anterior, tomemos un punto (F, g) y una vecindad
ba´sica F̂ c de su imagen Fg, es decir que F̂ cg−1 = (F̂ g−1)c es una vecindad de F. En
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este caso consideramos la vecindad F̂ cg−1 × Og de (F, g), en donde su imagen segu´n
la accio´n es
(F̂ g−1)cOg =
⋃
h∈Og
(F̂ g−1)ch =
⋃
h∈Og
(F̂ g−1h)c =
⋃
h∈Og
(F̂ g−1g)c = F̂ c
con lo cual tenemos la continuidad de la accio´n.
2. Dado que βE es un G-espacio, tomemos a pi1 como la aplicacio´n cano´nica natural.
En este caso α(βE) = (βE, pi1, βE/G). Para ver que (βE, βp, βB) es un G-campo
parcial, utilizamos la caracterizacio´n deG-campos parciales y probamos que la relacio´n
f : βE/G −→ βB dada por f(FG) = (βp)(F), en donde FG es la o´rbita de F, define
una funcio´n inyectiva.
Veamos que f define una funcio´n.
Sean F y U z-ultrafiltros en E tales que FG = UG, o equivalentemente, tales que
existe un elemento g ∈ G en donde F = Ug y por consiguiente (βp)(F) = (βp)(Ug).
El resultado se sigue de probar que (βp)(U) = (βp)(Ug). Si suponemos que
(βp)(U) 6= (βp)(Ug), tenemos que U 6= Ug y por el Lema (1.1.2), existen cero-conjuntos
C y D con C ∪D = E en donde C ∈ U\Ug y D ∈ Ug\U, lo cual implica que Cg−1 y
Dg−1 no se encuentran en U, pero como C ∪D = E se tiene que Cg−1 ∪Dg−1 = E.
Lo cual es absurdo, dado que U es primo.
Veamos que f es inyectiva.
Si F y U son z-ultrafiltros en E tales que FG 6=U G, es decir, tales que F 6= Ug para
todo g ∈ G, entonces por la Proposicio´n (1.1.3) consideramos, para cada g ∈ G un
cero-conjunto Ag ∈ F tal que Agg /∈ U y tomemos A =
⋂
g∈G
Ag el cual se
encuentra en F por ser G finito, adema´s por la Proposicio´n (2.1.7) se tiene que p(A)
es un cero-conjunto el cual, segu´n la Proposicio´n (1.3.4) se encuentra en (βp)(F),
dado que en este caso, el z-filtro Fp coincide con el z-ultrafiltro (βp)(F). Por otra
parte tenemos que para cada g ∈ G, Ag /∈ U debido a que Ag ⊆ Agg /∈ U y en
consecuencia p(A) /∈ Up = (βp)(U) ya que p
−1(p(A)) =
⋃
g∈G
Ag, con lo cual concluimos
que βp(U) 6= βp(F).
Veamos que f es sobreyectiva.
El resultado es inmediato del hecho que βp es sobreyectiva, lo cual se tiene de la
Proposicio´n (1.3.4) por ser p sobreyectiva.
Veamos que f es abierta.
El resultado se sigue de probar que en este caso, βp resulta abierta. En efecto, si
tomamos un conjunto abierto U en βE y un z-ultrafiltro F en (βp)(U), veamos
que existe un vecindad ba´sica F̂ c que se encuentra contenida en (βp)(U). Dado que
F ∈ (βp)(U), existe un z-ultrafiltro F′ en U con (βp)(F′) = F y por ser U un conjunto
abierto en βE, existe un cero-conjunto A en E tal que Âc es una vecindad de F′ con
Âc ⊆ U, luego de la proposicio´n anterior sabemos que p(A) es un cero-conjunto en
B. Este cero-conjunto es precisamente, el encargado de construir la vecindad ba´sica
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deseada de F. Veamos en primer lugar que F ∈ p̂(A)
c
. Como Âc es una vecindad de
F′, tenemos que A /∈ F′ y por consiguiente p(A) /∈ (βp)(F′) = F, es decir, F ∈ p̂(A)
c
.
Ahora probemos que p̂(A)
c
⊆ (βp)(U). Si U ∈ p̂(A)
c
, tenemos que p(A) /∈ U y co-
mo βp es sobreyectiva, tomemos un z-ultrafiltro U′ en E tal que (βp)(U′) = U, en
donde se tiene que A /∈ U′, o equivalentemente, U′ ∈ Âc ⊆ U con lo cual tenemos que
U ∈ (βp)(U).
3. De los numerales anteriores y la Proposicio´n (2.1.6) tenemos que los cardinales de las
fibras no vac´ıas de (βE, βp, βB) dividen a n, pero en este caso, por ser βp sobreyectiva
so se tienen fibras vac´ıas, con lo cual obtenemos el resultado.

En la proposicio´n anterior, vimos como a partir de un G-espacio E con G finito, podemos
obtener otro G-espacio βE al extender, por a si decirlo, la accio´n de G en E a una accio´n
de G en βE. En donde para un G-campo (E, p, B) donde E es T0 se tiene que las fibras de
los campos (E, p, B) y (βE, βp, βB) cumplen la proposicio´n anterior y son de taman˜o a lo
mas de n.
En la siguiente seccio´n estudiamos el comportamiento de las fibras de losG-campos (E, p, B)
y (βE, βP, βB).
2.2. Degeneracio´n de fibras
En esta seccio´n consideraremos a (E, p, B) como un G-campo con G finito de orden n y
mostramos dos resultados que se obtuvieron en [2], los cuales caracterizan la
degeneracio´n de las fibras del G-campo (βE, βpβB). Se entiende por la degeneracio´n de
una fibra, que su cardinal es menor a n. Los autores del articulo toman como condicio´n que
la proyeccio´n p sea una funcio´n de cubrimiento y los espacios E y B sean de Tychonoff.
Como veremos, en el transcurso de la seccio´n, no es necesario que los espacios sean de
Tychonoff y para obtener que p sea una funcio´n de cubrimiento, so´lo basta con pedir que
E sea un espacio de Hausdorff y la accio´n sea efectiva, lo cual no es pedir mucho, ya que
como tambie´n veremos, cuando la accio´n no es efectiva las fibras del campo (βE, βp, βB)
siempre se degeneran. Por ultimo, mostraremos algunos ejemplos que contradicen argumento
utilizados en [2] para algunas pruebas. Esto no quiere decir que los resultados en [2] no sean
ciertos. Lo que en realidad ocurre es que son utilizados antes de las condiciones establecidas,
en donde fallan.
Lo primero que debemos tener en cuenta, es que cuando (E, p, B) es un G-campo, se tiene
que (βE, βp, βB) cuenta con dos tipos de fibras, este hecho, se basa en el siguiente resultado.
Proposicio´n 2.2.1. Si F es un z-ultrafiltro en βE. Los siguientes enunciados son
equivalentes.
1. (βp)(F) es un z-ultrafiltro principal.
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2. (βp)(F) = iB(y), para algu´n y ∈ B y si x ∈ E es tal que p(x) = y, entonces existe un
g ∈ G tal que iE(xg) = F.
3. Existe x ∈ E tal que F = iE(x).
Demostracio´n.
1)⇒ 2) Si (βp)(F) es principal, entonces existe un y en B tal que (βp)(F) = iB(y) y como
p es sobreyectiva, existe un x en E con p(x) = y, por consiguiente tenemos.
(βp)(iE(x)) = iB(p(x)) = iB(y) = (βp)(F),
lo cual quiere decir que iE(x) = F, se encuentran sobre la misma fibra, que en este caso, es
un o´rbita; por lo tanto debe existir g ∈ G, tal que
iE(xg) = iE(x)g = F.
2)⇒ 3) Es inmediato ser p sobreyectiva.
3)⇒ 1) Si x ∈ E es tal que F = iE(x), entonces iB(p(x)) = (βp)(iE(x)) = (βp)(F), lo cual
prueba que (βp)(F) es principal. 
El resultado anterior muestra que βp env´ıa z-ultrafiltros principales a z-ultrafiltros
principales (e´sto siempre se tiene de la igualdad (βp) ◦ iE = iB ◦ p) y z-ultrafiltros no
principales a z-ultrafiltros no principales. En consecuencia tenemos los siguiente resultados:
1. Las fibras del campo (βE, βp, βB) esta´n formadas por z-ultrafiltros no principales
o´ por z-ultrafiltros no principales. En este caso nos referiremos a ellas como fibras u
o´rbitas principales y no principales.
2. Cada fibras principal es de la forma {iE(x)}g∈G para algu´n x ∈ E (en este caso nos
referiremos a ella como la fibra principal generada por x) y cada fibra no principal
tiene la forma {Fg}g∈G para algu´n z-ultrafiltro F no principal en E ( en este caso nos
referiremos a ella como la fibra generada por F).
3. Para cada x ∈ E, el cardinal de la fibra que contiene a x (es decir, la o´rbita de x), es
mayor o igual al cardinal de la fibra principal generada por x, la igualdad se obtiene
en el caso que la aplicacio´n iE sea inyectiva sobre la o´rbita de x, en el caso contrario
se obtiene un menor estricto.
4. Del numeral anterior, obtenemos que si la aplicacio´n iE no es inyectiva en cada fibra
del campo (E, p, B), entonces las fibras principles se degeneran.
5. Si x y y son puntos en E en diferente fibras, tales que iE(x) = iE(y), entonces generan
las misma fibra principal. En tal caso no obtenemos mayor informacio´n sobre fibras
principales.
6. Si la accio´n de G sobre E no es efectiva, las fibras principales se degeneran.
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Ya vimos que pasaba cuando la aplicacio´n iE no es inyectiva y la accio´n no es efectiva
y obtuvimos dos resultados inmediatos para la degeneracio´n de las fibras del campo
(βE, βp, βB). Por otra parte es fa´cil ver que iE no es inyectiva es equivalente a que E
no sea funcionalmente de Hausdorff.
Ahora, debido a que (E, p, B) y (βE, βp, βB) son G-campos, es fa´cil ver que la aplicacio´n
iB se encuentra determinada de manera u´nica por iE y aparte de eso se tienen los siguientes
resultados:
1. iB se inyectiva, si iE es inyectiva.
2. iB es sobreyectiva, si iE es sobreyectiva.
3. iB es abierta, si iE es abierta.
Nota 2.2.1. De lo dicho anteriormente tenemos que si E es funcionalmente de Hausdorff
entonces B tambie´n lo es.
Si suponemos que E funcionalmente de Hausdorff y que la accio´n de G sobre E es
efectiva, se puede pensar que las fibras del campo (βE, βpβB) nunca se degeneran, dado
que esto ocurre en (E, p, B). Esta afirmacio´n no es cierta. Que la accio´n de G sobre E sea
efectivamente, no implica que la accio´n de G sobre βE tambie´n lo sea, lo que si tenemos
es bajo estas condiciones los espacios E y i(E), siempre se comportan de igual forma con
respecto a sus fibras, sin embargo no sabemos que pasa con las fibras no principales. En
([2]) muestran que es posible que en ciertos casos las fibras no principales se degeneren. Este
resultado no lo abordamos, simplemente mencionamos su existencia para intere´s del lector.
A continuacio´n veremos que cuando la accio´n sobre E es efectiva y E es de Hausdorff, la
proyeccio´n p resulta ser una funcio´n de cubrimiento. Para ello damos primero una serie de
definiciones y comentarios que nos proporciona las herramientas necesarias, no so´lo para
obtener el resultado mencionado, sino tambie´n para entender de una forma mas clara lo
restante de la seccio´n.
Definicio´n 2.2.1. Para un campo ξ = (E, p, B) se tiene que:
1. Una seccio´n de ξ es una funcio´n continua s : B −→ E tal que p ◦ s = 1B, o
equivalentemente, para cada b ∈ B se cumple que s(b) ∈ q−1(b).
2. Si A es un subconjunto de B, entonces la restriccio´n de ξ a A, denotada ξ|A, es el
campo (E ′, p′, A), donde E ′ = p−1(A) y p′ = p|E′ .
3. Un campo η = (E ′, p′, B) se dice que es B-isomorfo a (E, p, B) si existe un
homeomorfismo f : E ′ −→ E tal que (f, 1B) : (E
′, p′, B) −→ (E, p, B) es un morfismo
de campos (ver Cap´ıtulo 3).
4. Un campo η = (E ′, p′, B) es localmente isomorfo con (E, p, B), si para cada b ∈ B,
existe una vecindad abierta U de b tal que ξ|U y η|U son U -isomorfos. Si para cada
b ∈ B existe una vecindad abierta U de b y un espacio F tal que ξ|U y (U × F, pi1, U)
son U -isomorfos decimos que el campo (E, p, B) es localmente trivial.
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Note que la definicio´n de seccio´n implica que p es sobreyectiva y s inyectiva. Tambie´n se
tiene que toda seccio´n s de un campo producto (B×F, p, B) tiene la forma s(b) = (b, f(b)),
en donde f : B −→ F es una funcio´n continua definida de forma u´nica por s.
Los campos localmente triviales con fibras discretas, esta´n completamente caracterizados
por su proyeccio´n, en donde se tiene que un campo (E, p, B) es localmente trivial, si y so´lo
si, p es una funcio´n de cubrimiento.
Para ver e´sto, supongamos a p es una funcio´n de cubrimiento y tomemos, de cada b ∈ B,
una vecindad abierta V regularmente cubierta por una coleccio´n {Vα}α∈J . Entonces, si
dotamos a J con topolog´ıa discreta, se tiene que (V × J, pi1, V ) y (p
−1(V ), p′, V ), (donde p′
es la restriccio´n de p,) son V -isomorfos, por medio de la aplicacio´n
ψb : p
−1(V ) −→ V × J definida por ψb(z) = (p(z), α) si z ∈ Vα.
No´tese que la condicio´n que el conjunto de sub´ındices J tenga la topolog´ıa discreta es
necesaria para que la aplicacio´n ψ sea un V -isomorfismo. Rec´ıprocamente se tiene que si el
campo (E, p, B) tiene fibras discretas y es localmente trivial, entonces la aplicacio´n p es de
cubrimiento.
Por otra parte, si para cada b ∈ B consideramos el subconjunto Fb de B formado por todos
los elementos cuya fibra posea el mismo cardinal que la fibra de b se tiene que Fb es abierto y
cerrado con lo cual se tiene que si B es conexo, las fibras del campo tienen el mismo taman˜o.
Por ultimo se tiene que toda seccio´n s : B −→ E es abierta en donde para cada b ∈ B, ex-
iste una vecindad abierta V regularmente cubierta por un coleccio´n {Vα}α∈J con s(V ) = Vα
para algu´n α ∈ J. En otras palabras, s|V es el homeomorfismo inverso de p|Vα . Para ver
e´sto, basta considerar una vecindad W de b que se encuentre regularmente cubierto por una
coleccio´n {Uα}α∈J . Ahora si s(b) ∈ Uαo , por la continuidad de s, existe una vecindad V de
b tal que s(V ) ⊆ Uαo . Dicha vecindad V es a la que hacemos referencia. En tal caso se tiene
que B se encuentra inmerso en E por medio de s.
Teniendo en cuenta lo anterior, mostramos la siguiente proposicio´n.
Proposicio´n 2.2.2. SiG actu´a efectivamente sobre E y adema´s E es de Hausdorff, entonces
p es una funcio´n de cubrimiento
Demostracio´n.
Si b ∈ B tenemos por la sobreyectividad de p, un elemento x ∈ E tal que p(x) = y. En
este caso la fibra de y coincide con la o´rbita de x y como E es de Hausdorff, G efectiva y la
o´rbita de x es finita, para cada elemento de la o´rbita de x podemos considerar un conjunto
abierto Ug, tal que xg ∈ Ug y los elementos de la coleccio´n {Ug}g∈G son disjuntos dos a dos.
As´ı que x ∈ Ugg
−1 para cada g ∈ G y el conjunto U =
⋂
g∈G
Ugg
−1 es una vecindad abierta de
x. Afirmamos que la vecindad p(U) de b se encuentra regularmente cubierta por la coleccio´n
{Ug}g∈G. En efecto,
1. Es claro que p−1(p(U)) =
⋃
g∈G
Ug.
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2. La coleccio´n {Ug}g∈G es disyunta dos a dos, debido a que para cada g ∈ G se tiene
que Ug = (
⋂
g∈G
Ugg
−1)g ⊆ (Ugg
−1)g = Ug y los elementos de la coleccio´n {Ug}g∈G son
disyuntos dos a dos.
3. Ahora para ver que cada Ug es homeomorfo a p(U), basta probar que p|Ug es inyectiva,
dado que claramente que por ser p abierta y Ug y p(U) conjuntos abiertos, p|Ug resulta
abierta. Si x1 y x2 son elementos en Ug con p|U (x) = p|U (y), estos se encuentran en
la misma o´rbita y por consiguiente existe un g′ ∈ G tal que x1 = x2g
′. Veamos que
g′ = e, con lo cual obtenemos que la restriccio´n de p es inyectiva. Como x1, x2 ∈ Ug y
x1 = x2g
′, tenemos que x2g
′ ∈ Ug ∩ (Ug)g′ = Ug ∩ Ugg′ y dado que los elementos de
la coleccio´n {Ug}g∈G son disyuntos dos a dos, tenemos que g = gg
′, es decir, g′ = e.

En la prueba anterior, al considera la coleccio´n {Ug}g∈G, no so´lo garantizamos que p(U)
se encuentra regularmente cubierto por dicha coleccio´n, sino que tambie´n podr´ıamos decir
que la coleccio´n es ideal en el sentido que todos los conjuntos que forman la coleccio´n son
copias de U que se obtiene por la accio´n de G. Esto no siempre se tiene si se considera
otro cubrimiento de p(U), en donde se puede tener que las copias de U por medio de la
accio´n, no se encuentren en el cubrimiento. Tambie´n es posible que a pesar que la accio´n no
fuese efectiva, p sea una funcio´n de cubrimiento. Estos hechos se pueden ver en el siguiente
ejemplo.
Ejemplo 2.2. En el ejemplo (2.1) consideramos dos G-campos en donde la primera
accio´n es efectiva. Si en ella consideramos cualquier punto de R∗ se tiene que el espacio
completo es una vecindad del punto que se encuentra regularmente cubierto por la coleccio´n
{R∗×{n¯}}n=0,1,2, sin embargo cualquiera de estos conjuntos de la coleccio´n al ser operados
por la clase del uno se traslada a otra copia de R∗ que no se encuentra en la coleccio´n.
Ahora, si consideramos la segunda accio´n, tenemos que e´sta es no efectiva, sin embargo la
aplicacio´n pi resulta de cubrimiento al considerar para cada punto de R∗ el espacio completo
como vecindad y tomamos nuevamente la coleccio´n {R∗ × {n¯}}n=0,1,2 que lo recubre.
De las siguiente dos definiciones tenemos resultados que caracterizan la degeneracio´n de las
fibras en el campo (βE, βp, βE) y vienen dadas en forma general por medio de subgrupos de
G. Aqu´ı se tiene para un subgrupo H de G, que al restringir la accio´n de G a E×H −→ E
tenemos una accio´n de H sobre E. As´ı que en adelante entenderemos por H a un subgrupo
de G.
Definicio´n 2.1. Decimos que un cocero-conjunto U de E es H-antipolar si U ∩ Uh = ∅,
para algu´n h ∈ H y decimos que un cero-conjunto F de E es H-ecuatorial si F ∪ Fh = E,
para algu´n h ∈ H \ {e}, o lo que es equivalente, si el complemento de F es un H-antipolar.
Proposicio´n 2.2.3. Para un z-ultrafiltro F en E, las siguientes condiciones son equivalentes:
1. Todo elemento de H fija a F, es decir, Fh = F.
2. F contiene todo conjunto H-ecuatorial.
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Demostracio´n.
⇒) Si F es un conjunto H-ecuatorial, debe existir un h ∈ H\{e} tal que Fh ∪ F = E, lo
cual implica que F ∈ F o Fh ∈ F, pero por la hipo´tesis se tiene que F = Fh de lo cual se
deduce que F ∈ F.
⇐) Si suponemos lo contrario y h ∈ H es tal que F 6= Fh, del Lema (1.1.2) se tiene que
existen cero-conjuntos C y D en E con C ∪ D = E tales que C ∈ F\Fh y D ∈ Fh\F de
lo cual se sigue que Fh−1 ∪D /∈ F pero como C ∪D = E es fa´cil ver que Fh−1 ∪D es un
conjunto H-ecuatorial. Lo cual contradice la hipo´tesis. 
Corolario 2.2.1. H no actu´a efectivamente sobre βE, si so´lo si, la clase de los conjuntos
H-ecuatoriales tienen la propiedad de la interseccio´n finita.
Demostracio´n.
⇒) Si H no actu´a efectivamente sobre βE, debe existe un z-ultrafiltro F en donde
F = Fh para algu´n h ∈ H, luego por la proposicio´n anterior F contiene a todo conjunto
H-ecuatorial y en consecuencia la clase de los conjunto H-ecuatoriales tiene la propiedad de
la
interseccio´n finita.
⇐) Si la clase de los conjuntos H-ecuatoriales tienen la propiedad de la interseccio´n finita,
e´stos forman una subbase para un z-filtro U; por consiguiente, cualquier z-ultrafiltro F que
contenga a U contiene a todos los conjuntos H-ecuatoriales y por la proposicio´n anterior
tenemos que todo elemento de H fija a F, es decir que H no actu´a efectivamente sobre βE.

Definicio´n 2.2. Decimos que un cocero-conjunto U de E esH-seccional si U∩Uh = ∅, para
todo h ∈ H \ {e} y decimos que un cero-conjunto F de E es H-coseccional si F ∪ Fh = E,
para todo h ∈ H \ {e}, o lo que es equivalente, si el complemento de F es un H-seccional.
Proposicio´n 2.2.4. Para un z-ultrafiltro F en E, las siguientes condiciones son equivalentes:
1. Algu´n h ∈ H \ {e} fija a F, es decir, Fh = F.
2. F contiene a todo conjunto H-coseccional.
Demostracio´n.
1)⇒ 2) Sea h ∈ H \ {e} tal que F = Fh y sea A un H-coseccional, entonces A∪Ah−1 = E,
es decir, A ∈ F o Ah−1 ∈ F y como F = Fh se deduce que A ∈ F.
2)⇒ 1) Supongamos que para todo h ∈ H \ {e} se cumple que F 6= Fh entonces, para cada
h ∈ H \ {e} consideremos cero-conjuntos Ch ∈ F \ Fh y C
′
h ∈ Fh \ F con Ch ∪ C
′
h = E. En
consecuencia, el conjunto
C =
⋃
h∈H\{e}
(Chh
−1 ∪ C ′h)
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es H-coseccional, luego por hipo´tesis C ∈ F y dado que H es finito debe existir h0 ∈ H \{e}
tal que Ch0h
−1
0 ∈ F o C
′
h0
∈ F lo cual es absurdo segu´n la escogencia de los cero-conjuntos.

Corolario 2.2.2. H no actu´a libremente sobre βE, si y so´lo si, la clase de los conjuntos
H-coseccionales tiene la propiedad de la interseccio´n finita.
Demostracio´n.
⇒) Si H no actu´a libremente sobre βE, existe un z-ultrafiltro F en E y un h ∈ H \ {e}
tal que F = Fh. Luego por la proposicio´n anterior, F contiene todo conjunto H-coseccional
y por consiguiente la clase de los H-coseccionales tiene la propiedad de la interseccio´n finita.
⇐) Si la clase de los H-coseccionales en H tiene la propiedad de la interseccio´n finita, dicha
clase forma una subbase para un z-filtro F en E y por consiguiente cualquier z-ultrafiltro
que contenga a F contiene como elementos a los conjuntos H-coseccionales. Aplicando la
proposicio´n anterior obtenemos que para todo z-ultrafiltro en E que contenga a F existe un
elemento distinto de e que lo fija, es decir, H no actu´a libremente sobre βE. 
No´tese que en las proposiciones anteriores, la primera implicacio´n se cumple au´n si H no es
finito. Adema´s sobresaltamos que sus pruebas son considerablemente mas simples que las
realizadas en [2]. Por ultimo mencionamos que los corolarios caracterizan la degeneracio´n
de las fibras en el campo (βE, βp, βE) al considerar H = G.
Lo que resta de la seccio´n esta dado en forma general al considerar a (E, p, B) como
un H-campo con H no trivial y so´lo lo mostramos para dar un contraejemplo de una
caracterizacio´n que dan en [2] la cual es falsa, si la accio´n de H no es efectiva.
Proposicio´n 2.2.5. Para todo subconjunto U de E se tiene que U es H-seccional, si y so´lo
si, U es la imagen de una seccio´n sobre un subconjunto cocero de B el cual se encuentra
regularmente cubierto por {hU}h∈H .
Demostracio´n.
⇒) Si U es H-seccional, es un cocero-conjunto y su imagen tambie´n lo es debido a la
Proposicio´n (2.1.7) y como los elementos de la coleccio´n {Uh}h∈H son disyuntos dos a dos,
se sigue de igual forma a la prueba realizada en la Proposicio´n (2.2.2), que p(U) se encuentra
regularmente cubierto por dicha coleccio´n.
⇐) Sea V un cocero-conjunto en B formado por una funcio´n continua f : B −→ [0, 1] y
sea s : B −→ E una seccio´n del H-campo (E, p, B) tal que s(V ) = U. En consecuencia,
V = p(s(V )) = p(U) y como p(U) se encuentra regularmente cubierto por la coleccio´n
{hU}h∈H , so´lo faltar´ıa por probar que U es un cocero-conjunto. Para ello consideremos la
funcio´n g : E −→ [0, 1] definida por
g(x) =
{
f(p(x)) si x ∈ U,
0 si x /∈ U.
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y veamos que g es puntualmente continua. Sea x ∈ E y sea W una vecindad abierta de g(x)
en [0, 1] y hallemos una vecindad W ′ de x tal que g(W ′) ⊆ W, considerando los siguientes
casos:
1) Si x ∈ U tomemos W ′ = p−1(f−1(W )) ∩ U el cual es abierto dado que U es abierto y f
es continua, adema´s
g(W ′) = g(p−1(f−1(W ) ∩ U) = f(p(p−1(f−1(W )) ∩ U))
⊆ f(p(p−1(f−1(W ))) ∩ p(U))
= f((f−1(W ) ∩ p(U)))
⊆ f(f−1(W )) ∩ f(p(U))
⊆W ∩ f(p(U))
⊆W.
2) Si x ∈ p−1(p(U))\U, entonces existe h ∈ H\{e} tal que x ∈ Uh y como U ∩ Uh = ∅ se
tiene que g(Uh) = {0}; por consiguiente, tomemos
W ′ = p−1(f−1(W )) ∩ Uh en donde, g(p−1(f−1(W )) ∩ Uh) = {0} ⊆W.
3) Si x ∈ E\p−1(p(U)), se tiene que g(x) = f(p(x)) = 0 ∈ W y en este caso tomamos
W ′ = p−1(f−1(W )), en donde g(W ′) ⊆ W. En efecto, si z ∈ g(W ′), existe y ∈ E con
f(p(y)) ∈W tal que g(y) = z, y consideremos los siguientes dos casos: si y ∈ U entonces
f(p(y)) = g(y) = z ∈ W y si y /∈ U entonces g(y) = 0 = z ∈W

Vale la pena mencionar que la proposicio´n anterior, se cumple au´n si H no es finito. Dado
que con las condiciones establecidas, la Proposicio´n (2.1.7) se cumple para el caso de los
coceros-conjuntos, con G arbitrario. Es decir que si U es un cocero-conjunto y la coleccio´n
{Ug}g∈G es disyunta dos a dos, la imagen de U segu´n p, es un cocero-conjunto. Para ello se
tiene que si U es el cocero-conjunto proveniente de una funcio´n f, definimos h : B −→ [0, 1]
como
h(b) =
{
f(x) si b ∈ p(U) y p(x) = b
0 si b /∈ p(U).
En este caso, es fa´cil ver que p(U) es el cocero-conjunto proveniente de h.
Corolario 2.2.3. Si la accio´n de H sobre E es efectiva, entonces se puede caracterizar
los subconjuntos H-seccionales de E como las ima´genes de secciones de (E, p, B) sobre los
subconjuntos coceros de B.
Demostracio´n.
De la proposicio´n anterior, basta con probar que si U es la imagen de una seccio´n s de p
sobre un subconjunto cocero V de B, entonces V se encuentra regularmente cubierto por
{UH}h∈H . Veamos primero que la coleccio´n {Uh}h∈H es disjunta dos a dos. Sean h1, h2 ∈ H
con Uh1 ∩ Uh2 6= ∅ entonces, como U = s(V ) existen b1, b2 ∈ V tal que s(b1)h1 = s(b2)h2 y
de lo cual obtenemos
b1 = p(s(b1)) = p(s(b1)h1) = p(s(b2)h2) = p(s(b2)) = b2
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as´ı, s(b1)h1 = s(b1)h2 y dado que H actu´a efectivamente sobre E, concluimos que h1 = h2.
Ahora, la prueba que para todo h ∈ H, p|Uh : Uh −→ V es un homeomorfismo, es la misma
realizada en la Proposicio´n (2.2.2), con lo cual obtenemos el resultado a mostrar. 
De igual forma que la Proposicio´n (2.2.5), el corolario anterior se sigue cumpliendo si H no
es finito. Adema´s la condicio´n de ser la accio´n efectiva es necesaria, en lo cual fallan en [2]
como se puede observar si consideramos nuevamente en el ejemplo (2.1) la segunda accio´n
que no es efectiva y si tomamos el conjunto R∗+ se tiene que es un cocero-conjunto, en donde
sus copias en el espacio de las fibras son tambie´n coceros-conjuntos, pero ninguna de ellas
es G-seccional dado que para n = 0, 1, 2 se tiene que
(R∗+ × {n¯})0¯ = (R
∗
+ × {n¯})1¯ = (R
∗
+ × {n¯})2¯.
CAP´ITULO 3
LA CATEGOR´IA DE LOS CAMPOS
FIBRADOS
En este cap´ıtulo terminamos el estudio de los campos (E, p, B) y (βE, βp, βB) al mostrar
que β se puede ver como un funtor de la categor´ıa Top de los espacios topolo´gicos a la
categor´ıa Hcomp de los espacios de Hausdorff compactos. Cuando en lugar de la cate-
gor´ıa de Top, nos restringimos a la categor´ıa Tycho de los espacios de Tychonoff, el funtor
β recibe el nombre de funtor de compactacio´n de Stone-Cˇech. Dicho nombre se obtiene
dado que en la categor´ıa de los campos el funtor de compactacio´n de Stone-Cˇech tiene
una propiedad universal ana´loga a su compactacio´n en Top. Tambie´n mostramos que
dicho funtor no da lugar a una construccio´n universal en la categor´ıa de los G-espacios
fibrados de Tychonoff ana´loga a la compactacio´n de Stone-Cˇech de los espacios topolo´gicos
de Tychonoff mostrando un ejemplo. Por u´ltimo, estudiamos brevemente la categor´ıa de los
campos, mostrando el comportamiento de los monomorfismos; con respecto al producto y
coproducto en esta categor´ıa, so´lo hacemos algunos comentarios dado que en la teor´ıa de
categor´ıas son muy conocidos los resultados que se tienen.
3.1. La categor´ıa de los campos
En esta seccio´n mostramos la categor´ıa de los campos y el funtor de compactacio´n de
Stone-Cˇech, como tambie´n el hecho que dicho funtor no da lugar a una construccio´n
universal en la categor´ıa de los G-espacios fibrados de Tychonoff ana´loga a la compactacio´n
de Stone-Cˇech de los espacios topolo´gicos de Tychonoff.
Recordemos que para dos campos ξ = (E, p, B) y η = (E ′, p′, B′), un morfismo de campos
(u, f) : ξ −→ η es una pareja de funciones continuas f : E −→ E ′ y u : B −→ B′ que hacen
que el siguiente diagrama conmute.
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E E ′
B B′
p
u
f
p′
Diagrama 3
Si u y f son homeomorfismos, decimos que (u, f) es un isomorfismo y que ξ y η son isomorfos.
Ejemplo 3.1.1. Si (E, p, B) es un campo, entonces se tiene:
1. Si (E ′, p′, B′) es un subcampo de (E, p, B) y si f : B′ −→ B y u : E ′ −→ E son
las funciones continuas de inclusio´n, entonces (u, f) : (E ′, p′, B′) −→ (E, p, B) es un
morfismo de campos.
2. La pareja (1E, 1B) : (E, p, B) −→ (E, p, B) es claramente un morfismo de campos que
es un B-morfismo.
Si (u, f) : (E, p, B) −→ (E ′, p′, B′) y (u′, f ′) : (E ′, p′, B′) −→ (E ′′, p′′, B′′) son morfismos de
campos, se tiene que el siguiente diagrama es conmutativo:
E E ′ E ′′
B B′ B′′
p
u u′
f f ′
p p′
Diagrama 4.
En consecuencia definimos el morfismo de campos (u′ ◦u, f ′ ◦ f) : (E, p, B) −→ (E ′′, p′′, B′′)
como la composicio´n (u′, f ′) ◦ (u, f) de (u, f) y (u′, f ′).
Definicio´n 3.1. La categor´ıa de campos, que se denotada como Bun, tiene como objetos
todos los campos (E, p, B) y como morfismos de (E, p, B) en (E ′, p′, B′) la coleccio´n de
todos los morfismos de campos de (E, p, B) en (E ′, p′, B′), la composicio´n de morfismos es
la composicio´n de morfismos de campos. Si tanto E como B son espacios de Tychonoff,
decimos que (E, p, B) es un campo de Tychonoff y en este caso tenemos una subcategor´ıa
de los campos llamada la categor´ıa de los campos de Tychonoff y denotada TBun.
Si λ = (E, p, B) y ξ = (E ′, p′, B′) son campos y (g1, g2), (h1, h2) : λ −→ ξ son morfismos de
campos entonces sabemos que p′ ◦ g1 = g2 ◦ p y p
′ ◦ h1 = h2 ◦ p, pero no necesariamente se
tiene que p′ ◦g1 = h2 ◦p, o, p
′ ◦h1 = g2 ◦p, sin embargo convenimos en decir que el siguiente
diagrama conmuta parcialmente, o que es parcialmente conmutativo
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E E ′
B B′
p
g1
h1
g2
h2
p′
Diagrama 5.
En el caso que se cumpla que p′ ◦ g1 = h2 ◦ p, y, p
′ ◦ h1 = g2 ◦ p diremos que el diagrama
conmuta totalmente o que es totalmente conmutativo.
Proposicio´n 3.1.1. β define un funtor de la categor´ıa de los espacios topolo´gicos en la
categor´ıa de los espacios de Hausdorff compactos.
Demostracio´n.
Por la Proposicio´n (1.3.4), so´lo falta por probar que β preserva identidades y composiciones.
Que β preserve identidades es claro, dado que si E es un espacio topolo´gico, se cumple para
el campo (E, 1E, E) que si U es un z-ultrafiltro, entonces U = 1E(U) = β1E(U).
Para ver que β preserva composiciones, suponemos lo contrario, es decir, existen funciones
continuas g : E −→ B y f : B −→ B′ tales que β(f ◦ g) 6= βf ◦ βg. En consecuencia, existe
un z-ultrafiltro U en E con β((f ◦ g)(U)) 6= βf(βg(U)). Luego del Lema (1.1.2) se tienen
cero-conjuntos C y D en B′ con C ∪D = B′ tales que:
1) C ∈ β((f ◦ g)(U)) pero C /∈ βf(βg(U)),
2) D ∈ βf(βg(U)) pero D /∈ β((f ◦ g)(U)).
De 1) la condicio´n que C /∈ βf(βg(U)) implica que (f ◦ g)−1(C) /∈ U y de 2) la condicio´n
que D /∈ β((f ◦ g)(U)) tambie´n implica que (f ◦ g)−1(D) /∈ U y dado que C ∪ D = B′ se
tiene que
E = (f ◦ g)−1(B′) = (f ◦ g)−1(C ∪D) = (f ◦ g)−1(C) ∪ (f ◦ g)−1(D),
contradiciendo el hecho que U es primo. 
Como anteriormente mencionamos, el funtor β es conocido como el funtor de compactacio´n
de Stone-Cˇech dado que para cualquier campo fibrado de Tychonoff (E, p, B) y cualquier
morfismos de campo (u, f) : (E, p, B) −→ (E ′, p′, B′), en donde (E ′, p′, B′) es un campo
fibrado con E ′ y B′ espacios compactos de Hausdorff, existe un u´nico morfismo de campos
(u¯, f¯) : (βE, βp, βB) −→ (E ′, p′, B′) que hace que el siguiente diagrama sea conmutativo.
βE
βB
βp
iE u¯
iB f¯
E E ′
B B′
p
u
f
p′
Diagrama 6
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La unicidad del morfismo (u¯, f¯) se obtiene de la propiedad universal de la compactacio´n de
Stone-Cˇech, aplicada a las funciones u y f por separado.
En topolog´ıa fibrada, el concepto de compactacio´n difiere al de compactacio´n en espacios
topolo´gicos. Para dos campos (E, p, B) y (E ′, p′, B′) con la proyeccio´n p′ cerrada y en donde
las fibras de (E ′, p′, B′) son compactas y de Hausdorff, se tiene que (E ′, p′, B′), es una
compactacio´n de (E, p, B), si existe un morfismo (u, f) : (E, p, B) −→ (E ′, p′, B) con f y u
inmersiones con recorrido denso.
En [2] cuando se trabaja con G-campos (E, p, B) en donde G es finito, se refieren a
(βE, βp, βB) como la compactacio´n de G-campos en el mismo sentido que mencionamos
para el funtor de compactacio´n de Stone-Cˇech. Algo interesante, es que en topolog´ıa
fibrada, tambie´n se cumple que (βE, βp, βB) es una compactacio´n de (E, p, B). Por lo
tanto, es natural preguntarnos, si (βE, βp, βB) cumple con la propiedad universal que le
permita en realidad ser merecedor del nombre de compactacio´n de Stone-Cˇech del G-campo
(E, p, B), es decir, si cuando consideramos a (E, p, B) como un G-campo de Tychonoff y si
(E ′p′, B′) es una compactacio´n (en el sentido de topolog´ıa fibrada), por medio de un mor-
fismo (u, f) : (E, p, B) −→ (E ′, p′, B′), existe un morfismo (u¯, f¯) : (βE, βp) −→ (E ′, p′, B′)
que hace conmutar el diagrama (12). La respuesta es negativa y como ejemplo tenemos el
siguiente.
Ejemplo 3.1. Si consideramos a R con la topolog´ıa usual y G = {e}, tenemos que
(R, 1R,R), es un G-campo que es compacto como campo. Tomando el morfismo
(R, 1R,R)
(1R,1R)
−−−−−→ (R, 1R,R). No existe un morfismo (βR, β1R, βR)
(u,f)
−−−→ (R, 1R,R) con
u ◦ 1R = 1R y f ◦ 1R = 1R, ya que de existir, u y f ser´ıan sobreyectivas y como βR es
compacto, R ser´ıa compacto.
3.2. Monomorfismos de campos
Dado que los morfismos de campos esta´n compuestos por parejas de funciones continuas, es
decir, por morfismos en Top, es natural pensar si el estudio de los morfismos en la categor´ıa
Bun es similar al estudio de los morfismos en Top y si esa misma similitud se preserva en
los morfismos de la categor´ıa TBun con los morfismos de de la categor´ıa de los espacios de
Tychonoff Tycho. La respuesta a esa pregunta es afirmativa como veremos a continuacio´n.
Recordemos que en categor´ıas se define un monomorfismo como un morfismo A
f
−→ B tal
que para cada par de morfismos C
g
⇉
h
A se tiene que si f ◦ g = f ◦ h, es porque g = h.
Ejemplo 3.2. En las categor´ıas, Set de los conjuntos, Top, Haus de los espacios de
Hausdorff, FHaus de los espacios funcionalmente Hausdorff y Tycho; se tiene que los
monomorfismos son precisamente los morfismos que son funciones inyectivas.
Otro concepto que se estudia en los morfismos de una categor´ıa es el de epimorfismo, el
cual es un morfismo A
f
−→ B tal que para cada par de morfismos B
g
⇉
h
C se tiene que si
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g ◦ f = h ◦ f, es porque g = h.
Ejemplo 3.3.
1. En Set y Top los epimorfismos son precisamente los morfismos que son funciones
sobreyectivas.
2. EnHaus, FHaus y Tycho los epimorfismos son las funciones continuas con recorrido
denso.
Para las categor´ıas Bun y TBun obtenemos los siguientes dos resultados sobre los
monomorfismos y epimorfismos.
Proposicio´n 3.2.1. Sean ξ = (E, p, B) y η = (E ′, p′, B′′) objetos en Bun (resp. en TBun)
y (u, f) : ξ −→ η un morfismo de campos. Entonces en Bun (resp. en TBun), (u, f) es un
monomorfismo, si y solo si, u y f son monomorfismos en Top.
Demostracio´n.
La siguiente prueba sirve tanto para Bun como para TBun.
⇒) (Basta con ver que u y f son funciones inyectivas).
Veamos primero que u es inyectiva.
Si x y y en E son tales que u(x) = u(y), consideremos el campo λ = ({x, y}, p′′, {p(x), p(y)})
en donde p′′ es la restriccio´n de p y los conjuntos {x, y} y {p(x), p(y)} esta´n dotados con la
topolog´ıa discreta. Ahora consideremos la funciones constantes
g1, g2 : {x, y} −→ E
′ y h1, h2 : {p(x), p(y)} −→ B
′,
en donde las ima´genes de g1, g2, h1 y h2 son respectivamente x, y, p(x) y p(y). Claramente
estas funciones son continuas y adema´s hacen que el siguiente diagrama sea parcialmente
conmutativo.
{x, y} E E’
{p(x), p(y)} B B′
p′′
g1
g2
u
h1
h2
f
p p′
Diagrama 7
En consecuencia (g1, h1) y (g2, h2) son morfismos de campos. Ahora dado que
u(x) = u(y), se sigue que (u, f)◦(g1, h1) = (u, f)◦(g2, h2) y como (u, f) es un monomorfismo,
(g1, h1) = (g2, h2), lo cual implica que g1 = g2 y por lo tanto x = y.
Ahora veamos que f es inyectiva.
Si b1, b2 en B son tales que f(b1) = f(b2), consideremos el campo fibrado λ = (E
′′, p′′, B′′),
en donde E ′′ = ∅, la proyeccio´n p′′ es la proyeccio´n vac´ıa y B′′ es un conjunto unipuntual, por
decir, B′′ = {x}. Ahora si tomamos las aplicaciones vac´ıas g1, g2 : E
′′ −→ E y las
aplicaciones h1, h2 : B
′′ −→ B tales que h1(x) = b1 y h2(x) = b2, tenemos que (g1, h1)
y (g2, h2) son morfismos de campos en donde al considerar el hecho que f(b1) = f(b2),
Monomorfismos y epimorfismos 44
obtenemos que (u, f) ◦ (g1, h1) = (u, f) ◦ (g2, h2) y como (u, f) es un monomorfismo,
(g1, h1) = (g2, h2) lo cual implica que h1 = h2 y en consecuencia b1 = b2.
⇐) Si λ = (E ′′, p′′, B′′) es un campo y (g1, h1), (g2, h2) : λ −→ ξ son morfismos de campos
tales que (u, f)◦(g1, h1) = (u, f)◦(g2, h2), entonces se tiene que u◦g1 = u◦g2 y f ◦h1 = f ◦h2
y dado que u y f son funciones inyectivas en Top, g1 = g2 y h1 = h2 o equivalentemente,
(g1, h1) = (g2, h2). 
Proposicio´n 3.2.2. Sean ξ = (E, p, B) y η = (E ′, p′, B′′) campos fibrados y (u, f) : ξ −→ η
un morfismo de campos. En la categor´ıa Bun, (resp. en TBun) se cumple que (u, f) es un
epimorfismo, si y solo si, u y f son epimorfismos en la categor´ıa Top, (resp. en Tycho).
Demostracio´n.
En la categor´ıa Bun.
⇒) Basta con probar que u y f son sobreyectivas.
Veamos que u es sobreyectiva.
Consideremos el campo λ = ({0, 1}, p′′, {1}) donde {0, 1} esta´ dotado con la topolog´ıa
indiscreta. Ahora consideremos las funciones
g1, g2 : E
′ −→ {0, 1} y h1, h2 : B
′ −→ {1},
en donde g1 es la funcio´n caracter´ıstica que env´ıa a los puntos de u(E) en 1 y a su
complemento en 0, g2 es la funcio´n constante cuya imagen es 1 y claramente h1 = h2 es la
u´nica funcio´n posible. De esta forma el siguiente diagrama es parcialmente conmutativo.
E E ′ {0, 1}
B B′ {1}
p
u
f
g1
g2
h1
h2
p′ p′′
Diagrama 8
Entonces (g1, h1), (g2, h2) : η −→ λ son morfismos de campos, tales que
(g1, h1) ◦ (u, f) = (g2, h2) ◦ (u, f)
y dado que (u, f) es un epimorfismo, (g1, h1) = (g2, h2), lo cual implica que g1 = g2. En
consecuencia, u(E) = E ′.
Ahora veamos que f es sobreyectiva.
Consideremos el campo λ = ({0, 1}, p′′, {0, 1}), en donde p′′ es la identidad y {0, 1} esta´
dotado con la topolog´ıa indiscreta. Las siguientes funciones son continuas.
g1, g2 : E
′ −→ {0, 1} y h1, h2 : B
′ −→ {0, 1},
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en donde h1 es la funcio´n caracter´ıstica que env´ıa a f(B
′) en 1 y a su complemento en 0
y h2 es la funcio´n constante cuya imagen es 1 y tomemos g1 = h1 ◦ p
′ y g2 = h2 ◦ p
′. El
siguiente diagrama conmuta parcialmente.
E E ′ {0, 1}
B B′ {0, 1}
p
u
f
g1
g2
h1
h2
p′ p′′
Diagrama 9
De esta forma, (g1, h1), (g2, h2) : η −→ λ son morfismos de campos, en donde adema´s
se cumple que (g1, h1) ◦ (u, f) = (g2, h2) ◦ (u, f) y dado que (u, f) es un epimorfismo,
(g1, h1) = (g2, h2), lo cual implica que h1 = h2 y en consecuencia f(B) = B
′.
⇐) Si λ = (E ′′, p′′, B′′) es un campo y (g1, h1), (g2, h2) : η −→ λ son morfismos de
campos tales que (g1, h1) ◦ (u, f) = (g2, h2) ◦ (u, f), entonces se tiene que g1 ◦ u = g2 ◦ u
y h1 ◦ f = h2 ◦ f y dado que u y f son epimorfismos en Top, g1 = g2 y h1 = h2 o
equivalentemente, (g1, h1) = (g2, h2).
En la categor´ıa TBun.
⇒) Basta con probar que u y f tienen recorridos densos.
Veamos el resultado para u.
Si suponemos que u(E) 6= E ′ y tomamos un punto x0 ∈ E
′\u(E), por ser E ′ de Tychonoff,
existe una funcio´n continua g1 : E
′ −→ [0, 1] que env´ıa a u(E) en 1 y a x0 en 0. Consideremos
el campo fibrado λ = ([0, 1], p′′, [0, 1]) en donde p′′ es la aplicacio´n constante con imagen 1
y tomamos las funciones continuas
g2 : E
′ −→ [0, 1] y h1, h2 : B
′ −→ [0, 1],
en donde h1, h2 y g2 son aplicaciones constantes con imagen 1. Tenemos que el siguiente
diagrama conmuta parcialmente
E E ′ [0, 1]
B B′ [0, 1]
p
u
f
g1
g2
h1
h2
p′ p′′
Diagrama 10
de esta forma (g1, h1), (g2, h2) : η −→ λ son morfismos de campos en donde
(g1, h1) ◦ (u, f) = (g2, h2) ◦ (u, f),
de lo cual se deduce que g1 = g2, contradiciendo la existencia de x0 y mostrando que el
recorrido de u es denso en E ′.
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Ahora veamos que el recorrido de f es denso en B′.
Si suponemos que f(B) 6= B′ y tomamos un punto b0 ∈ B
′\f(B), por ser B′ de Tychonoff,
existe una funcio´n continua h1 : B
′ −→ [0, 1] que env´ıa a f(B) en 1 y a b0 en 0. Consideremos
el campo fibrado λ = ([0, 1], p′′, [0, 1]), en donde p′′ es la identidad y tomemos las funciones
continuas
g1 : E
′ −→ [0, 1] y h1, h2 : B
′ −→ [0, 1],
en donde h2 es la aplicacio´n constante con imagen 1 y g1 = h1 ◦p
′ y g2 = h2 ◦p
′. La eleccio´n
de g1 y g2 implica que efectivamente (g1, h1), (g2, h2) : η −→ λ son morfismos de campos,
tales que (g1, h1) ◦ (u, f) = (g2, h2) ◦ (u, f), de lo cual se sigue que g2 = h2, en consecuencia
f(B) = B′.
⇐) la prueba es ana´loga a la realizada en la categor´ıa Bun. 
Un tipo especial de monomorfismo que se estudia en teor´ıa de categor´ıas es el igualador. Si
A
g
⇉
h
B son morfismos, un morfismo E
e
−→ A se llama igualador de g y h si cumple:
1. g ◦ e = h ◦ e.
2. Para cualquier morfismo E ′
e′
−−→ A con g◦e′ = h◦e′, existe un u´nico morfismo E ′
e¯
−→ E
que hace conmutar el siguiente diagrama.
E ′
E A B
e¯
e′
e g
h
Diagrama 11
Es fa´cil ver que los igualadores son u´nicos (salvo isomorfismos).
Ejemplo 3.4. En las categor´ıas Top, Haus, FHaus y Tycho se tiene que si A
g
⇉
h
B son
morfismos y E = {x ∈ A : g(x) = h(x)} con la topolog´ıa de subespacio, la funcio´n inclusion
E
j
−→ A es un igualador de g y h.
Para las categor´ıas Bun y TBun se tiene el siguiente resultado.
Proposicio´n 3.2.3. Sean ξ = (E, p, B), η = (E ′, p′, B′′) y λ = (E ′′, p′′, B′′) campos y
(e1, e2) : λ −→ ξ y (g1, h1), (g2, h2) : ξ −→ η un morfismos de campos. Entonces en la
categor´ıa Bun (resp. en TBun), (e1, e2) es un igualador de (g1, h1) y (g2, h2), si y so´lo si,
en Top e1 es un igualador de g1 y g2, y e2 es un igualador de h1 y h2.
Demostracio´n.
Las siguiente prueba sirve tanto para la categor´ıa Bun como TBun.
⇒) Dado que (e1, e2) es un igualador es claro que g1 ◦ e1 = g2 ◦ e1 y h1 ◦ e2 = h2 ◦ e2; por
tal motivo so´lo falta probar la segunda condicio´n de igualador descrita anteriormente.
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Veamos que e1 es un igualador de g1 y h1.
Si E1
e′1−−→ E es una funcio´n continua con g1 ◦e
′
1 = g2 ◦e
′
1 y consideramos el espacio B1 = E1
y q como la identidad de E1, obtenemos el campo δ = (E1, q, B1). Si adema´s, tomamos
e′2 = p ◦ e
′
1 tenemos que (e
′
1, e
′
2) : δ −→ ξ es un morfismo de campos el cual iguala a
los morfismos (g1, h1) y (g2, h2) al componer. Este hecho se sigue del siguiente resultado
g1 ◦ e
′
1 = g2 ◦ e
′
1 implica que h1 ◦ e
′
2 = h2 ◦ e
′
2. En efecto (ver diagrama 12).
g1 ◦ e
′
1 = g2 ◦ e
′
1 ⇒ p
′ ◦ (g1 ◦ e
′
1) = p
′ ◦ (g2 ◦ e
′
1)
⇒ (p′ ◦ g1) ◦ e
′
1 = (p
′ ◦ g2) ◦ e
′
1
⇒ (h1 ◦ p) ◦ e
′
1 = (h2 ◦ p) ◦ e
′
1
⇒ h1 ◦ (p ◦ e
′
1) = h2 ◦ (p ◦ e
′
1)
⇒ h1 ◦ e
′
2 = h2 ◦ e
′
2.
Ahora, debido a que (e1, e2) es un igualador, existe un u´nico morfismo (e¯1, e¯2) : δ −→ λ tal
que (e′1, e
′
2) = (e1, e2) ◦ (e¯1, e¯2) y por consiguiente e
′
1 = e1 ◦ e¯1.
E ′′ E E ′
B′′ B B′
p
g1
g2
h1
h2
p′p
′′
E1
B1
q
e1
e2
e′1
e′2
e1
e2
Diagrama 12
La unicidad de e¯1 se sigue de la unicidad de (e¯1, e¯2) junto con la estructura del campo λ.
Veamos que e2 es un igualador de g2 y h2.
Si E2
e′2−−→ B es una funcio´n continua con h1 ◦ e
′
2 = h2 ◦ e
′
2, en este caso, consideremos a
el espacio E1 como el conjunto vac´ıo y q la aplicacio´n vac´ıa, entonces δ = (E1, q, B1) es un
campo. En consecuencia, si tomamos a e′1 como la aplicacio´n vac´ıa, obtenemos el morfismo
de campo (e′1, e
′
2) : δ −→ ξ, el cual claramente iguala a los morfismos (g1, h1) y (g2, h2) al
componer.
Ahora, debido a que (e1, e2) es un igualador, existe un u´nico morfismo (e¯1, e¯2) : δ −→ λ
tal que (e′1, e
′
2) = (e1, e2) ◦ (e¯1, e¯2) y por consiguiente e
′
2 = e2 ◦ e¯2 (ver diagrama 12). La
unicidad de e¯2 se sigue de la unicidad de (e¯1, e¯2) junto con el hecho que e¯1 necesariamente
es la aplicacio´n vac´ıa.
⇐) Si e1 es un igualador de g1 y g2 y e2 es un igualador de h1 y h2, entonces claramente
(g1, h1) ◦ (e1, e2) = (g2, h2) ◦ (e1, e2). Por otra parte, para cada campo δ = (E1, q, B1) y cada
morfismo de campo (e′1, e
′
2) : δ −→ ξ en donde (g1, g2) ◦ (e
′
1, q, e
′
2) = (h1, h2) ◦ (e
′
1, q, e
′
2), se
sigue que g1 ◦ e
′
1 = h1 ◦ e
′
1 y g2 ◦ e
′
2 = h2 ◦ e
′
2 y por consiguiente, existen funciones continuas
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u´nicas e1 : E
′
1 −→ E y e2 : E
′
2 −→ B que hacen que el diagrama (10) conmute. As´ı,
(e¯1, e¯2) : λ −→ ξ es un morfismo de campos. La unicidad del morfismo (e¯1, e¯2) se sigue de
la unicidad de e¯1 y e¯2. 
Dos tipos especiales de monomorfismos que se estudian en la teor´ıa categor´ıas son los
monomorfismos regulares y los monomorfismos extremos. Un monomorfismo E
e
−→ A se
dice regular si es igualador para un par de morfismos. Un monomorfismo m es extremo si
la u´nica forma en la que se puede factorizar como f ◦ e con e epimorfismo, es considerando
un isomorfismo e.
Un resultado catego´rico que se tiene es que todo monomorfismo regular es extremo.
Ejemplo 3.5.
1. En Top, los monomorfismos regulares son precisamente las inmersiones de
subespacios.
2. En FHaus los monomorfismos regulares son las inmersiones de subespacios cerrados
que se pueden ver como interseccio´n de cero-conjuntos.
3. En Tycho pasa igual que en FHaus, sin embargo recordemos que todo cerrado en un
espacio de Tychonoff es la interseccio´n de los ceros-conjuntos que lo contienen. En este
caso una implicacio´n es inmediata ya que si E
f
−→ A es un monomorfismo regular,
es igualador para un par de funciones A
g
⇉
h
B, luego f(A) es el conjunto cerrado
{b ∈ B : g(b) = h(b)}. Para la otra implicacio´n basta considerar la coleccio´n {fα}α∈∆
de todas funciones continuas definidas desde B hasta [0, 1] en donde f(A) ⊆ f−1α (0), en
consecuencia f(A) =
⋂
α∈∆
f−1α (0) y consideramos las funciones e : B −→
∏
α∈∆
Iα como
la funcio´n evaluacio´n y n : E ′ −→
∏
α∈∆
Iα como la funcio´n constante cuya imagen es
el cero del producto, denote´moslo como 0α. En este caso, f es un igualador de e y n.
Note tambie´n, que la funcio´n evaluacio´n no es inyectiva.
Ejemplo 3.6. En FHaus, los monomorfismos extremos son inmersiones de subespacios
cerrados al igual que en Tycho; por consiguiente, en esta ultima categor´ıa los
monomorfismos extremos y los regulares coinciden. Para observar que en Tycho los
monomorfismos extremos son precisamente las inmersiones de subespacios cerrados, basta
con probar que las inmersiones de subespacios cerrados definen un monomorfismo extremo,
dado que como mencionamos anteriormente, en categor´ıas todo monomorfismo regular es
extremo. Para ello tomamos una inmersio´n A
f
−→ B y consideramos nuevamente la coleccio´n
{fα}α∈∆ de todas funciones continuas definidas de B en [0, 1], donde f(A) ⊆ f
−1
α (0), en este
caso f(A) =
⋂
α∈∆
f−1α (0) y adema´s e◦f = n◦f tomando a e y n como las funciones descritas
anteriormente. Ahora si consideramos el conjunto B′ = {b ∈ B : e(b) = n(b)} tenemos que
la funcio´n inclusio´n j : B′ −→ B es un igualador de e y n, lo cual implica que existe una
funcio´n continua k : A −→ B′ tal que f = j ◦ k. Es fa´cil observar que en realidad k es un
epimorfismo, lo cual implica, por ser f extremo, que k es un homeomorfismo y como A es
homeomorfo a f(A), por ser f una inmersio´n, se sigue que f(A) es homeomorfo a B′, es
decir, f(A) es cerrado en B.
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En las categor´ıas Bun y TBun se tiene el siguiente resultado con respecto a los
monomorfismos regulares.
Proposicio´n 3.2.4. Si ξ = (E, p, B) y η = (E ′, p′, B′) son campos fibrados y (u, f) : ξ −→ η
es un morfismo de campos. Entonces, (u, f) es un monomorfismo regular en Bun (resp. en
TBun), si y so´lo si, u y f son monomorfismos regulares en Top (resp. en Tycho)
Demostracio´n.
Para la categor´ıa Bun.
⇒) Si (u, f) es un monomorfismo regular, entonces existen morfismos de campos
(g1, h1), (g2, h2) : (E
′, p′, B′) −→ (E ′′, p′′, B′′) tales que (u, f) es un igualador de (g1, h1)
y (g2, h2), luego por la Proposicio´n (3.2.3), sabemos que u es un igualador de g1 y g2 al igual
que f es un igualador de h1 y h2.
⇐) Si u y f son monomorfismos regulares, entonces son inmersiones. Consideremos las
funciones
g1, g2 : E
′ −→ {0, 1} y h1, h2 : E
′ −→ {0, 1},
en donde g1 y h1 son las funciones caracter´ısticas que env´ıan a u(E) y a f(B) en 1 y
a sus complementos en 0 y g2 y h2 son las funciones constantes con imagen 1. Ahora si
dotamos a {0, 1} con la topolog´ıa indiscreta, las funciones son continuas y adema´s u es un
igualador de g1 y g2 como tambie´n f es un igualador de h1 y h2. Por otra parte, si tomamos
a p′′ : {0, 1} −→ {0, 1} como la identidad, tenemos que λ = ({0, 1}, p′′{0, 1}) es un campo
y dado que (p′(u(E)) ⊆ f(B), se sigue que (g1, h1), (g2, h2) : ξ −→ λ son morfismos de
campos, en donde (g1, h1) ◦ (u, f) = (g2, h2) ◦ (u, f). Luego por la Proposicio´n (3.2.3)
tenemos que (u, f) es un igualador de (g1, h1) y (g2, h2).
Para la categor´ıa TBun.
⇒) La prueba es la misma que en la categor´ıa Bun.
⇐) Si u y f son monomorfismo regulares en Tycho entonces u(E) y f(B) son subespacios
cerrados en E ′ y B′ respectivamente. Por consiguiente se pueden ver como la interseccio´n
de los cero-conjuntos que lo contienen. Si la coleccio´n {uα}α∈∆ es la coleccio´n de todas
las funciones continuas definidas de E ′ en [0, 1], donde u(E) ⊆ u−1α (0) y {fβ}β∈Υ es la
coleccio´n de todas las funciones continuas definidas de B′ en [0, 1], donde f(B) ⊆ f−1β (0).
En este caso consideramos las funciones
e1, n1 : E
′ −→
∏
α∈∆
Iα y e2, n2 : B
′ −→
∏
β∈Υ
Iβ,
en donde e1 y e2 son las funciones evaluacio´n y tanto n1 como n2 son las funciones
constantes cuyas ima´genes son 0α y 0β , respectivamente.
Como se indico´ en el ejemplo anterior. Tenemos que u es un igualador de e1 y n1, como
tambie´n que f es un igualador de e2 y n2.
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E E ′
∏
α∈∆
Iα
B B′
∏
β∈Υ
Iβ
p
u
f
g1
g2
h1
h2
p′
Diagrama 13
Ahora si tomamos E1 =
∏
α∈∆
Iα y B1 =
∏
β∈Υ
Iβ, la prueba se sigue si construimos un
campo λ = (E1, q, B1), es decir, si construimos una funcio´n continua q : E1 −→ B1, en
donde (e1, e2), (n1, n2) : η −→ λ sean morfismos de campos, ya que como sabemos (de la
Proposicio´n 3.2.3) e´sto implica que (u, f) es un igualador de (e1, e2) y (n1, n2), con lo cual
termina la prueba. Para construir la funcio´n q tenemos en cuenta los siguientes hechos:
1) Para todo β ∈ Υ, u(E) ⊆ (p′)−1[f−1β (0)].
2) Para todo β ∈ Υ, existe α ∈ ∆ tal que fβ ◦ p
′ = uα.
3) Para todo β ∈ Υ, existe α ∈ ∆ tal que piβ ◦ e2 ◦ p
′ = piα ◦ e1.
4) Si x y y en E ′ son tales que e1(x) = e1(y) entonces e2(p
′(x)) = e2(p
′(y)).
En efecto, (ver diagrama 13).
1). Se sigue del hecho que p′(U(E)) ⊆ f(B) y que f(B) ⊆ f−1β (0) para todo β ∈ Υ.
2). Si tomamos β ∈ Υ, se tiene que fβ ◦ p
′ : E ′ −→ [0, 1] y (p′)−1[f−1β (0)] es un
cero-conjunto el cual por 1) contiene a u(E); por consiguiente, existe α ∈ ∆ tal que
uα = fβ ◦ p
′.
3). El resultado se sigue de 2) dado que para todo β ∈ Υ, piβ ◦ e2 = fβ y para todo
α ∈ ∆, piα ◦ e1 = uα. En este caso si tomamos β ∈ Υ, de 2), existe un α ∈ ∆ tal que
(piβ ◦ e2) ◦ p
′ = fβ ◦ p
′ = uα = piα ◦ e1.
4). Veamos la contrarec´ıproca. Si existen x y y en E ′ tales que e2(p
′(x)) 6= e2(p
′(y)) es por que
existe β ∈ Υ en donde piβ(e2(p
′(x))) 6= piβ(e2(p
′(y))) lo cual quiere decir, por 3), que existe
un α ∈ ∆ en donde piα(e1(x)) 6= piα(e1(y)), o equivalentemente, en donde e1(x) 6= e1(y).
De lo anterior definimos la funcio´n
q : E1 −→ B1, donde q(a) = b, si a = e1(x) y b = e2(p
′(x)).
Por 4) se tiene que q esta´ bien definida y adema´s es continua dado que si β ∈ Υ, entonces
por 3), piβ ◦ q = piα, para algu´n α ∈ ∆. (Note que son necesarios los resultados anteriores
para probar que q esta´ bien definida, dado que como recordamos en este caso las funciones
evaluaciones no son inyectivas)
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Por otra parte, la definicio´n de q esta´ dada para que (e1, e2) : η −→ λ sea un
morfismo de campos. As´ı, so´lo falta probar que (n1, n2) : η −→ λ hace conmutar el
diagrama, o equivalentemente, que q(0α) = 0β. Si consideremos un x ∈ u(E), tenemos que
n1(x) = e1(x) = 0α y por 2), p
′(x) ∈ f(B), lo cual implica que e2(p
′(x)) = 0β y por la
definicio´n de q obtenemos que
q(0α) = q(n1(x)) = q(e1(x)) = e2(p
′(x)) = 0β.

Con respecto a los monomorfismos extremos en Top, no conocemos si se encuentran
caracterizados. Sin embargo, se sigue obteniendo la misma similitud entre monomorfismo
extremo en Bun y pares de monomorfismos extremos en Top. Como lo muestra el siguiente
resultado.
Proposicio´n 3.2.5. Si ξ = (E, p, B) y η = (E ′, p′, B′) son campos fibrados y (u, f) : ξ −→ η
es un morfismo de campos, entonces, (u, f) es un monomorfismo extremo en Bun (resp. en
TBun), si y so´lo si, u y f son monomorfismos extremos en Top (resp. en Tycho).
Demostracio´n.
Para la categor´ıa TBun.
⇒) (Veamos que u es un monomorfismo extremo)
Si h : E −→ E ′′ y m : E ′′ −→ E ′ son funciones continuas en donde u = m ◦ h y h es un
epimorfismo, entonces se tiene:
(p′ ◦m)(E ′′) ⊆ f(B) (1).
En efecto,
(p′ ◦ u)(E) = (f ◦ p)(E) ⊆ f(B)⇔ [p′ ◦ (m ◦ h)](E) ⊆ f(B)
⇔ ((p′ ◦m)(h(E)) ⊆ f(B)
⇒ (p′ ◦m)(h(E)) ⊆ (p′ ◦m)(h(E)) ⊆ f(B)
⇔ (p′ ◦m)(E ′′) ⊆ f(B).
De 1) consideramos la funcio´n p′′ : E ′′ −→ f(B) como la restriccio´n de p′ ◦m y obtenemos
el campo fibrado λ = (E ′′, p′′, f(B)).
Ahora consideramos las aplicaciones, f ′ : B −→ f(B) como la restriccio´n de f y
j : f(B) −→ B′ como la inclusio´n. El siguiente diagrama es conmutativo.
E ′′
f(B)
p′′
h m
f ′ j
E E ′
B B′
p
u
f
p′
Diagrama 14
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As´ı, (h, f ′) : ξ −→ λ y (m, j) : λ −→ η son morfismos de campos en donde adema´s
(u, f) = (m, j) ◦ (h, f ′) y como h es un epimorfismo y f ′ obviamente tambie´n lo es, por
la Proposicio´n (3.2.2) tenemos que (h, f ′) es un epimorfismo y por la hipo´tesis, (h, f ′) es
un isomorfismo, lo cual implica que h es un homeomorfismo; por consiguiente, u es un
monomorfismo extremo.
Veamos que f es un monomorfismo extremo.
Si h : B −→ B′′ y m : B′′ −→ B′ son funciones continuas tales que f = m ◦ h, en donde
h es un epimorfismo, consideremos el subespacio E ′′ = {(p(x), u(x)) : x ∈ E} de B × E ′
y tomemos a pi1 y pi2 como las proyecciones de E
′′ a B y E ′ respectivamente, de lo cual
obtenemos el campo fibrado λ = (E ′′, h ◦ pi1, B
′′). Ahora, si denotamos a la restriccio´n de
p× u : E −→ E ′′ como k, tenemos el siguiente diagrama conmutativo.
E ′′
B′′
h ◦ pi1
k pi2
h
pi1
m
E E ′
B B′
p
u
f
p′
Diagrama 15
As´ı, (k, h) : ξ −→ λ y (pi2, m) : λ −→ η forman morfismos de campos los cuales cumplen
la igualdad (u, f) = (pi2, m) ◦ (p × u, h) y como h es un epimorfismo al igual que k, de la
Proposicio´n (3.2.2) obtenemos que (k, h) es un epimorfismo y por la hipo´tesis, (h, k) es un
isomorfismo , lo cual implica que h es un homeomorfismo. Luego f es un monomorfismo
extremo.
⇐) Si u y f son monomorfismos extremos, tambie´n son monomorfismos regulares, luego por
la Proposicio´n (3.2.4) tenemos que (u, f) es un monomorfismo regular y por consiguiente
(u, f) tambie´n es un monomorfismo extremo.
Para la categor´ıa TBun.
La prueba se puede ver como un caso particular de la realizada en la categor´ıa TBun en
donde se tiene que f(B) = f(B). 
Por u´ltimo mencionamos que debido a que no encontramos resultados correspondientes a los
epimorfismo en Tycho y para no extendernos tanto, decidimos no realizar su presentacio´n
en Bun y TBun. Tambie´n mencionamos de manera muy informal dado que que son muy
conocidos en la teor´ıa de categor´ıas, los resultados con respecto al producto y coproducto.
Definicio´n 3.2. Dada una familia de campos {(Eα, pα, Bα)}α∈J , en donde
piβ :
∏
Eα −→ Eβ y pi
′
β :
∏
Bα −→ Bβ son sus productos topolo´gicos, la u´nica funcio´n
Πpα :
∏
Eα −→
∏
Bα que hace que el siguiente diagrama conmute
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∏
Eα Eβ
∏
Bα Bβ
Πpα
piβ
pi′
β
pβ
Diagrama 16
se conoce como funcio´n producto y resulta continua. Definimos el campo (
∏
Eα,Πpα,
∏
Bα),
como el campo producto de la familia {(Eα, pα, Bα)}α∈J .
De igual forma, si κβ :
∐
Eα −→ Eβ y κ
′
β :
∐
Bα −→ Bβ son sus coproductos topolo´gicos,
la u´nica funcio´n Σpα :
∐
Eα −→
∐
Bα que hace que el siguiente diagrama conmute
∐
Eα Eβ
∐
Bα Bβ
Σpα
κβ
κ′
β
pβ
Diagrama 17
se conoce como funcio´n coproducto, la cual resulta continua. En este caso definimos el cam-
po (
∐
Eα,Σpα,
∐
Bα), como el campo coproducto de la familia {(Eα, pα, Bα)}α∈J .
Un resultado familiar en la teor´ıa de categor´ıas es que el producto en Bun y TBun
corresponde al campo producto y el coproducto en Bun corresponde al campo coproducto.
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