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Abstract
Smart Cities use different Internet of Things (IoT) data sources and rely on big data
analytics to obtain information or extract actionable knowledge crucial for urban planners
for efficiently use and plan the construction infrastructures. Big data analytics algorithms
often consider the correlation of different patterns and various data types. However, the
use of different techniques to measure the correlation with smart cities data and the
exploitation of correlations to infer new knowledge are still open questions. This paper
proposes a methodology to analyse data streams, based on spatio-temporal correlations
using different correlation algorithms and provides a discussion on co-occurrence vs.
causation. The proposed method is evaluated using traffic data collected from the road
sensors in the city of Aarhus in Denmark.
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1. Introduction
Globaly more people live in urban areas than in rural areas. In 2050 it is expected
that two-thirds of the population will live in urban areas [1]. This growth of the cities has
given rise to the need for urban planning and to improve the infrastructure construction
[2]. In this context smart infrastructure, construction and building (SICB) systems will5
integrate basic infrastructures with smart sensing devices and intelligent applications
that helps with the maintenance, monitoring and operation of the infrastructure systems.
The volume of data produced on the Internet has increased exponentially in recent years,
especially with the inclusion of sensory and Things’ data. The data driven paradigms
look for transforming this massive information into actionable information and insights.10
This transformation is one of the main challenges of the Internet of Things (IoT). Special
attention should be paid to the IoT in the cities and therefore urban computing for urban
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planning is getting growing attention (see for example these two special issues [3] [4]).
However, management and analysis of large volumes of data are still less developed
than the capacity to collect data. Big Data analytics is particularly impacting the Civil15
Engineering domain and also in this field information systems are in a preliminary stage
[5]. We face challenges in answering questions such as: How to use all this data? How
to extract information and/or patterns and insights from it? One of the main starting
points to analyse these big amounts of data is correlation detection that describe basic
relationships between variables which is often used to derive a causal inference. One of20
the main goals of the correlation analysis is to reduce the information from large volumes
of raw data into abstractions that describe the data [6]. Data analytics tools and big
data algorithms heavily rely on correlations. Although different methods to analyse the
correlations are available with differences in their results, previous research in the IoT
and in particular in smart infrastructures, which is a prominent application domain of25
the IoT [7], has paid little attention to these differences. Furthermore, cities need to
derive innovative solutions that can automatically infer urban dynamics and therefore
to provide crucial information to urban planners [2] (e.g. [8]). For example, accurate
estimation and prediction of urban travel times are essential for various applications in
urban traffic operations and management [9].30
This paper proposes an efficient method to derive spatio-temporal analysis of the
data, using correlations, with Pearson and Entropy based methods and compares the
results of both algorithms. Smart cities are an interesting field in IoT data management
due to the multi-modal and multi-source nature of the data. IoT data can provide
streams of information about cities and their citizens. One important part of the cities35
are the infrastructures and the construction. In smart construction there is not only
an interest in using IoT at the construction phase, but it is also important to acquire
information about the infrastructure usage and performance to optimise the operational
efficiency, and this area will need a combination of efforts from different research fields
[7]. We focus our research on inferring the urban dynamics to help in efficiently use the40
city infrastructures. In smart cities the lack of particular pieces of information or the
faulty sources are common issues to deal with [10]. The efforts taken by some cities to
became smart have involved the deployment of large and distributed sensor networks.
The sensory data of neighbouring locations could be highly correlated. By effectively
exploiting these spatial correlation it is possible to derive information from the data, or45
to infer the missing information.
The analysis of smart cities data is an emerging field of research and only a few works
have analysed the correlations between different observation and measurement data in
the context of cities (e.g. [11], [12]). All these works have utilised Pearson correlations in
their analysis. However, it is well-known that Pearson correlation has some drawbacks.50
Pearson correlation fails to detect the dependency between two or more variables, when
the data has specific distributions, such as non-linear distributions. In the field of statis-
tics some alternatives are available such as distance correlation, mutual information or
correlation ratio. Although none of the latter solutions are completely accurate, these
alternatives could give a better hint of the dependency of data or could complement55
the Pearson correlation. Therefore, before describing our proposed solution we compare
Pearson correlation with mutual information that is able to detect more general depen-
dencies. We analyse both approaches, first with synthetic data and then with real data
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taken from the smart open data Aarhus platform1 in Denmark. In both cases we demon-
strate that for certain data distributions mutual information could follow the dependency60
that Pearson correlation fails to follow, although Pearson has less computational cost.
The key contribution of this paper is to identify the correlations in multi-source data
streams and to include the correlation metrics in a suitable analysis of real world data
streams. We applied our analysis in smart infrastructures [7], which is a prominent field
using IoT sensors. In particular, this analysis gives a view of the movements inside the65
city networks; how different data related to people, traffic, electricity, etc. change around
the city networks, road network, or water and electricity in pipe networks.
This paper highlights that conventional approaches of correlation analysis overlook
the temporal component of the correlation. Common correlation analysis models often
rely on distance metrics between different patterns. However, when working with multi-70
modal data the distance measures do not always perform well in different situations.
Following the spatial correlation will not be sufficient to model the behaviour of the data
changes and their correlation in a city. We show a more generalised model by adding
a temporal component to the spatial correlation analysis. This approach can be used
to model spatio-temporal correlations in different environments. We apply our proposed75
method to create a spatio-temporal traffic model in smart cities with IoT data coming
from road sensors. The data is collected via bluetooth sensors that measure the number
of cars in a road, attached to light poles (see Figure 1). These sensors are easier to
deploy than traditional transportation sensors located on the ground, because they can
be installed without disrupting the traffic. They do not need high maintenance and80
include a GPS receiver that provides location data. The sensors are remotely configured
and updated.2 We use only the vehicle count variable, because we do not aim to create a
complex model with several variables that in other cities should be difficult to replicate.
Therefore our model can be extrapolated to other cities which only offer the vehicle count
information without other context information.85
It is worth noting that correlations in the field of big data, and in the smart cities
analytics, have been recently criticised3,4. One of the biggest criticism is the assumption
that correlation means causation, arguing that causation requires models and theories,
not only correlations. However the classic causal science could not be effective when
dealing with complex problems and large datasets [13]. We argue that although smart90
cities data analytics strongly relies on correlation analysis, our approach is able to dif-
ferentiate causation vs. correlation. Our approach uses the temporal correlation of data
in a dynamic manner, looking for correlations in real time data and using the recent
correlations to infer missing information or extract information, without questioning the
causation.95
In summary, we first compare Pearson with entropy based correlations with synthetic
and real data. The second, and main contribution is to model the urban mobility with
a spatio-temporal analysis of urban data using both correlation techniques. Finally we
discuss correlation vs. causation and explain how our analysis try to decouple them.
1http://www.smartaarhus.eu
2http://blipsystems.com/outdoor-sensor
3http://www.forbes.com/sites/gilpress/2013/04/19/big-data-news-roundup-correlation-vs-
causation/
4http://www.nytimes.com/2014/04/07/opinion/eight-no-nine-problems-with-big-data.html
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Figure 1: One of the sensors installed in a light poles. Source: Google Street Maps.
The remainder of the paper is organised as follows. Section 2 describes the related100
work. Section 3 gives a brief introduction to Pearson correlation and mutual infor-
mation. Section 4 describes our proposal to model smart city data analysis based on
spatio-temporal correlations. Section 5 describes the datasets and use-case scenarios
that are used to evaluate Pearson correlation, mutual information and the proposed
spatio-temporal model. Section 6 discusses causation and in section 7 we conclude the105
paper and discuss our future work in this domain.
2. Related Works
There are different types of sensors to measure smart cities parameters. In particular
for vehicle detection, the traditional option is in-roadway sensors. Some of the most
common in-roadway sensors are inductive-loop, presence-detecting magnetometers, and110
passage-detecting magnetometers. These sensors involve traffic disruption for its instal-
lation. Pavement deterioration, improper installation, and extreme weather conditions
can degrade its operation. In the 1960s-1970s some large cities started to install sensors
in poles, such as microwave radar or ultrasonic sensors. Recently new technologies have
been developed that allow other types of pole sensors such as video processors and laser115
radars [14]. Currently other mobile technologies not specifically design for traffic moni-
toring are used in this field, such as in-vehicles location sensors [9] or unmanned aerial
vehicles (UAV) [15]. UAV has specific challenges as the camera may rotate, shift and roll
during video recording or shake due to wind fluctuations [16]. Furthermore it is difficult
to have a continuous full picture of the city because only few UAVs are active and in a120
discontinuous manner.
Depending on the type of sensor used some preprocessing will be needed, such as
image processing for vehicle detection, or basic operations to calculate average speed of
vehicles detected. Video processing involves much complexity in the algorithms and time
consuming [16].125
Taking advantage of the sensor deployments in smart cities several recent studies
applied big data to urban infrastructure operations [17], [5], [18], [19], [20]. A great
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number of studies use sensors in taxis, mostly to optimize the taxi routes [21], [22], but
also to study the mobility across the city [23] and its flaws to improve the urban planning
[2]. Studies using mobile phones are also popular to obtain travel patterns [24], [20].130
Several studies have analysed the city data changes (how different data related to
people, traffic, electricity, etc. change around the city) mostly with the idea of better
structuring the cities for future urban deployment [25], [26], [27], [28]. These studies
do not include the temporal or dynamic component of the interactions. The lack of
attention to potential spread of changes in the systems (e.g. unexpected events such as135
accidents, human reactions, or terrorist attacks at one location may affect other locations
of the network) limits the possibility of using the data for accurate planning or for rapid
reactions, such as evacuation or replacement of faulty services.
In vehicular traffic domain several works study the urban flows in the road infras-
tructures with micro and macroscopic fundamental diagrams [29], [30], [31], [32], [33] see140
[34] for a survey. However these diagrams frequently use contextual information different
from the road sensors that sometimes cities do not provide. Furthermore these studies
focus on the correlation between traffic density and vehicular speed either in one area or
in the entire city. Our proposal is not tied to traffic data, it can be used with other types
of data, and correlates the traffic in one sector (between two sensors) and other sectors145
with a temporal lag, providing not only a spatial correlation, but a spacio-temporal corre-
lation analysis. Other works have studied the changes of traffic with different techniques
(see [35] for a survey). For example, the historical traffic data and the status of traffic in
neighbouring areas is usually used in providing predictions and analysis [36], [37], [38].
However a spatio-temporal analysis of the changes in traffic data in a city with individual150
road details has not been addressed to the best of the authors knowledge. This includes
the impact that an event at one part of the city at a specific time will have on other
parts of the city.
We propose an efficient method to derive spatio-temporal analysis of the data, using
correlations. We use bluetooth sensors installed in light poles. Our proposed solution is155
computationally effective, compared to machine learning algorithms that require training
and adaptations and are often limited in their applications.
3. Measures of Dependence Between Variables
In statistics there are several tools to measure the dependency of two or more vari-
ables. The first and the most common meassure is Pearson correlation coefficient. This160
correlation measure is mostly sensitive to linear relationships between two or more vari-
ables. It also assumes a Gaussian distribution of the data. In smart city domain the data
is often sporadic and the distribution of the data, especially in short term windows, is
not often Gaussian; so the Gaussian methods are not always suitable for analysing and
processing the multivariate smart city data. To overcome this constraint, other corre-165
lation coefficients have been developed to be more robust than the Pearson correlation.
In particular we choose mutual information because it can measure non-monotonic rela-
tionships. Additionally the mutual information measure does not make any assumptions
about the statistical distribution of the data. Hence, it is a non-parametric method. It
also does not require the decomposition into modes, such those used in Principal Com-170
ponent Analysis (PCA) or in Independent Component Analysis (ICA). The latter is due
to the fact that mutual information does not assume additivity of the original variables
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[39]. In the following section we briefly describe the mathematical background of Pearson
correlation and mutual information measures.
3.1. Pearson Correlation175
Pearson’s product-moment correlation coefficient (or Pearson coefficient) describes
the proportion of the total variance in the observed data that can be explained by a
linear model of the variables under study. It ranges from -1 to 1, with higher absolute
values indicating better dependency between the variables.
The Pearson coefficient between two random variables x and y is defined as:180
ρx,y =
σ2xy√
σ2xσ
2
y
(1)
Where:
• σx is the standard deviation of the variable x
• σ2x is the variance of x
• σy is the standard deviation of the variable y
• σ2y is the variance of y185
• σ2xy is the covariance of the variables x and y
There are several texts describing Pearson Correlation and demonstrating equation
1. See for example [40] [41] [42] [43] [44].
The coeficient of determination, ρ2x,y, gives the percentage of correlation between two
variables. For example if ρx,y = 0.5, then ρ
2
x,y = 0.25, means that 25% of the values of190
y are explained by the values of x.
One important factor in the measurement of dependency with Pearson correlation
is the p value. The p value provides information about the probability that the data
would be inconsistent with the hypothesis, that is, that the correlation is not significant,
regardless of the value of ρ2x,y. It is generally assumed that a p value <= 0.05 implies195
that the correlation is significant and a p value > 0.05 implies that the correlation is not
significant5.
Pearson correlation can be applied to measure the dependency between several vari-
ables by extrapolating the Pearson correlation coefficient to matrices of covariances and
standard deviations.200
When two variables are independent, the Pearson’s correlation coefficient is 0. How-
ever, the inverse relation is not always true. There are some cases when the variables
are dependent and Pearson’s correlation does not detect the dependency. For example,
Figure 2 shows a case in which Pearson’s correlation does not detect the dependency.
These type of cases appear because Pearson correlation mostly detects linear correlations205
between jointly normally distributed variables. If two variables are correlated but they
do not follow a linear correlation, Pearson Coefficient could fail to detect the dependency.
5http://www.jerrydallal.com/LHSP/p05.htm
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Figure 2: Examples of non-linear correlations that Pearson fails to detect.
3.2. Mutual Information
Mutual information is a quantity that explains how much one random variable tells
us about another random variable. It measures the reduction in uncertainty about one210
random variable given knowledge of another. High mutual information indicates a large
reduction in uncertainty; low mutual information indicates a small reduction; and zero
mutual information between two random variables means the variables are independent.
For example, a data stream (stream A) provides the number of vehicles in 500 meters
of one road and separated by two kilometres another data stream (stream B) provides215
the number of vehicles in another 500 meters of the road. We can calculate the mutual
information of streams A and B. If the mutual information is high it means that knowing
the number of vehicles in stream A reduces the uncertainty of knowing the number of
vehicles in stream B. We can infer the number of vehicles in stream B, if we know the
number of vehicles in stream A as both streams are highly correlated. If the mutual220
information is zero, stream A does not give us any information about the number of
vehicles in stream B. Mutual information is a generalisation of the correlation and is
based on the concept of Entropy [45].
In order to define the mutual information, we need to introduce the Entropy concept
shown as H(X), and define the conditional entropy, H(X|Y ). Entropy is a measure of225
uncertainty of the information content in a random variable. Entropy is defined as:
H(X) = −
∑
x
PX(x) logPX(x) (2)
Where:
• PX(x) is the probability distribution of x
Joint Entropy is a measure of uncertainty associated with a set of variables. Joint
Entropy is defined as:230
H(X,Y ) = −
∑
x
∑
y
PXY (x, y) logPXY (x, y) (3)
Where:
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Figure 3: Relationship between the different Entropy concepts of two correlated signals.
• PXY (x, y) is the joint probability distribution of x, and y
The conditional Entropy, H(X|Y ), is the average uncertainty about X after observing
a second random variable Y , and is defined as:
H(X|Y ) =
∑
y
PY (y)[−
∑
x
PX|Y (x|y) log(PX|Y (x|y))] (4)
Where:235
• PX|Y (x|y) ≡ PXY (x, y)/PY (y) is the conditional probability of x given y
There is a close relationship between all these concepts that represent the conjunction
or disjunction of variables. The entropy H(X) of the variable X, in Figure 3, (the left cir-
cle) is the uncertainty of the variable X. The entropy H(Y ) of the variable Y (right circle)
is the uncertainty of the variable Y. Mutual information I(X,Y ) (the intersection part of240
Figure 3 in the centre), is the intersection of the uncertainty of the two variables. Mutual
information is defined as the reduction in uncertainty about variable X after observing
Y . This explanation can be easily derived by looking at Figure 3 and is expressed in
equation 5. Values of the mutual information are always positive and are between 0 and
the minimum value of the entropies of the variables: I(X,Y ) ∈ [0,min(H(X), H(Y ))].245
I(X,Y ) = 0 indicate no correlation, values close to 0 indicate low correlation and values
close to min(H(X), H(Y )) indicate high correlation between X and Y .
I(X,Y ) = H(X)−H(X|Y ) = H(X) +H(Y )−H(X,Y ) (5)
All these definitions can be extrapolated to multiple variables. Likewise, most results
derived for discrete variables can be extend to continuous distributions, replacing sums
by integrals. However, the replacement of sums by integrals hides a great deal of subtlety250
and for distributions that are not sufficiently smooth, the integral equations may not even
work (although this is not normally the case). More details can be found in [46].
One constraint of mutual information is that it has a higher processing complexity
than Pearson correlation. However, most of the current sensor nodes are equipped with
processing capabilities and part of the correlation analysis can be done on the nodes that255
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collect the data [47]. Furthermore, some of these correlation analysis do not need to be
executed in real time. Therefore, the constraint is application dependent and most of the
times it can be overcome by a combination of leveraging the edge and cloud computing
solutions.
4. Modeling City Movements based on Spatio-Temporal Correlations260
Most of the data changes in the cities occur and disseminate over a network infras-
tructure. For example, water distribution runs over a network of pipes, social media
data runs over a communication network, people or vehicles move over a network of
streets and roads. These networks have an inherent spatial component, each node has
neighbouring nodes, and nodes that are linked through other nodes. However, the data265
changes have also a temporal component and elements such as people, vehicles or water
have different patterns that cannot be simply modelled by the underlying network in-
frastructure topology. However, this movements affect the efficient use and future plans
of the infrastructures.
We propose using spatio-temporal correlations to identify and represent correlating270
patterns. By using correlations we address not only the spatial topology, but also the
actual patterns and data changes in a city. With this approach we can know how the
status of one part of the network infrastructure can affect the status of other part in an
elapsed period of time. For example, we can infer that a dense vehicle traffic in one point
of the city will affect another several minutes later. For this purpose we need data such275
as number of people in each street of the city or velocity of the vehicles in each road with
relevant number of observations.
There are other approaches that try to cover the temporal distance between two
signals, such as Dynamic Time Warping (DTW) and Frechet distance. However these
similarity distance measures are computationally expensive. For example, we performed280
an experiment using DTW between two signals and it took 4.7394 seconds, while the
same experiments calculating both, Pearson correlation and mutual information, for 27
different time lags only last for 1.3850 seconds. Furthermore these similarity distance
measures the similarity between two temporal sequences which may vary in speed, but
they do not provide a time lag where the correlation is maximum. Other approaches285
such as cross correlation provide also some correlation measures taking into account time
lags. However, this solution is only valid for linear correlations [48] and it cannot be used
with different correlation algorithms.
One of the constraints of measuring correlations is the need of a minimum sample
size to discover the correlations. If the number of observations is too low, the correlation290
algorithms could give false positives or false negatives. The sample size depends on the
type of data and the data collection infrastructure. Therefore, for each type of data a
preprocessing is needed to choose the accurate number of observations. It is also very
helpful to have background knowledge such as understanding how the daily events can
affect the distribution of data. In big data analytics it is important to incorporate prior295
information that may be available about a domain in order to improve the results [49],
[50]. For example, if we want to model the patterns of cars in a city, we know that the
traffic follows a daily pattern, with more traffic at rush hours (beginning and ending of
the general workday) and less traffic at nights. We also know that the traffic follows
a weekly pattern, with more traffic during weekdays and less during the weekends or300
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Figure 4: A visual representation of geographical coordinates on Google Map for a pair of road traffic
sensors provided by city of Aarhus, Denmark. The blue line connects both sensors that are at the ends
of the blue line.
holidays. We may also know that the traffic can differ from road to road and from
location to location. For example, some roads could be busier during holidays and some
during working days. All these a priori information are useful to reach accurate and
fast results. We can check if we have a relevant number of observations in a week data
by checking that the correlation factor does not change substantially when performing305
correlations with data for one week and with data for several weeks. In the case we have
a relevant number of samples for a day or for a week, we could use one day or one week
data to perform the correlation analysis between the traffic of two roads.
Our proposal for spatio-temporal correlation analysis is presented in Figure 5. Using
only the three last blocks we can obtain a spatial correlation. The first two blocks add310
the temporal component. For clarity reasons we will first explain the last three blocks
to obtain the spatial correlation. We will revisited the figure to include the temporal
component with the first two blocks. We support the explanation with examples used in
the experiments with real data.
The city of Aarhus has deployed 135 bluetooth lightweight sensors (see Figure 1)315
on street light poles that are low-power consuming and take the power from the street
lighting. Therefore the deployment is easy as it does not imply traffic disruptions and
the maintenance is low. The configuration of the sensors are performed remotely. The
sensors measure in all weather conditions and have built-in directional antennas, which
enables accurate positioning of detected devices.320
Every time a mobile device with the bluetooth active is passing by a sensor the phone
is anonymously registered and a record is updated with a timestamp and location infor-
mation. All this records are encrypted and transmitted via broadband mobile networks
to a central server every 5 minutes. The municipality of Aarhus with this data has
created an open data platform 6.325
The dataset used in this paper consists of traffic data from the platform. The data
is organised in pairs of sensors providing information every 5 minutes regarding the
geographical location of both sensors, time-stamp, and traffic intensity such as average
6http://www.odaa.dk)
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Figure 5: Block diagram of the methodology followed to calculate data streams movements in the cities.
The window size ∆w is variable, and we have tried window sizes of one hour, 12 hours, 1 day, 1 week,
one month and 4 months. The time difference ∆t is also variable, and we have tried steps of ∆t=5
minutes, from -60 minutes to 60 minutes.
speed and vehicle count between them. Figure 4 shows the location of a pair of sensors,
situated at the ends of the blue line, shown on a Google Map7. We will call this space330
between a pair of sensors a ”sector”.
Suppose stream A corresponds to the temporal series of the number of cars in a sector
A, and stream B is the temporal series of the numbers of cars in sector B (see Figure
18). We want to measure if there is any correlation between the two streams.
We also want to measure the correlation with the streams over time. For example,335
we measure the correlation between stream A at t and stream B at time t + ∆t. We
measure the correlation with different ∆t, in order to find the maximum correlation. The
maximum correlation will provide the time that an event taking place in stream A (or
in sector A) will show a response in stream B (or in sector B).
Assuming we have sufficient data in each stream to divide it into windows and each340
window includes sufficient data to measure correlations, we propose to use overlapping
windows in order to improve the measurements (see Figure 5). In our example, we need
to check if we have sufficient traffic in one week. The data contains 2016 observations
per week, and we show that this number is enough, because the correlation does not
change substantially within weekly observations or with several month observations (as345
we will explain in Section 5.2 and Figure 12 ). If we have traffic data for several weeks, we
propose to improve the robustness of the correlation by making several measurement and
calculating the average of the results. We split the data streams into windows. In Figure
5 the block window splitter is shown with a window size of ∆w =1 week. We then try to
detect the correlation between the streams (in our example the stream are the numbers350
of cars) in two sectors of the city for each week of data. The correlation of each window
is calculated (block correlation in Figure 5) with a correlation algorithm such as the
two algorithms presented in section 3, Pearson correlation and mutual information. We
calculate the average correlation of all the week-window blocks as the final correlation of
sectors (block average correlation in Figure 5). To improve the robustness of the average355
correlations we use overlapping windows. Using overlapping windows, we can reuse the
7https://maps.google.com/
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Figure 6: 4 weeks of traffic data divided in 50% overlapped windows.
observations for several experiments, virtually increasing the number of observations used
in the correlations. Figure 6 shows the plot of 4 weeks data of the number of cars in
one sector, this can be seen as stream A in Figure 5. We have divided this data to 50%
overlapped windows of one week each. As we can see, window2 is 50% overlapped with360
window1 and 50% overlapped with window3.
With this procedure we capture the spatial correlation of the data streams and can
infer how the different streams are spatially correlated. However, a temporal component
is also needed to show how the patterns of a stream (or sector) are related to another
stream over time. For this purpose, before performing the windowing and correlation365
analysis, we shift one data stream with respect to the other. In Figure 5 this is shown as
blocks of Time shifters. Stream B is shifted a period of time (∆t) with respect to stream
A. The functioning of block Time shifter is better explained in Figure 7 and Figure 8.
For clarity reasons we have represented two simple streams in Figure 7. We keep stream
A as it is and shift stream B over ∆t=-1 and obtain Figure 8. The idea is to analyse370
any possible correlation between streams A and B in Figure 7, and then between streams
A and B in Figure 8. We then calculate the maximum of the two correlations. We
repeat the process with different ∆t and at the end obtain the ∆t = ∆tm that gives the
maximum correlation between these two streams. We can conclude that what happens in
stream A at a time t will be reflected in stream B after a time ∆tm. In this way, we can375
have a clear idea of how the streams are correlated. In our example, the data is captured
every 5 minutes, so we start with a ∆t = −60minutes, and make an iteration every 5
minutes until it reaches to a ∆t = +60minutes. We have chosen a start and end ∆t that
gives a sufficient time interval (±1hour) to detect the correlations. The pseudo-code of
the algorithm is shown in algorithm 1.380
5. Use cases
To evaluate our proposal we have performed three sets of experiments. The first
two sets of experiments are comparisons of Pearson correlation and mutual information.
These two sets allow us to show the advantages and disadvantages of each algorithm
and provide guidelines on which algorithm to use with respect to the target application385
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Figure 7: StreamA and StreamB to be correlated in time t.
Figure 8: StreamA in time t and StreamB in time t-1 to be correlated.
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ALGORITHM 1: A pseudo code for discovering patterns of city flows
Input: Road sensory data divided in sectors (Sa, Sb, ...) and window size (∆w)
Output: The lag times giving max. correlations between two streams.
∆t ∈ [−tmax, tmax]
repeat
for each pair of sectors Sx, Sy do
for each ∆t do
for each ∆w do
corr(i) = correlation Sx∆w(t), Sy∆w(t + ∆t)
end
MeanInTime(j) =mean (corr)
end
max(MeanInTime)
end
until EndOfData;
Table 1: Simulated Signals
SIGNAL DEPENDENCY
Y0 Random
Y1 Random
X0 Random normally distributed
X1 a ∗X0 + b
X2 a ∗X02 + b
X3 a ∗X02 + bX0 + c
X4 a/X0 + b
X5 a ∗X02 + bX0 + c/X0 + d
and available data. First we evaluate the performance of Pearson correlation and mutual
information with synthetic data. We then perform the same evaluation with real data
in the second set of experiments. Finally, in the third set of experiments, we apply the
proposed methodology in algorithm 1 to traffic data in a real city environment. The next
subsections explain the experiments in detail.390
5.1. Datasets and Experiment set-ups
The synthetic data are a set of eight different streams of 1.000.000 samples each (see
Table 1). These data is used for the first set of experiments.
The real data sets are collected from the public traffic data8 in the city of Aarhus.
These data are explained in the previous section and are used for the second and third395
sets of experiments. For reproducibility in other cities, the sensors have to be deployed,
preferably on the roadside light poles, to directly take the power from them, or they can
be used as stand-alone with small solar panels.
8http://www.odaa.dk/dataset/realtids-trafikdata
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Figure 9: Scatter plots of the synthetic traffic.
5.2. Evaluation
The first set of experiments consists of evaluation of the different performance of400
Pearson correlation and mutual information with synthetic traffic. Using synthetic data
we can predefine and modify dependency of the streams. This evaluation will provide
insight into when to use each of the algorithms and will show how the window size affect
differently to both algorithms with different stream dependencies. The first experiment
implies the correlation between 2 independent streams, Y 0 and Y 2, and the rest of405
experiments were performed with streams that follow some dependency between them
(X0 with X1, X2, X3, X4 or X5). The dependency of the signals in each experiment
could be easily seen in the scatter plots in Figure 9.
For this experiments we use the window splitter block, the correlation block and the
average correlation block shown in Figure 5, and explained in section 4, but we do not410
use the blocks time shifter. For window sizes bigger than 10.000 samples, we can see the
results in Figures 10 and 11. The maximum entropy of individual signals are the inde-
pendent signals (Y 0, Y 1, X0) with a value of 4,364 and the rest of individual entropies
are H(X1) = 4, 364, H(X2) = 3, 1734, H(X3) = 3, 1849, H(X4) = 0, 3518, H(X5) =
0, 3981. The figures show that mutual information can detect quadratic dependencies415
like the correlation between X0 and a ∗ X02 + b or the correlation between X0 and
a∗X02+bX0+c, both of them with a value of 2,5, being maximum possible mutual infor-
mation the min(H(X0), H(X2)) = 3, 1734 and min(H(X0), H(X3)) = 3, 1849. Mutual
information results find more correlations compared to Pearson correlation. However,
Pearson correlation does not detect quadratic correlations. We can observe as well, that420
none of them can detect division dependencies such as X0 and a/X0 + b or X0 and
a ∗ X02 + bX0 + c/X0 + d, because both correlations are zero. Both algorithms, how-
ever, detect the independence of the random variables (correlation zero) and the linear
dependency (X0 with a ∗X0 + b) with the maximum value of the correlation, in Pearson
with a value of 1 and in mutual information with a value close to min(H(X0), H(X4))425
or min(H(X0), H(X5)) in each case .
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Figure 10: Mean of the results of Pearson correlation performed with Synthetic data.
Some facts that we could observe performing variations in the window size are that
different streams perform differently. For streams with division dependency (X0 with X4
or X5), Pearson correlation does not detect any correlation (with mean zero and variance
nearly zero) with any window size, from 1.000.000 to 1.000. But mutual information430
shows a great variance. It decreases with the window size increases. For example for
windows of 100 samples the average correlation is 1 with high variance, for windows
of 10.000 the average correlation is around 0.4 and for windows of 100.000 the average
correlation is 0.25, only with bigger windows it stabilizes around zero with small variance.
For streams with quadratic dependence (X0 with X2 or X3) even that Pearson does435
not detect the correlation but mutual information does detect these correlations. Both
correlations methods show a small variance, with all the window sizes. The variance does
not specify any correlation but Pearson correlations have the higher variance with these
kind of data streams. For mutual information these variances are much smaller than for
division dependency streams.440
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Figure 11: Mean of the results of mutual Information performed with Synthetic data.
Pearson correlation is consistent with different window sizes of the same data streams.
The mean of the correlation coefficient is almost the same for different window sizes.
This is true for all except for quadratic relations. Mutual information also shows some
variations for quadratic dependencies, and higher variations for division dependencies.
Our explanation to this behaviour is based on the fact that Mutual Information requires445
larger data sets than the Pearson coefficient to be more precise [39], and therefore for
small window sizes the variation of Mutual information is higher than that of Pearson
Correlation.
The second set of experiments are performed to compare the performance of Pearson
correlation and mutual information with real data. For this purpose, we used the traffic450
data described in Section 4. We perform an exploratory data analysis through a visual
check [51] on the correlation of two variables ”average speed” and ”vehicles count”, with
the aid of scatter plots, such as the one shown in Figure 13.
During the experiments we tried different window sizes. With the Aarhus traffic data,
a weekly window seems to be the optimum. To prove that the window sizes are optimal,455
we perform correlations with window sizes of 1 hour, 12 hours, 1 day, 1 week, 1 month
and several months. We did not find any substantial differences in the results of the
correlations between 1 week and higher windows. Figure 12 shows the results. These
results do not try to compare Pearson correlation with mutual information performance.
They provide a mean to determine the optimal window for which the correlation is460
stabilized in each case. For mutual information the mean of the correlation is higher for
short window sizes and it decreases as the window size increases. The value for mutual
information stabilises around the 1 week window size. For Pearson correlation the mean
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of the correlation stabilises around 1 day, but still it has a high variation, whereas for one
week window size the variation is also small. We try daily patterns as we predict that the465
traffic patterns follow a daily routine (i.e. background knowledge), with higher traffic
at rush hours and lower traffic during the night. The weekly windows were based on
the assumption that the weekly pattern could follow a lower traffic during weekends and
higher traffic during weekdays. One day window seems to have not enough observations,
but one week window is more accurate. When we have the window sizes defined, we split470
the data in windows, as shown in Figure 5, block Window Splitter. The correlations are
computed with block Correlation, and finally the average correlation of all the windows,
with block Average Correlation is calculated.
Figure 12: Influence of the window size in the correlation results. Boxplot of a sector measuring the cor-
relation between Average speed and number of car, with different window sizes, with Pearson correlation
coefficient and with mutual information. The figure shows that around 1 week window the correlations
tend to stabilized.
The results obtained with Pearson correlation and with mutual information for win-
dow sizes of one week were similar in most of the cases. However, in some specific cases,475
mutual information had a higher accuracy. For example, in Figure 13 the scatter plot
shows some degree of dependency, but Pearson correlation gives a correlation factor over
the windows with mean close to zero and a small variance. For the same windows, mutual
information gives a mean of 0.4464, which is a more valid value to be considered as the
min(Entropy(speed), Entropy(numberofcars) is 2.0336 (see Figure 14). As expected,480
larger window sizes did not change the results, and smaller windows did not provide
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Figure 13: Scatter plot between number of cars and average speed of the cars. With this data Pearson
correlation fails to find the correlation.
enough data to perform the correlations, the results had a high variance and they did
not show any correlations.
It is worth noting that we found a small percentage of cases where Pearson correlation
do not detect at all the correlations and mutual information does. Other works in the485
field of traffic flow analysis show microscopic and macroscopic fundamental flow diagrams
where the density and flow of vehicles always follows a characteristic curve [30]. However,
this curve includes free flow, bound flow and congestion, and there can be streets that
never reach the congestion or even the bound flow. Therefore Pearson may not detect the
correlations depending on the linearity of the resulting curve in a data stream related to490
that particular street. Overall, in scatter plots with triangle that has a right angle such
as the one shown in Figure 15, the Pearson measure tend to work better than in scatter
plots with a triangle without right angle (Figure 13). In the last case, we can see that
when the number of cars is higher, the velocity is not minimum. this means the street is
not congested and the scatter plot is less linear and more similar to a quadratic signal.495
The latter is the main reason that Pearson measure fails to detect the correlation.
We are aware that mutual information has a higher time complexity than Pearson
correlation. To verify and evaluate the impact of this, we performed performance evalu-
ation using both algorithms. For the experiments we used a machine with 8 GB RAM
memory and a 1.6 GHz processor in OSX version environment. The results shown in500
Figure 17 confirm this assertion. Figure 17 shows that mutual information in average
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Figure 14: Boxplot of the results obtain by mutual information and Pearson correlation when evaluating
the correlation between vehicle count and average speeds shown in Figure 13
is 3 times slower than Pearson correlation. The processing time for Pearson correlation
is around 1 millisecond and mutual information is around 3 milliseconds. This can be
improved by including part of the processing on the sensor nodes, or performing the
correlation analysis off-line when real time analysis is not a strict requirement.505
It is important to balance the computational effort with the accuracy of the results de-
pending on the application restrictions and the datasets characteristics. For our datasets,
if the accuracy of the application is important and it does not need to continuously update
the model, a mutual information approach will be suitable. However, if an application
prioritises real time response over accuracy, Pearson correlation will be suitable as it will510
only give a few false negatives. In other scenarios with different types of data streams
(temperature, pollution, etc.) without a priori knowledge of the potential correlations
it is better to use mutual information because we do not know the percentage of cases
where Pearson correlation will fail to detect the correlations.
The third set of experiments evaluates our proposal to create a representation of515
changes and correlations in the data in a smart city environment, explained in section 4.
We follow all the steps shown in Figure 5 and algorithm 1. The experiments calculate
the time lag in observing one pattern of occurrence in one data stream and the impact of
that occurrence on other data streams over time and space parameters. For example, an
increase in traffic (due for example to a massive event) in one part of a street can show520
a correlation in the form of a traffic increase some time later in a different part of that
road or in other related and/or linked roads. By using this elapsed time analysis we can
find the spatio-temporal correlations. Most of the current correlation analysis solutions
usually do one-to-one mapping and in real world data and events, one occurrence can be
correlated to another occurrence in a different time/location. Our proposed method has525
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Figure 15: Scatter plot between number of cars and average speed of the cars. With this data Pearson
correlation detects some correlation.
the advantage of analysing and detecting such correlations and dependencies.
We evaluate the feasibility of analysis of traffic data streams by making correlations
elapsed in time. These experiments use only the vehicle count variable of the sectors.
For example, an experiment is performed to identify the correlations in one avenue,
between the variables vehicle count of two sectors of this street (see Figure 18). This530
correlations involved the decouple of both data streams (A and B) with different elapsed
periods. We calculate the correlation of both streams A(t) and B(t). We shift one
stream 5 minutes and calculate the correlation between A(t+5 minutes) and B(t). The
5 minutes time lag is chosen because the streams consists of readings of data every 5
minutes. We repeat the procedure for different lag window sizes from t-60minutes to535
t+60 minutes. In this particular case, both correlation methods performs equally good,
as min(Entropy(StreamA), Entropy(StreamB)) = 2, 2573 (see Table 2). The results
show that the correlation is higher when we elapsed the data between these two sectors for
5 minutes. This indicates the traffic at one point of time in sector A will most probably
have an impact on traffic in sector B after 5 minutes. Both correlation methods performed540
equally good, because in this case the scatter plot of both sectors follows some linearity
(see Figure 19).
The experiments were extended to different sectors of the city, creating a view of the
traffic data correlations. For example the data in sector A in Figure 20 and 19 has its
maximum correlation with the data in sector B with a lapse of 5 minutes and it also has545
its maximum correlation with sector C with a lapse of 10 minutes. This implies that the
traffic in sector A will have an impact on traffic in sector B after 5 minutes and in sector
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Figure 16: Mean and variance of the results obtain by mutual information and Pearson correlation when
evaluating the correlation between vehicle count and average speeds shown in Figure 15
Table 2: Table Measuring the Correlation between two sectors of one Avenue
TIME ELAPSED AVERAGE M.I. AVERAGE P.C.
-5 min 1.0899 0.4624
0 min 1.1317 0.4938
+5 min 1.1480 0.5195
+10 min 1.1099 0.4963
+15 min 1.0900 0.4740
C after 10 minutes. These analysis of the spatio-temporal correlations can help to show
the dynamics of the city. For example, when we do not have an a priori knowledge of
the city areas our analysis can provide an insight of the traffic flows, coupling together550
the roads that lead to working areas but decoupling them to the roads leading to leisure
areas.
Our proposed method is based on creating and training a model with historical data.
In terms of scalability for real time and large volumes of data, this model meeds to
be valid over time, and therefore the adaptation of the model with new historical data555
should be done only from time-to-time and in an off-line manner. The scalability problem
could arise in monitoring the data in real-time in order to find outliers that differ from
the model. The outlier detection techniques are out of the scope of this paper, but in
general terms they need less processing time as the main idea is to calculate the difference
between the actual value and the value in the model.560
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Figure 17: Comparison between the processing time of Pearson correlation and mutual information
during the runs of each window.
6. Co-ocurrence vs Causality: Towards an Analytical Examination of the
Causation on Modelling City Movements
Big data analytics have been widely criticised due to the tendency to assume that
every co-occurrence in the data underlies a causality. This criticism emerges from the
use of correlations or co-occurrences to extract actionable information from big data.565
However, it is well-known that the relationship between co-occurrence and causality is
not always bidirectional. When two or more variables are linked through a real causation
it is always possible to find a relevant correlation factor between them. However, the
existence of correlation between variables does not imply the existence of causality. There
have been some assumptions on causality that have been proved wrong. For example, a570
study found a strong correlation between myopia and the use of night-lights in children,
and the authors concluded that the exposure to night-lights causes myopia [52]. However,
an a posteriori study showed that there is a strong correlation between children with
myopia and parents with myopia, and that parents with myopia are more likely to use
night-lights for their children. So, the study concluded that the myopia will probably575
have an inheritance causation rather than be caused by the exposure to night lights [53].
Several research has shown that human beings always try to find causations -for
example extrapolating a word that kids hear just once and using it whenever they think
is suitable- [54]. Scientific literature has criticized that human instinct to extrapolate
or find causations of everything and tried to provide a more specific delimitation of580
causation and what makes it extremely difficult to find causations out of correlations.
In particular it is assumed that casual relationships are greatly underdetermined by
statistical relevance relationships [55]. Hence, several researchers try to avoid the word
causation and even Karl Pearson proposed to replace the idea of causation entirely by
the idea of correlation [56]. There are also several perspectives that prefer to refer to it585
as explanation instead of causation [57].
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Figure 18: Location of two sectors of the city traffic in Aarhus in Denmark, sector A and B. In each
sector there are two sensors, each situated in each icon. The data provided by each couple of sensors is
the number of vehicles between both sensors, the average speed of the cars in the sector and other data
like length of the sector, geolocation of the sensors, etc.
This paper is not trying to infer the causation of the correlation and therefore, it
avoids the above mentioned criticism. Instead, our model provides a first step towards
the delimitation of causation in the analysed relationships. One aim of the correlation
analysis in smart cities is often to complete the missing data of faulty sensors with other590
information that have shown a correlation with the incomplete data recently. First, we
use a case scenario and taken advantage of the recent correlation evidences in order to
draw temporal views of data changes and correlations. Following this temporal correla-
tions we try to decouple the causation by just following the recent correlations and not
relying in long term correlations that can vary over the time.595
Second, we use different procedures proposed in the statistical literature to make
sure that the correlation may more likely to signal a causal relationship. Even though
we do not try to find any causation, we believe that these guidelines help to develop
good experiments that create reliable correlations. In this context, some works propose
the use of randomised controlled experiments for discovering causal relationships. This600
technique is very popular in the field of medicine. In this method, the target population
is selected and randomly split into two groups: one group will try the medicine and
the other group will try a placebo. However, it is often unclear how to perform these
experiments; which variables to use, and determine the number of experiments needed
to identify the causation among the set of variables [58]. Some works try to define what605
will be good experiments (eg. [59]), but this is still an ongoing area.
Our solution has followed several of the most popular design guidelines in the liter-
ature to minimise the selection bias, the allocation bias, and the confounding effects of
the correlation (see for example [60]). We have tried to delimitate a theory of change by
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Figure 19: Scatter plot of the number of vehicles in both sectors A and B
noting the specific form and duration of change and predictors of change e.g. describing610
the repeated daily and weekly patterns. The utilisation of different time lags also helps
to check the validity of the relationship, as we have tried different time windows. Finally,
we have reported the best practices, rationals and conditions to use each correlation
analysis method and have described their strengths and weaknesses.
Third, we propose the periodical re-calculation of the correlations between the differ-615
ent analysed flows of the city in order to minimise the effect of a misleading causation in
the correlation. For example, we can calculate the flow of the traffic using weekly data.
Finally, if the correlation has a pattern, temporal series can be used to analyse if
certain changes in the data are able to predict other values over a long period of time.
We also use longitudinal analysis that are much more precise for establishing causal620
relationships than cross-sectional designs (at one point in time) [61].
7. Discussion, Conclusions and Future Work
This paper has proposed a method to analyse spatio-temporal correlations in IoT and
in particular in smart city road data streams. The novelty of this method lies in spatio-
temporal analysis and using the time elapsed between what is happening in a location625
and the impact that it has on another location. Previous works have dealt only with
space or time separately. The work in the literature has mainly focused on how patterns
are correlated at the same time or how the streams are related in a particular location. A
secondary contribution of this paper has been the use of different statistical measures of
dependability to analyse city data streams. We have compared Pearson correlation and630
mutual information. We have described how the window size affect the dependency of
different distributions of data and the balance between accuracy and computation cost
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depending on the application restrictions and dataset characteristics. We have performed
our experiments avoiding the misleading relationship between correlation and causation.
Our analyses do not aim to infer causation, but to take advantage of recent correlations635
of data. We have also followed some guidelines in the literature to minimise the selection
bias, the allocation bias, and the confounding effects of the correlation, not to infer
causation but as good practises to developed accurate experiments.
Figure 20: Three sectors of the traffic data of Aarhus. The traffic data in sector A is correlated with
the data of sector B with a lapse of 5 minutes, and it is also correlated with sector C with a lapse of 10
minutes.
Three sets of experiments have been performed, in the first one we have compared
the performance of Pearson correlation and mutual information with synthetic traffic in640
which we have an a priori knowledge of any existing correlations (i.e. background knowl-
edge). We have also used real data in which we did not have an a priori knowledge of any
existing correlation. We have also experimented with real world traffic data to find the
correlations between different windows of the data streams in different locations and over
different time lapses. The data was taken from bluetooth lightweight sensors installed645
on light poles without disrupting the traffic. The sensors support all weather condi-
tions, have low power consumption and need not maintenance as they can be configured
remotely.
The study have demonstrated that for both, synthetic and real data, mutual infor-
mation can discover dependencies in more general cases of distribution of data. Pearson650
correlation can discover linear distribution of data. However, mutual information requires
more processing time. We have discovered that with real traffic mutual information in
some cases performs better than Pearson correlations. It occurs in streets without traffic
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congestion. Therefore, it is important to balance the accuracy with the computational
cost. We have also concluded that the sample size is important and it influences the655
correlation methods. We have also used the proposed solutions to model the correlation
in smart city environments.
In summary, the paper first have compared two correlation algorithms, Pearson and
mutual information, studying window size selection criteria in streaming sensory data,
and evaluating the processing time and detection. Second it has proposed a model660
to study the urban mobility with a spatio-temporal analysis of urban data using both
correlation techniques. And finally the experiments have followed some good practises
to decouple the correlations from the causations.
Our analysis contributes to optimize the use of the available infrastructures and to
better plan the future urban deployments. Urban developments planners should take665
optimal decision on road expansion or addition based on minimizing travel times and
taking into account the effects of environmental sustainability [62], as well as the noise
[63]. To this aim a good knowledge of the movements inside the city is a must. In
particular, our analysis gives a view of the movements inside the city networks; how
different data related to people, traffic, electricity, etc. change around the city networks,670
road network, or water and electricity in pipe networks. With a suitable view of these
changes city councils, planners, developers, industry and citizens can better manage and
effectively use the resources, make better planning of facilities and infrastructures, and
manage expected and unexpected events in the city. Some of these analysis, especially
for long term planning, will need a better study of the causality, and some of them will675
rely on the correlation without questioning the causation. In particular, our use cases
can benefit city managers to better use road infrastructures, deriving correctly the traffic
when an event takes place in one part of the city, such a massive cultural event. Our
results can also be used to improve the infrastructures in the city by constructing or
extending parts of the road infrastructures.680
Future work will focus on investigating the causation on the relationship, or correla-
tion, between two different events. If there is a correlation between event A and event B,
we want to investigate if A causes B or if B causes A, or find out if there is no causation.
Using spatial-temporal corrections and also considering the background knowledge, his-
torical data and contextual information, we will work to find more enhanced methods685
and solutions to analyse the correlation versus causation. We also plan to annotate the
information in a semantic dynamic model [64] to better interoperate with other data
sources.
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