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Abstract
This is the last in a series of papers where we prove a conjecture of
Deser and Schwimmer regarding the algebraic structure of “global confor-
mal invariants”; these are defined to be conformally invariant integrals of
geometric scalars. The conjecture asserts that the integrand of any such
integral can be expressed as a linear combination of a local conformal
invariant, a divergence and of the Chern-Gauss-Bonnet integrand.
The present paper, jointly with [6, 7] gives a proof of an algebraic
Proposition regarding local Riemannian invariants, which lies at the heart
of our resolution of the Deser-Schwimmer conjecture. This algebraic
Propositon may be of independent interest, applicable to related prob-
lems.
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1 Introduction
This paper is the sixth in the series of papers [3]–[8], where we confirm a conjec-
ture of Deser and Schwimmer on the algebraic structure of “global conformal in-
variants”. For the reader’s convenience, we briefly review the Deser-Schwimmer
conjecture:1
Definition 1.1 Consider a Riemannian invariant P (g) of weight −n (n even).
We will say that the integral
∫
Mn
P (g)dVg is a “global conformal invariant” if
the value of
∫
Mn
P (g)dVg remains invariant under conformal re-scalings of the
metric g.
In other words,
∫
Mn
P (g)dVg is a “global conformal invariant” if for any
φ ∈ C∞(Mn) we have
∫
Mn
P (e2φg)dVe2φg =
∫
Mn
P (g)dVg.
The Deser-Schwimmer conjecture [16] asserts:
Conjecture 1 Let P (g) be a Riemannian invariant of weight −n such that
the integral
∫
Mn
P (g)dVg is a global conformal invariant. Then there exists a
local conformal invariant W (g), a Riemannian vector field T i(g) and a constant
(Const) so that P (g) can be expressed in the form:
P (g) =W (g) + diviT
i(g) + (Const) · Pfaff(Rijkl). (1.1)
We prove:
Theorem 1.1 Conjecture 1 is true.
For the reader’s convenience, we recall in brief the main results obtained in
the earlier papers in this series; we then (again briefly) discuss the relationship
of our work (and this paper in particular) with work related to Riemannian
and conformal invariants, a subject largely inspired by Fefferman’s program
to understand the singularities in the Bergman and Szego¨ kernels of strictly
1We refer the reader to the introduction in [3] for a detailed discussion of the notions of
“Riemannian invariant”, “local conformal invariant”.
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pseudo-convex CR manifolds. Finally, we give a proper statement of the results
we will be proving in the present paper and an outline of their proof.
In [3, 4, 5] we proved that the Deser-Schwimmer conjecture holds, provided
one can show certain “Main algebraic propositions”, namely Proposition 5.2 in
[3] and Propositions 3.1, 3.2 in [4]. The next three papers, [6]–[8] (including the
present one) are devoted to proving these “Main algebraic Propositons”.
In [6] we set up a multiple induction by which we will prove these Proposi-
tions. In particular, we presented the “fundamemental Proposition” 2.1 in [6]
(which we reproduce here, see Proposition 1.1 below) which is a generalization
of the Main algebraic Propositions, and which depends on certain parameters
(more on this below); we explained that we would prove Proposition 1.1 by an
induction on these parameters. Since Proposition 2.1 is rather complicated to
even write out, we first recall Proposition 5.2 in [3]:
A simplified description of the main algebraic Proposition 5.2 in [3]: Given
a Riemannian metric g over an n-dimensional manifold Mn and auxilliary C∞
scalar-valued functions Ω1, . . . ,Ωp defined over M
n, the objects of study are
linear combinations of tensor fields
∑
l∈L alC
l,i1...iα
g , where each C
l,i1...iα
g is a
partial contraction with α free indices, in the form:
pcontr(∇(m)R⊗ · · · ⊗ ∇(ms)R⊗∇(b1)Ω1 ⊗ · · · ⊗ ∇
(bm)Ωp); (1.2)
here ∇(m)R stands for the mth covariant derivative of the curvature tesnor R,2
and ∇(b)Ωh stands for the bth covariant derivative of the function Ωh. A partial
contraction means that we have list of pairs of indices (a, b), . . . , (c, d) in (1.2),
which are contracted against each other using the metric gij . The remaining
indices (which are not contracted against another index in (1.2)) are the free
indices i1 , . . . , iα .
The “main algebraic Proposition” of [3] (roughly) asserts the following: Let∑
l∈Lµ
alC
l,i1...iµ
g stand for a linear combination of partial contractions in the
form (1.2), where each C
l,i1...iµ
g has a given number σ1 of factors and a given
number p of factor ∇(b)Ωh. Assume also that σ1 + p ≥ 3, each bi ≥ 2,3 and
that for each pair of contracting indices (a, b) in any given C
l,i1...iµ
g , the indices
a, b do not belong to the same factor. Assume also the rank µ > 0 is fixed
and each partial contraction C
l,i1...iµ
g , l ∈ Lµ has a given weight −n + µ.4 Let
also
∑
l∈L>µ
alC
l,i1...iyl
g stand for a (formal) linear combination of partial con-
tractions of weight −n+ yl, with all the properties of the terms indexed in Lµ,
except that now all the partial contractions have a different rank yl, and each
yl > µ.
The assumption of the “main algebraic Proposition” is a local equation in
the form:
2In other words it is an (m + 4)-tensor; if we write out its free indices it would be in the
form ∇
(m)
r1...rmRijkl.
3This means that each function Ωh is differentiated at least twice.
4See [3] for a precise definition of weight.
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∑
l∈Lµ
alXdivi1 . . . XdiviµC
l,i1...iµ
g +
∑
l∈L>µ
alXdivi1 . . .XdiviylC
l,i1...iyl
g = 0,
(1.3)
which is assumed to hold modulo complete contractions with σ+1 factors. Here
given a partial contraction Cl,i1...iαg in the form (1.2) Xdivis [C
l,i1...iα
g ] stands for
sum of σ − 1 terms in divis [C
l,i1...iα
g ] where the derivative ∇
is is not allowed to
hit the factor to which the free index is belongs.
5
The main algebraic Proposition in [3] then claims that there will exist a
linear combination of partial contactions in the form (1.2),
∑
h∈H ahC
h,i1...iµ+1
g
with all the properties of the terms indexed in L>µ, and all with rank (µ + 1),
so that:
∑
l∈Lµ
alC
l,(i1...iµ)
g +
∑
h∈H
ahXdiviµ+1C
l,(i1...iµ)iµ+1
g = 0; (1.4)
the above holds modulo terms of length σ + 1. Also the symbol (. . . ) means
that we are symmetrizing over the indices between parentheses.
Local Invariants and Fefferman’s program on the Bergman and
Szego¨ kernels. The theory of local invariants of Riemannian structures (and
indeed, of more general geometries, e.g. conformal, projective, or CR) has a long
history. As stated above, the original foundations of this field were laid in the
work of Hermann Weyl and E´lie Cartan, see [25, 15]. The task of writing out
local invariants of a given geometry is intimately connected with understanding
polynomials in a space of tensors with given symmetries, which remain invariant
under the action of a Lie group. In particular, the problem of writing down
all local Riemannian invariants reduces to understanding the invariants of the
orthogonal group.
In more recent times, a major program was laid out by C. Fefferman in
[18] aimed at finding all scalar local invariants in CR geometry. This was mo-
tivated by the problem of understanding the local invariants which appear in
the asymptotic expansions of the Bergman and Szego¨ kernels of strictly pseudo-
convex CR manifolds, in a similar way to which Riemannian invariants appear
in the asymptotic expansion of the heat kernel; the study of the local invariants
in the singularities of these kernels led to important breakthroughs in [11] and
more recently by Hirachi in [22]. It is worth noting that an analogous problem
arises in the context of understanding the asymptotic expansion of the Szego¨
kernel of strictly pseudo-convex domains in Cn (or alternatively of abstract CR-
manifolds). In particular, the leading term of the logarithmic singularity of the
5Recall that given a partial contraction Cl,i1...iαg in the form (1.2) with σ factors,
divisC
l,i1...iα
g is a sum of σ partial contractions of rank α − 1. The first summand arises
by adding a derivative ∇is onto the first factor T1 and then contracting the upper index is
against the free index is ; the second summand arises by adding a derivative ∇
is onto the
second factor T2 and then contracting the upper index is against the free index is etc.
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Szego¨ kernel exhibits a global invariance which is very similar to the one we
discuss here, see [23].
This program was later extended to conformal geometry in [19]. Both these
geometries belong to a broader class of structures, the parabolic geometries;
these admit a principal bundle with structure group a parabolic subgroup P of
a semi-simple Lie group G, and a Cartan connection on that principle bundle
(see the introduction in [13]). An important question in the study of these
structures is the problem of constructing all their local invariants, which can be
thought of as the natural, intrinsic scalars of these structures.
In the context of conformal geometry, the first (modern) landmark in un-
derstanding local conformal invariants was the work of Fefferman and Graham
in 1985 [19], where they introduced the ambient metric. This allows one to
construct local conformal invariants of any order in odd dimensions, and up to
order n2 in even dimensions. The question is then whether all invariants arise
via this construction.
The subsequent work of Bailey-Eastwood-Graham [11] proved that indeed
in odd dimensions all conformal invariants arise via this construction; in even
dimensions, they proved that the result holds when the weight (in absolute
value) is bounded by the dimension. The ambient metric construction in even
dimensions was recently extended by Graham-Hirachi, [21]; this enables them
to indentify in a satisfactory way all local conformal invariants, even when the
weight (in absolute value) exceeds the dimension.
An alternative construction of local conformal invariants can be obtained
via the tractor calculus introduced by Bailey-Eastwood-Gover in [10]. This con-
struction bears a strong resemblance to the Cartan conformal connection, and
to the work of T.Y. Thomas in 1934, [24]. The tractor calculus has proven to
be very universal; tractor bundles have been constructed [13] for an entire class
of parabolic geometries. The relation betweeen the conformal tractor calculus
and the Fefferman-Graham ambient metric has been elucidated in [14].
Broad discussion on the main algebraic Proposition: The present work, while
pertaining to the questions above (given that it ultimately deals with the al-
gebraic form of local Riemannian and conformal invariants6), nonetheless ad-
dresses a different type of problem: We here consider Riemannian invariants
P (g) for which the integral
∫
Mn
P (g)dVg remains invariant under conformal
changes of the underlying metric; we then seek to understand the possible alge-
braic form of the integrand P (g), ultimately proving that it can be de-composed
in the way that Deser and Schwimmer asserted.
Now, Proposition 1.17 is purely a statement on local Riemannian invariants
(in this case intrinsic scalar-valued functions which depend both on the met-
ric and on certain auxilliary functions Ω1, . . . ,Ωp). Thus, this is a proposition
regarding the algebraic properties of the classical local Riemannian invariants.
6Indeed, the prior work on local conformal invariants played a central role in this endeavor,
in [4, 5].
7We recall that this is a generalization of the “main algebraic Propositions” in [3, 4], which
we outlined above.
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While the author was led to led to the “main algebraic Propositions” out of the
strategy that he felt was necessary to solve the Deser-Schwimmer conjecture,
they can be thought of as results of independent interest. The proof of Propo-
sition 1.1, presented in [6, 7, 8] is in fact not particularily intuitive. It is proven
by an induction (this is perhaps natural); the proof of the inductive step relies
on studying the conformal variation of the assumption of Proposition 1.1 be-
low. This is perhaps unexpected: Proposition 1.1 deals purely with Riemannian
invariants; accordingly (1.6) holds for all Riemannian metrics. From that point
of view, it is not obvious why restricting attention to the conformal variation of
the equation (1.6) should provide useful information on the underlying algebraic
form of the terms in (1.6). It is the author’s sincere hope that deeper insight
will be obtained in the future as to why the algebraic Propositions 5.2, 3.1,3.2
in [3, 4] hold.
Let us now recall Proposition 2.1 in [6]:
This claim (reproduced as Proposition 1.1 below) deals with tensor fields in
the form:
pcontr(∇(m1)Rijkl ⊗ · · · ⊗ ∇
(mσ1 )Rijkl⊗
S∗∇
(ν1)Rijkl ⊗ · · · ⊗ S∗∇
(νt)Rijkl⊗
∇(b1)Ω1 ⊗ · · · ⊗ ∇
(bp)Ωp⊗
∇φz1 · · · ⊗ ∇φzw ⊗∇φ
′
zw+1
⊗ · · · ⊗ ∇φ′zw+d ⊗ · · · ⊗ ∇φ˜zw+d+1 ⊗ · · · ⊗ ∇φ˜zw+d+y).
(1.5)
(See the introduction in [6] for a detailed description of the above form). We
recall that a (complete or partial) contraction in the above form is called “ac-
ceptable” bi ≥ 2 for every 1 ≤ i ≤ p. (In other words, we require that each of
the functions Ωi is differentiated at least twice).
The claim of Proposition 2.1 in [6] which we reproduce here is a generaliza-
tion of the “main algebraic Propositions” in [3, 4]:
Proposition 1.1 Consider two linear combinations of acceptable tensor fields
in the form (1.5):
∑
l∈Lµ
alC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu),
∑
l∈L>µ
alC
l,i1...iβl
g (Ω1, . . . ,Ωp, φ1, . . . , φu),
where each tensor field above has real length σ ≥ 3 and a given simple character
~κsimp. We assume that for each l ∈ L>µ, βl ≥ µ+1. We also assume that none
of the tensor fields of maximal refined double character in Lµ are “forbidden”
(see Definition 2.12 in [6]).
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We denote by ∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu)
a generic linear combination of complete contractions (not necessarily accept-
able) in the form (1.8) below, that are simply subsequent to ~κsimp.
8 We assume
that:
∑
l∈Lµ
alXdivi1 . . .XdiviµC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)+
∑
l∈L>µ
alXdivi1 . . .XdiviβlC
l,i1...iβl
g (Ω1, . . . ,Ωp, φ1, . . . , φu)+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu) = 0.
(1.6)
We draw our conclusion with a little more notation: We break the index set
Lµ into subsets L
z, z ∈ Z, (Z is finite) with the rule that each Lz indexes tensor
fields with the same refined double character, and conversely two tensor fields
with the same refined double character must be indexed in the same Lz. For
each index set Lz, we denote the refined double character in question by ~Lz.
Consider the subsets Lz that index the tensor fields of maximal refined double
character.9 We assume that the index set of those z’s is ZMax ⊂ Z.
We claim that for each z ∈ ZMax there is some linear combination of ac-
ceptable (µ+ 1)-tensor fields,
∑
r∈Rz
arC
r,i1...iα+1
g (Ω1, . . . ,Ωp, φ1, . . . , φu),
where each C
r,i1...iµ+1
g (Ω1, . . . ,Ωp, φ1, . . . , φu) has a µ-double character ~Lz1 and
also the same set of factors S∗∇(ν)Rijkl as in ~Lz contain special free indices, so
that:
∑
l∈Lz
alC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1υ . . .∇iµυ−
∑
r∈Rz
arXdiviµ+1C
r,i1...iµ+1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1υ . . .∇iµυ =
∑
t∈T1
atC
t,i1...iµ
g (Ω1, . . . ,Ωp, , φ1, . . . , φu)∇i1υ . . .∇iµυ,
(1.7)
modulo complete contractions of length ≥ σ + u+ µ+ 1. Here each
Ct,i1...iµg (Ω1, . . . ,Ωp, φ1, . . . , φu)
8Of course if Def(~κsimp) = ∅ then by definition
P
j∈J · · · = 0.
9Note that in any set S of µ-refined double characters with the same simple character there
is going to be a subset S′ consisting of the maximal refined double characters.
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is acceptable and is either simply or doubly subsequent to ~Lz.10
(See the first section in [6] for a description of the notions of real length,
acceptable tensor fields, simple character, refined double character, maximal re-
fined double character, simply subsequent, strongly doubly subsequent.
Proposition 1.1 is proven by an induction on four parameters, which we now
recall:
The induction: Denote the left hand side of equation (1.6) by
Lg(Ω1, . . . ,Ωp, φ1, . . . , φu) or just Lg for short. We recall that for the complete
contractions in Lg, σ1 stands for the number of factors ∇(m)Rijkl and σ2 stands
for the number of factors S∗∇(ν)Rijkl . Also Φ stands for the total number of
factors ∇φ,∇φ˜,∇φ′ and −n stands for the weight of the complete contractions
involved.
1. We assume that Proposition 1.1 is true for all linear combinations Lgn′
with weight −n′, n′ < n, n′ even, that satisfy the hypotheses of our
Proposition.
2. We assume that Proposition 1.1 is true for all linear combinations Lg of
weight −n and real length σ′ < σ, that satisfy the hypotheses of our
Proposition.
3. We assume that Proposition 1.1 is true for all linear combinations Lg of
weight−n and real length σ, with Φ′ > Φ factors∇φ,∇φ˜,∇φ′, that satisfy
the hypotheses of our Proposition.
4. We assume that Proposition 1.1 is true for all linear combinations Lg of
weight −n and real length σ, Φ factors ∇φ,∇φ˜,∇φ′ and with fewer than
σ1+σ2 curvature factors ∇(m)Rijkl , S∗∇(ν)Rijkl , provided Lg satisfies the
hypotheses of our Proposition.
We will then prove Proposition 1.1 for the linear combinations Lg with weight
−n, real length σ, Φ factors ∇φ,∇φ′,∇φ˜ and with σ1 + σ2 curvature factors
∇(m)Rijkl, S∗∇(ν)Rijkl . So we are proving our Proposition by a multiple in-
duction on the parameters n, σ,Φ, σ1 + σ2 of the linear combination Lg.
In [6] we reduced the inductive step of Proposition 1.1 to three Lemmas
3.1, 3.2, 3.5;11 (in particular we distinguished cases I,II,III on Proposition 1.1
by examiniming the tensor fields appearing in (1.6) and these three Lemmas
corresponded to the three cases). In [6] and [7] we proved that these three
Lemmas in [6], imply the inductive step of Proposition 1.1.
In the present paper we prove Lemmas 3.1, 3.2, 3,3, 3,4, 3.5. Lemmas 3.1,
3.2 in [6]. Lemmas 3.1, 3.2 will be derived in part A of the present paper, which
10Recall that “simply subsequent” means that the simple character of C
t,i1...iµ
g is subsequent
to Simp(~Lz).
11Lemma 3.5 in [6] depends on two preparatory Lemmas, 3.3, 3.4 in [6].
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consists of sections 2, 3, 4. These two Lemmas are simpler to prove than Lemma
3.5; the analysis performed in part A will lay the groundwork for the proof of
Lemma 3.5 in [6] (and Lemmas 3.3, 3.4 in [6]), in part B of the present paper,
which consists of all the remaining sections.
For the reader’s convenience, we will reproduce here the statements of Lem-
mas 3.1, 3.2, 3.5 from [6], which will be proven in the present paper.12 There
will be separate discussions in the beginning of parts A and B outlining the ideas
and arguments that come into in the proofs of these Lemmas. For the reader’s
convenience, however, we will first provide a very simple sketch of the claims of
these two Lemmas. We do this in order to present the gist of their claims, freed
from the many notational conventions needed for the precise statement:
A simplified formulation of Lemmas 3.1, 3.2, 3.5 from [6]: The as-
sumption of our Lemma is the equation (1.6). We recall that all the tensor fields
appearing in that equation have the same u-simple character, which (in simple
language) means that the factors ∇φh, 1 ≤ h ≤ u contract against the different
factors ∇(m)Rijkl , S∗∇(ν)Rjkl,∇(A)Ωh according to the same pattern; for exam-
ple, if the factor ∇φ1 contracts against the index i of a factor S∗∇
(ν)
r1...rνRirν+1kl
and the factor ∇φ4 contracts against one of the indices r1 , . . . , rν , rν+1 for a ten-
sor field Cl1,i1...iag in (1.6), then the factors ∇φ1,∇φ4 contract according to that
rule in all the tensor fields in (1.6).
The notion of Xdiv: For a tensor field (i.e. a partial contraction) Cl,i1...iag
in the form (1.5), given a free index is which belongs to a factor T , the regular
divergence divisC
l,i1...ia
g equals a sum of σ + u (a − 1)-tensor fields: The sum
arises when we hit any of the σ + u factors in Cl,i1...iag by a derivative ∇
is ,13
and then sum over all the resulting (µ − 1)-tensor fields. Now, XdivisC
l,i1...ia
g
stands for the sum of σ−1 terms in the sum divisC
l,i1...ia
g where we only consider
the σ − 1 terms where the derivative ∇is has hit a factor in one of the forms
∇(m)Rijkl, S∗∇(ν)Rijkl or ∇(a)Ωh,14 but not the factor T to which the free in-
dex is belongs. Thus, given any tensor field C
l,i1...iα
g (Ω1, . . . ,Ωp, φ1, . . . , φu), we
can think of Xdivi1 . . .XdiviαC
l,i1...iα
g (Ω1, . . . ,Ωp, φ1, . . . , φu) as a linear com-
bination of complete contractions in the form:
pcontr(∇(m1)Rijkl ⊗ · · · ⊗ ∇
(ms)Rijkl⊗
∇(b1)Ω1 ⊗ · · · ⊗ ∇
(bp)Ωp ⊗∇φ1 ⊗ · · · ⊗ ∇φu);
(1.8)
The (simplified) statement of Lemma 1.1: This Lemma applies when
there are tensor fields of rank µ in (1.6) with special free indices in factors
S∗∇(ν)Rijkl .15 In that case, our Lemma picks out a particular subset of the ten-
sor fields of rank µ, all of which have a special free index in a factor S∗∇(ν)Rijkl
12These Lemmas are reproduced as Lemmas 1.1, 1.2, 1.3 in the present paper.
13(which contracts against the free index is).
14In other words ∇is is not allowed to hit one of the u factors ∇φh, 1 ≤ h ≤ σ.
15Recall that a free index in a factor S∗∇(ν)Rijkl is special when it is one of the indices k, l.
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(denote the index set of these tensor fields by L∗µ ⊂ Lµ); it also picks out one
of those special free indices–say the index i1 , which will occupy the position k
of the factor S∗∇(ν)Rijkl∇iφ˜1.
We then consider the (µ − 1)-tensor fields C
l,i1...iµ
g ∇i1φu+1, l ∈ L
∗
µ.
16 The
claim of Lemma 1.1 is (schematicaly) that there exists a linear combination
of (µ + 1)-tensor fields,
∑
h∈H ahC
h,i1...iµ+1
g ∇i1φu+1, where each tensor field
C
h,i1...iµ+1
g is a partial contraction in the form (1.5), with the same u-simple
character ~κsimp, and with the index i1 occupying the position k in the factor
S∗∇(ν)Rijkl , such that:
∑
l∈L∗µ
alXdivi2 . . . XdiviαC
l,i1...iα
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1 =
∑
h∈H
ahXdivi2 . . . Xdiviα+1C
h,i1...iα+1
g ∇i1φu+1
+
∑
j∈J
ajC
j,i1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1;
(1.9)
here the terms indexed in J are “junk terms”: they have length σ + u (like
the tensor felds indexed in L1 and H) and are in the general form (1.8). They
are “junk terms” because they have one of the two following features: either
the index i1 (which contracts against the factor ∇φu+1) belongs to some factor
S∗∇(ν)Rijkl but is not a special index, or one of the factors ∇φh, 1 ≤ h ≤ u)
which are supposed to contract against the index i in some factor S∗∇(ν)Rijkl
for ~κsimp now contracts against a derivative index of some factor ∇(m)Rijkl .17
The (simplified) statement of Lemma 1.2: This Lemma applies when
no tensor fields of rank µ in (1.6) have special free indices in factors S∗∇(ν)Rijkl,18
but there are tensor fields of rank α that have special free indices in ∇(m)Rijkl .19
In that case, our Lemma picks out a particular subset of the tensor fields of rank
µ, all of which have a special free index in a factor ∇(m)Rijkl (denote the index
set of these tensor fields by L∗µ ⊂ Lµ); it also picks out one of those special free
indices–say the index i1 , which will occupy the position i of the factor∇
(m)Rijkl .
We then consider the (µ − 1)-tensor fields C
l,i1...iµ
g ∇i1φu+1, l ∈ L
∗
µ.
20 The
claim of Lemma 1.1 is (schematicaly) that there will exist a linear combination
of (µ + 1)-tensor fields,
∑
h∈H ahC
h,i1...iµ+1
g ∇i1φu+1, where each tensor field
16These (µ−1)-tensor fields arise from C
l,i1...iµ
g by just contracting the free index i1 against
a new factor ∇φu+1.
17In the formal language of Lemma 1.1, introduced in [6], in this second scenario we would
say that Cj,i1g (Ω1, . . . ,Ωp, φ1, . . . , φu) is “simply subequent’ to the simple character ~κsimp.
18Recall that a free index in a factor S∗∇(ν)Rijkl is special when it is one of the indices k, l.
19Recall that a free index in a factor ∇(m)Rijkl is special when it is one of the indices
i, j , k, l.
20These (µ−1)-tensor fields arise from C
l,i1...iµ
g by just contracting the free index i1 against
a new factor ∇φu+1.
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C
h,i1...iµ+1
g is a partial contraction in the form (1.5), with the same u-simple
character ~κsimp, and with the index i1 occupying the position i in the factor
∇(ν)Rijkl , such that:
∑
l∈L∗µ
alXdivi2 . . . XdiviαC
l,i1...iα
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1 =
∑
h∈H
ahXdivi2 . . . Xdiviα+1C
h,i1...iα+1
g ∇i1φu+1
+
∑
j∈J
ajC
j,i1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1;
(1.10)
here the terms indexed in J are “junk terms”: they have length σ + u (like the
tensor felds indexed in L1 and H) and are in the general form (1.8). They are
“junk terms” because they have one of the two following features: either the
index i1 (which contracts against the factor ∇φu+1) is a derivative index in some
factor ∇(m)Rijkl, or one of the factors ∇φh, 1 ≤ h ≤ u which are supposed to
contract against the index i in some factor S∗∇(ν)Rijkl for ~κsimp now contracts
against a derivative index of some factor ∇(m)Rijkl .21
The (simplified) statement of Lemma 1.3: Lemma 1.3 applies when all
tensor fields of minimum rank µ in (1.6) have no special free indices in factors
S∗∇
(ν)Rijkl or ∇
(m)Rijkl .
22 In order to distinguish cases A and B of Lemma
1.3, we must recall some facts about the notion of refined double character of
µ-tensor fields in the form (1.5) and the maximal refined double character among
the µ-tensor fields appearing in (1.6):23
The notion of (refined) double character, and the comparison be-
tween different refined double characters: We recall that for a tensor field
C
l,i1...iµ
g in the form (1.5) with no special free indices, its refined double charac-
ter (which coincides with the double character in this case) encodes the pattern
of distribution of the µ free indices among the different factors.
Furthermore, in [6] we introduced a weak ordering among refined double
characters: Given two tensor fields C
l,i1...iµ
g , C
r,i1...iµ
g (with the same simple
character, say ~κsimp), we have introduced a comparison between their (refined)
double characaters: We formed a list of the numbers of free indices that be-
long to the different factors, say Listl = (s1, . . . sσ) and Listr = (t1, . . . tσ),
and considered the decreasing rearrangements of these lists, say RListl, RListr.
We then decreed C
l,i1...iµ
g to be “doubly subsequent” to C
r,i1...iµ
g if RListr is
lexicographically greater than RListl. We also defined two different “refined
21In the formal language of Lemma 1.1, introduced in [6], in this second scenario we would
say that Cj,i1g (Ω1, . . . ,Ωp, φ1, . . . , φu) is “simply subequent” to the simple character ~κsimp.
22Recall that a free index in a factor S∗∇(ν)Rijkl is special when it is one of the indices
k, l; a free index in a factor ∇
(m)Rijkl is special when it is one of the indices i, j , k, l.
23The reader is refered to [6] for precise definitions of these notions.
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double characters” for which neither one is doubly subsequent to the other to
be equipolent.
Now, cases A and B for Lemma 1.3 are distinuished as follows: Let us con-
sider the different µ-tensor fields of maximal refined double character in (1.6).
Let us suppose that their corresponding lists of distributions of free indices (in
decreasing rearrangement),24 is in the form (M, s1, . . . , sσ−1). Case A is when
s1 ≥ 2. Case B is when s1 ≤ 1.
A rough description of Lemma 1.3 in case A: We canonicaly pick out a
particular subset of the µ-tensor fields of maximal refined double character in
(1.6); we denote the index set of these tensor fields by Lz, z ∈ Z ′Max (µ-tensor
fields with the same refined double character are indexed in the same index set
Lz and vice versa).
For each C
l,i1...iµ
g , l ∈
⋃
z∈Z′
Max
Lz, we denote by C˙
l,i1...ˆitα+1...iµ,i∗
g the tensor
field that arises from C
l,i1...iµ
g by erasing a certain particular index itα+1 and
adding a free derivative index i∗ onto a particular other factor(s).
25
The claim of Lemma 1.3 is (schematicaly) that there will exist a linear com-
bination of (µ+1)-tensor fields,
∑
h∈H ahC
h,i1...iµ+1
g ∇i1φu+1, where each tensor
field C
h,i1...iµ+1
g is a partial contraction in the form (1.5), with the same u-simple
character ~κsimp, and with the index i1 being a non-special index in the crucial
factor, such that:
∑
z∈Z′
Max
∑
l∈Lz
alXdivi2 . . . XdiviµC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1 =
∑
l∈L˜
alXdivi2 . . . XdiviµC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1+
∑
h∈H
ahXdivi2 . . . Xdiviµ+1C
h,i1...iµ+1
g ∇i1φu+1
+
∑
j∈J
ajC
j,i1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1.
(1.11)
Here the (µ− 1)-tensor fields indexed in L˜ are acceptable in the form (1.5) and
also have length σ + u (like the ones indexed in each Lz), but they are doubly
subsequent to the (µ− 1)-tensor fields in the first line. The terms indexed in J
are “junk terms”; they have length σ+u (like the tensor felds indexed in Lz and
H) and are in the general form (1.8). They are “junk terms” because one of the
factors ∇φh, 1 ≤ h ≤ u) which are supposed to contract against the index i in
some factor S∗∇(ν)Rijkl for the u-simple character ~κsimp now contracts against
24As defined in the previous paragraph.
25As noted in [6], this operation is well-defined.
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a derivative index of some factor ∇(m)Rijkl.26
We note that we proved in [6] how Lemma 1.3 (in case A) implies the in-
ductive step of Proposition 1.1.
A rough description of Lemma 1.3 in case B: In this case the claim of Lemma
3.5 in [6] coincides with that of Proposition 1.1.
The rigorous statement of Lemmas 3.1, 3.2 in [6]:
For both Lemmas 3.1, 3.2 in [6], we canonicaly pick out a particular subset
of the µ-tensor fields of maximal refined double character in (1.6);27 we denote
the index set of these tensor fields by Lz, z ∈ Z ′Max (µ-tensor fields with the
same refined double character are indexed in the same index set Lz and vice
versa).
Then, Lemma 3.1 in [6] asserts the following:
Lemma 1.1 Assume (1.6), with weight −n, real length σ, u = Φ and σ1 + σ2
factors ∇(m)Rijkl , S∗∇(ν)Rijkl–assume also that the tensor fields of maximal
refined double character are not “forbidden” (see Definition 2.12 in [6]). Sup-
pose that there are µ-tensor fields in (1.6) with at least one special free index
in a factor S∗∇(ν)Rijkl. We then claim that there is a linear combination of
acceptable tensor fields,∑
p∈P
apC
p,i1...ib
g (Ω1, . . . ,Ωp, φ1, . . . , φu),
each with b ≥ µ+ 1, with a simple character ~κsimp and where each
Cp,i1...ibg (Ω1, . . . ,Ωp, φ1, . . . , φu) has the property that the free index i1 is the
index k in the critical factor S∗∇(ν)Rijkl against which ∇φ˜Min is contracting,
so that modulo complete contractions of length ≥ σ + u+ 2:
∑
z∈Z′
Max
∑
l∈Lz
alXdivi2 . . . XdiviµC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1+
∑
ν∈N
aνXdivi2 . . . XdiviµC
ν,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1−
∑
p∈P
apXdivi2 . . .XdivibC
p,i1...ib
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1 =
∑
t∈T
atC
t,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1.
(1.12)
Here each C
ν,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1 is acceptable and has a sim-
ple character ~κsimp (and i1 is again the index k in the critical factor S∗∇
(ν)Rijkl),
26In the formal language of Lemma 1.3, introduced in [6], we would say that
C
j,i1
g (Ω1, . . . ,Ωp, φ1, . . . , φu) is simply subsequent to the simple character ~κsimp.
27We refer the reader to the discussion above Proposition 2.1 in [6] for a rigorous definition
of this notion.
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but also has either strictly fewer than M free indices in the critical factor or is
doubly subsequent to each ~Lz, z ∈ Z ′Max. Each C
t,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1
is either simply subsequent to ~κsimp, or C
t,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu) has a u-
simple character ~κsimp but the index i∗ is not a special index. All complete
contractions have the same weak (u+ 1)-simple character.
In order to state Lemma 3.2 in [6], we recall that it applies in the case
where the tensor fields of maximal refined double character in (1.6) have special
free indices in some factors ∇(m)Rijkl, but no special free indices in any factor
S∗∇(ν)Rijkl . We recall also that for each C
l,i1...iµ
g , l ∈ Lz, z ∈ Z ′Max the set I∗,l
stands for the index set of special free indices.
We also recall that for each l ∈ Lz, z ∈ Z ′Max and each ih ∈ I∗,l (we
may assume with no loss of generality that ih is the index i in some factor
∇(m)Rijkl), we denote by C˜
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ihφu+1 the tensor
field that arises from C
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ihφu+1 by replacing the
expression ∇
(m)
r1...rmRihjkl∇
ihφu+1 by an expression S∗∇
(m)
r1...rmRihjkl∇
ihφu+1.
Then, Lemma 3.2 in [6] asserts:
Lemma 1.2 Assume (1.6) with weight −n, real length σ, u = Φ and σ1 + σ2
factors ∇(m)Rijkl, S∗∇
(ν)Rijkl. Suppose that no µ-tensor fields have special
free indices in factors S∗∇(ν)Rijkl, but some have special free indices in factors
∇(m)Rijkl. In the notation above we claim that there exists a linear combination∑
d∈D adC
d,i1,...,ib
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1) of acceptable b-tensor fields (in
the form (1.5) and (u+1) factors ∇φ and length σ+u+1) with a (u+1)-simple
character ~κ′simp and b ≥ µ, so that:
∑
z∈Z′Max
∑
l∈Lz
al
∑
ih∈I∗,l
Xdivi1 . . .
ˆXdivih . . . XdiviµC˜
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)
∇ihφu+1 +
∑
ν∈N
aνXdivi2 . . . XdiviµC
ν,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1−
∑
d∈D
adXdivi1 . . .XdivibC
d,i1,...,ib
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1) =
∑
t∈T
atC
t,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu)∇i∗φu+1,
(1.13)
where the (µ− 1)-tensor fields C
ν,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1 are ac-
ceptable, have (u+1)-simple character ~κ′simp but also either have fewer than M
free indices in the factor against which ∇ihφu+1 contracts,
28 or are doubly sub-
sequent to all the refined double characters ~κz, z ∈ Z ′Max. Moreover we require
that each C
ν,i1...,iµ
g has the property that at least one of the indices r1 , . . . , rν , j in
the factor S∗∇
(ν)
r1...rνRijkl is neither free nor contracting against a factor ∇φ
′
h,
28“Fewer than M free indices” where we also count the free index ih .
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h ≤ u. The complete contractions Ct,i∗g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu)∇i∗φu+1 are
simply subsequent to ~κ′simp.
The rigorous statement of Lemma 3.5 in [6]:
Lemma 1.3 Assume (1.6) with weight −n, real length σ, u = Φ and σ1 + σ2
factors ∇(m)Rijkl, S∗∇(ν)Rijkl, and additionally assume that no µ-tensor field
in (1.6) has special free indices; assume also that L∗µ
⋃
L+µ
⋃
L′′+ = ∅ (see the
statement of Lemma 3.5 in [6] and the discussion above it). Recall the case A
that we have distinguished above.
Consider case A: Let k stand for the (universal) number of second critical
factors among the tensor fields indexed in
⋃
z∈Z′
Max
Lz. Let also α be the number
of free indices in the (each) second critical factor in each C
l,i1...iµ
g , for each
z ∈ Z ′Max. We claim that:
(
α
2
) ∑
z∈Z′Max
∑
l∈Lz
al
k−1∑
r=0
Xdivi2 . . .Xdivi∗C˙
l,i1...ˆirα+1...iµ,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)
∇irα+2φu+1 +
∑
ν∈N
aνXdivi2 . . . XdiviµC
ν,i1...,iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1+
∑
t∈T1
atXdivi1 . . . XdiviztC
t,i1...izt
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1)+
∑
t∈T2
atXdivi2 . . . XdiviztC
t,i1...izt
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1+
∑
t∈T3
atXdivi1 . . . XdiviztC
t,i1...izt
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1)
(
+
∑
t∈T4
atXdivi1 . . . XdiviztC
t,i1...izt
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1)
)
=
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1) = 0,
(1.14)
modulo complete contractions of length ≥ σ + u + 2. Here each C
ν,i1...iµ
g is
acceptable and has a simple character ~κ+simp and a double character that is doubly
subsequent to each ~Lz,♯, z ∈ Z ′Max.
29
∑
t∈T1
atC
t,i1...izt
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1)
is a generic linear combination of acceptable tensor fields with a (u+ 1)-simple
character ~κ+simp), and with zt ≥ µ.
29~Lz,♯ is the refined (u + 1, µ − 1)-double character of the tensor fields
C˙
l,i1...ˆirα+1...iµ,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu), z ∈ Z
′
Max.
16
∑
t∈T2
atC
t,i1...izt
g (Ω1, . . . ,Ωp, φ1, . . . , φu)
(zt ≥ µ + 1) is a generic linear combination of acceptable tensor fields with a
u-simple character ~κsimp, with the additional restriction that the free index i1
that belongs to the (a) crucial factor30 is a special free index.31
Now, t ∈ T3 means that there is one unacceptable factor ∇Ωh (and it is not
contracting against any factor ∇φt) and moreover the tensor fields indexed in
T3 have (u+ 1)-simple character ~κ
+
simp and zt ≥ µ.
32
The sublinear combination
∑
t∈T4
. . . appears only if the second critical fac-
tor is of the form ∇(B)Ωk, for some k. In that case, t ∈ T4 means that there
is one unacceptable factor ∇Ωk, and it is contracting against a factor ∇φr:
∇iΩk∇iφr, and moreover if zt = µ then one of the free indices i1 , . . . , iµ is a
derivative index, and moreover if it belongs to a factor ∇(B)Ωh then B ≥ 3.
Finally, ∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1)
stands for a generic linear combination of complete contractions that are u-
simply subsequent to ~κsimp.
In case B, we just claim that Proposition 1.1 is true.
1.1 Outline of Part A: The main strategy.
In part A of this paper we prove Lemmas 1.1 and 1.2, and set up the groundwork
for the proof of Lemma 1.3 in part B.
The starting point of this proof will be the analysis of one local equa-
tion: We denote the assumption of these Lemmas (the equation (1.6)) by
Lg(Ω1, . . . ,Ωp, φ1, . . . , φu) = 0, or just Lg = 0 for short. The point of departure
of our analysis will be to study the first conformal variation of this equation,
Image1φu+1[Lg] = 0.
33
Now, our first result here is to pick out a specific sublinear combination,
Image1,+φu+1[Lg] in Image
1
φu+1
[Lg] and to prove that it must vanish separately,
modulo junk terms that we do not care about; this is the content of Lemma
2.1 and is done in subsection 2.2. Roughly speaking, the sublinear combination
30I.e. the second critical factor, in this case.
31Recall that a special free index is either an index k, l in a factor S∗∇
(ν)Rijkl or an internal
index in a factor ∇(m)Rijkl.
32If zt = µ then we additionally claim that ∇φu+1 is contracting against a derivative index,
and if it is contracting against a factor ∇(B)Ωh then B ≥ 3; moreover, in this case C
t,i1...iµ
g
will contain no special free indices.
33Since the equation Lg = 0 is assumed to hold for all Riemannian metrics g, we may
consider its first variation under conformal deformations of g; i.e. Image1φu+1
[Lg] = 0 is the
new local equation d
dt
|t=0Le2tφu+1g = 0.
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Image1,+φu+1[Lg] consists of the terms in Image
1
φu+1
[Lg] which have one of two
properties:
1. Either they have σ + u + 1 factors (u of them in the form ∇φ1, . . . ,∇φu
and a new one ∇φu+1),
34 have the u-weak character Weak(~κsimp),
35 In
rough terms, this means that the factors ∇φ1, . . . ,∇φu contract against
the different factors ∇(m)Rijkl ,∇(p)Ωh according to the same pattern, and
also the new factor ∇φu+1 contracts against the “correct” factor.
2. Or, they have σ + u factors, u of them in the form ∇φ1, . . . ,∇φu, and a
new one in the form ∇(A+2)φu+1; this new factor has replaced one of the
factors ∇(A)Rijkl or S∗∇(A)Rijkl in Lg, by virtue of the transformation
law (2.1). In this case, we additionnaly require that if we formally replace
the factor ∇
(A)
r1...rA−2rA−1rAφu+1 by factor ∇
(A−3)
r1...rA−3RrA−2rA−1srA∇
sφu+1
(by virtue of applying the curvature identity to the indices rA−2 , rA−1),
then the resulting term would satisfy the first property above.
We next naturally break up Image1,+φu+1[Lg] into three sublinear combina-
tions, see (6.1) below. In the rather technical subsection 2.3 we “get rid” of a
specific sublinear combination in Image1,+φu+1[Lg] which would otherwise cause
us trouble.
In section 3 we consider the terms in Image1,+φu+1[Lg] which have σ + u fac-
tors. This sublinear combination is denoted by CurvT rans[Lg]. Our aim is to
“get rid” of these terms (since the Lemmas we are proving assert claims about
linear combinations with σ+u+1 factors), by introducing correction terms with
σ+ u+ 1 factors in total, which we can control.36 In order to obtain correction
terms which we can control, we argue as follows: We establish that the sublin-
ear combination CurvT rans[Lg] vanishes separately, modulo longer correction
terms (which apriori we can not control). Moreover (as we check after multiple
calculations in section 3.1), CurvT rans[Lg] retains a lot of the algebraic struc-
ture of the terms in Lg; in particular, it can be expressed a linear combination
of Xdiv’s of high order, plus terms which are “simply subsequent”, in an appro-
priate sense. Thus, we iteratively apply the inductive assumption of Proposition
1.1, to derive that we can write CurvT rans[Lg] = (Correction.T erms), where
the correction terms have length σ+u+1 and also retain the algebraic structure
that we want. We note that the analysis of section 3.1 applies to Lemmas 1.1,
1.2 and to Lemma 1.3.
Finally, in section 4 we deal directly with the terms in Image1,+φu+1[Lg] which
are “born” with σ+u+1 factors. Our analysis in part A applies only to Lemmas
1.1, 1.2. After long calculations, we find that these terms have the algebraic
features we would like them to; so if we add that sublinear combination to the
correction terms we obtained from CurvT rans[Lg], we straightforwardly derive
our Lemmas 1.1, 1.2.
34Recall that the terms in Lg have σ + u factors, u of them in the form ∇φ1, . . . ,∇φu).
35This is the same u-weak character as for all terms in (1.6).
36This phrase mostly means that the corrections terms will be generic linear combinations
which are allowed in the RHSs of the Lemmas we are proving.
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A note is in order here: As explained in the simplified version of Lemmas 1.1,
1.2, terms with σ + u + 1 factors for which the factor ∇φu+1 contracts against
a derivative index in a curvature factor ∇(m)Rijkl are considered “junk terms”
in the statements of those Lemmas, and are thus allowed in the RHSs of our
claims; we do not have to worry about their algebraic form. In other words, we
are allowed to “throw away” many terms that apear in Image1,+φu+1[Lg], since
tehy are allowed in the RHSs of the Lemmas 1.1, 1.2. This simplifies the task
of proving the Lemmas 1.1, 1.2, and indeed we are able to derive them by this
long analysis of the single equation Image1,+φu+1[Lg] = 0. We will see in part B of
this paper that the corresponding task for Lemma 3.5 in [6] will be more arduous.
Technical remark: In the setting of Lemma 1.2 there are certain special cases
where the Lemma can not be derived from the analysis below; in those cases,
Lemma 1.2 will be derived directly, in a “Mini-Appendix” at the end of pat
A.37 These special cases are when the tensor fieds of maximal refined double
character in (1.6) satisfy:
1. Any factor∇(m)Rijkl in one of the forms∇
(m)
r1...rmR♯♯♯♯ or∇
(m)
r1...rmR(free)♯♯♯,
where each of the indices r1 , . . . , rm contracts against a factor ∇φh; each
index ♯ is contracting against an index in another factor in C
l,i1...iµ
g .
2. All the other factors in C
l,i1...iµ
g are simple factors in the form S∗Rijkl, or
factor ∇(2)Ωh which are either simple and contain at most one free index
or contract against exactly one ∇φh and contain no free index.38
So when we deal with the Lemma 1.2 below, we will be assuming that the
tensor fields of maximal refined double character in (1.6) are not in the forms
described above.
2 Proof of Lemmas 1.1 and 1.2: Notation and
preliminary results.
2.1 Codification of the assumptions:
Recall that the main assumption of Proposition 1.1 is the equation (1.6). This
equation is also the main assumption for each of the Lemmas 1.1, 1.2 and Lemma
1.3. Recall that we are seeking to prove Lemmas 1.1, 1.2 and Lemma 1.3 for
weight −n, where all the tensor fields in (1.6) have a given simple character
~κsimp (with u factors ∇φ, and p factors ∇(y)Ωh).
In the remainder of this paper, we will prove Lemmas 1.1 and 1.2 and set
the groundwork for the proof of Lemma 1.3 in part B.
37In fact, in that case the claims of Lemma 1.2 and Proposition 1.1 coincide.
38Recall that a factor ∇(A)Ωh is called “simple” if it is not contracting against any factor
∇φh. A factor S∗∇
(ν)Rijkl is called “simple” if its indices r1 , . . . , rν , j are not contracting
against any factor ∇φ′h.
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2.2 Introduction: Some technical tools.
The main tool in proving the Lemmas 1.1, 1.2 in the present paper, will be
a careful analysis of one equation. This analysis will also be one of the main
ingredients of the proof of Lemma 1.3 in part B of this paper. The starting
point for this analysis will be the first conformal variation of the hypotheses
of Lemmas 1.1 and 1.2. Recall that we denote the hypothesis of Lemmas 1.1
and 1.2 by Lg(Ω1, . . . ,Ωp, φ1, . . . , φu) = 0, for short. Then, the first conformal
variation is the equation
Image1φu+1[Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)] = 0,
where we recall that Image1φu+1[Lg] is defined via the formula Image
1
φu+1
[Lg] =
d
dt
|t=0Le2tφu+1 (Ω1, . . . ,Ωp, φ1, . . . , φu). Given that Lg consists of complete con-
tractions involving factors ∇(m)Rijkl, ∇(p)Ωh, ∇φh, it will be useful to recall
the transformation law (under the conformal change gˆij(x) = e
2φ(x)gij(x)) of
the tensor Rijkl and the Levi-Civita connection ∇:
Rijkl(e
2φg) = e2φ[Rijkl(g) +∇
(2)
il φgjk +∇
(2)
jk φgil −∇
(2)
ik φgjl −∇
(2)
jl φgik
+∇iφ∇kφgjl +∇jφ∇lφgik −∇iφ∇lφgjk −∇jφ∇kφgil
+ |∇φ|2gilgjk − |∇φ|
2gikglj],
(2.1)
∇kηl(e
2φg) = ∇kηl(g)−∇kφηl −∇lφηk +∇
sφηsgkl. (2.2)
Recall equation (1.6), which we re-write:
Lg(Ω1, . . . ,Ωp, φ1, . . . , φu) =
∑
l∈Lµ
alXdivi1 . . . XdiviµC
l,i1...,iµ
g (Ω1, . . . ,Ωp,
φ1, . . . , φu) +
∑
l∈L′
alXdivi1 . . . XdiviaC
l,i1...,ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)+
∑
j∈J
S
Jv
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu) = 0;
(2.3)
the complete contractions indexed in Jv have length ≥ σ + u + 1 (the ones
indexed in J have length σ + u). All tensor fields above are acceptable,39 and
have a given u-simple character ~κsimp.
40 The tensor fields indexed in Lµ have
rank µ, and the ones indexed in L′ have rank strictly greater than µ.41 The
complete contractions Cj are simply subsequent to ~κsimp. The above equation
holds perfectly–not modulo longer complete contractions.
Clearly, the above equation implies that:
39Recall that this means that all functions Ωh, 1 ≤ h ≤ p are differentiated at least twice.
40See the definition 2.5 in [6] for the precise definition of this notion.
41The rank in question is not necessarily the same for each l ∈ L′.
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Image1φu+1[Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)] = 0. (2.4)
In fact, we will not be using the equation (2.4) itself to prove Lemmas 1.1
and 1.2, but a slight variant of it:
We inquire which of the factors ∇(t1)Ω1, . . . ,∇(tp)Ωp in ~κsimp are not con-
tracting against any factor ∇φf . With no loss of generality, we assume they are
the factors ∇(t1)Ω1, . . . ,∇(tY )ΩY .
We will then be considering the equation:
Sg(Ω1, . . . ,Ωp, φ1, . . . , φu+1) = Image
1
φu+1
[Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)]
+ Lg(Ω1 · φu+1,Ω2, . . . ,Ωp, φ1, . . . , φu) + . . .
+ Lg(Ω1, . . . ,ΩY · φu+1, . . . ,Ωp, φ1, . . . , φu) = 0,
(2.5)
which holds perfectly, i.e. without correction terms.
Lemmas 1.1, 1.2 and 1.3 will be proven by carefully analyzing this equation.
For now, we start by recalling some facts regarding “simple characters”.
We recall that for all the tensor fields and complete contractions appearing
in (2.3) and for each factor∇φf , f, 1 ≤ f ≤ u, there is a unique factor∇(m)Rijkl
or S∗∇(ν)Rijkl or ∇(B)Ωh against which ∇φf is contracting. Therefore, for each
f, 1 ≤ f ≤ u we may unambiguously speak of the factor against which ∇φf is
contracting in each of the tensor fields and contractions in (1.6).
On the other hand, we may have factors ∇(m)Rijkl in ~κsimp that are not
contracting against any factor ∇φh. We recall that there is the same number of
such factors for all tensor fields with the given simple character ~κsimp. We will
sometimes refer to such factors as “generic factors of the form ∇(m)Rijkl”.
Notational conventions: Examine the conclusions of Lemmas 1.1, 1.2.
Focus on the first lines of those conclusions. For Lemma 1.2 all the tensor fields
in the first line have the same (u+1)-simple character which we will denote by
~κ+simp. For Lemma 1.1 we observe that all tensor fields in the first line of the
conclusion have the same u-simple character ~κsimp, and furthermore the factor
∇φu+1 is contracting against the index k in a specified factor T = S∗∇(ν)Rijkl
in ~κsimp. While strictly speaking these tensor fields are not in the form (1.5),
42
and hence we cannot speak of a simple character, we will abuse language and
define that in the context of the proof of Lemma 1.1, any tensor field that is
contracting against (u+ 1) factors ∇φh has a (u + 1)-simple character ~κ
+
simp if
it satisfies the properties explained in the previous sentence.
Now, recall that there is a well-defined notion of the “crucial factor(s)” in
the context of Lemmas 1.1, 1.2, introduced in [6]. In particular, for each of the
three Lemmas above, we may unambiguously speak of the set of factors ∇φh in
~κsimp that are contracting against the crucial factor. (Recall that this set may
also be empty–in that case we have a set of crucial factors, which are all the
factors ∇(m)Rijkl that are not contracting against any ∇φh).
42Because the factor ∇φu+1 is contracting against a special index in a factor S∗Rijkl.
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We denote by (~κsimp)1 the set of numbers h for which ∇φh is contracting
against the crucial factor.
We will now introduce some further notation, for future reference. We will
formally construct a new u-simple character for contractions with σ+ u factors
(whereas ~κ+simp corresponds to contractions with σ+u+1 factors in total). (The
definition that follows is highly un-intuitive, but the discussion below provides
some intuition).
Definition 2.1 Consider the simple character ~κsimp. Pick a tensor field (in
the form (1.5)) with a u-simple character ~κsimp. In the case where the crucial
factor(s) is (are) of the form S∗∇(ν)Rijkl or ∇(m)Rijkl, we will define a new
u-simple character pre~κ+simp as follows:
Recall that ~κsimp is a list of sets. Consider the entry in ~κsimp that corre-
sponds to the crucial factor. That entry will either be a set of numbers Sh or
a set in the form ({α}, Sh), where α is a number and Sh a set of numbers.
Respectively, the entry will either belong to the list L1 or the list L2. Then
pre~κ+simp arises from the simple character ~κsimp by erasing this entry ({α}, Sh)
or Sh from L1 or L2 and adding an entry Sp+1 = Sh
⋃
{α} or Sp+1 = Sh,
respectively, in L3.
A more intuitive description of pre~κ+simp is the following: Consider any com-
plete contraction Cg with a u-simple character ~κsimp. Consider a crucial factor
T in Cg,
43 along with its indices, Tr1...rm+4 . Assume that two of the indices in
T (say rm+2 , rm+4) are not contracting against factors ∇φ (this can always be
done, i.e. we can always find a contraction Cg that satisfies this requirement-by
adding derivative indices onto T if necessary).
Formally replace Tr1...rm+4 by a new factor ∇
(m+4)
r1...rm+1rm+3Ωp+1. The indices
that contracted against rm+2 , rm+4 now become free. pre~κ
+
simp is then the u-
simple character of this new partial contraction.
Now, in the setting of Lemma 1.3 we will slightly generalize the above no-
tions. Although we have defined a notion of “crucial factor” (which is either the
“critical” or the “second critical” factor), we wish to allow ourselves some extra
freedom, and thus we will be picking another factor (set of factors) in ~κsimp and
we will call it (them) the selected factor(s).
Our choice of selected factor(s) is entirely free: We can either pick any
well-defined factor in ~κsimp and call it the selected factor (recall a well-defined
factor is either a curvature factor that is contracting against some ∇φ or a
factor ∇(p)Ωh), or we can pick the set of factors ∇(m)Rijkl in ~κsimp that are not
contracting against any factors ∇φ and call all those factors the selected factors.
Having chosen a (set of) selected factor(s) in ~κsimp, say Fs, we then formally
construct the (u+1)-simple character ~κ+simp by just adding a derivative ∇a onto
the (one of the) factor(s) Fs and just contracting a against a new factor ∇aφu+1
(and S∗-symmetrizing if Fs is of the form S∗∇(ν)Rijkl). Then, if Fs is a curva-
ture factor, we define the (u+1)-simple character pre~κ+simp as in Definition 2.1.
43For this definition the crucial factor must be a curvature factor.
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(If Fs is not a curvature term, then pre~κ
+
simp is undefined).
A note: In the rest of this section, we will be referring exclusively to the
“selected” factor. In the setting of Lemmas 1.1, 1.2 and in case A of Lemma
1.3, we will take the selected factor(s) to be the crucial factor(s). Therefore, in
most circumstances the two notions coincide.
Now, we define sublinear combinations in Image1φu+1 [Lg], where Lg is the
left hand side of our hypothesis (2.3). We note that these definitions still make
sense for any linear combination Lg consisting of complete contractions with a
given weak character ~κ and a given (set of) selected factor(s) T in ~κ.
Definition 2.2 We denote by Image1,+φu+1[Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)] the sub-
linear combination in Image1φu+1 [Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)] that consists of com-
plete contractions Cg(Ω1, . . . ,Ωp, φ1, . . . , φu) with the following properties:
1. Cg(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1) must have no internal contractions.
2. If Cg(Ω1, . . . , . . . ,Ωp, φ1, . . . , φu, φu+1) has length σ + u + 1 then it must
have a factor ∇φu+1 (with only one derivative) and a weak character
Weak(~κ+simp).
3. If Cg(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1) has length σ + u, then it has a factor
∇(A)φu+1, A ≥ 2. Moreover, it must have a weak u-character
Weak(pre~κ+simp).
Definition 2.3 Define Image1,αφu+1[Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)] to be the sublin-
ear combination in Image1φu+1[Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)] that consists of com-
plete contractions Cg(Ω1, . . . ,Ωp, φ1, . . . , φu) with length σ + u+ 1 and a factor
∇(A)φu+1 with A ≥ 2. We also denote a generic linear combination of such
complete contractions by
∑
z∈Z azC
z
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1).
We define Image1,βφu+1[Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)] to stand for the sublinear
combination of complete contractions Cg(Ω1, . . . ,Ωp, φ1, . . . , φu+1) in
Image1φu+1[Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)] with the following properties:
1. Cg(Ω1, . . . ,Ωp, φ1, . . . , φu+1) must have precisely one internal contraction.
2. Either Cg(Ω1, . . . ,Ωp, φ1, . . . , φu+1) has length σ + u + 1 and a factor
∇φu+1.
3. Or Cg(Ω1, . . . ,Ωp, φ1, . . . , φu+1) has length σ + u and a factor ∇(A)φu+1
(A ≥ 2) (which does not contain the internal contraction).
Finally, we define Image1,γφu+1[Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)] to stand for the
sublinear combination of complete contractions Cg(Ω1, . . . ,Ωp, φ1, . . . , φu+1) in
Image1φu+1[Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)] with one of the properties:
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1. Either Cg(Ω1, . . . ,Ωp, φ1, . . . , φu+1) has length σ + u, a factor ∇(A)φu+1
and a weak character which is not Weak(pre~κ+simp),
2. Or Cg(Ω1, . . . ,Ωp, φ1, . . . , φu+1) has length σ + u+ 1 and a factor ∇φu+1
but its weak character is not Weak(~κ+simp).
We make note of the fact that we are not imposing any restriction to the
weak character of the complete contractions that belong to
Image1,βφu+1[Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)].
Now, assuming any equation of the form Lg(Ω1, . . . ,Ωp, φ1, . . . , φu) = 0 (this
equation is assumed to hold perfectly–here Lg consists of complete contractions
with length ≥ σ + u) we observe that:
Image1φu+1[Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)] = Image
1,+
φu+1
[Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)]+
Image1,αφu+1[Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)] + Image
1,β
φu+1
[Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)]+
Image1,γφu+1[Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)](= 0),
(2.6)
(modulo complete contractions of length ≥ σ + u+ 2).
This follows by the definitions above and the transformation laws (2.1) and
(2.2).
Our next claim will be used frequently in the future, so we present it in
somewhat general notation:
Lemma 2.1 Assume that Lg(Ω1, . . . ,Ωp, φ1, . . . , φu) is a linear combination of
complete contractions with no internal contractions and with a given weak char-
acter Weak(~κ) (where ~κ is any chosen simple character consisting of σ + u
factors). Assume that
Lg(Ω1, . . . ,Ωp, φ1, . . . , φu) = 0, (2.7)
modulo complete contractions with length ≥ σ+ u+1. Then, in the notation of
Definition 2.2, we claim:
Image1,+φu+1[Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)]+
∑
z∈Z
azC
z
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1) = 0,
(2.8)
modulo complete contractions of length ≥ σ + u + 2. Here
∑
z∈Z stands for a
generic linear combination of contractions with σ + u+ 1 factors, one of which
is in the form ∇(c)φu+1, c ≥ 2.
Proof of Lemma 2.1: Our point of departure is equation (2.6). In view of
that equation, we notice that it would suffice to show that:
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Image1,βφu+1 [Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)] =
∑
z∈Z
azC
z
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1),
(2.9)
Image1,γφu+1 [Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)] =
∑
z∈Z
azC
z
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1),
(2.10)
modulo complete contractions of length ≥ σ + u+ 2. If we can show the above
equations, then by virtue of (2.6) we will immediately deduce our claim.
We will denote by Image1,β,σ+uφu+1 [Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)],
Image1,γ,σ+uφu+1 [Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)] the sublinear combinations of complete
contractions with length σ + u in
Image1,βφu+1[Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)], Image
1,γ
φu+1
[Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)], re-
spectively. We will also denote by
∑
w∈Wβ awC
w
g (Ω1, . . . ,Ωp, φ1, . . . , φu),∑
w∈Wγ awC
w
g (Ω1, . . . ,Ωp, φ1, . . . , φu) generic linear combinations of complete
contractions as the ones that belong to the linear combinations
Image1,βφu+1[Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)], Image
1,γ
φu+1
[Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)], re-
spectively, which in addition have length σ + u+ 1.
We claim that:
Image1,β,σ+uφu+1 [Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)] =
∑
w∈Wβ
awC
w
g (Ω1, . . . ,Ωp, φ1, . . . , φu)
+
∑
z∈Z
azC
z
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1),
(2.11)
Image1,γ,σ+uφu+1 [Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)] =
∑
w∈Wγ
awC
w
g (Ω1, . . . ,Ωp, φ1, . . . , φu)
+
∑
z∈Z
azC
z
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1).
(2.12)
These equations are proven by the usual argument: Recall that (2.6) holds
formally. Then, we observe that if we pick out the sublinear combinations in
those equations that consist of complete contractions with σ+u factors (denote
those sublinear combinations by Zg), then lin{Zg} = 0 formally. (Recall that
lin{Zg} stands for the linearization of the linear combination Zg–see [3]). Now,
since both the weak character and the number of internal contractions are in-
variant under the permutations that make lin{Zg} formally zero, we derive that
the linearizations of the left hand sides of (2.11), (2.12) must vanish formally.
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Hence, by repeating the permutations in the non-linear setting, we obtain the
right hand sides in (2.11), (2.12) as correction terms.
Thus, substituting the above two equations into (2.6), we obtain an equation
in place of (2.6), where the sums analogous to Image1,βφu+1[Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)],
Image1,γφu+1[Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)] contain no complete contractions of length
σ+u. So if we denote by Image1,+,σ+uφu+1 [Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)] the sublinear
combination in Image1,+φu+1 [Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)] that consists of complete
contractions with σ + u factors, we obtain that
Image1,+,σ+uφu+1 [Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)] = 0, modulo longer complete contrac-
tions. But then, since this equation must hold formally at the linearized level,
by just repeating the permutations that make the linearized linear combination
formally zero we derive, modulo complete contractions of length ≥ σ + u+ 2:
Image1,+,σ+uφu+1 [Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)] =
∑
h∈H
ahC
h
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1)
+
∑
z∈Z
azC
z
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1),
(2.13)
where each Chg (Ω1, . . . ,Ωp, φ1, . . . , φu+1) has length σ+u+1 and a factor∇φu+1
and no internal contractions and also has a weak character Weak(~κ+).
By replacing this also into (2.6), we derive:
∑
h∈H
ahC
h
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1) +
∑
w∈Wβ
awC
w
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1)+
∑
w∈Wγ
awC
w
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1) +
∑
z∈Z
azC
z
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1) = 0.
(2.14)
Now, since the above must hold formally (and the weak character as well as
the number of internal contractions are invariant under the permutations that
make the linearizations of the left hand side formally zero), we derive that:
∑
w∈Wβ
awC
w
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1) = 0,
∑
w∈Wγ
awC
w
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1) = 0,
modulo complete contractions of length ≥ σ + u+ 2.
Thus, (2.11), (2.12) combined with the above two equation complete the
proof of Lemma 2.1. ✷
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Further break-up of Image1,+φu+1[Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)]:
We break
Image1,+φu+1[Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)]
into three sublinear combinations: We define CurvT rans[Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)]
to stand for the sublinear combination that arises by applying the transforma-
tion law (2.1) to a factor∇(m)Rijkl or S∗∇(ν)Rijkl, in some complete contraction
in Lg. We observe that the complete contractions in CurvT rans[Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)]
have length σ + u. They will each be in the form:
contr(∇(m1)Rijkl ⊗ · · · ⊗ ∇
(ms)Rijkl ⊗ S∗∇
(ν1)Rijkl ⊗ · · · ⊗ S∗∇
(ντ )Rijkl
∇(m)φu+1 ⊗∇
(f1)Ω1 ⊗ · · · ⊗ ∇
(fp)Ωp ⊗∇φ1 ⊗ · · · ⊗ ∇φu).
(2.15)
We denote by LC[Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)] the sublinear combination in
Image1,+φu+1[Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)] that arises by applying the transforma-
tion law (2.2). Finally, we denote by W [Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)] the sublin-
ear combination in Image1,+φu+1[Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)] that arises by apply-
ing the transformation Rijkl −→ e2φu+1Rijkl and bringing out an expression
∇φu+1.
Then, by definition:
Image1,+φu+1[Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)] = CurvT rans[Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)]
+ LC[Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)] +W [Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)].
(2.16)
Much of this section and of the next ones consists of understanding the
three sublinear combinations above and of using our inductive assumption on
Corollary 1 in [3] in order to derive our three Lemmas 1.1, 1.2, 1.3.
2.3 Preliminary Work.
We will be generically denoting all the tensor fields that appear in (1.6) by
Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu). Also, C
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu) will stand for
a generic complete contraction with a weak character Weak(~κsimp), where C
j
g
is simply subsequent to ~κsimp.
We need a definition in order to formulate our claim:
Definition 2.4 We define LCΦ[Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
and LCΦ[C
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu)] to stand for the sublinear combinations in
LC[Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)], LC[C
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu)],
44
44Recall that by definition these sublinear combinations consist of complete contractions of
length σ + u+ 1 with weak character Weak(~κ+simp).
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that arise when we bring out a factor ∇φu+1 by applying the transformation law
(2.2) to a pair of indices (∇A,B) where ∇A denotes a derivative index, and
where either ∇A or B is contracting against a factor ∇φh (1 ≤ h ≤ u).
We observe that a complete contraction in
LCΦ[Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)],
LCΦ[C
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu)] can only arise by applying the transformation
law (2.2) to a pair of indices (∇A,B) in one of the following two ways:
Firstly, if the index ∇A is contracting against a factor ∇φh and the index B
is contracting against the selected factor and we bring out the third summand
in (2.2). Alternatively, if B is contracting against a factor ∇φh and ∇A is con-
tracting against the selected factor and we bring out the second summand in
(2.2).
The aim of this subsection is to show the following:
Lemma 2.2 Consider (1.6). Then, in the notation of definition 2.4, we claim:
∑
l∈L
alLCΦ[Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]+
∑
j∈J
ajLCΦ[C
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu)] =
∑
l∈L′
alXdivi1 . . . XdiviaC
l,i1...ia,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1),
(2.17)
where
∑
l∈L′ alC
l,i1...ia,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1, in the setting of Lem-
mas 1.1 and 1.2, stands for a generic linear combination of acceptable tensor
fields of length σ+u+1, with a ≥ µ and with a (u+1)-simple character ~κ+simp.
On the other hand, in the setting of Lemma 1.3 it stands for a generic linear
combination in the form
∑
t∈T1
S
T2
atC
t,i1...izt
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1)∇i1φu+1.
∑
j∈J ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1) stands for a generic linear combination of
complete contractions that are simply subsequent to ~κ+simp (in the setting of all
three Lemmas).
Proof of Lemma 2.2:
In order to show this Lemma, we will again introduce some preliminary
definitions. We recall that in equation (2.3) all the complete contractions of
28
length σ+ u have the same weak character.45 For each partial contraction with
a simple character ~κsimp, we let {F1, . . . , FX} stand for the set of non-selected
factors that are contracting against some factor ∇φf .
Then, for each 1 ≤ h ≤ X , we define an operation Hith∇τ that formally acts
on each tensor field Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu) and each complete contrac-
tion Cjg(Ω1, . . . ,Ωp, φ1, . . . , φu) in (1.6) by hitting the factor Fh by a derivative
index ∇u and then contracting u against a factor ∇uτ . We also define:
Hit∇τ [Xdivi1 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] =
X∑
h=1
Hith∇τ [Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)],
(2.18)
and also:
Hit∇τ [C
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu)] =
X∑
h=1
Hith∇τ [C
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu)].
(2.19)
Since (2.3) holds formally, we derive that:
∑
l∈L
alHit∇τ [Xdivi1 . . . XdiviαC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]+
∑
j∈J
ajHit∇τ [C
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu)] = 0,
(2.20)
modulo complete contractions of length ≥ σ + u+ 2.
Terminology: For any complete contraction Cg in the form (1.5) or (1.8) with
a weak character Weak(~κsimp), we have assigned symbols F1, . . . , FX to their
factors∇(m)Rijkl , S∗∇(ν)Rijkl ,∇(p)Ωh in Cg which are contracting against some
∇φh. Now, regarding the complete contractions in Image
1
φu+1
[Cg], we impose
the following conventions:
For each contraction of length σ + u + 1 in Image1,+φu+1[Cg] we will still
speak of the factors F1, . . . , FX . (They can be identified, since all the complete
contractions in Image1,+φu+1[Cg] still have a u-simple character ~κsimp). On the
other hand, for each contraction of length σ+u in Image1,+φu+1[Cg] (with a factor
∇(v+2)φu+1 that has arisen from some Fa = ∇(m)Rijkl or Fa = S∗∇(ν)Rijkl), we
will speak of the factors F1, . . . , FX , only now Fa will be the factor ∇(v+2)φu+1.
We now separately consider the sublinear combinations in
Image1φu+1[Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] and
Image1φu+1[C
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu)] that belong to Image
1,+
φu+1
[Lg]. We de-
note these sublinear combinations by
45See [6] for a precise definition of this notion.
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Image1,+φu+1[Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)],
Image1,+φu+1[C
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu)]. Then, (2.8) can be re-expressed as:
∑
l∈L
alImage
1,+
φu+1
[Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]+
∑
j∈J
ajImage
1,+
φu+1
[Cjg(Ω1, . . . ,Ωp, φ1, . . . , φu)] =
∑
z∈Z
azC
z
g (Ω1, . . . ,Ωp, φ1, . . . , φu),
(2.21)
modulo complete contractions of length ≥ σ + u+ 2.
Thus, we again define the operation Hit∇τ on the linear combinations
Image1,+φu+1[Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)],
Image1,+φu+1[C
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu)] as in (2.18), (2.19).
On the other hand, we can also consider
Image1φu+1{Hit∇τ [Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]} and define
Image1,+φu+1{Hit∇τ [Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]} in the same
way as above.
This leads us to consider the quantity:
Difference[Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] =
Hit∇τ{Image
1,+
φu+1
[Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]}−
Image1,+φu+1{Hit∇τ [Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]}.
(2.22)
Analogously, we define a quantity:
Difference[Cjg(Ω1, . . . ,Ωp, φ1, . . . , φu)],
for each j ∈ J .
Then, since (2.3) holds formally, and just by virtue of the transformation
laws (2.1), (2.2) and our definitions above we have that:
∑
l∈L
alDifference[Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]+
∑
j∈J
ajDifference[C
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu)] = 0
(2.23)
modulo complete contractions of length ≥ σ + u + 3. This equation, suitably
analyzed, will imply Lemma 2.2.
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Easily, we observe that both
Difference[Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] and
Difference[Cjg(Ω1, . . . ,Ωp, φ1, . . . , φu)] consist of complete contractions with
length ≥ σ + u + 2, each with one factor ∇φu+1 and one factor ∇τ . This is
because the contractions with length σ + u + 1 in (2.22) will cancel perfectly
(without correction terms with more factors).
Now, we write out:
∑
l∈L
alDifference[Xdivi1 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] =
∑
t∈T
atC
t
g(Ω1, . . . ,Ωp, φ1, . . . , φu, τ),
(2.24)
∑
j∈J
ajDifference[C
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu)] =
∑
y∈Y
ayC
y
g (Ω1, . . . ,Ωp, φ1, . . . , φu, τ).
(2.25)
We then consider the sets of complete contractions Ct and Cy for which the
factor ∇τ is contracting against a given factor Fh, 1 ≤ h ≤ X .46 We denote
the index sets of those complete contractions by Y h, T h. Of course, since (2.23)
holds formally, it follows that for each h ≤ X :
∑
t∈Th
atC
t
g(Ω1, . . . ,Ωp, φ1, . . . , φu, τ)+
∑
y∈Y h
ayC
y
g (Ω1, . . . ,Ωp, φ1, . . . , φu, τ) = 0,
(2.26)
modulo complete contractions of length ≥ σ + u+ 2.
Now, for each h ∈ {1, . . . , x} we define Set(h) = {a1, . . . , arh} as follows: ρ ∈
Set(h) if and only if∇φρ is contracting against Fh in ~κsimp. For each ρ ∈ Set(h),
we define Gρ,τ [Ctg(Ω1, . . . ,Ωp, φ1, . . . , φu, τ)], G
ρ,τ [Cyg (Ω1, . . . ,Ωp, φ1, . . . , φu, τ)]
to stand for the complete contraction that arises by replacing the factors ∇iτ ,
∇jφρ by a factor gij (we thus obtain a complete contraction with length σ + u
and one internal contraction). We also define:
46Recall that {Fh}1≤h≤X is the set of all the non-selected factors that are contracting
against some factor ∇φv, v ≤ u.
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G{
∑
l∈L
alDifference[Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]+
∑
j∈J
ajDifference[C
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu)]} =
X∑
h=1
∑
t∈Th
at
∑
ρ∈Set(h)
Gρ,τ{Ctg(Ω1, . . . ,Ωp, φ1, . . . , φu, τ)}+
X∑
h=1
∑
y∈Y h
ay
∑
ρ∈Set(h)
Gρ,τ{Cyg (Ω1, . . . ,Ωp, φ1, . . . , φu, τ)}.
(2.27)
Then, since (2.23) holds formally, we derive that modulo complete contrac-
tions of length ≥ σ + u+ 1:
X∑
h=1
∑
t∈Th
at
∑
ρ∈Set(h)
Gρ,τ{Ctg(Ω1, . . . ,Ωp, φ1, . . . , φu, τ)}+
X∑
h=1
∑
y∈Y h
ay
∑
ρ∈Set(h)
Gρ,τ{Cyg (Ω1, . . . ,Ωp, φ1, . . . , φu, τ)} = 0.
(2.28)
Now, we wish to explicitly understand how the left hand side of (2.28) arises
from
∑
l∈L alXdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu),∑
j∈J ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu). We will find that the left hand sides of these
equations are closely related to the LHS of the equation in Lemma 2.2 (which
we are trying to prove).
We introduce some notation in order to accomplish this.
Definition 2.5 We define an operation G♯ that formally acts on the complete
contractions in the linear combinations
LCΦ[Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)], LCΦ[C
f
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] :
Firstly, we define an operation G♯,h,ab for each h, 1 ≤ h ≤ X and each
ab ∈ Set(h) = {a1, . . . , arh}. G
♯,h,ab formally acts by erasing the factor ∇φab
that contracts against the factor Fh (say against an index χ) and then by hitting
the factor Fh by a derivative ∇χ (so we again obtain a complete contraction
with an internal contraction and with length σ + u). Then, we define:
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G♯{LCΦ[Xdivi1 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]}
=
X∑
h=1
∑
ab∈Set(h)={a1,...,arh}
G♯,h,ab{LCΦ[Xdivi1 . . . Xdivia
Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)]},
(2.29)
G♯{LCΦ[C
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu)]}
=
X∑
h=1
∑
ab∈Set(h)={a1,...,arh}
G♯,h,ab{LCΦ[C
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu)]}.
(2.30)
Now, for our next definition we will treat each factor S∗∇(ν)Rijkl as a sum
of factors in the form ∇(ν)Rijkl. We do this for the purpose of picking out the
factors ∇φh that are contracting against internal indices in each of the sum-
mands ∇(ν)Rijkl of the un-symmetrization of S∗∇(ν)Rijkl . Thus, we are now
considering tensor fields and complete contractions in the form (1.8) in paper
[5]. For each tensor field Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu) and also for each com-
plete contraction Cjg(Ω1, . . . ,Ωp, φ1, . . . , φu) we consider the factors ∇
(m)Rijkl
which have a factor ∇φh contracting against an internal index. For any such
factor Fh, we denote by Πl(h) (or Πj(h)) the set of numbers π for which ∇φπ is
contracting against an internal index in the factor Fh. We will denote by Π (or
Πl,Πf if we wish to be more precise) the set of all numbers π for which ∇φπ is
contracting against an internal index in some curvature factor ∇(m)Rijkl . For
the purposes of the next definition we assume that if π ∈ Π then the factor
∇φπ is contracting against the index i of a factor ∇
(m)Rijkl . This assumption
can be made with no loss of generality for the purposes of this proof. If it were
contracting against one of the indices j , k, l, we can apply standard identities to
make it contract against the index i.
Now, for each l ∈ L and each π ∈ Πl(h) and each given complete contraction
Cg(Ω1, . . . ,Ωp, φ1, . . . , φu) in Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu),
we define an operation Operπ,k,hφu+1 [Cg] that acts as follows: If the index k in Fh
is contracting against the selected factor, Operπ,k,hφu+1 [Cg(Ω1, . . . ,Ωp, φ1, . . . , φu)]
stands for the complete contraction that arises from Cg(Ω1, . . . ,Ωp, φ1, . . . , φu)
by replacing the expression∇
(m)
r1...rmRijkl∇
iφπ by−∇kφu+1∇
(m)
r1...rmRijal∇
iφπ∇aτ .
If k is not contracting against the selected factor, we let
Operπ,k,hφu+1 [Cg(Ω1, . . . ,Ωp, φ1, . . . , φu)] = 0. Similarly, we define the operation
Operπ,l,hφu+1 [. . . ].
Then, for each j ∈ J and each π ∈ Πj(h), we define an operation
Operπ,k,hφu+1 [C
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu)] that acts as follows: If k (in Fh) is con-
tracting against the selected factor, we define Operπ,k,hφu+1 [C
f
g (Ω1, . . . ,Ωp, φ1, . . . , φu)],
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to stand for the complete contraction that arises from Cjg(Ω1, . . . ,Ωp, φ1, . . . , φu)
by replacing the expression ∇
(m)
r1...rmRijkl∇
iφf by an expression
−∇kφu+1∇
(m)
r1......rmRijal∇
iφπ∇aτ . If k is not contracting against the selected
factor, we define
Operπ,k,hφu+1 [C
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu)] = 0. Similarly, we define the operation
Operπ,l,hφu+1 [C
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu)]. This operation extends to linear combi-
nations.
We then define, for each l ∈ L:
Specialφu+1[Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] =∑
π∈Π(l)
Gτ,π{Operπ,k,hφu+1 [Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]+
Operπ,l,hφu+1 [Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]},
(2.31)
and also for each j ∈ J :
Specialφu+1[C
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu)] =∑
π∈Π(f)
Gτ,π{Operπ,k,hφu+1 [C
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu)]+
Operπ,l,hφu+1 [C
f
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]}.
(2.32)
Thus, by construction each tensor field or complete contraction in
Specialφu+1[Xdivi1 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] or
Specialφu+1[C
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu)] has length σ+u and an internal contrac-
tion in a factor ∇(p)Ricik. Moreover, we observe that each complete contrac-
tion in Specialφu+1[C
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu)] will have at least one factor ∇φb,
b ∈ Def(~κsimp)47 contracting against a derivative index of a factor ∇(m)Rijkl
or ∇(p)Ric.
We then claim:
47Recall that Def(~κsimp) stands for the the set of numbers h for which some factor ∇φ˜h
is contracting against the index i in some S∗∇(ν)Rijkl.
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Lemma 2.3 In the notation above, we claim that for each h, 1 ≤ h ≤ X:
(0 =)
∑
t∈Th
at
∑
ρ∈Set(h)
Gρ,τ{Ctg(Ω1, . . . ,Ωp, φ1, . . . , φu, τ)}+
∑
y∈Y h
ay
∑
ρ∈Set(h)
Gρ,τ{Cyg (Ω1, . . . ,Ωp, φ1, . . . , φu, τ)} =
∑
l∈L
alG
♯{LCΦ[Xdivi1 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]}
+ Specialφu+1[Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]}+∑
j∈J
ajG
♯{LCΦ[C
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu)]}
+ Specialφu+1[C
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu)].
(2.33)
Thus, in view of equations (2.24), (2.25) the above Lemma in some sense
provides us with information on the linear combination
∑
l∈L
alLCΦ[Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]+
∑
j∈J
ajLCΦ[C
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu)].
(2.34)
Proof of Lemma 2.3: We see our claim by the definition of the operation
Difference[. . . ], by book-keeping and also from the definitions of the operations
G and G♯.
(Brief discussion:) Notice that for any complete contraction Cg in
Xdivi1 , . . . XdiviaC
l,i1...ia
g or C
j
g , the complete contractions appearing in
Difference[Cg] arise exclusively by applying the third term in the transforma-
tion law (2.2) to two indices (∇s, z)48 in some factor Fk in Cg (provided the
factor ∇φu+1 that we then introduce contracts against the selected factor). We
then obtain a complete contraction C′g(∇φu+1) that arises from Cg by replacing
the expression (∇s, z)∇sτ by an expression −∇zφu+1(s,∇sτ) (here the factor
∇sτ is now contracting against the “position” that the index z occupied). Fur-
thermore, consider any factor ∇φρ that is contracting against the factor Fk and
denote by b the index against which it contracts.
Now consider the case where one of the indices z , b described in the previ-
ous paragraph are derivative indices. We then observe that if we replace two
factors ∇αφρ,∇βτ in C′g(∇φu+1) by gαβ, we obtain precisely the complete con-
traction that arises in LCΦ[Cg] when we apply the second or third term of the
transformation law (2.2) to the indices z, b and then replace the factor ∇φρ by
an internal contraction (as described in the definition of the operation G♯). It
is easy to see that this gives a one-to-one correspondence between the LHS of
48(where ∇s is contracting against the factor ∇sτ that we have introduced–i.e. provided
that z contracts against the selected factor in Cg)
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(2.33) and the terms G♯[. . . ] in the RHS of (2.33), except for the terms arising
in the LHS when both the indices b, z discussed above are internal indices. The
same “book-keeping” reasoning then shows that the terms we obtain from the
LHS of (2.33) correspond to the terms Specialφu+1[. . . ] in the RHS of (2.33). ✷
The goal of our next Lemma will be to “get rid” of the sublinear combination
∑
l∈L
alSpecialφu+1[Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
+
∑
j∈J
ajSpecialφu+1[C
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu)]
(2.35)
in (2.33), and to replace it by a new linear combination which will have one inter-
nal contraction involving a derivative index (rather than an internal contraction
in a factor ∇(p)Ric). To state our next Lemma, we will be using tensor fields
and complete contractions with an internal contraction in a factor ∇(m)Rijkl ,
where that internal contraction will involve a derivative index. It will be useful
to recall the operation Subω from the Appendix in [3] and the discussion directly
above it.
In particular, we will show the following:
Lemma 2.4 In the notation of equation (2.33), we claim that we can write:
∑
l∈L
alSpecialφu+1[Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
+
∑
j∈J
ajSpecialφu+1[C
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu)] =
∑
t∈T
atXdivi1 . . . XdiviaC
t,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1)
+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1),
(2.36)
where the complete contractions and tensor fields on the right hand side have
an internal contraction in exactly one factor ∇(m)Rijkl and that internal con-
traction involves a derivative index. Furthermore, in each tensor field and
each complete contraction in the above equation precisely one of the factors
∇φx, x = 1 . . . , u is missing. We accordingly denote by T x, Jx the corresponding
index sets of the complete contractions and tensor fields where ∇φx is missing.
We furthermore claim that in (2.36) each of the tensor fields Subφx{C
t,i1...ia
g }
has the following properties: In the case of Lemma 1.1 and 1.2 it is acceptable
and moreover has a (u+ 1)-simple character ~κ+simp. In the case of Lemma 1.3,
∑
t∈Tx
atSubφx{Xdivi1 . . . XdiviaC
t,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1)}
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will be a generic linear combination of complete contractions like the ones in-
dexed in T1
⋃
T2 (in the conclusion of that Lemma).
On the other hand, for each j ∈ Jx, Subφx [C
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1)] is
simply subsequent to ~κ+simp.
Let us show how proving Lemma 2.4, in conjunction with equation (2.33)
(which we have already proven), would imply our Lemma 2.2.
Proof that Lemma 2.4 implies Lemma 2.2:
By virtue of the Lemma 2.4 we may refer to (2.33) and replace:
∑
l∈L
alSpecialφu+1[Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
as in the conclusion of Lemma 2.4.
We then obtain an equation:
0 =
∑
l∈L
alG
♯{LCΦ[Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]}+
∑
j∈J
ajG
♯{LCΦ[C
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu)]}+
∑
t∈T
atXdivi1 . . . XdiviaC
t,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1)
+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1),
(2.37)
where the linear combinations indexed in T, J are as in (2.36).
We can then derive Lemma 2.2 straightforwardly: We break the above equa-
tion into sublinear combinations according to the factor ∇φx that is missing.
Each of these sublinear combinations must vanish separately, since the above
holds formally. We denote the respective sublinar combinations in each G♯{. . . }
by G♯,x{. . . }. Thus we have that for each x:
0 =
∑
l∈L
alG
♯,x{LCΦ[Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]}+
∑
j∈J
ajG
♯,x{LCΦ[C
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu)]}+
∑
t∈Tx
atXdivi1 . . .XdiviaC
t,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1)
+
∑
j∈Jx
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1).
(2.38)
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We then use the operation Subφx (which acts on each complete contraction
Cg in the right hand side of (2.37) by picking out the one factor
∇ra∇
(m)
r1...rmRrm+1...rm+4 or ∇
ra∇
(p)
r1...rpΩh with the internal contraction,
49 and
replacing it by an expression ∇
(m)
r1...rmRrm+1...rm+4∇
raφx, ∇
(p)
r1...rpΩh∇
raφx).
Now, by just keeping track of the definitions above we find that:
u∑
x=1
Subφx{G
♯,x{LCΦ[Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]}} =
LCΦ[Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)],
(2.39)
and also, for every j ∈ J :
u∑
x=1
Subφx{G
♯,x{LCΦ[C
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu)]} =
LCΦ[C
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu)].
(2.40)
Hence, acting by
∑
x Subφx on (2.37), we deduce our Lemma 2.2. ✷
Therefore, if we can show Lemma 2.4, we can then derive Lemma 2.2.
Proof of Lemma 2.4:
Firstly we make a few observations: The complete contractions and tensor
fields in the sublinear combinations Specialφu+1[. . . ] are each in the form:
pcontr(∇(m1)Rijkl ⊗ · · · ⊗ ∇
(mσ1 )Rijkl ⊗∇
(b)Ricij ⊗ S∗∇
(ν1)Rijkl⊗
· · · ⊗ S∗∇
(νt)Rijkl ⊗∇
(b1)Ω1 ⊗ · · · ⊗ ∇
(bp)Ωp⊗
∇φz1 · · · ⊗ ∇φzu ⊗∇φ
′
zu+1
⊗ · · · ⊗ ∇φ′zu+d ⊗ · · · ⊗ ∇φ˜zu+d+1 ⊗ · · · ⊗ ∇φ˜zu+d+y ),
(2.41)
where for each of the complete contractions and tensor fields in the above form
one of the factors ∇φ1, . . . ,∇φu is missing (the factor ∇φx in the notation of
Lemma 2.4). Accordingly, we will re-express the LHS of our Lemma hypothesis
as:
49The indices (∇ra , ra ) are contracting against each other.
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∑
l∈L
alSpecialφu+1[Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
+
∑
j∈J
ajSpecialφu+1[C
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu)] =
X∑
x=1
{
∑
l∈L′x
alXdivi1 . . . XdivicC
l,i1...ic,ib
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ibφu+1+
∑
j∈J′x
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1)},
(2.42)
where complete contractions and tensor fields indexed in L′x, J
′
x have the factor
∇φx missing. (We will explain momentarily how c is related to a).
We will then prove the assertion of Lemma 2.4 for each of the sublinear com-
binations indexed in L′x, J
′
x separately. Clearly, just adding all those equations
will then show our whole claim.
Recall (from the Appendix in [3]) the operation RictoΩ (also denoted by
UnRic) which replaces the factor ∇
(p)
r1...rpRicik by a factor ∇
(p+2)
r1...rpik
Ωp+1. In
view of (2.33) we derive that for every x ≤ u:
∑
l∈L′x
alXdivi1 . . .XdivicC
l,i1...ic,ib
g (Ω1, . . . ,Ωp+1, φ1, . . . , φu)∇ibφu+1+
∑
j∈J′x
ajC
j
g(Ω1, . . . ,Ωp+1, φ1, . . . , φu+1) = 0,
(2.43)
modulo complete contractions of length ≥ σ + u+ 2. This holds because (2.42)
holds formally.
We will be using the equations (2.43) to derive our claim. We have two
different proofs based on x: Either x ∈ Def(~κsimp) or x /∈ Def(~κsimp).50 We
start with the case where x ∈ Def(~κsimp).
Proof of Lemma 2.4 in the case x ∈ Def(~κsimp):
In this case we will derive our claim in two steps. Firstly, (in the notation
of (2.42)) we claim that we can write:
50Recall that Def(~κsimp) stands for the set of numbers o for which some ∇φ˜o is contracting
against the index i in some factor S∗∇(ν)Rijkl.
39
∑
l∈L′x
alXdivi1 . . . XdivicC
l,i1...ic,ib
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ibφu+1 =
∑
t∈T
atXdivi1 . . . XdiviaC
t,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1)+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1) +
∑
j∈J′
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1),
(2.44)
where the tensor fields and complete contractions indexed in T, J are as in the
conclusion of Lemma 2.4, while the contractions indexed in J ′ have exactly
one factor ∇(p)Ric but also have one of the factors ∇φy, y ∈ Def(~κsimp)51
contracting against a derivative index in a factor ∇(m)Rijkl or, in the case of
Lemmas 1.1, 1.2, the factor ∇φu+1 is contracting against a derivative index of
the (one of the) selected factor(s) ∇(m)Rijkl.
If we can show (2.44), then by replacing the above into (2.33) and using the
notation of (2.42), we obtain a new equation:
∑
l∈L
alG
♯,x{LCΦ[Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]}+
∑
j∈J
ajG
♯,x{LCΦ[C
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu)]}+
∑
t∈T
atXdivi1 . . . XdiviaC
t,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1)+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1)+
∑
j∈J′
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1) +
∑
j∈J′x
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1) = 0;
(2.45)
here the linear combination indexed in J ′ is not generic notation, it is precisely
the linear combination appearing in the right hand side of (2.44). Furthermore,
we observe that the complete contractions belonging to the sublinear combina-
tion ∑
j∈J′x
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu)
will have at least one of the factors ∇φx, x ∈ Def(~κsimp) contracting against a
derivative index of some factor ∇(m)Rijkl . This follows by the definition of the
operation Specialφu+1[. . . ].
Now, applying the operation RictoΩp+1 to the above we derive an equation:
51Recall that Def(~κsimp) stands for the set of numbers ρ for which some factor ∇φρ is
contracting against the index i in a factor S∗∇(ν)Rijkl.
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∑
j∈J′
ajC
j
g(Ω1, . . . ,Ωp+1, φ1, . . . , φu+1) +
∑
j∈J′x
ajC
j
g(Ω1, . . . ,Ωp+1, φ1, . . . , φu+1) = 0,
(2.46)
where Cj(Ω1, . . . ,Ωp+1, φ1, . . . , φu+1) arises from C
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1)
by replacing the factor ∇(y)Ric by ∇(y+2)Ωp+1.
Since the above holds formally, we may repeat the permutations by which
we make it vanish formally to the linear combination
∑
j∈J′
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1) +
∑
j∈J′x
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . .
, φu+1) = 0,
(2.47)
modulo introducing correction terms of length σ+u+1 by virtue of the formula
∇aRicbc − ∇bRicac = ∇lRablc, and also correction terms of length σ + u + 2
(which we do not care about). Thus, we derive that we can write:
∑
j∈J′
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1) +
∑
j∈J′x
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1)
=
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1).
(2.48)
Therefore, in the case x ∈ Def(~κsimp), matters are reduced to showing (2.44).
Proof of (2.44):
Now, we see that since all Cl,i1,...,iag , l ∈ L in (2.33) have a given simple char-
acter ~κsimp, it follows that all tensor fields C
l,i1...ic,ib(Ω1, . . . ,Ωp+1, φ1, . . . , φu),
l ∈ L′x in (2.44) will have the same (u − 1)-simple character (the one defined
by the factors ∇φ1, . . . , ∇ˆφx, . . . ,∇φu).52 We denote this (u − 1)-simple char-
acter by ~κx−1. Moreover, each C
j
g(Ω1, . . . ,Ωp+1, φ1, . . . , φu), j ∈ J
′
x must be
(u− 1)-subsequent to ~κx−1.
Now, an observation: In the language of the introduction in [6], if (1.6) falls
under case II or III (i.e. if we are proving Lemma 1.2 or Lemma 1.3) then for
each l ∈ Lµ we have Def∗(l) = 0 (i.e. in the tensor fields C
l,i1...iµ
g in (1.6) have
no special free indices in any factor S∗∇(ν)Rijkl). Thus, we see by construction
that in (2.42) each c is ≥ µ. On the other hand, in the setting of Lemma 1.1,
we have that for any Fh in the form S∗∇(ν)Rijkl for which k is a free index then
we may write out:
52See the notation in (2.42).
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Gτ,π{Operk,hφu+1 [Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]}} =∑
r∈R
arXdivi1 . . . Xdivia−1C
r,i1...ia−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1).
(2.49)
Note that if l ∈ Lµ (i.e. if a = µ) then the tensor fields on the right hand side
will have the factor ∇φu+1 contracting against a derivative index in the selected
factor. Thus, in the notation we introduced:
∑
r∈R
arXdivi1 . . . Xdivia−1C
r,i1...ia−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1)
=
∑
j∈J′
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1).
(2.50)
Therefore, after this observation, we may assume that all the tensor fields
indexed in each L′x in the equation (2.42) have c ≥ µ. Now, we will prove our
Lemma by an induction: We will use the notation
∑
t∈T
atXdivi1 . . . XdiviaC
t,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1),
∑
j∈J
S
J′
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1)
to denote generic linear combinations as described above. We assume that for
some m ≥ µ:
∑
l∈L′x
alXdivi1 . . . XdivicC
l,i1...ic,ib
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ibφu+1 =
∑
d∈Dm
cdXdivi1 . . . XdiviadC
d,i1...iad
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1)+
∑
t∈T
atXdivi1 . . . XdiviaC
t,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1)
+
∑
j∈J
S
J′
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1),
(2.51)
where here the vector fields C
d,i1...iad
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1) are in the
form (2.41) with a factor ∇(p)Ric and each has ad ≥ m. Moreover, they each
have a (u − 1)-simple character ~κx−1. We then claim that we can write:
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∑
l∈L′x
alXdivi1 . . . XdiviaC
l,i1...ia,ib
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ibφu+1 =
∑
d∈Dm+1
adXdivi1 . . . XdiviadC
d,i1...iad
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1)+
∑
t∈T
atXdivi1 . . . XdiviaC
t,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1)
+
∑
j∈J
S
J′
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1),
(2.52)
with the same notational conventions as above.
Clearly, if we can show the above inductive statement then by iterative rep-
etition we will derive (2.44).
Proof that (2.51) implies (2.52): We observe that all the tensor fields in
(2.51) have the same (u− 1)-simple character, which we have denoted by ~κx−1.
Now, by applying RictoΩp+1 (see the Appendix in [3]) to (2.51) and using
(2.43) we derive:
∑
d∈Dm
cdXdivi1 . . . XdiviadRictoΩp+1[C
d,i1...iad
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1)]+
∑
j∈J′x
ajC
j
g(Ω1, . . . ,Ωp+1, φ1, . . . , φu, φu+1)
+
∑
j∈J′
ajRictoΩp+1[C
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu)] = 0,
(2.53)
modulo complete contractions of length ≥ σ + u+ 1.
We pick out the index set Dm,∗ ⊂ Dm of those tensor fields for which
ad = m. Then (apart from certain “forbidden cases” which we discuss in the
“Digression” below), we apply the first claim of Lemma 4.10 in [3] to (2.53),53
we deduce that for some linear combination of (m+1)-tensor fields with (u−1)-
simple character ~κx−1 (say
∑
s∈S asC
s,i1...im+1
g (Ω1, . . . ,Ωp+1, φ1, . . . , φu, φu+1)),
we will have that:
53Note that (2.53) formally falls under the inductive assumption of this Lemma, because we
replaced a curvature term by a factor ∇(y)Ωp+1, hence we are in a case in which case Corollary
1 in [6] already holds, by our inductive assumption. Observe that if m = µ there is no danger
of falling under a “forbidden case” by weight considerations, since we are assuming that the
equation in our Lemma assumption does not contain “forbidden terms”. The possibility of
“forbidden cases” when m > µ will be treated in the “Digression” below.
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∑
d∈Dm,∗
adRictoΩp+1[C
d,i1...im
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1)]∇i1υ . . .∇imυ
−Xdivim+1
∑
s∈S
asC
s,i1...im+1
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1)∇i1υ . . .∇imυ
=
∑
j∈J′
ajRictoΩp+1[C
j,i1...im
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1υ . . .∇imυ];
(2.54)
(we are using the same generic notational conventions as above-the m-tensor
fields RictoΩp+1[C
j,i1...im
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] again have a (u − 1)-simple
character that is simply subsequent to ~κx−1). Therefore, since the above must
hold formally, we conclude that:
∑
d∈Dm,∗
adXdivi1 . . . XdivimC
d,i1...im
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1)−
Xdivi1 . . . XdivimXdivim+1
∑
s∈S
asC
s,i1...im+1
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1) =
∑
t∈T
atXdivi1 . . .XdiviaC
t,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1)+
∑
j∈J
S
J′
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1),
(2.55)
where C
s,i1...im+1
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1) arises from
C
s,i1...im+1
g (Ω1, . . . ,Ωp+1, φ1, . . . , φu, φu+1) by formally replacing the factor
∇
(p)
r1...rpΩp+1 by a factor ∇
(p−2)
r1...rp−2Ricrp−1rp . Furthermore,
∑
t∈T . . . is a generic
linear combination as described after (2.44).
This is precisely our desired inductive step. Therefore we have derived our
claim in the case where x ∈ Def(~κsimp), except for the “forbidden cases” which
we now discuss:
Digression: The “forbidden cases”. As noted above, the only case where
Lemma 4.10 in [6] cannot be applied to (2.53) (because it falls under a “forbidden
case” of that Lemma) is when m > µ. So, in that case we derive from (2.51)
that Dm,∗ = Dm, and then applying the “weak substitute” of the fundamental
Proposition 2.1 in [6] we derive:54
54See the Appendix of [6].
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∑
d∈Dm,∗
adXdivi1 . . .XdivimC
d,i1...im
g (. . . , φu+1) =
∑
t∈T
atXdivi1 . . . Xdivim−1C
t,i1...im−1
g (. . . , φu+1)+
∑
j∈J
ajC
j
g(. . . , φu+1) +
∑
f∈F
afXdivi1 . . . Xdivim−1C
f,i1...im−1
g (. . . , φu+1),
(2.56)
where the terms indexed in J are simply subsequent to ~κsimp and have a factor
Ric, while the terms in F have the ∇φu+1 contracting against a non-special
index (and both terms above have a factor Ric).
Then, replacing the above into (2.51) and applying Lemma 4.10 in [6] (notice
it can now be applied, since the factor∇φu+1 is contracting against a non-special
index), we derive that:
∑
f∈F
afC
f,i1...im−1
g (. . . ,Ωp+1, φu+1)∇i1υ . . .∇im−1υ = 0.
(Here C
f,i1...im−1
g (. . . ,Ωp+1, φu+1) arises from C
f,i1...im−1
g (. . . , φu+1) by applying
RictoΩp+1).
Thus, we may erase the terms
∑
f∈F . . . in (2.56); with that new feature,
(2.56) is precisely our desired equation (2.55). ✷
Proof of Lemma 2.4 in the case x /∈ Def(~κsimp):
We recall that the factor ∇φx (x /∈ Def(~κsimp)) is contracting against a
factor T ∗(x) = ∇(m)Rijkl. We then distinguish two cases: Either in ~κsimp there
is some other h′ 6= x with h′ ∈ Def(~κsimp) so that ∇φh′ is contracting against
T ∗(x) in ~κsimp, or there is no such factor. Another way of describing these two
cases is that in the first case the factor T ∗(x) = ∇(m)Rijkl has arisen from the
de-symmetrization of some factor S∗∇(ν)Rijkl (for which the factor ∇φh′ was
contracting against the index i), while in the second case ∇(m)Rijkl corresponds
to a factor ∇(m)Rijkl in ~κsimp. The second subcase is easier, so we will start
with that one.
Second subcase: We observe that in this setting we must have L′x = ∅ (refer to
(2.43)). Moreover, for each Cjg , j ∈ J
′
h, we must have at least one of the factors
∇φw, w ∈ Def(~κsimp) contracting against a derivative index of some factor Fb
in Cjg(Ω1, . . . ,Ωp, φ1, . . . , φˆx, . . . , φu, φu+1), where in addition Fb 6= T
∗(x). In
view of these observations, it is enough to show that in this second subcase:
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∑
j∈J′x
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φˆx, . . . , φu, φu+1)
=
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φˆx, . . . , φu, φu+1),
(2.57)
modulo complete contractions of greater length. Clearly, that will imply our
claim for this second subcase since L′x = ∅ in (2.43). We derive this equation
rather easily: By (2.43) we have:
∑
j∈J′x
ajC
j
g(Ω1, . . . ,Ωp+1, φ1, . . . , φˆh, . . . , φu, φu+1) = 0, (2.58)
where we recall that for each Cjg , j ∈ J
′
x, one of the factors ∇φc, c ∈ Def(~κsimp)
is contracting against a derivative index of some curvature factor.
Now, since (2.58) holds formally (at the linearized level), we may repeat the
permutations by which we make the left hand side vanish formally to the linear
combination
∑
j∈J′x
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φˆh, . . . , φu, φu+1),
and derive the right hand side in (2.57) as correction terms.
First subcase: Recall that we are assuming x /∈ Def(~κsimp), and moreover
the factor ∇φx is contracting against some factor T ∗(x) in ~κsimp in the form
S∗∇(ν)Rijkl . Recall also that we are now assuming that ∇φx is not the factor
that contracts against the index i in T
∗(x) in ~κsimp. That factor is ∇φh′ .
In this first subcase we define
∑
j∈J′′ aj . . . to stand for a generic linear
combination of complete contractions in the form (2.41) with the factor ∇φh′
contracting against a derivative index in a factor ∇(p)Ric. We also denote by
∑
x∈X
axC
x,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φˆh, . . . , φu, φu+1)
a generic linear combination of tensor fields in the form (2.41) with a factor
Ricij (with no derivatives) where ∇φh′ is contracting against the index i in
that factor Ricij , and where a ≥ µ. Finally, we define
∑
j∈J′ aj . . . to stand for
the same generic linear combination as in the previous case.
It then follows that in this first subcase we can re-express the terms in the
equation (2.42) as:
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∑
l∈L′x
alXdivi1 . . .XdiviaC
l,i1...ia,ib
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ibφu+1+
∑
j∈J′x
ajC
j
g(Ω1, . . . ,Ωp+1, φ1, . . . , φu+1) =
∑
t∈T
atXdivi1 . . .XdiviaC
t,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1)+
Xdivi1 . . . Xdivia
∑
x∈X
axC
x,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φˆh, . . . , φu, φu+1)+
∑
j∈J
S
J′
S
J′′
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1).
(2.59)
This just follows by the definitions and by applying the second Bianchi identity
to the factor ∇(p)Ric if necessary (this can be done, because p > 0).
We then prove Lemma 2.4 in this setting via an inductive statement: Let us
suppose that the minimum rank among the tensor fields indexed in X in (2.59)
is m ≥ µ and the corresponding tensor fields are indexed in Xm ⊂ X . We then
claim that we can write:
Xdivi1 . . . Xdivim
∑
x∈Xm
axC
x,i1...im
g (Ω1, . . . ,Ωp, φ1, . . . , φˆh, . . . , φu, φu+1) =
Xdivi1 . . . Xdivim+1
∑
x∈Xm+1
axC
x,i1...im+1
g (Ω1, . . . ,Ωp, φ1, . . . , φˆh, . . . , φu, φu+1)+
∑
t∈T
atXdivi1 . . .XdiviaC
t,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1)+
∑
j∈J
S
J′
S
J′′
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1),
(2.60)
where for all the linear combinations on the right hand side we are using generic
notation.
We will show (2.60) momentarily. For the time being, we observe that if we
can show (2.60) then by iterative repetition we are reduced to proving our claim
for the first subcase above under the extra assumption that X = ∅.
Under this extra assumption we claim that the sum in J ′
⋃
J ′′ in the above
satisfies:
∑
j∈J′
S
J′′
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1) =
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1).
(2.61)
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Notice that proving the above two equations will complete the proof of Lemma
2.4 in this subcase. We first prove (2.61) (assuming we have shown (2.60)) by
the usual argument:
Plug (2.60) into (2.59) and then apply RictoΩp+1 to derive:
∑
j∈J′
S
J′′
ajC
j
g(Ω1, . . . ,Ωp+1, φ1, . . . , φu+1) = 0.
Now, we use the fact that the resulting equation holds formally: We may ar-
range that the factor ∇φh′ is contracting against the first index in the factor
∇
(p)
r1...rpRicij , hence in the permutations by which we make the LHS of the above
formally zero the first index is not moved. Thus we see that the correction terms
arising when we repeat those permutations for
∑
j∈J′
S
J′′
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1)
are indeed as in the right hand side of (2.61).
Proof of (2.60): First of all, observe that if the factor S∗Rijkl∇iφ˜h in ~κsimp
is contracting against some factor ∇φh′′ (in addition to the factors ∇φh,∇φh′),
then (2.60) is obvious since then by definition Xm = X = ∅. Thus, we may now
assume that only the factors∇φx and ∇φh′ are contracting against S∗Rijkl∇iφ˜h
in ~κsimp.
In that setting, we firstly show (2.60) for m = µ: We only have to refer
equation (2.55) when m = µ, and replace φh′ by φx: We derive an equation:
Xdivi1 . . .Xdiviµ
∑
x∈Xµ
axC
x,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φˆh, . . . , φu, φu+1) =
Xdivi1 . . .Xdiviµ+1
∑
x∈X
µ+1
axC
x,i1...im+1
g (Ω1, . . . ,Ωp, φ1, . . . , φˆh, . . . , φu, φu+1)+
∑
t∈T
atXdivi1 . . . XdiviµC
t,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1)+
∑
j∈J
S
J′
S
J′′
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1),
(2.62)
(using generic notation of the tensor fields in the RHS).
Now, we consider the tensor fields indexed in X
µ+1
which have a free in-
dex in the factor Ricab∇aφh′55 and we “forget” the Xdiv structure of Xdivb.
Therefore, we are reduced to proving (2.60) with with two additionnal features
if m = µ: Firstly that the tensor fields with rank m = µ do not have a free
index in the expression Ricab∇aφ˜h′ and also that for those tensor fields the
55In other words, the index b is free.
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index b in that expression is contracting either against a non-special index in
some curvature factor or against some index in a factor ∇(A)Ωf with A ≥ 3.56
Armed with this additionnal hypothesis for the case m = µ, we will now
show (2.60) for any m ≥ µ:
We apply the operation RictoΩ to the Lemma hypothesis (using the nota-
tion of (2.59)), and we pick out the sublinear combination with an expression
∇
(2)
ij Ωp+1∇
iφh′ . It follows that this expression (which we denote by Eg) vanishes
separately. Thus, we derive an equation:
Eg = X∗divi1 . . . X∗divia
∑
x∈Xm
axC
x,i1...ia
g (Ω1, . . . ,Ωp+1, φ1, . . . , φˆx, . . . , φu, φu+1)
+
∑
j∈J′
ajC
j
g(Ω1, . . . ,Ωp+1, φ1, . . . , φˆh, . . . , φu, φu+1) = 0,
(2.63)
where X∗divi stands for the sublinear combination in Xdivi where ∇i is in
addition not allowed to hit the expression ∇
(2)
ij Ωp+1∇
iφh′ . Now, we formally
replace the expression ∇
(2)
ij Ωp+1∇
iφh′ by a factor ∇jY . We denote the resulting
tensor fields and complete contractions by:
Cx,i1...iag (Ω1, . . . ,Ωp, Y, φ1, . . . , φˆh, . . . , φu, φu+1),
Cjg(Ω1, . . . ,Ωp, Y, φ1, . . . , φˆh, . . . , φu, φu+1).
Then, since the above equation holds formally we derive that:
X∗divi1 . . . X∗divia
∑
x∈X
axC
x,i1...ia
g (Ω1, . . . ,Ωp, Y, φ1, . . . , φˆh, . . . , φu, φu+1)+
∑
j∈J′
ajC
j
g(Ω1, . . . ,Ωp, Y, φ1, . . . , φˆh, . . . , φu, φu+1) = 0.
(2.64)
X∗divi in this setting stands for the sublinear combination in Xdivi where ∇i
is not allowed to hit the factor ∇Y .
But then (subject to certain exceptions which we explain below) applying
4.6 in [6]),57 (or Lemma 4.7 in [6] if σ = 3)58 to the above,59 we derive that
56(The last property follows since ∇b has arisen by “forgetting” an Xdiv).
57In particular, the exceptions are when there are tensor fields of minimum rank in (2.64)
that fall under one of the “forbidden cases” of that Lemma. The derivation of (2.60) in that
case will be discussed below.
58Notice that by the conventions above this Lemma can be applied since the tensor fields
of minimum rank do not have a free index in ∇Y .
59Equation (2.64) formally falls under the inductive assumptions of these Lemmas, since we
have reduced the weight.
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there is a linear combination of (m+ 1)-tensor fields,
∑
q∈Q
aqC
q,i1...im+1
g (Ω1, . . . ,Ωp, Y, φ1, . . . , φˆx, . . . , φu, φu+1),
just like the ones indexed in Xm only with another free index, so that:
∑
x∈X
axC
x,i1...im
g (Ω1, . . . ,Ωp, Y, φ1, . . . , φˆx, . . . , φu, φu+1)∇i1υ . . .∇imυ −
∑
q∈Q
aq
X∗divim+1C
q,i1...im+1
g (Ω1, . . . ,Ωp, Y, φ1, . . . , φˆx, . . . , φu, φu+1)∇i1υ . . .∇imυ
+
∑
j∈J′
ajC
j,i1...im
g (Ω1, . . . ,Ωp, Y, φ1, . . . , φˆx, . . . , φu, φu+1)∇i1υ . . .∇imυ = 0.
(2.65)
The Exceptions: In the exceptional cases, we apply Lemma 4.10 in [6] to
(2.64) to derive (2.60) directly. (Notice that this Lemma can be applied since
m > µ in this case; this is because of the additionnal hypothesis in the case
m = µ which ensures that we do not fall under the forbidden case when m = µ).
Derivation of (2.60) from (2.65):60 Now, formally replace ∇aY by an ex-
pression Ricia∇aφh′ in the above; we thus again obtain an equation:
∑
x∈X
axC
x,i1...im
g (Ω1, . . . ,Ωp, φ1, . . . , φˆx, . . . , φu, φu+1)∇i1υ . . .∇imυ−
∑
q∈Q
aqX∗divim+1C
q,i1...im+1
g (Ω1, . . . ,Ωp, φ1, . . . , φˆx, . . . , φu, φu+1)∇i1υ . . .∇imυ
+
∑
j∈J′
ajC
j,i1...im
g (Ω1, . . . ,Ωp, φ1, . . . , φˆx, . . . , φu, φu+1)∇i1υ . . .∇imυ = 0.
(2.66)
Observe that making the X∗div into and Xdiv introduces tensor fields with a
factor ∇Ricij∇iφh′ ; where we may then apply the second Bianchi identity to
this expression and make the factor ∇φh′ contract against the derivative index
in ∇Ric. We obtain correction terms that are in the form:
∑
t∈T
atXdivi1 . . . XdiviaC
t,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1).
Thus, replacing the ∇υs by Xdivs (see the last Lemma in the Appendix in
[3]), we obtain our desired (2.60). ✷
60In the non-exceptional cases.
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3 An analysis of the sublinear combination
CurvTrans[Lg].
3.1 Brief outline of this section: How to “get rid” of the
terms with σ + u factors in (6.1), modulo correction
terms we can control.
Let us recapitulate to recall our main achievements so far and to outline how our
argument will proceed: We have set out to prove Lemmas 1.1, 1.2 (and, eventu-
ally Lemma 1.3, under the inductive assumption of Proposition 1.1, along with
all the Corollaries and Lemmas that the inductive assumption of Proposition
1.1 implies. The main assumption for all these Lemmas is equation (2.3), whose
left hand side we denote by Lg(Ω1, . . . ,Ωp, φ1, . . . , φu) (or just Lg, for short).
In Lemma 2.1 we showed that the sublinear combination Image1,+φu+1 [Lg]
must vanish separately (modulo complete contractions that we may ignore).
The equation (2.8) is the main assumption for this section. In equation (6.1)
we broke up Image1,+φu+1[Lg] into three sublinear combinations CurvT rans[Lg],
LC[Lg], W [Lg] which we will study separately in the next few subsections (the
reader may wish to recall these three sublinear combinations now).
Finally, in Lemma 2.2 we showed that the sublinear combination LCΦ[Lg]
(in LC[Lg]) can be replaced by the right hand side of the equation in (2.2).
Since that right hand side consists of generic terms that are allowed in the con-
clusions of the Lemmas 1.1, 1.2 and Lemma 1.3 in case A, we may interpret this
result as saying that the sublinear combination LCΦ[Lg] can be ignored when
we study LC[Lg] further down.
Synopsis of subsections 3.2, 3.3: We commence this section with a study of
the sublinear combination CurvT rans[Lg]. The next two subsections (3.3 and
3.2) are devoted to that goal. Our analysis will proceed as follows: We will
firstly seek to understand the sublinear combination CurvT rans[Lg] as it arises
from the application of the formula (2.1). We will observe that the terms we
obtain in CurvT rans[Lg] can be grouped up into a few sublinear combinations,
defined by certain algebraic properties. After we do this grouping, we will apply
the curvature identity,
∇
(2)
ab Xc −∇
(2)
ba Xc = RabdcX
d, (3.1)
which will introduce corrections terms of length σ + u + 1, some of which will
be important in deriving our Lemmas 1.1, 1.2, 1.3 (in particular the sublinear
combinations in Leftover[. . . ] will be the important ones), and many will be
generic terms (i.e. generic terms allowed in the conclusions of our three Lem-
mas). Finally, after this analysis and the algebraic manipulations, we will still
be left with sublinear combinations in CurvT rans[Lg] of length σ+u. Roughly
speaking, these sublinear combinations will either be linear combinations of it-
erated Xdiv’s with high enough rank, or they will be terms that are simply
subsequent to pre~κ+simp. We will then show that these sublinear combinations
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can be re-written as linear combinations of Xdiv’s of tensors fields with σ+u+1
factors, of the general type that is allowed in the conclusions of our Lemmas.
Notational conventions: Now, abusing notation, we will denote Image1,+φu+1[Lg]
by Image1φu+1[Lg] for the rest of this section. Furthermore, we recall that in the
setting of Lemmas 1.1 and 1.2 the selected factor discussed in the definition of
Image1,+φu+1[Lg] is always the crucial factor, defined, in the statements of Lem-
mas 1.1 and 1.2. On the other hand, in the setting of 1.3, we have declared that
the selected factor is some factor (or set of factors) that we pick once and for all;
it does not have to be the crucial factor. Recall that Image1,+φu+1[Lg] has been
defined in definition 2.2–this sublinear combination depends on the choice of se-
lected factor. Therefore, in the next subsections, we will sometimes be making
distinctions when we discuss the sublinear combination CurvT rans[Lg]; these
distinctions will depend on which of the Lemmas 1.1, 1.2 or 1.3 we are proving.
3.2 A study of the sublinear combination CurvTrans[Lg] in
the setting of Lemmas 1.2 and 1.3 (when the selected
factor is in the form ∇(m)Rijkl).
Let us firstly recall that in the setting of Lemma 1.2 the notions of “selected”and
“crucial” factor coincide. In the setting of Lemma 1.3 they need not coincide.
Furthermore, in the setting of Lemma 1.2, we will be denoting by Free(Max)
the number of free indices in the crucial factor in the tensor fields C
l,i1...iµ
g , l ∈⋃
z∈Z′Max
Lz (see the statement of Lemma 1.2).61 Whenever we make a claim
regarding 1.3 in this subsection, we will be assuming that the selected factor is
in the from ∇(m)Rijkl .
In this case, we recall that
CurvT rans[Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
stands for the sublinear combination in
Image1φu+1[Xdivi1 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
62 that consists of complete contractions with length σ + u, with no internal
contractions that arise by replacing the (one of the) selected factor(s) ∇(m)Rijkl
by one of the four linear expressions ∇
(m+2)
r1...rmil
φu+1gjk etc on the right hand side
of (2.1), provided no internal contraction arises in that way. We will be treating
the function ∇(A)φu+1 as a function ∇(A)Ωp+1 in this subsection.
61Recall that by definition, if the µ-tensorf fields of maximal refined double character in
(1.6) have s special free indices in the crucial factor ∇(m)Rijkl (s = 1 or s = 2) then all other
µ-tensor fields in the assumption of Lemma 1.2 will have at most Free(Max) free indices in
any factor ∇(m)Rijkl that contains s special free indices.
62Recall that we are denoting Image1,+φu+1
[. . . ] by Image1φu+1
[. . . ], abusing notation.
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In this setting, a complete contraction in
CurvT rans[Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)]
will be called extra acceptable if it is acceptable (see the discussion after (1.5)
in [6]) and in addition it has all the factors ∇φgi contracting against the factor
∇(m+2)φu+1,
63 and the two rightmost indices in ∇(A)φu+1 are not contracting
against any factor ∇φh. We straightforwardly observe that all the complete
contractions in each sublinear combination
CurvT rans[Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] (3.2)
are extra acceptable.
As before, we will be using the equation:
∑
l∈L
alCurvT rans[Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]+
∑
j∈J
ajCurvT rans[C
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu)] = 0,
(3.3)
which holds modulo complete contractions of length ≥ σ + u+ 1.
Now, we separately study the sublinear combinations in the left hand side
of the above.
We start with the sublinear combinationsCurvT rans[Cjg(Ω1, . . . ,Ωp, φ1, . . . , φu)]
for each j ∈ J .
Let us introduce some notation. We will denote by
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)
a generic linear combination of complete contractions in the form (2.15) with
a weak character Weak(pre~κ+simp) and with at least one factor ∇φf , f ∈
Def(~κsimp) contracting against a derivative index in some factor ∇(p)Rijkl .
We then straightforwardly observe that:
CurvT rans[
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu)] =
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu).
(3.4)
Next, we proceed to carefully study the sublinear combinations (3.2) in (3.3).
We will need to introduce some further notational conventions.
63Here {∇φgi} stands for the set of terms ∇φh that are contracting against the selected
factor ∇(m)Rijkl in ~κsimp.
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Definition 3.1 For this entire subsection, we denote by∑
p∈P
apC
p,i1...ia,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1
a generic linear combination of acceptable tensor fields with length σ + u + 1,
and a ≥ µ and with a u-simple character ~κsimp and a weak (u + 1)-character
Weak(~κ+simp).
Furthermore, we denote by∑
u∈U
auXdivi1 . . . XdiviaC
u,i1...ia
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)
a generic linear combination of Xdivs of extra acceptable a-tensor fields (a ≥ µ)
with the following features: The tensor fields Cu,i1...iag (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)
must have of length σ + u, be in the form (2.15) and have a u-simple character
pre~κ+simp, where all the factors ∇φg1 , . . . ,∇φgz are precisely those ∇φ’s that are
contracting against the first z indices in the factor ∇(A)φu+1 with A ≥ z + 2.
Furthermore, we require that if a = µ then either at least one of the free indices
i1 , . . . , iµ is a derivative index (and moreover if it belongs to a factor ∇
(B)Ωh
then B ≥ 3), or none of these indices is a special index in a factor S∗∇(ν)Rijkl.
Our next definitions will be only for the setting of Lemma 1.2.
We will denote by∑
t∈T
atC
t,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1
a generic linear combination of acceptable (µ − 1)-tensor fields of length σ +
u + 1 with (u + 1)-simple character ~κ+simp, for which either the selected (=cru-
cial=critical) factor contains fewer than Free(Max)− 1 free indices, or it con-
tains exactly Free(Max)−1 free indices but its refined double character is doubly
subsequent to each ~Lz
′
, z ∈ Z ′Max.
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In addition (again only in the setting of Lemma 1.2) we denote by∑
u∈U1
auC
u,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)
a generic linear combination of extra acceptable (µ−1) tensor fields in the form
(2.15), of length σ+u with a simple character pre~κ+simp, with the extra property
that the factor ∇(A)φu+1 has fewer than Free(Max) − 1 free indices. We also
require that none of the free indices are special indices in a factor S∗∇(ν)Rijkl.
Moreover, in the case where the maximal refined double characters ~Lz
′
, z ∈
Z ′Max have two internal free indices in the crucial factor, we denote by∑
u∈U2
auC
u,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)
64In other words, in the statements of Lemma 1.2 this corresponds to a generic linear
combination
P
ν∈N aνC
ν,i1...,iµ−1iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇iµφu+1.
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a generic linear combination of extra acceptable (µ − 1) tensor fields in the
form (2.15) with a simple character pre~κ+simp and with the feature that it has
Free(Max) − 1 free indices in the factor ∇(A)φu+1 and with the additional
property that one of the free indices that belong to the factor ∇
(A)
r1...rAφu+1 is the
last index rA . We also require that none of the free indices are special indices
in a factor S∗∇(ν)Rijkl.
Armed with this definition, we may now study the sublinear combination
(3.2) in detail.
We recall a few notational conventions we have made in the setting of Lemma
1.2:
Recall that in the setting of Lemma 1.2, the crucial factor(s) in each Cl,i1...iµ ,
l ∈ Lz, z ∈ Z ′Max will all have either two, one or no internal free indices.
If the maximal refined double characters ~Lz, z ∈ Z ′Max have one or two
internal free indices belonging to the (a) crucial factor, we recall that we have
denoted by I∗,l ⊂ Il the set of all internal free indices that belong to a crucial
factor. Furthermore, if there are two such free indices, we have declared that in
the (each) crucial factor of the form T = ∇(m)Rijkl , the internal free indices will
be the indices i, k. In that setting, we may then assume wlog that the indices
i1 , i3 , . . . , i2kl+1 ∈ I∗,l are the indices i in the crucial factors. Also in this case
we may assume wlog that if k is odd then k and k+1 belong to the same crucial
factor. We then claim:
Lemma 3.1 In the setting of Lemma 1.2, if the tensor fields C
l,i1...iµ
g , l ∈
Lz, z ∈ Z ′Max have two internal free indices in the crucial factor(s) then:
∑
l∈Lµ
alCurvT rans[Xdivi1 . . . XdiviµC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] =
∑
z∈Z′
Max
∑
l∈Lz
al
kl∑
h=0
Xdivi1 . . . ˆXdivi2h+1 . . . Xdiviµ
Cl,i1...iµg (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1
+
∑
u∈U
auXdivi1 . . .XdiviaC
u,i1...ia
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)+
∑
u∈U1
auXdivi1 . . . Xdiviµ−1C
u,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)+
∑
u∈U2
auXdivi1 . . . Xdiviµ−1C
u,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)+
∑
t∈T
atXdivi2 . . . XdiviµC
t,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1.
(3.5)
Next claim: Again in the setting of Lemma 1.2, if the tensor fields C
l,i1...iµ
g , l ∈
Lz, z ∈ Z ′Max have one internal free index in the crucial factor(s) then:
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∑
l∈Lµ
alCurvT rans[Xdivi1 . . . XdiviµC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] =
∑
z∈Z′Max
∑
l∈Lz
al
∑
ih∈I∗,l
Xdivi1 . . .
ˆXdivih . . . XdiviµC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)
∇ihφu+1 +
∑
u∈U
auXdivi1 . . . XdiviµC
u,i1...iµ
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)+
∑
t∈T
atXdivi2 . . .XdiviµC
t,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1.
(3.6)
In the setting of Lemma 1.3 and also in the setting of Lemma 1.2 if the
tensor fields C
l,i1...iµ
g , l ∈ Lz, z ∈ Z ′Max have no internal free index in the crucial
factor(s) then:
∑
l∈Lµ
alCurvT rans[Xdivi1 . . .XdiviµC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
=
∑
u∈U
auXdivi1 . . .XdiviµC
u,i1...iµ
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu).
(3.7)
Moreover, for both Lemmas 1.2 and 1.3:
∑
l∈(L\Lµ)
alCurvT rans[Xdivi1 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
=
∑
p∈P
apXdivi1 . . .XdiviaC
p,i1...ia,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1+
∑
u∈U
auXdivi1 . . . XdiviaC
u,i1...ia
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu).
(3.8)
Proof of Lemma 3.1: The proof just follows by applying the transformation
law (2.1). For the first two equations in the Lemma, we “complete the diver-
gence” to get the terms on the first two lines of the right hand sides.65 Also,
for the first two equations, the proof of our claim also relies on the definition
of maximal refined double characters. Note: For (3.6) we also use the fact that
(1.6) does not fall under the “special cases” outlined at the very end of the
65We explain the notion of “completing the divergence”: We observe that
we obtain terms in CurvTrans[Xdivi1 . . .XdiviaC
l,i1...ia
g ] which are in the form
X∗divi1Xdivi2 . . . XdiviµC
∗,i1...iµ
g , where the free index i1 does not belong to the factor
∇(B)φu+1, and X∗divi1 means that ∇
i1 is not allowed to hit the factor ∇(B)φu+1. Then
adding and subtracting a term Hitdivi1Xdivi2 . . .XdiviµC
∗,i1...iµ
g (Hitdivi1 means that we
force ∇i1 to hit the factor ∇(B)φu+1), we obtain the terms of length σ+ u+ 1 in (3.5), (3.6)
(when we subtract the term in question), by also applying the curvature identity (3.1).
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introduction. ✷
In conclusion, we have shown that in the setting of Lemma 1.2 when there
are two internal free indices in the crucial factor in the tensor fields C
l,i1...iµ
g ,
L ∈ Lz, z ∈ Z ′Max we will have:
CurvT rans[Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)] =
∑
z∈Z′Max
∑
l∈Lz
al
kl∑
h=0
Xdivi1 . . .
ˆXdivi2h+1 . . .XdiviµC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)
+∇i1φu+1
∑
u∈U
auXdivi1 . . . XdiviaC
u,i1...ia
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)+
∑
u∈U1
auXdivi1 . . .Xdiviµ−1C
u,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)
+
∑
u∈U2
auXdivi1 . . . Xdiviµ−1C
u,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)
+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)+
∑
p∈P
apXdivi1 . . . XdiviaC
p,i1...ia,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1+
∑
t∈T
atXdivi1 . . .Xdiviµ−1C
t,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇iµφu+1.
(3.9)
Also, in the setting of Lemma 1.2 when there is one internal free index in
the crucial factor in the tensor fields C
l,i1...iµ
g , l ∈ Lz, z ∈ Z ′Max we will have:
CurvT rans[Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)] =∑
z∈Z′Max
∑
l∈Lz
al
∑
ih∈I∗,l
Xdivi1 . . .
ˆXdivih . . . XdiviµC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)
+∇ihφu+1
∑
u∈U
auXdivi1 . . . XdiviaC
u,i1...ia
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)
+
∑
u∈U1
auXdivi1 . . . Xdiviµ−1C
u,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)+
∑
p∈P
apXdivi1 . . . XdiviaC
p,i1...ia,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1+
∑
t∈T
atXdivi1 . . .Xdiviµ−1C
t,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇iµφu+1,
(3.10)
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and lastly in the setting of Lemma 1.3 we will have:
CurvT rans[Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)] =∑
u∈U
auXdivi1 . . . XdiviaC
u,i1...ia
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)+
+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)+
∑
p∈P
apXdivi1 . . . XdiviaC
p,i1...ia,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1.
(3.11)
We then make three claims, for each of the three subcases above. We are
interested in “getting rid of” the sublinear combinations of length σ+u that we
have been left with in CurvT rans[Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)]. We first consider
the setting of Lemma 1.2 and there are tensor fields indexed in Lµ ⊂ L with two
internal free indices in the crucial factor ∇(m)Rijkl; call this the first subcase.
We claim:
Lemma 3.2 Consider the setting of Lemma 1.2 when there are tensor fields
indexed in Lµ ⊂ L with two free indices in the crucial factor ∇(m)Rijkl. Then,
refer to (3.9). By virtue of our inductive assumption on Proposition 1.1, we
claim that the sublinear combination of length σ + u in (3.9) will be equal to:
∑
u∈U
auXdivi1 . . .XdiviaC
u,i1...ia
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)+
∑
u∈U1
auXdivi1 . . .Xdiviµ−1C
u,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)+
∑
u∈U2
auXdivi1 . . .Xdiviµ−1C
u,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)
+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu) =
∑
r∈Rα
arXdivi1 . . . Xdiviµ−1C
r,i1...iµ−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1)
+
∑
r∈Rβ
arXdivi1 . . .Xdiviµ−1C
r,i1...iµ−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1)
+
∑
r∈Rγ
arXdivi1 . . .XdiviaC
r,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1)+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1);
(3.12)
here the (µ − 1)-tensor fields indexed in Rα have a (u + 1)-simple character
~κ+simp, and also have Free(Max)− 1 free indices belonging to the crucial factor
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∇
(m)
r1...rmRijkl and moreover all of them are of the form r1 , . . . , rm , j and further-
more ∇φu+1 is contracting against the index i (so in particular they are doubly
subsequent to all ~Lz
′
, z ∈ Z ′Max).
Also, the (µ − 1)-tensor fields that are indexed in Rβ have a refined double
character that is doubly subsequent to each ~Lz
′
, z ∈ Z ′Max. (In particular they
have fewer than Free(Max)−1 free indices in the crucial factor). Finally, each
a-tensor field (a ≥ µ) indexed in Rγ has a u-simple character ~κsimp and a weak
(u + 1)-character Weak(~κ+simp). Lastly, each C
j has length σ + u + 1 and is
simply subsequent to ~κ+simp.
Next, we consider the setting of Lemma 1.2 where there is one internal
free index in the tensor fields C
l,i1...iµ
g , l ∈ Lz, z ∈ Z ′Max (call this the second
subcase). We also consider the setting of Lemma 1.3 (where there are no internal
free indices in any factor ∇(m)Rijkl in the µ-tensor fields we are considering;
call this the third subcase).
Lemma 3.3 By virtue of our inductive assumption on Proposition 1.1, in both
(second and third) subcases above we claim that the sublinear combination of
length σ + u that we have been left with in CurvT rans[Lg] (see (3.10) and
(3.11)) can be written as:
∑
u∈U
auXdivi1 . . . XdiviaC
u,i1...ia
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu) =
(
∑
r∈Rβ
arXdivi1 . . . Xdiviµ−1C
r,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu+1))+
∑
r∈Rγ
arXdivi1 . . .XdiviaC
r,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1)+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1);
(3.13)
The (µ− 1)-tensor fields that are indexed in Rβ arise only in the second subcase
and have a (refined) double character that is subsequent to each ~Lz
′
, z ∈ Z ′Max.
The tensor fields in Rβ , Rγ are as above.
Proof of Lemmas 3.2 and 3.3:
We will prove Lemma 3.2. We will then indicate how Lemma 3.3 follows by
the same argument.
By virtue of the equation (6.1) we have that:
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∑
u∈U
auXdivi1 . . .XdiviaC
u,i1...ia
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)+
∑
u∈U1
auXdivi1 . . .Xdiviµ−1C
u,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)+
∑
u∈U2
auXdivi1 . . .Xdiviµ−1C
u,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)
+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu) = 0,
(3.14)
modulo contractions of length ≥ σ + u+ 1.
We focus on the left hand side linear combination in (3.14), where we treat
the function φu+1 as a function Ωp+1, and we apply the eraser to the factors
∇φg that are contracting against∇(A)φu+1. (We will be applying this operation
in order to apply the inductive assumption of Corollary 1 in [6] on various
occasions below; after we have applied our Corollary, we will then re-introduce
the factors ∇φg that we erased.66) We observe that the tensor fields of length
σ + u that we obtain via this operation are acceptable, and will all have the
same simple character which we denote by ~κsimp. Furthermore, the complete
contractionsCjg(Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu) that arise after applying the eraser
will be subsequent to the simple character ~κsimp.
Thus, we can apply our inductive assumption on Corollary 1 in [6]67 to the
left hand side of (3.14) (to which we have applied the eraser). We conclude that
there is a linear combination of acceptable µ-tensor fields (indexed in T below)
with a simple character ~κsimp so that:
∑
u∈U1
auC
u,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)∇i1υ . . .∇iµ−1υ+
∑
u∈U2
auC
u,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)∇i1υ . . .∇iµ−1υ−
∑
t∈T
auXdiviµC
t,i1...iµ−1iµ
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)∇i1υ . . .∇iµ−1υ =
∑
f∈F
afC
f,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)∇i1υ . . .∇iµ−1υ,
(3.15)
modulo complete contractions of length ≥ σ + u + µ. Here each C
f,i1...iµ−1
g
is simply subsequent to ~κsimp. Now, we index in T2 ⊂ T the tensor fields
66By abuse of notation we will sometimes use ~κsimp to also denote the simple character
with the factors ∇φg put back in.
67Since the tensor fields indexed in U1 have no special free indices in factors S∗∇(ν)Rijkl,
there is no danger of falling under a “forbidden case”.
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with precisely Free(Max)− 1 factors ∇υ contracting against ∇(A)φu+1 and in
T1 ⊂ T the tensor fields with fewer than Free(Max)− 1 factors ∇υ contracting
against∇(A)φu+1. Since the above holds formally, we then derive two equations:
Firstly:
∑
u∈U2
auC
u,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)∇i1υ . . .∇iµ−1υ−
∑
t∈T2
auXdiviµC
t,i1...iµ−1iµ
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)∇i1υ . . .∇iµ−1υ =
∑
f∈F
afC
f,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)∇i1υ . . .∇iµ−1υ,
(3.16)
modulo complete contractions of length ≥ σ+u+µ. Moreover, we may assume
with no loss of generality that for each of the tensor fields
C
t,i1...iµ−1iµ
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu) above, one of the free indices i1 , . . . , iµ−1
that belongs to the factor ∇(A)φu+1 = ∇(A)Ωp+1 is the last index rA in that
factor (as is also the case of the contractions indexed in U2).
Secondly, we derive:
∑
u∈U1
auC
u,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)∇i1υ . . .∇iµ−1υ−
∑
t∈T1
auXdiviµC
t,i1...iµ−1iµ
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)∇i1υ . . .∇iµ−1υ =
∑
f∈F
afC
f,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)∇i1υ . . .∇iµ−1υ,
(3.17)
modulo complete contractions of length ≥ σ + u+ µ.
Now, we seek to use the fact that the above equations hold formally to
derive information about the correction terms of length σ+ µ+ u in (3.16) and
(3.17). In (3.16) we use the fact that the index i1 is the last index in the factor
∇(A)φu+1. We may then assume (using the eraser) that in the permutations by
which we make the left hand side of (3.16) formally zero, the last index in the
factor ∇(A)φu+1 (which is contracting against the factor ∇υ) is not permuted.
We conclude that we can write out:
61
∑
u∈U2
auC
u,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)∇i1υ . . .∇iµ−1υ−
∑
t∈T2
auXdiviµC
t,i1...iµ−1iµ
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)∇i1υ . . .∇iµ−1υ =
∑
r∈Rα
arC
r,i1...iµ−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1)∇i1υ . . .∇iµ−1υ
+
∑
f∈F
afC
f,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)∇i1υ . . .∇iµ−1υ
+
∑
z∈Z
azC
z,i1...iµ−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1)∇i1υ . . .∇iµ−1υ,
(3.18)
where each tensor field indexed in Z has length σ+u+1 and a factor ∇(b)φu+1,
b ≥ 2. The above holds modulo correction terms of length greater than the
RHS.
By a similar argument, we derive that we can write:
∑
u∈U1
auC
u,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)∇i1υ . . .∇iµ−1υ−
∑
t∈T1
auXdiviµC
t,i1...iµ−1iµ
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)∇i1υ . . .∇iµ−1υ =
∑
f∈F
afC
f,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)∇i1υ . . .∇iµ−1υ+
∑
r∈Rβ
arC
r,i1...iµ−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1)∇i1υ . . .∇iµ−1υ
+
∑
z∈Z
azC
z,i1...iµ−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1)∇i1υ . . .∇iµ−1υ.
(3.19)
The above holds modulo correction terms of length greater than the RHS.
Therefore, we make the ∇υ’s into Xdiv’s (by applying the last Lemma in
the Appendix of [3]) in the above two equations we deduce that:
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∑
u∈U2
auXdivi1 . . .Xdiviµ−1C
u,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)−
∑
t∈T2
auXdivi1 . . . Xdiviµ−1XdiviµC
t,i1...iµ−1iµ
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)
=
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)+
∑
r∈Rα
arXdivi1 . . .Xdiviµ−1C
r,i1...iµ−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1)
+
∑
z∈Z
azC
z,i1...iµ−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1),
(3.20)
(modulo complete contractions longer than the RHS) and also that:
∑
u∈U1
auXdivi1 . . .Xdiviµ−1C
u,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)−
∑
t∈T1
auXdivi1 . . . Xdiviµ−1XdiviµC
t,i1...iµ−1iµ
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)
=
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)+
∑
r∈Rβ
arXdivi1 . . . Xdiviµ−1C
r,i1...iµ−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1)
+
∑
z∈Z
azC
z,i1...iµ−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1),
(3.21)
(modulo complete contractions longer than the RHS) where here we have added
the “missing” factors ∇φg, g ∈ (~κ)1 (recall (~κ1) stands for the set of numbers
g for which ∇φg is contracting against ∇(A)φu+1 in pre~κ
+
simp) onto the factor
∇(m)φu+1 (which has M ≥ 2 for all the tensor fields) for all the tensor fields
and complete contractions above.
In view of these equations, we deduce that we may assume U1
⋃
U2 = ∅ in
(3.12). Then, in order to show our Lemma 3.2, we only have to show that we
can write:
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∑
u∈U
auXdivi1 . . . XdiviaC
u,i1...ia
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu) =
∑
r∈Rγ
arXdivi1 . . .XdiviaC
r,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1)+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1)
+
∑
z∈Z
azC
z,i1...iµ−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1);
(3.22)
(recall that by definition a ≥ µ).
In order to see this, we firstly again apply the eraser to the factors ∇φg, g ∈
(~κ1) in (3.12). Then, we pick out the tensor fields C
u,i1...ia
g with the smallest
number a = δ of free indices, where δ ≥ µ. We suppose they are indexed in
Uδ ⊂ U . We will then apply Corollary 1 in [3] to the above, but first we will
make a small note regarding the potential appearance of terms in one of the
“forbidden forms”. By the definition of
∑
u∈U . . . , the only way that terms in
(3.22) can be “forbidden” for Corollary 1 in [6] is if they have δ > µ. Thus
in that case, we apply the “weaker version” of the Proposition 1.1, from the
Appendix in [6]; the correction terms that we obtain are of the form we require.
Now, in the remaining cases where no tensor field appearing in Uδ is “for-
bidden”, we use our inductive assumption of Corollary 1 in [6] and deduce that
there exists some linear combination of acceptable (δ+1)-tensor fields (indexed
in Tδ below with simple character ~κ, so that:
∑
u∈Uδ
auC
u,i1...iδ
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)∇i1υ . . .∇iδυ−
Xdiviδ+1
∑
t∈Tδ
atC
t,i1...iδ,iδ+1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)∇i1υ . . .∇iδυ+
∑
f∈F
afC
f,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)∇i1υ . . .∇iµ−1υ = 0,
(3.23)
modulo complete contractions of length ≥ σ+u+1. Thus, since the above must
hold formally, we deduce that:
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∑
u∈Uδ
auC
u,i1...iδ
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)∇i1υ . . .∇iδυ−
Xdiviδ+1
∑
t∈Tδ
atC
t,i1...iδ ,iδ+1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)∇i1υ . . .∇iδυ =
∑
r∈Rγ
arC
r,i1...iδ
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)∇i1υ . . .∇iδυ+
∑
z∈Z
azC
z,i1...iδ
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1)∇i1υ . . .∇iδυ,
(3.24)
modulo longer complete contractions. Hence, as before, we add the missing
factors ∇φg onto the factor ∇(A)φu+1, A ≥ 2 and make the ∇υs into Xdivs
(applying the last Lemma in the Appendix of [3]) to deduce that:
∑
u∈Uδ
auXdivi1 . . . XdiviδC
u,i1...iδ
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)−
Xdivi1 . . . XdiviδXdiviδ+1
∑
t∈Tδ
atC
t,i1...iδ ,iδ+1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)
=
∑
f∈F
afC
f,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)∇i1υ . . .∇iµ−1υ+
∑
r∈Rγ
arXdivi1 . . .XdiviδC
r,i1...iδ
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)+
∑
z∈Z
azC
z,i1...iµ−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1).
(3.25)
Therefore, by iteratively repeating this step we may assume that U = ∅ and
we are reduced to showing that:
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu) =
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1)
+
∑
z∈Z
azC
z,i1...iµ−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1).
(3.26)
But this follows easily: First of all, we pick out each factor ∇
(A)
r1...rAΩh (in-
cluding ∇(A)φu+1) and we pull to the left all the indices that are contracting
against a factor ∇φf . We can do this modulo introducing correction terms as
in the right hand side of (3.26). So now for each Cjg , we have that the factors
∇
(A)
r1...rAΩh have the property that their indices that are contracting against fac-
tors ∇φf are all pulled out to the left. Moreover, since we are dealing with
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complete contractions with the same weak character, we may speak of the set
of numbers A(h) = {a1, . . . , abh}, for which the factors ∇φa1 , . . . ,∇φabh are
contracting against ∇(A)Ωh, for each h, 1 ≤ h ≤ p+ 1.
Now, we arbitrarily pick out an ordering for each set A(h). Modulo intro-
ducing a linear combination
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1) +
∑
z∈Z
azC
z
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1),
we may assume that the factors ∇φa1 , . . . ,∇φabh are contracting against the
left bh indices of ∇(A)Ωh in the order that we have picked.
Now, we define Sym[Cjg(Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)] to stand for the com-
plete contraction that is obtained from Cjg(Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu) by sym-
metrizing over the indices in each factor ∇(A)Ωh that are not contracting against
a factor ∇φh.
By just applying the equation (3.1) we then deduce that:
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)
=
∑
j∈J
ajSym[C
f
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)]
+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1) +
∑
z∈Z
azC
z
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1).
(3.27)
Finally, we use the eraser to deduce that:
∑
j∈J
ajSym[C
j
g(Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)] =
∑
z∈Z
azC
z
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1).
(3.28)
✷
The proof of Lemma 3.3 is entirely identical. We just do not have the sub-
linear combinations indexed in U1
⋃
U2, hence we just iteratively apply (3.25)
and then (3.26). ✷
In conclusion, in view of equations (3.9), (3.10), (3.11) and Lemmas 3.2 and
3.3, we have shown the following:
Conclusions: In the setting of Lemma 1.2 when there are two internal free
indices in the selected factor ∇(m)Rijkl in ~Lz
′
, z ∈ Z ′Max, we have derived an
equation:
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CurvT rans[Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)] =
∑
z∈Z′Max
∑
l∈Lz
al
2kl+1∑
h=1
Xdivi1 . . .
ˆXdivih . . . XdiviµC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)
∇i1φu+1 +
∑
t∈T
atXdivi1 . . . Xdiviµ−1C
t,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇iµφu+1
+
∑
r∈Rα
arXdivi1 . . .Xdiviµ−1C
r,i1...iµ−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1)
+
∑
r∈Rβ
arXdivi1 . . . Xdiviµ−1C
r,i1...iµ−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1)
∑
r∈Rγ
arXdivi1 . . . XdiviaC
r,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1)+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1) +
∑
z∈Z
azC
z
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1),
(3.29)
(using the notational conventions of equation (3.9) and Lemma 3.2).
In the setting of Lemma 1.2 when there is one internal free index in the
selected factor ∇(m)Rijkl in ~Lz
′
, z ∈ Z ′Max, we have derived an equation:
CurvT rans[Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)] =∑
z∈Z′Max
∑
l∈Lz
al
∑
ih∈I∗,l
Xdivi1 . . .
ˆXdivih . . . XdiviµC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)
∇ihφu+1 +
∑
t∈T
atXdivi1 . . .Xdiviµ−1C
t,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇iµφu+1
+
∑
r∈Rβ
arXdivi1 . . . Xdiviµ−1C
r,i1...iµ−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1)+
∑
r∈Rγ
arXdivi1 . . .XdiviaC
r,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1)+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1) +
∑
z∈Z
azC
z
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1).
(3.30)
In the setting of Lemma 1.3 with a selected factor∇(m)Rijkl , we have derived
an equation:
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CurvT rans[Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)] =∑
r∈Rγ
arXdivi1 . . .XdiviaC
r,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1)+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1)+
∑
z∈Z
azC
z
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1),
(3.31)
(using the notational conventions spelled out in Lemma 3.3).
3.3 A study of the sublinear combination CurvTrans[Lg] in
the context of Lemmas 1.1 and 1.3 (when the selected
factor is of the form S∗∇
(ν)Rijkl).
In our study of CurvT rans[Lg] it will be important to recall our inductive
assumptions on Proposition 1.1. Recall that in the settings where we are in-
ductively assuming Proposition 1.1, we may also apply Corollary 1 from [3] and
Lemma 4.6 from [6].
Recall the (u + 1)-simple character ~κ+simp (which corresponds to contrac-
tions with σ + u + 1 factors), and also the (u + 1)-simple character pre~κ+simp
that corresponds to contractions with σ+ u factors (see the paper [5] for a pre-
cise definition of simple character, and the Definition 2.1 for the definition of
pre~κ+simp).
We then have denoted by:
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1)
a generic linear combination of complete contractions of length ≥ σ + u + 1
which is simply subsequent to ~κ+simp.
The aim of this subsection is to derive the equation (3.48) below. However,
in order not to burden the reader with many new definitions from the outset,
we will commence with some simple calculations and then introduce the neces-
sary notation needed along the way. Thus, rather than stating the objective of
this subsection from the outset, we will reach it at the end of this section as a
consequence of some (seemingly unmotivated) calculations.
Now, in this subsection the selected factor is of the form T = S∗∇(ν)Rijkl .
We denote by ∇φMin the factor that is contracting against the index i of T in
~κsimp. We recall that the CurvT rans[Lg] stands for the sublinear combination
in Image1,+φu+1 [Lg] of complete contractions with length σ+u and a weak charac-
ter Weak(pre~κ+simp). Therefore, the factor ∇φMin must be contracting against
the factor ∇(A)φu+1, for each complete contraction in CurvT rans[Lg].
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We observe that the sublinear combination in any term
Image1,+φu+1[
∑
l∈L alXdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] for which
∇φMin is contracting against the factor∇(A)φu+1 can only arise by replacing the
crucial factor S∗∇
(ν)
r1...rnRijkl by either S∗∇
(ν+2)
r1...rν ik
φu+1gjl or−S∗∇
(ν+2)
r1...rνil
φu+1gjk
(here S∗ again stands for symmetrization over the indices r1 , . . . , rν , j). Accord-
ingly, we denote by
CurvT ransI [
∑
l∈L alXdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)],
CurvT ransII [
∑
l∈L
alXdivi1 . . .XdiviaC
l,i1...ia(Ω1, . . . ,Ωp, φ1, . . . , φu)]
the sublinear combinations that arise by making these substitutions.
Now, we carefully study the linear combinations
CurvT ransI [
∑
l∈L alXdivi1 . . . XdiviaC
l,i1...ia(Ω1, . . . ,Ωp, φ1, . . . , φu)],
CurvT ransII [
∑
l∈L alXdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] and
CurvT rans[Cjg(Ω1, . . . ,Ωp, φ1, . . . , φu)]. In order to state our next claim, we
introduce some notational conventions. Let the total number of factors ∇φh
contracting against the selected factor in ~κsimp be π, and in particular let those
factors be ∇φ˜Min,∇φ′e1 , . . . ,∇φ
′
eπ−1
. Also, in the setting of Lemma 1.1 we con-
sider the total number of free indices in the selected factor, for each C
l,i1...iµ
g ,
l ∈
⋃
z∈Z′
Max
Lz. We denote that number by Free(Max).
Definition 3.2 Recall the simple character pre~κ+simp.
We denote by
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)
a generic linear combination of complete contractions of length σ+ u which are
simply subsequent to pre~κ+simp. (Thus φu+1 is regarded here as a factor Ωh).
Moreover, we denote by
∑
d∈D♯ adC
d
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu) a generic
linear combination of complete contractions with length σ + u, a weak u-simple
character Weak(pre~κ+simp) and with ∇φMin contracting against the first index
in the factor ∇(P )φu+1, where we additionally require that P ≥ 3.
We will also let
∑
p∈P apC
p,i1...ia,i∗
g ∇i∗φu+1 be a generic linear combination
of a-tensor fields (a ≥ µ) with length σ + u + 1 and the following additional
properties: In the setting of Lemma 1.1 they must have a (u+1)-simple character
~κ+simp; in the setting of Lemma 1.3 they must have a u-simple character ~κsimp
and a weak (u+ 1)-character Weak(~κ+simp).
Now, a few definitions that are only applicable when π = 1.68 We denote
by
∑
d∈D adC
d,i1,...,ia
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu) a generic linear combination
of acceptable a-tensor fields with length σ + u, a ≥ µ, with simple character
68See the notation above.
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pre~κ+simp, and with an expression ∇
(2)
ij φu+1∇
iφ˜Min. If a = µ then we addi-
tionnaly require that if we formally replace the expression ∇
(2)
ij φu+1∇
iφ˜Min by
a factor ∇jY then the resulting tensor field is not forbidden in the sense of
Lemma 4.6 in [6].
Finally, only in the setting of Lemma 1.1, we will denote by∑
d∈Dnc
adC
d,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . ) a generic linear combination of
tensor fields with length σ+ u, a factor ∇
(2)
ij φu+1∇
iφMin (j is not a free index)
and simple character pre~κ+simp, and with one of the free indices i1 , . . . , µ−1 being
a derivative index. If this index belongs to a factor ∇(B)Ωh tehn B ≥ 3.
Armed with all the above notational conventions, we refer back to (2.8), and
we set out to understand the form of the sublinear combinations:
CurvT rans[Cjg(Ω1, . . . ,Ωp, φ1, . . . , φu)]
and CurvT rans[Xdivi1 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)].
Lemma 3.4
CurvT rans[Cjg(Ω1, . . . ,Ωp, φ1, . . . , φu)] =
∑
d∈D♯
adC
d
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1)+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1) +
∑
z∈Z
azC
z
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1)
+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu).
(3.32)
Lemma 3.5 Consider any tensor field Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu), l ∈ L
where none of the indices k, l in the crucial factor are free indices. Consider
the special factor S∗∇
(ν)
r1...rνRijkl and denote by ρ the number of the indices
r1 , . . . , rν , j that are free in C
l,i1...ia
g , and we denote them by i1 , . . . , iρ , for con-
venience. We claim that:
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CurvT ransI{Xdivi1 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)}+
CurvT ransII{Xdivi1 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)} =
−
1
ν + 1
ρ∑
y=1
Xdivi1 . . .
ˆXdiviy . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇iyφu+1
+
∑
p∈P
apXdivi1 . . .XdiviaC
p,i1,...ia,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1
+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1)
+
∑
d∈D
adXdivi1 . . . XdiviaC
d,i1...ia
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)
+
∑
d∈D♯
adC
d
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu) +
∑
z∈Z
azC
z
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1).
(3.33)
Note: Let us observe that in the setting of Lemma 1.1, the tensor fields
Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)∇iyφu+1 are (u+1)-simply subsequent to ~κ
+
simp.
We will denote the sublinear combination:
−
ρ∑
y=1
Xdivi1 . . .
ˆXdiviy . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇iyφu+1
by Leftoverφu+1 [Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)].
Proof of the two Lemmas above: The proof follows straightforwardly by ap-
plying the transformation laws (2.1) and (3.1). ✷
Now, we focus on the case of the tensor fields Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)
where one of the indices k, l in the selected factor is a free index (with no loss
of generality we assume that k is the free index i1 and l is not a free index).
For convenience, we assume that the rest of the indices in S∗∇
(ν)
r1...rνRijkl that
are free are precisely i2 , . . . , iρ+1 . For each such tensor field we will denote by ǫ
the number of indices r1 , . . . , rν , j in the crucial factor S∗∇
(ν)
r1...rνRijkl that are
neither free nor contracting against a factor ∇φe1 , . . .∇φeπ−1 .
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Lemma 3.6 With the notational conventions above we claim:
CurvT ransI{Xdivi1 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)}+
CurvT ransII{Xdivi1 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)} =
−
1
ν + 1
ρ∑
y=1
Xdivi1 . . .
ˆXdiviy+1 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇iy+1φu+1
+
∑
p∈P
apXdivi1 . . .XdiviaC
p,i1,...ia,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1
−
ǫ
ν + 1
Xdivi2 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1+∑
d∈D♯
adC
d
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)+
(
∑
d∈Dnc
adXdivi1 . . . Xdivia−1C
d,i1,...,ia−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1))+
∑
z∈Z
azC
z
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1);
(3.34)
here here the sublinear combination
∑
d∈Dnc
ad . . . arises only in the setting of
Lemma 1.1, when Free(Max) > 1.
Definition 3.3 We will denote the linear combination
−
1
ν + 1
ρ∑
y=1
Xdivi1 . . .
ˆXdiviy+1 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇iy+1φu+1
−
ǫ
ν + 1
Xdivi2 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1
(3.35)
by
Leftoverφu+1[Xdivi1 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)].
Proof of Lemma 3.6: All the above claims follow by the definitions. Only
for (3.34) we must also use the equation (3.1) also, for (3.34) we use the first
Bianchi identity. ✷
In conclusion, we have shown that in the setting of Lemmas 1.1 and 1.3
(when the selected factor is of the from S∗∇
(ν)Rijkl), CurvT rans[Lg] can now
be expressed as:
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∑
l∈L
alCurvT rans[Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1 . . . ,Ωp, φ1, . . . , φu)]+
∑
j∈J
ajCurvT rans[C
j
g(Ω1 . . . ,Ωp, φ1, . . . , φu)] =
∑
l∈L
alLeftoverφu+1[Xdivi1 . . .XdiviaC
l,i1...ia
g (Ω1 . . . ,Ωp, φ1, . . . , φu)]+
∑
d∈D♯
adC
d
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu) +
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)
+ (
∑
d∈Dnc
adXdivi1 . . . Xdivia−1C
d,i1,...,ia−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1))+
∑
d∈D
adXdivi1 . . .XdiviaC
d,i1...ia
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)+
∑
p∈P
apXdivi1 . . . XdiviaC
p,i1,...ia,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1+
∑
z∈Z
azC
z
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1).
(3.36)
Our aim is now to “get rid” of all the sublinear combinations indexed in
D,Dnc, D
♯, modulo introducing correction terms with σ+u+1 factors that are
allowed in the conclusions of Lemma 1.1 and 1.3. The rest of this subsection is
devoted to that goal.
In view of (2.8) and (3.36), we derive an equation:
0 =
( ∑
d∈Dnc
adXdivi1 . . .Xdiviµ−1C
d,i1,...,iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)
)
+
∑
d∈D
adXdivi1 . . . XdiviaC
d,i1...ia
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)+
∑
d∈D♯
adC
d
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu) +
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu),
(3.37)
modulo complete contractions of length ≥ σ + u+ 1. We then claim:
Lemma 3.7 Refer to (3.37). We claim that we can write:
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(
∑
d∈Dnc
adXdivi1 . . . Xdiviµ−1C
d,i1,...,iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu))+
+
∑
d∈D
adXdivi1 . . . XdiviaC
d,i1...ia
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)+
∑
d∈D♯
adC
d
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu) +
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)
= (
∑
p∈P ′
apXdivi1 . . .Xdiviµ−1C
p,i1,...iµ−1,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1)+
∑
a>µ−1
∑
p∈P
apXdivi1 . . . XdiviaC
p,i1,...ia,i∗
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)∇i∗φu+1
+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1) +
∑
z∈Z
azC
z
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1).
(3.38)
Here the sublinear combination
∑
p∈P ′ . . . arises only in the setting of Lemma
1.1. In that case, it stands for a generic linear combination of acceptable tensor
fields with a (u + 1)-simple character ~κ+simp and with fewer than Free(Max)
free indices in the selected (crucial) factor. Equation (3.38) holds modulo terms
of length ≥ σ + u+ 2.
Proof of Lemma 3.7:
We show the above via an induction. However the base case of our induction
depends on which setting we are in. In the setting of Lemma 1.3 the linear
combination
∑
d∈Dnc
. . . is not present. Also, in the case of Lemma 1.1, if
Free(Max) = 1 then
∑
d∈Dnc
. . . is not present. In those cases we may skip
to after equation (3.42). In the setting of Lemma 1.1 with Free(Max) ≥ 2 we
must first “get rid” of the sublinear combination
∑
d∈Dnc
. . . .
So, we now assume that Dnc 6= ∅. We refer to (3.37), and we recall that all
the tensor fields involved have a fixed simple character, which we have denoted
by pre~κ+simp. Picking out the sublinear combination in (3.37) which consists of
complete contractions with a factor ∇(2)φu+1 we derive a new equation:
∑
d∈Dnc
adX∗divi1 . . . X∗diviµ−1C
d,i1,...,iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)+
+
∑
d∈D
adX∗divi1 . . .X∗diviaC
d,i1...ia
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu) = 0,
(3.39)
which holds modulo complete contractions of length ≥ σ + u+ 1. Here X∗divi
stands for the sublinear combination in Xdivi where ∇i is not allowed to hit
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the factor ∇(2)φu+1. Therefore, applying the eraser to the factor ∇φMin, in the
above equation and then the Lemma 4.10 from [6] (which we are now inductively
assuming because we have lowered the absolute value of the weight)69 we derive
that there is a linear combination of acceptable µ-tensor fields, with a simple
character pre~κ+simp, say∑
h∈H
ahC
h,i1...,iµ
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu),
each with a factor ∇
(2)
ij φu+1∇
iφ˜Min so that:
∑
d∈Dnc
adC
d,i1,...,iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)∇i1υ . . .∇iµ−1υ
−X∗diviµ
∑
h∈H
ahC
h,i1...,iµ
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)∇i1υ . . .∇iµ−1υ
=
∑
j∈J
ajC
j,i1,...,iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)∇i1υ . . .∇iµ−1υ,
(3.40)
where each C
j,i1,...,iµ−1
g is simply subsequent to pre~κ
+
simp (the above holds mod-
ulo terms of length ≥ σ + u+ 2).
Now, two observations: Firstly, in the generic notation we have introduced,
we have:
∑
h∈H
ahC
h,i1...,iµ
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)
=
∑
d∈D
adC
d,i1...,iµ
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu).
(3.41)
Secondly, since (3.40) holds formally, by making the ∇υ’s into Xdiv’s (using
the last Lemma in the Appendix of [3]), we derive:
69By the definition of the terms
P
d∈Dnc
. . . there is no danger of falling under a “forbidden
case” of that Lemma.
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∑
d∈Dnc
adXdivi1 . . .Xdiviµ−1C
d,i1,...,iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)
−Xdivi1 . . .Xdiviµ
∑
h∈H
ahC
h,i1...,iµ
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu) =
∑
d∈D♯
adC
d
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)+
∑
p∈P ′
apXdivi1 . . .Xdiviµ−1C
p,i1,...,iµ−1,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu) +
∑
z∈Z
azC
z
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1),
(3.42)
(modulo length ≥ σ + u + 2). Thus, by virtue of the two above equations we
are reduced to showing our claim under the extra assumption that Dnc = ∅.
Next, we refer back to (3.37) and we claim that we can write:
∑
d∈D
adXdivi1 . . .XdiviaC
d,i1,...,ia
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu) =
∑
d∈D′
adXdivi1 . . . XdiviaC
d,i1,...,ia
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu) +
∑
z∈Z
azC
z
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1),
(3.43)
modulo length ≥ σ + u+ 2.
Here ∑
d∈D′
adC
d,i1,...,ia
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)
stands for a generic linear combination of tensor fields in the general form (2.15)
with a factor ∇(m)φu+1 that contracts according to the pattern
∇
(3)
sr1zφu+1∇
r1φMin, where neither of the indices s, z is free.
The above equation can be proven as follows: Firstly, apply the eraser (in
the equation (3.37)) to the factor ∇φMin that is contracting against the factor
∇(2)φu+1 (and thus obtain a new true equation which we denote by (3.37)’),
and then pick out the sublinear combination that contains a factor ∇φu+1 with
only one derivative (and thus obtain another true equation which we denote by
(3.37)”)–for the next construction we re-name the function φu+1 Y .
70 We are
then in a position to apply Corollary 2 from [6] (if σ > 3) or Lemma 4.7 from
70(This is after we have applied the eraser to the factor ∇φMin that contracted against
∇(B)φu+1).
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[6] (if σ = 3) to the new true equation (3.37)”, and derive (3.43): We start with
the case σ = 3: Observe that (3.37)” satisfies the requirements of Lemma 4.7
by weight considerations since we are assuming that the assumption of Lemma
1.1 does not contain “forbidden” tensor fields. Thus, we apply Lemma 4.7 in [6]
and in the end we replace the function Y by a function ∇sφu+1∇
sφMin. Then,
picking out the sublinear combination with the function ∇φMin differentiated
only once,71 we derive (3.43). Now, the case σ > 3 follows by the exact same
argument, only instead of Lemma 4.7 we apply Corollary 2 from [6]. Corollary
2 can be applied to (3.37)” since by definition there is no danger of falling under
a “forbidden case” of that Lemma.
But then, we refer to (3.43) and we observe that we can write:
∑
d∈D′
adXdivi1 . . . XdiviaC
d,i1,...,ia
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu) =
∑
d∈D♯
adC
d
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)+
∑
p∈P
apXdivi1 . . . XdiviaC
d,i1,...ia,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1+
∑
z∈Z
azC
z
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1).
(3.44)
This just follows from the identity:
(∇a∇
(2)
r1r2
φu+1)∇
r1φMin = ∇
(3)
r1ar2
φu+1∇
r1φMin +Rar1kr2∇
kφu+1. (3.45)
Thus, replacing (3.43) and (3.44) into (3.37) we are now reduced to showing
Lemma 3.7 in the case Dnc = ∅, D = ∅.
Now, one more Lemma:
Lemma 3.8 Assume (3.37) with Dnc = D = ∅. We claim:
∑
d∈D♯
adC
d
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu) =
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1)
+
∑
z∈Z
azC
z
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1),
(3.46)
(modulo length ≥ σ + u + 2), where here each Cj on the right hand side has
length σ + u + 1 and a weak character Weak(~κ+simp) but also has the factor
∇φMin contracting against a derivative index of the factor ∇
(m)Rijkl (and thus
is simply subsequent to ~κ+simp).
71Observe that this sublinear combination will vanish separately.
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Moreover, we claim that we can write:
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu) =
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1) +
∑
z∈Z
azC
z
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1),
(3.47)
where each Cjg on the right hand side is simply subsequent to ~κ
+
simp.
Proof: In order to introduce a strict dichotomy between the linear combina-
tions indexed in D♯, J , we permute the indices in the factor ∇(B)φu+1 in each
Cjg(Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu) to make the factors ∇φ˜Min,∇φ
′
e1
, . . .∇φ′eπ−1
contract against the first π indices, in that order. We can clearly do this mod-
ulo introducing correction terms in the general form:
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1) +
∑
z∈Z
azC
z
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1).
Then, we inquire on the number of derivatives on the factor ∇(B)φu+1 in each
Cj . If B > π + 1 we just re-name Cj into Cd and index it in D♯. We are
reduced to showing our claim under the hypothesis that all Cj have B ≤ π + 1
derivatives on the factor ∇(B)φu+1. We proceed under that assumption.
Trivially, since (3.37) holds formally and since we are assumingDnc = D = ∅,
we derive that:
∑
d∈D♯
adlinC
d
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu) = 0,
∑
j∈J
aj linC
j
g(Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu) = 0.
Therefore our claim (3.47) follows by just repeating the permutations by
which we make the left hand sides of the last two equations formally zero,
whereas (3.46) follows by the same fact, and also by using the fact that the
first π indices in the factor ∇(B)φu+1 are not permuted (which can be proven
as usual using the eraser). ✷
Thus, in the setting of Lemma 1.1 and of Lemma1.3 (if the selected factor
is in the form S∗∇(ν)Rijkl) we have shown that:
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∑
l∈L
alCurvT rans[Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1 . . . ,Ωp, φ1, . . . , φu)]+
∑
j∈J
ajCurvT rans[C
j
g(Ω1 . . . ,Ωp, φ1, . . . , φu)] =
∑
l∈L
alLeftoverφu+1[Xdivi1 . . .XdiviaC
l,i1...ia
g (Ω1 . . . ,Ωp, φ1, . . . , φu)]+
(
∑
p∈P ′
apXdivi1 . . . Xdiviµ−1C
p,i1,...iµ−1,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1)+
∑
p∈P
apXdivi1 . . . XdiviaC
p,i1,...ia,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1) +
∑
z∈Z
azC
z
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1);
(3.48)
(the linear combination
∑
p∈P ′ . . . arises only in the setting of Lemma 1.1).
4 A study of the sublinear combinations LC[Lg]
and W [Lg] in (6.1). Computations and cancel-
lations.
4.1 General discussion of ideas:
The main conclusions we retain from the previous two subsections are equations
(3.48) and (3.29), (3.30), (3.31).
We will denote by CurvT ransstudy[Lg] +
∑
z∈Z . . . the right hand sides
of those equations.72 Thus, we have shown that the sublinear combinations
CurvT rans[Lg] can be re-expressed as linear combinations CurvT rans
study[Lg]+∑
z∈Z . . . .
We then replace CurvT rans[Lg] by CurvT rans
study[Lg]+
∑
z∈Z . . . in (6.1),
obtaining a new equation:
CurvT ransstudy[Lg] + LC[Lg] +W [Lg] +
∑
z∈Z
· · · = 0, (4.1)
which holds modulo complete contractions of length ≥ σ + u + 2 (notice all
complete contractions in the LHS of the above have length σ + u + 1). Thus,
picking out the sublinear combination of complete contractions with length σ+
72
P
z∈Z . . . stands for the sublinear combination of complete contractions indexed in Z in
the right hand sides of (3.48) and (3.29), (3.30), (3.31), and CurvTransstudy[Lg] stands for
the terms with a factor ∇φu+1 in the RHSs in (3.48) and (3.29), (3.30), (3.31).
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u + 1 and with a factor ∇φu+1 (with only one derivative)73 we obtain a new
equation:
CurvT ransstudy[Lg] + LC[Lg] +W [Lg] = 0, (4.2)
which holds modulo complete contractions of length ≥ σ + u+ 2.
For the rest of this paper and the next one in this series, we will try to under-
stand the sublinear combinations LCφu+1 [Lg]+Wφu+1 [Lg] in the above equation.
We now focus on the sublinear combinations LC[Lg] and W [Lg] in (6.2)
which by definition consist of terms with length σ + u + 1 and have a weak
(u+1)-characterWeak(~κ+simp). We recall that LC[Lg] and W [Lg] were defined
to be specific sublinear combinations of Image1,+φu+1[Lg]: LC[Lg] stands for the
sublinear combination that arises in Image1,+φu+1[Lg] by applying the formula
(2.2), and W [Lg] stands for the sublinear combination of terms that arises by
virtue of the transformation Rijkl(e
2φu+1g)→ e2φu+1Rijkl(g).
Furthermore, recall that we have broken up
LC[Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu+1)]
into two sublinear combinations:
LCΦ[Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu+1)],
LCNoΦ[Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu+1)].
Recall that LCΦ[Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu+1)] is the
sublinear combination in LC[Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
that arises by applying (2.2) to two indices, at least one of which is contracting
against a factor ∇φy . Recall (2.17).
Recall that LCNoΦ[Xdivi1 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] stands
for the sublinear combination that arises in
LC[Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] by applying (2.2) to two
indices that are not contracting against a factor ∇φy . We have analogously
defined LCNoΦ[Cjg(Ω1, . . . ,Ωp, φ1, . . . , φu)].
Our aim for this section is to understand the sublinear combinations:
LCNoΦ[Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]+
Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1 · φu+1, . . . ,Ωp, φ1, . . . , φu) + · · ·+
Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,ΩX · φu+1, . . . ,Ωp, φ1, . . . , φu),
(4.3)
LCNoΦ[Cjg(Ω1, . . . ,Ωp, φ1, . . . , φu)] + C
j
g(Ω1 · φu+1, . . . ,Ωp, φ1, . . . , φu)
+ · · ·+ Cjg(Ω1, . . . ,ΩX · φu+1, . . . ,Ωp, φ1, . . . , φu),
(4.4)
73This sublinear combination must vanish separately.
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W [Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)], (4.5)
W [Cjg(Ω1, . . . ,Ωp, φ1, . . . , φu)]. (4.6)
(Recall that Ω1, . . . ,ΩX are the factors Ωh that are not contracting against a
factor ∇φh in ~κsimp).
A few notes: In the setting of Lemmas 1.1 and 1.2, we will be able to dis-
card sublinear combinations in the above four linear combinations that consist
of complete contractions with length σ + u + 1 and where the factor ∇φu+1 is
contracting against a derivative index in the crucial factor when it is in the form
∇(m)Rijkl,74 or contracting against any index r1 , . . . , rν , j in the crucial factor
if it is in the form S∗∇
(ν)Rijkl .
75 We denote generic such linear combinations
by
∑
q∈Q aqC
q(Ω1, . . . ,Ωp, φ1, . . . , φu+1). The contractions C
q
g do not have to
be acceptable. In particular, they might have a factor ∇Ωh. Observe that such
generic linear combinations are allowed in the right hand sides of Lemmas 1.1
and 1.2: They are special cases of the linear combinations
∑
t∈T . . . in the right
hand sides of those Lemmas.
We introduce another notational convention we will be using throughout this
section:
Definition 4.1 We denote by
∑
h∈H ahC
i1...ia,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1
a generic linear combination of the forms
∑
p∈P ap . . . as in the statements of
Lemmas 1.1 and 1.2 (if we are in the setting of those Lemmas), or a generic lin-
ear combination of the form
∑
t∈T1
S
T2
S
T3
S
T4
. . . , in the notation of Lemma
1.3 (if we are in the setting of case A of that Lemma).
We will be calling the tensor fields in those linear combinations “contribu-
tors”.
Finally, we also recall that
∑
j∈J ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1) stands for
a generic linear combination of complete contractions of length σ + u+ 1, with
a weak (u + 1)-character Weak(~κ+simp) and which are u-simply subsequent to
~κsimp).
Now, we proceed to study the four expressions (4.3), (4.4), (4.5), (4.6).
The easiest to study are (4.4) and (4.6). We straightforwardly observe that
for each j ∈ J we must have:
LCNoΦ[Cjg(Ω1, . . . ,Ωp, φ1, . . . , φu)] + C
j
g(Ω1 · φu+1, . . . ,Ωp, φ1, . . . , φu)
+ · · ·+ Cjg(Ω1, . . . ,ΩX · φu+1, . . . ,Ωp, φ1, . . . , φu)
=
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1),
(4.7)
74i.e. in the setting of Lemma 1.2
75i.e. if we are in the setting of Lemma 1.1.
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W [Cjg(Ω1, . . . ,Ωp, φ1, . . . , φu)] =
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1). (4.8)
The harder challenge is to understand the linear combinations (4.3), (4.5).
In order to understand these two sublinear combinations, we will break them
up into further sublinear combinations:
Definition 4.2 We define LCNoΦφu+1 [C
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] to stand for
the sublinear combination that arises in
Image1φu+1[C
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
when we apply the transformation law (2.2) to any two indices in the tensor field
Cl,i1...iag (we will call these original indices), that are not contracting against
a factor ∇φy, y ≤ u and bring out a factor ∇i∗φu+1 for which i∗ is either
contracting against the crucial factor or is a free index.
We also define
LCNoΦ,divφu+1 [Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
to stand for the sublinear combination that arises in
Image1φu+1[Xdivi1 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
when we apply (2.2) to two indices in the same factor, and at least one of those
indices is of the form ∇ih (1 ≤ h ≤ a) (we call such indices divergence indices),
and the other is not contracting against a factor ∇φy.
Secondly, we denote byW [Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)] the sublinear com-
bination in
Image1φu+1[C
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] (4.9)
that arises when we replace a factor ∇
(m)
r1...rmRijkl by a factor ∇
(m)
r1...rm [e
2φu+1Rijkl]
(by virtue of (2.1)) and then bring out an expression e2φu+1∇(m−1)Rijkl∇φu+1
by hitting the factor e2φu+1 by one of the derivatives ∇r1 , . . . ,∇rm .
Furthermore, we defineW div[Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
to stand for the sublinear combination in
W [Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] that arises by picking a fac-
tor ∇iy ...iz∇
(m)
r1...rmRijkl in some summand in
Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu) (
iy , . . . , iz are divergence in-
dices) and replacing it by ∇iy...iz [e2φu+1∇
(m)
r1...rmRijkl ] and then bringing out an
expression e2φu+1∇(m
′−1)Rijkl∇φu+1 by hitting the factor e2φu+1 by one of the
divergence indices ∇iy , . . . ,∇iz .
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It then follows directly from the above definition that:
LCNoΦφu+1 [Xdivi1 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
+W [Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] =
LCNoΦ,divφu+1 [Xdivi1 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]+
Xdivi1 . . .XdiviaLC
NoΦ
φu+1
[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)]+
W div[Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]+
Xdivi1 . . .XdiviaW [C
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)],
(4.10)
subject to a small clarification regarding the notion of Xdiv in the linear com-
binations Xdivi1 . . . XdiviaLC
NoΦ
φu+1
[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)]:
Definition 4.3 We have defined Xdiviy to stand for the sublinear combination
in diviy where ∇iy is not allowed to hit the factor to which iy belongs, nor any
factor ∇φh.
Now, for each free index iy (that belongs to a factor T in the form ∇
(p)Ωh
or ∇(m)Rijkl), and each tensor field C
∗,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1) in
LCNoΦφu+1 [C
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)], either iy still belongs to the factor ∇
(p)Ωh
or ∇(m)Rijkl in C∗,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu+1), or iy belongs to an un-contracted
metric tensor g, or iy belongs to a factor ∇iyφu+1. In the first case, we define
XdiviyC
∗,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1) as in the above paragraph. In the sec-
ond case, we see that the un-contracted metric tensor in
C∗,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu+1) must have arisen by applying the third sum-
mand on the right hand side on (2.2) to a pair of indices (∇a, b) in a factor T
of the form ∇(p)Ωh or ∇(m)Rijkl, where either ∇a or b is the free index iy . In
that case, we define
XdiviyC
∗,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1) to stand for the sublinear combination
in diviyC
∗,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1) where ∇iy is not allowed to hit the
factor T nor the uncontracted metric tensor nor the factor ∇iyφu+1 nor any
∇φh, h ≤ u. In the third case, the expression ∇iyφ must have arisen by apply-
ing one of the first two terms in the transformation law (2.2) to the factor T.
In that case, we define Xdiviy to stand for the sublinear combination in diviy
where ∇iy is not allowed to hit the factor T nor the factor ∇iyφu+1 nor any
∇φh, h ≤ u.
With this clarification equation (4.10) just follows by the definition of
LCNoΦφu+1 [. . . ] and W [. . . ] and the transformation law (2.2). Now, we will subdi-
vide the right hand side of (4.10) into further sublinear combinations:
A study of the right hand side of (4.10):
We will firstly study the last two lines in (4.10).
We define
W targ[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)]
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to stand for the sublinear combination in
W [Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)]
for which ∇φu+1 is contracting against the crucial factor.
We define
W free[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)]
to stand for the sublinear combination inW [Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)] for
which the index α in ∇αφu+1 is a free index.
We also define
W targ,div[Xdivi1 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
to stand for the sublinear combination in W div[. . . ] where in addition the factor
∇φu+1 that we bring out is contracting against the (a) crucial factor.
Thus it follows that:
W [
∑
l∈L
alXdivi1 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] =
W targ,div[
∑
l∈L
alXdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]+
∑
l∈L
alXdivi1 . . . XdiviaW
targ[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)]+
∑
l∈L
alXdivi1 . . . XdiviaW
free[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)].
(4.11)
In view of the above, we study the three sublinear combinations in the right
hand side of (4.11) separately. We derive by definition:
Xdivi1 . . .XdiviaW
free[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)] =∑
q∈Q
aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1).
(4.12)
Next, we will study the remaining two sublinear combinations in the right
hand side of (4.11) together: Recall that the total number of factors ∇(m)Rijkl
or S∗∇(ν)Rijkl is s = σ1 + σ2. Now, in the setting of Lemma 1.1, if l ∈ Lµ and
Cl,i1...iag has one free index (say i1 with no loss of generality) being the index k
in the crucial factor, we have:
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Xdivi1 . . . XdiviµW
targ[Cl,i1...iµg (Ω1, . . . ,Ωp, φ1, . . . , φu)]+
W targ,div[Xdivi1 . . .XdiviµC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] =
2(s− 1)Xdivi2 . . . XdiviµC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1+∑
h∈H
ahXdivi1 . . . XdiviµC
h,i1...iµ,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1
+
∑
q∈Q
aqC
q
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1),
(4.13)
where
∑
h∈H
ahXdivi1 . . .XdiviµC
h,i1...iµ,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1
stands for a generic linear combination of acceptable contributors.76 If the tensor
field Cl,i1...iag does not have a free index ih that is an index k or l in the crucial
factor, then we calculate:
Xdivi1 . . . XdiviµW
targ[Cl,i1...iµg (Ω1, . . . ,Ωp, φ1, . . . , φu)]+
W targ,div[Xdivi1 . . .XdiviµC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] =∑
h∈H
ahXdivi1 . . . XdiviµC
h,i1...iµ,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1
+
∑
q∈Q
aqC
q
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1).
(4.14)
If l ∈ L \ Lµ, (hence a > µ):
Xdivi1 . . . XdiviaW
targ[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)]+
W targ,div[Xdivi1 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] =∑
h∈H
ahXdivi1 . . . Xdivia−1C
h,i1...ia−1,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1
+
∑
q∈Q
aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1).
(4.15)
On the other hand, in the setting of Lemma 1.2, recall that Il,∗ stands for
the index set of special free indices in factors ∇(m)Rijkl in C
l,i1...iµ
g ; we then
compute:
76See the definition 4.1.
85
Xdivi1 . . .XdiviµW
targ[Cl,i1...iµg (Ω1, . . . ,Ωp, φ1, . . . , φu)]+
W targ,div[Xdivi1 . . . XdiviµC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] =
2(s− 1)
∑
ih∈I∗,l
Xdivi1 . . .
ˆXdivih . . . XdiviµC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)
∇i1φu+1 +
∑
h∈H
ahXdivi1 . . . XdiviµC
h,i1...iµ,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1
+
∑
z∈Z
azC
z
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1) +
∑
q∈Q
aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1).
(4.16)
Moreover, in the setting of Lemma 1.2 we again have the equation (4.15).
A study of LCNoΦ,divφu+1 [Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)],
Xdivi1 . . . XdiviaLC
NoΦ
φu+1
[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)] in the RHS of (4.10):
Next, we will study the first two lines in the right hand side of (4.10).
We define
LCNoΦ,targφu+1 [C
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
to stand for the sublinear combination in
LCNoΦφu+1 [C
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
for which ∇φu+1 is contracting against the (a) crucial factor.
Furthermore, we define
LCNoΦ,freeφu+1 [C
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
to stand for the sublinear combination in
LCNoΦφu+1 [C
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
for which the index in ∇φu+1 is a free index. It follows (by just applying the
notational conventions of definition 4.2) that:
LCNoΦφu+1 [C
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] = LC
NoΦ,targ
φu+1
[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)]
+ LCNoΦ,freeφu+1 [C
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)].
(4.17)
We easily observe that:
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Xdivi1 . . .XdiviaLC
NoΦ,free
φu+1
[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)] =∑
q∈Q
aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1).
(4.18)
These above facts were straightforward. We now explain a more delicate fact.
We consider the set Il = {i1 , . . . , ia} of free indices. We break it up into two
subsets. We say i ∈ I1 ⊂ I if i belongs to the crucial factor. We say i ∈ I2 if it
does not belong to the crucial factor. We then denote by
LCNoΦ,div,I2φu+1 [Xdivi1 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
the sublinear combination in
LCNoΦ,divφu+1 [Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
that arises when we apply the transformation law (2.2) to a pair of indices
(∇iy , a) where iy ∈ I2 and a is an index in the tensor field
Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)
, or a is another derivative index ∇ix , ix ∈ I2 or a is a derivative index ∇ix with
ix ∈ I1. We also denote by
LCNoΦ,div,I1φu+1 [Xdivi1 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
the sublinear combination in
LCNoΦ,divφu+1 [Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
that arises when we apply the transformation law (2.2) to a pair of indices
(∇iy , b) where iy ∈ I1 and b is an index in the tensor field
Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu) (same as before) or b is another derivative index
∇ix , ix ∈ I1.
We derive by definition that:
LCNoφφu+1 [
∑
l∈L
alXdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] =
LCNoφ,div,I1φu+1 [
∑
l∈L
alXdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]+
LCNoφ,div,I2φu+1 [
∑
l∈L
alXdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]+
∑
l∈L
alXdivi1 . . . XdiviaLC
Noφ,targ
φu+1
[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)]+
∑
l∈L
alXdivi1 . . . XdiviaLC
Noφ,free
φu+1
[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)].
(4.19)
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We then observe that:
LCNoΦ,div,I2φu+1 [Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] =∑
q∈Q
aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1).
(4.20)
Now, let us denote byX∗divi1 . . . X∗diviaC
l,i1...ia
g (Ω1·φu+1, . . . ,Ωp, φ1, . . . , φu),
. . . , X∗divi1 . . . X∗diviaC
l,i1...ia
g (Ω1, . . . ,ΩX · φu+1, . . . ,Ωp, φ1, . . . , φu) the sub-
linear combination in Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1 · φu+1, . . . ,Ωp, φ1, . . . , φu),
. . . , Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,ΩX · φu+1, . . . ,Ωp, φ1, . . . , φu) that arises
when each ∇i, i ∈ I1 is not allowed to hit the factor φu+1.
By definition, it follows that for each h, 1 ≤ h ≤ X :
Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωh · φu+1, . . . ,Ωp, φ1, . . . , φu) =∑
iy∈I1
Xdivi1 . . .
ˆXdiviy . . . XdiviµC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇iyφu+1+
X∗divi1 . . . X∗diviaC
l,i1...ia
g (Ω1, . . . ,Ωh · φu+1, . . .Ωp, φ1, . . . , φu).
(4.21)
Definition 4.4 We consider each linear combination
LCNoΦ,targφu+1 [C
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
and we break it into two sublinear combinations:
LCNoΦ,targ,Aφu+1 [C
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
will stand for the sublinear combination that arises when we apply the transfor-
mation law (2.2) to any factor other than the selected one.
LCNoΦ,targ,Bφu+1 [C
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
will stand for the sublinear combination that arises when we apply the transfor-
mation law (2.2) to the (a) selected factor.
We then compute another delicate cancellation:
Xdivi1 . . .XdiviaLC
NoΦ,targ,A
φu+1
[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)]+
X∗divi1 . . . X∗diviaC
l,i1...ia
g (Ω1 · φu+1, . . . ,Ωp, φ1, . . . , φu) + . . .
+X∗divi1 . . .X∗diviaC
l,i1...ia
g (Ω1, . . . ,ΩX · φu+1, . . . ,Ωp, φ1, . . . , φu) =∑
h∈H
ahXdivi1 . . .XdiviaC
h,i1...ia,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1+
∑
q∈Q
aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1) +
∑
z∈Z
azC
z
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1);
(4.22)
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here each Ch,i1...ia,i∗g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1 is an acceptable contribu-
tor.77
Next, we seek to understand the hardest linear combination in (4.19):
Xdivi1 . . . XdiviaLC
NoΦ,targ,B
φu+1
[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)]+
LCNoΦ,div,I1φu+1 [Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)],
(4.23)
where we recall that we have denoted by
LCNoΦ,div,I1φu+1 [Xdivi1 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
the sublinear combination in
LCNoΦ,divφu+1 [Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
that arises when we apply the transformation law (2.2) to a pair of indices
(∇iy , a) where iy ∈ I1 and a is not a divergence index ∇iy , iy ∈ I2 (we have
already counted those pairs).
Firstly, we present our claim in the setting of Lemma 1.1. Recall that in this
setting the selected(=crucial) factor is unique.
We introduce some language conventions in order to formulate our claim:
Definition 4.5 We consider each tensor field Cl,i1...iag , l ∈ L, and we denote
by γl the total number of indices (free and non-free) that do not belong to the
crucial factor and are not contracting against a factor ∇φy. We also recall that
the number of free indices that belong to the crucial factor is |I1|, and we let νl
stand for the number of derivatives on the crucial factor S∗∇
(ν)
r1...rνRijkl. We
denote by ǫl the number of indices in the form r1 , . . . , rν , j in the crucial factor
that are not free and are not contracting against a factor ∇φy.
Note: By abuse of notation, we will write γ, ν, ǫ instead of γl, νl, ǫl.
Lemma 4.1 Consider the setting of Lemma 1.1, and consider any tensor field
Cl,i1...iag , l ∈ L,
78 which has a special free index i1 = k in the crucial factor.
Then:
77See definition 4.1.
78Recall that by hypothesis a ≥ µ.
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Xdivi1 . . . XdiviaLC
NoΦ,targ,B
φu+1
[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)]+
LCNoΦ,div,I1φu+1 [Xdivi1 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] =
− (γ +
ν · ǫ
ν + 1
− 1)Xdivi2 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1+∑
t∈T
atXdivi1 . . .Xdivia−1C
t,i1...ia−1,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1+
∑
h∈H
ahXdivi1 . . . XdiviµC
h,i1...iµ,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1+
∑
q∈Q
aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1);
(4.24)
here ∑
t∈T
atC
t,i1...ia−1,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1
stands for a generic linear combination of acceptable (a − 1)-tensor fields for
which i∗ is the index k in the crucial factor, but we have fewer than |I1| − 1
free indices in the crucial factor. In particular, if a = µ, then the (µ − 1)-
tensor field will have a refined double character that is doubly subsequent to
each ~Lz
′
, z ∈ Z ′Max.
If Cl,i1...iag does not have a free index in the position k or l in the selected
factor S∗∇(ν)Rijkl, then:
Xdivi1 . . . XdiviaLC
NoΦ,targ,B
φu+1
[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)]+
LCNoΦ,div,I1φu+1 [Xdivi1 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] =∑
h∈H
ahXdivi1 . . . XdiviaC
h,i1...ia,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1+
∑
q∈Q
aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1).
(4.25)
Proof of Lemma 4.1:
We start with the first claim, which is the hardest. We will show the above
by breaking the left hand side into numerous sublinear combinations. Recall
that we are assuming that the free index i1 is the index k in the crucial factor
S∗∇(ν)Rijkl , while the other free indices that belong to the crucial factor are
i2 , . . . , i|I1| . Firstly, let us analyze the sublinear combination
LCNoΦ,div,I1φu+1 [Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)].
We break this sum into four sublinear combinations: First, we consider the sub-
linear combination that arises when we apply the transformation law (2.2) to a
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pair of indices (∇i1 , b) where b is an original index in C
l,i1...ia
g . Secondly, we con-
sider the sublinear combination that arises when we apply the transformation
law (2.2) to a pair of divergence indices, (∇i1 ,∇ik), 2 ≤ k ≤ |I1|. Thirdly, we
consider the sublinear combination that arises when we apply the transforma-
tion law (2.2) to a pair of divergence indices (∇ik ,∇il), 2 ≤ k, l ≤ |I1|. Fourthly,
we consider the sublinear combination that arises when we apply the transfor-
mation law (2.2) to a pair of indices (ik , b), 2 ≤ k ≤ |I1| and b being an origi-
nal index in Cl,i1...iag . We respectively denote those sublinear combinations by
LCNoΦ,div,I1,αφu+1 [. . . ], LC
NoΦ,div,I1,β
φu+1
[. . . ], LCNoΦ,div,I1,γφu+1 [. . . ], LC
NoΦ,div,I1,δ
φu+1
[. . . ].
We then observe that:
LCNoΦ,div,I1,αφu+1 [Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] =
− (γ − 1)Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1
+
∑
q∈Q
aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1).
(4.26)
The second sublinear combination is a little more complicated.
LCNoΦ,div,I1,βφu+1 [Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] =
− (|I1| − 1)Xdivi2 . . . XdiviαC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1+∑
q∈Q
aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1).
(4.27)
On the other hand, we also see that:
LCNoΦ,div,I1,γφu+1 [Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] =∑
q∈Q
aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1).
(4.28)
Lastly, to describe the fourth sublinear combination, we introduce some
notation: For each k, 2 ≤ k ≤ |I1| we define Cˆl,i1...iag to stand for the sublinear
combination which arises from Cl,i1...iag by performing a cyclic permutation of
the indices ik , i1 , l (ik is picked out arbitrarily among i2 , . . . , i|I1|) in the crucial
factor S∗∇
(ν)
r1...rνRijkl. We then conclude:
LCNoΦ,div,I1,δφu+1 [Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] =
− (|I1| − 1)Xdivi2 . . . XdiviαCˆ
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1
+
∑
q∈Q
aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1).
(4.29)
Now, just by the first and second Bianchi identity we observe that:
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− (|I1| − 1)Xdivi2 . . . XdiviαC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1
− (|I1| − 1)Xdivi2 . . . XdiviαCˆ
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1
=
∑
q∈Q
aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1).
(4.30)
Next, we seek to analyze the sublinear combination:
Xdivi1 . . .XdiviaLC
NoΦ,targ,B
φu+1
[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)].
We have by definition that this sublinear combination can only arise by applying
the last term in (2.2) to a pair of indices in the selected factor. We now break it
into five sublinear combinations: We define the first sublinear combination to be
the one that arises when we apply the fourth summand in (2.2) to a pair of in-
dices (i1 , b), where b is an original non-free index in the selected factor in C
l,i1...ia
g .
We define the second sublinear combination to be one that arises by applying the
last term in (2.2) to two free indices (i1 , ik), 2 ≤ k ≤ |I1| in the selected factor.
We define the third to be the one that arises by applying the last term in (2.2)
to a pair (ik , b) where k ≥ 2 and the index b is an original non-free index in the
crucial factor. The fourth sublinear combination arises when we apply the last
term in (2.2) to a pair (ik , il) of free indices in the crucial factor, 2 ≤ k, l ≤ |I1|.
Lastly, the fifth sublinear combination is the one that arises by applying the
last term in (2.2) to a pair of non-free original indices in Cl,i1...iag . We de-
note these sublinear combinations by LCNoΦ,targ,B,αφu+1 [. . . ], LC
NoΦ,targ,B,β
φu+1
[. . . ],
LCNoΦ,targ,B,γφu+1 [. . . ], LC
NoΦ,targ,B,δ
φu+1
[. . . ], LCNoΦ,targ,B,εφu+1 [. . . ]. It follows that:
Xdivi1 . . . XdiviaLC
NoΦ,targ,B,α
φu+1
[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)] =
−
ν · ǫ
ν + 1
Xdivi2 . . . XdiviαC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1+∑
h∈H
ahXdivi1 . . . XdiviaC
h,i1...iµ,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1,
(4.31)
Xdivi1 . . . XdiviaLC
NoΦ,targ,B,β
φu+1
[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)] =
−
ν · (|I1| − 1)
ν + 1
Xdivi2 . . . XdiviαC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1+∑
t∈T
atXdivi1 . . . XdiviµC
h,i1...ia−1,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1+
∑
q∈Q
aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1),
(4.32)
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Xdivi1 . . . XdiviaLC
NoΦ,targ,B,γ
φu+1
[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)] =
−
ν · (|I1| − 1)
ν + 1
Xdivi2 . . . XdiviαCˆ
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1+∑
h∈H
ahXdivi1 . . . XdiviaC
h,i1...iµ,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1+
∑
q∈Q
aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1),
(4.33)
Xdivi1 . . . XdiviaLC
NoΦ,targ,B,δ
φu+1
[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)] =∑
q∈Q
aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1),
(4.34)
Xdivi1 . . .XdiviaLC
NoΦ,targ,B,ǫ
φu+1
[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)] =∑
h∈H
ahXdivi1 . . .XdiviaC
h,i1...iµ,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1+
∑
q∈Q
aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1).
(4.35)
Adding all the above we derive the first claim of our Lemma, (where the
selected factor has a special free index i1 = k).
The second claim of our Lemma (where there is no special index in the
crucial factor) follows more easily. We now have that i1 is not a special free
index, so we will now consider all the sublinear combinations above where i1 is
not mentioned, and also whenever we mentioned above one of the free indices
i2 , . . . , i|I1| we will now read “one of the free indices i1 , . . . , i|I1|” (since the index
i1 is not special now). We then find that all the relevant equations will hold,
with the exception of (4.29), (4.33), which now become:
LCNoΦ,div,I1,δφu+1 [Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] =∑
q∈Q
aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1),
(4.36)
Xdivi1 . . .XdiviaLC
NoΦ,targ,B,γ
φu+1
[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)] =∑
h∈H
ahXdivi1 . . .XdiviaC
h,i1...iµ,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1+
∑
q∈Q
aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1),
(4.37)
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by application of the first and second Bianchi identity. This concludes the proof
of our Lemma. ✷
Now, we study the sublinear combination (4.23) in the setting of Lemma
1.2. We recall the discussion from the introduction in [6] on the crucial factor.79
We recall that the crucial factor is defined in terms of the u-simple character
~κsimp by examining the tensor fields C
l,i1...iµ
g , l ∈ Lz, z ∈ Z ′Max (for a precise
definition see the discussion above the statement of Lemma 1.1). Once it has
been defined, we may speak of the crucial factor(s) for any tensor field with
the u-simple character ~κsimp (in fact, even for any complete contractions with
a weak character Weak(~κsimp)). In each tensor field C
l,i1...ia , l ∈ L, we will
denote by {T1, . . . , TM} the set of crucial factors.
We will now separately consider the sublinear combinations in
Xdivi1 . . . XdiviaLC
NoΦ,targ,B
φu+1
[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)]+
LCNoΦ,div,I1φu+1 [Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
(4.38)
that have a factor ∇φu+1 contracting against T1, . . . , TM . We use the symbols
LCNoΦ,targ,B,Ti and LCNoΦ,div,I1,Ti to illustrate that we are considering those
sublinear combinations. Again, we will denote by
∑
t∈T
atC
t,i1...iµ−1,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1
a generic linear combination of acceptable (µ − 1)-tensor fields which have a
simple character ~κ+simp but are doubly subsequent to each
~Lz, z ∈ Z ′Max.
Definition 4.6 Here, ǫli will stand for the number of derivative indices in the
crucial factor Ti = ∇(m)Rijkl that are not free and are not contracting against
a factor ∇φh. γli will stand for the number of indices in the other factors in
Cl,i1...iag that are not contracting against a factor ∇φh.
Note: By abuse of notation, we will be writing ǫi, γi instead of ǫ
l
i, γ
l
i from now
on). We claim:
Lemma 4.2 If Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu) has one internal free index (say
i1) in the crucial factor Ti = ∇
(m)Ri1jkl, then:
79Recall that in this setting the “crucial” and “selected” factors coincide.
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Xdivi1 . . . XdiviaLC
NoΦ,targ,B,Ti
φu+1
[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)]+
LCNoΦ,div,I1,Tiφu+1 [Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] =
− (γi + ǫi)Xdivi1 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1+∑
t∈T
atXdivi1 . . . Xdivia−1C
t,i1...ia−1,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1+
∑
h∈H
ahXdivi1 . . . XdiviµC
h,i1...iµ,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1+
∑
q∈Q
aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1).
(4.39)
Moreover, in the case of Lemma 1.2 and if Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)
has two internal free indices (say i1 and i2) in the crucial factor Ti = ∇
(m)Ri1ji2l,
then:
Xdivi1 . . . XdiviaLC
NoΦ,targ,B,Ti
φu+1
[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)]+
LCNoΦ,div,I1,Tiφu+1 [Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] =
− (γi + ǫi)Xdivi2 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1
− (γi + ǫi)Xdivi1Xdivi3 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i2φu+1+∑
t∈T
atXdivi1 . . . Xdivia−1C
t,i1...ia−1,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1+
∑
h∈H
ahXdivi1 . . . XdiviµC
h,i1...iµ,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1+
∑
q∈Q
aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1).
(4.40)
Finally, if the crucial factor Ti has no internal free indices then:
Xdivi1 . . . XdiviaLC
NoΦ,targ,B,Ti
φu+1
[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)]+
LCNoΦ,div,I1,Tiφu+1 [Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] =∑
h∈H
ahXdivi1 . . . XdiviµC
h,i1...iµ,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1+
∑
q∈Q
aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1).
(4.41)
Proof of Lemma 4.2:
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The proof of this claim is similar to the previous one. We start with the case
where the crucial factor Ti has one internal free index.
We again denote by i1 the one internal free index in the crucial factor Ti
and we denote by i2 , . . . , i|I1| the other free indices. We divide the sublinear
combination LCNoΦ,div,I1φu+1 [. . . ] into further sublinear combinations (indexed by
α, . . . , ǫ) as in the previous case. We calculate:
LCNoΦ,div,I1,αφu+1 [Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] =
− γCl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1 +
∑
q∈Q
aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1);
(4.42)
(we have used the first Bianchi identity here).
The second sublinear combination is a little more complicated.
LCNoΦ,div,I1,βφu+1 [Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] =
− (|I1| − 1)Xdivi2 . . . XdiviαC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1+∑
q∈Q
aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1).
(4.43)
On the other hand, we also see that:
LCNoΦ,div,I1,γφu+1 [Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] =∑
q∈Q
aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1).
(4.44)
Lastly, to describe the fourth sublinear combination, we introduce some
notation: For each k, 2 ≤ k ≤ |I1| we define Cˆl,i1...iag to stand for the sublinear
combination which arises from Cl,i1...iag by performing a cyclic permutation of
the indices ik , i1 , j in the crucial factor ∇
(m)Rijkl . We then have that:
LCNoΦ,div,I1,δφu+1 [Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] =
− (|I1| − 1)Xdivi2 . . . XdiviαCˆ
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1+∑
q∈Q
aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1);
(4.45)
(we have used the second Bianchi).
Now, just by the first and second Bianchi identity we derive that:
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− (|I1| − 1)Xdivi2 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1
− (|I1| − 1)Xdivi2 . . .XdiviaCˆ
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1 =∑
q∈Q
aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1).
(4.46)
Now, we study the second sublinear combination:
Xdivi1 . . . XdiviaLC
NoΦ,targ,B,Ti
φu+1
[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)].
By definition and by the transformation law (2.2) that this sublinear combi-
nation can only arise by applying the last term in (2.2) to a pair of indices in
the crucial factor Ti. We now break it into five sublinear combinations: We
define the first sublinear combination to be the one that arises when we apply
the fourth summand in (2.2) to a pair of indices (i1 , b), where b is an original
non-free index in the crucial factor in Cl,i1...iag . We define the second sublin-
ear combination to be the one that arises by applying the last term in (2.2)
to two free indices (i1 , ik), 2 ≤ k ≤ |I1| in the crucial factor Ti. We define
the third to be the one that arises by applying the last term in (2.2) to a pair
(ik , b) where k ≥ 2 and the index b is an original non-free index in the crucial
factor. The fourth is when we apply the last term in (2.2) to a pair (ik , il)
of free indices in the crucial factor, 2 ≤ k, l ≤ |I1|. Lastly, the fifth sublinear
combination is the one that arises by applying the last term in (2.2) to a pair
of non-free original indices in Cl,i1...iag . We denote these sublinear combina-
tions by LCNoΦ,targ,B,Ti,αφu+1 [. . . ], LC
NoΦ,targ,B,Ti,β
φu+1
[. . . ], LCNoΦ,targ,B,Ti,γφu+1 [. . . ],
LCNoΦ,targ,B,Ti,δφu+1 [. . . ], LC
NoΦ,targ,B,Ti,ε
φu+1
[. . . ]. It follows that:
Xdivi1 . . . XdiviaLC
NoΦ,targ,B,Ti,α
φu+1
[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)] =
− ǫiXdivi2 . . . XdiviαC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1+∑
h∈H
ahXdivi1 . . . XdiviaC
h,i1...iµ,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1,
(4.47)
Xdivi1 . . . XdiviaLC
NoΦ,targ,B,Ti,β
φu+1
[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)] =
− (|I1| − 1)Xdivi2 . . . XdiviαC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1+∑
t∈T
atXdivi1 . . . XdiviµC
h,i1...ia−1,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1+
∑
q∈Q
aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1),
(4.48)
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Xdivi1 . . . XdiviaLC
NoΦ,targ,B,Ti,γ
φu+1
[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)] =
− (|I1| − 1)Xdivi2 . . . XdiviαCˆ
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1+∑
h∈H
ahXdivi1 . . . XdiviaC
h,i1...iµ,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1+
∑
q∈Q
aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1),
(4.49)
Xdivi1 . . .XdiviaLC
NoΦ,targ,B,Ti,δ
φu+1
[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)] =∑
q∈Q
aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1),
(4.50)
Xdivi1 . . . XdiviaLC
NoΦ,targ,B,Ti,ε
φu+1
[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)] =∑
h∈H
ahXdivi1 . . . XdiviaC
h,i1...iµ,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1+
∑
q∈Q
aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1).
(4.51)
Adding all the above we obtain our conclusion in the case where the crucial
factor Ti has precisely one special free index.
We now consider the case where the are two special free indices in Ti. We
have assumed that these two special free indices are i1 , i2 in the crucial factor
Ti = ∇
(m)Ri1ji2l. We will moreover slightly alter our notational conventions:
Now, we will still speak of the non-special free indices in the crucial factor, but
they will in fact be i3 , . . . , i|I1| . Moreover, in the above sublinear combinations
when we referred to the indices i1 or ∇
i1 we will now read “one of the indices
i1 , i2 or ∇
i1 ,∇i2”. Lastly, we define LCNoΦ,div,I1,Ti,ε to stand for the sublinear
combination that arises by applying the transformation law (2.2) to the pair of
divergence indices ∇i1 ,∇i2 when they have hit the same factor.
We now want to describe our first sublinear combination. To do so, we need
just a little more notation. We denote by C˜l,i1...iag the tensor field that arises
by switching the indices i1 = i, l and by C˜
′
l,i1...ia
g the tensor field that arises by
switching the indices i2 = k, j . We calculate:
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LCNoΦ,div,I1,Ti,αφu+1 [Xdivi1 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] =
− (γ − 1)Xdivi2 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1
− (γ − 1)Xdivi1Xdivi3 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i2φu+1
−Xdivi2 . . . XdiviaC˜
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1
−Xdivi1Xdivi3 . . . XdiviaC˜
′
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i2φu+1+∑
q∈Q
aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1).
(4.52)
Here we note that if a = µ then the (µ−1)-tensor fields C˜l,i1...iag and C˜
′
l,i1...ia
g will
be doubly subsequent to the maximal refined double characters ~L′z, z ∈ Z ′Max.
The second sublinear combination is a little more complicated:
LCNoΦ,div,I1,βφu+1 [Xdivi1 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] =
− (|I1| − 2)Xdivi2 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1
− (|I1| − 2)Xdivi1Xdivi3 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i2φu+1
+
∑
q∈Q
aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1).
(4.53)
On the other hand, we also see that:
LCNoΦ,div,I1,Ti,γφu+1 [Xdivi1 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] =∑
q∈Q
aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1).
(4.54)
To describe the fourth sublinear combination, we introduce some notation:
For each k, 2 ≤ k ≤ |I1| we define Cˆl,i1...iag to stand for the sublinear combination
which arises from Cl,i1...iag by performing a cyclic permutation of the indices
ik , i1 , j in the crucial factor ∇
(m)
r1...rmRijkl. We also define Cˆ
′
l,i1...ia
g to stand for
the sublinear combination which arises from Cl,i1...iag by performing a cyclic
permutation of the indices ik , i2 , l in the crucial factor ∇
(m)
r1...rmRijkl. We then
derive:
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LCNoΦ,div,I1,Ti,δφu+1 [Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] =
− (|I1| − 2)Xdivi2 . . . XdiviαCˆ
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1
− (|I1| − 2)Xdivi1Xdivi3 . . .XdiviαCˆ
′
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i2φu+1
+
∑
h∈H
ahXdivi1 . . . XdiviaC
h,i1...iµ,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1
+
∑
q∈Q
aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1).
(4.55)
Lastly, in this case we compute:
LCNoΦ,div,I1,Ti,εφu+1 [Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] =
−Xdivi2 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1−
−Xdivi1Xdivi3 . . . XdiviαC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i2φu+1.
(4.56)
Now, it is quite straightforward in this case to understand the sublinear
combinations in
Xdivi1 . . . XdiviaLC
NoΦ,targ,B,Ti
φu+1
[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)].
We calculate:
Xdivi1 . . .XdiviaLC
NoΦ,targ,B,Ti,α
φu+1
[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)] =
− ǫiXdivi2 . . . XdiviαC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1+
− ǫiXdivi1Xdivi3 . . . XdiviαC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i2φu+1+∑
h∈H
ahXdivi1 . . .XdiviaC
h,i1...iµ,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1,
(4.57)
Xdivi1 . . .XdiviaLC
NoΦ,targ,B,Ti,β
φu+1
[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)] =
− (|I1| − 2)Xdivi2 . . .XdiviαC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1
− (|I1| − 2)Xdivi1Xdivi3 . . . XdiviαC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i2φu+1+∑
t∈T
atXdivi1 . . . XdiviµC
h,i1...ia−1,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1+
∑
q∈Q
aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1),
(4.58)
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Xdivi1 . . . XdiviaLC
NoΦ,targ,B,Ti,γ
φu+1
[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)] =
− (|I1| − 2)Xdivi2 . . . XdiviαCˆ
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1
− (|I1| − 2)Xdivi1Xdivi3 . . . XdiviαCˆ
′
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i2φu+1+∑
h∈H
ahXdivi1 . . . XdiviaC
h,i1...iµ,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1+
∑
q∈Q
aqC
q
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1),
(4.59)
Xdivi1 . . .XdiviaLC
NoΦ,targ,B,Ti,δ
φu+1
[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)] =∑
q∈Q
aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1),
(4.60)
Xdivi1 . . .XdiviaLC
NoΦ,targ,B,ǫ
φu+1
[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)] =∑
h∈H
ahXdivi1 . . .XdiviaC
h,i1...iµ,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1+
∑
q∈Q
aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1).
(4.61)
We thus derive the claim of our Lemma in the case where the crucial factor
has two internal free indices, by adding all the above equations.
The last case, where the crucial factor has no internal free indices follows
more easily. We now have that i1 is not a special free index, so we will now
consider all the sublinear combinations above where i1 is not mentioned, an also
whenever we mentioned above one of the free indices i2 , . . . , i|I1| we will now
read “one of the free indices i1 , . . . , i|I1|” (since the index i1 is not special now).
We then have that all the relevant equations will hold, with the exception of
(4.29), (4.33), which now become:
LCNoΦ,div,I1,δφu+1 [Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] =∑
q∈Q
aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1),
(4.62)
Xdivi1 . . .XdiviaLC
NoΦ,targ,B,γ
φu+1
[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)] =∑
h∈H
ahXdivi1 . . .XdiviaC
h,i1...iµ,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1+
∑
q∈Q
aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1),
(4.63)
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by application of the first or second Bianchi identity. ✷
We are now in a position to plug in all the equations from this section into
(6.2) and derive Lemma 1.1:
Proof of Lemma 1.1: We use the equations (6.2), (4.11), (4.19) and plug
in all the other equations from this section, and also use (3.48). We write out
our conclusion concisely:
−
∑
z∈Z′
Max
∑
l∈Lz
al(γ + ǫ− 1− 2(s− 1)−X)Xdivi2 . . . Xdivia
Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1+∑
t∈T
atXdivi2 . . .XdiviµC
t,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1+
∑
h∈H
ahXdivi1 . . . XdiviµC
h,i1...iµ,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1+
∑
q∈Q
aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1) = 0,
(4.64)
modulo complete contractions of length ≥ σ + u+ 2. Here
∑
t∈T
atXdivi2 . . . XdiviµC
t,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1
stands for a generic linear combination of (µ − 1)-tensor fields with a (u + 1)-
simple character ~κ+simp but that are doubly subsequent to each
~Lz
′
, z ∈ Z ′Max.
Moreover, by the definition of weight we derive the following elementary
identity:
(Total number of indices in each complete contraction in
Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu))
= n+ 2s = γ + ǫ+ 2|Φ|+ 2|I1|+ |I2|+ 1.
(4.65)
Thich shows us that the quantity (γ + ǫ − 1 − 2(s − 1) − X) is fixed for each
l ∈ Lz, z ∈ Z ′Max; (i.e. the same in all the terms in the first line in (4.64)).
A counting argument shows that (γ + ǫ − 1 − 2(s − 1) − X) = 0 if and
only if σ1 = 0 (i.e. there are no factors ∇
(m)Rijkl in ~κsimp), and the tensor
fields C
l,i1...iµ
g , l ∈ Lz have exactly one “exceptionnal index”; we define an
index b in C
l,i1...ig
g (in the form (1.5) to be exceptional if it belongs to a factor
S∗∇(ν)Rijkl or∇(B)Ωh, is non-special, and moreover: if it belongs to the crucial
factor S∗∇(ν)Rijkl then it must be non-free and not contracting against a factor
∇φh; if it belongs to a non-crucial factor then it must not contracting against
a factor ∇φh. Notice that by weight considerations, if one of the tensor fields
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C
l,i1...iµ
g , l ∈ Lz, z ∈ Z ′Max has exactly one exceptional index, then all of them
do.
We will check that Lemma 1.1 indeed holds in this very special case (we
will call it the unfortunate case) in a Mini-Appendix at the end of this paper.
In all the remaining cases, we derive Lemma 1.1 by just dividing (4.64) by
(γ + ǫ− 1− 2(s− 1)−X).
Proof of Lemma 1.2: We again use equations (6.1) and (4.11) and replace
according to all the equations of this subsection, also using (3.29), (3.30). Then,
we first consider the case where the maximal refined double characters ~Lz, z ∈
Z ′Max have 2 free indices i = i1 , k = i2 in the crucial factor(s), and we denote
by M the number of crucial factors and by i1 , i2 , i3 , i4 , . . . , i2M−1 , i2M the special
free indices that belong to those factors (i1 , i2 are the indices i, k in the first
crucial factor etc.) we deduce:
−
∑
z∈Z′
Max
∑
l∈Lz
∑
ih∈Il,∗
al(γi + ǫi − 1− 2(s− 1)−X)Xdivi1 . . . ˆXdivih . . .Xdiviµ
C˜l,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1
+
∑
t∈T
atXdivi2 . . .XdiviµC
t,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1+
∑
h∈H
ahXdivi1 . . . XdiviµC
h,i1...iµ,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1+
∑
q∈Q
aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1) = 0,
(4.66)
modulo complete contractions of length ≥ σ + u+ 2. Here again
∑
t∈T
atC
t,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1
is a generic linear combination of (µ + 1)-tensor fields with (u + 1)-simple
character ~κ+simp and a refined double character that is subsequent to each
~Lz
′
, z ∈ Z ′Max. Moreover, the same elementary observation as above contin-
ues to hold, hence we deduce that (γi + ǫi − 2(s − 1) − X) is independent of
l ∈ Lz (and of the choice of crucial factor), and also that it is non-zero (by a
counting argument again–we use the fact that γ ≥ 2). Thus we derive Lemma
1.2 by dividing by this constant.
Finally, consider the case where the maximal refined double characters ~Lz, z ∈
Z ′Max have one special free index in the crucial factor(s). Recall that Il,∗ stands
for the index set of the special free indices that belong to the (one of the) crucial
factor(s). We deduce:
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−
∑
z∈Z′
Max
∑
l∈Lz
∑
ih∈Il,∗
al(γ + ǫ− 2(s− 1)−X)Xdivi1 . . . ˆXdivih . . . Xdiviµ
C˜l,i1...iµg (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1+∑
t∈T
atXdivi2 . . . XdiviaC
t,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1+
∑
h∈H
ahXdivi1 . . . XdiviµC
h,i1...iµ,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1+
∑
q∈Q
aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1) +
∑
z∈Z
azC
z
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1) = 0,
(4.67)
modulo complete contractions of length ≥ σ + u + 2. Moreover, the same
elementary observation as above continue to hold, hence we deduce that (γi +
ǫi+−2(s− 1)−X) is independent of l and also that it is non-zero (since in this
case γ ≥ 3). This shows Lemma 1.2 in this case also. ✷
4.2 Mini-Appendix: Proof of Lemma 1.1 in the unfortu-
nate case.
In order to show Lemma 1.1 in this setting, we recall that here σ1 = 0 andX = 0
(hence all factors ∇(B)Ωx must be contracting against some factor ∇φ′h). We
also observe that by weight considerations all tensor fields in (1.6) other than
the ones indexed in Lz, for a given z ∈ Z ′Max can have at most M − 1 free
indices belonging to the crucial factor S∗∇(ν)Rijkl∇iφ˜1.
We make a further observation: If for some C
l,i1...iµ
g the exceptionnal index
belongs to a factor ∇(2)Ωh (with exactly two derivatives), or to a simple factor
S∗Rijkl, then all tensor fields C
l,i1...iµ
g must have that property; this follows by
weight considerations. We call this subcase A. The other case we call subcase
B.
Let us prove Lemma 1.1 in subcase B, which is the hardest: We observe
that by explicitly constructing divergences of (µ + 1)-tensor fields (indexed in
H below), as allowed in Lemma 1.1, we can write:
∑
l∈Lz
alC
l,i1...iµ
g = Xdiviµ+1
∑
h∈H
ahC
h,i1...iµ+1
g +
∑
l∈L˜z
alC
l,i1...iµ
g +
∑
j∈J
ajC
j,i1...iµ
g .
(4.68)
Here the terms indexed in J are simply subsequent to ~κsimp. The terms indexed
in L˜z have all the features of the terms in Lz in the LHS (in particular the have
the same, maximal, refined double character), and in addition:
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1. The exceptional index does not belong to the crucial factor.
2. If the index l in the crucial factor contracts against a special index in a
factor T = S∗∇
(ν)
r1...rνRijkl′ , then it contracts against the index k; more-
over, if the exceptional index belongs to the factor T (say it is the index
rν , then the indices l, rν are symmetrized over.
3. If the index l against which the index l in the crucial factor contracts is a
non-special index (and hence we may assume wlog that it is a derivative
index–denote it by ∇l) then it does not belong to some specified factor T ′
in ~κsimp.
In view of the above, we may assume that all the tensor fields indexed in
Lz in (1.6) have the features described above. Let us then break the index set
Lz into two subsets: We say that l ∈ Lz1 if and only if the index l in the crucial
factor contracts against a special index. We set Lz2 = L
z \ Lz1.
We will then prove:
∑
l∈Lz1
alC
l,(i1...iµ)
g = 0, (4.69)
∑
l∈Lz2
alC
l,(i1...iµ)
g = 0. (4.70)
Clearly, if we can proe the above then Lemma 1.1 will follow in subcase B of
the unfortunate case.
Proof of (4.69): For future reference, let us denote by Lz1,b ⊂ L
z
1 the index
set of tensor fields for which the index l in the crucial factor contracts against
the factor S∗∇(ν
′)Ri′j′k′l′∇i
′
φ˜b.
The main tool we will use in this proof will be used for the other claims in
this subsection. We consider Image1Y [Lg] = 0 (the first conformal variation of
(1.6), and we pick out the sublinear combination Image1,∗Y [Lg] of terms with
length σ + u, with the crucial factor S∗∇
(ν)Rijkl being replaced by a factor
∇(ν+2)Y , and the factor ∇φ1 contracting against some other factor. We derive
that:
Image1,∗Y [Lg] = 0,
modulo complete contractions of length σ+u+1. We further break up Image1,∗Y [Lg],
into sublinear combinations Image1,∗,bY [Lg], where a complete contraction be-
longs to Image1,∗,bY [Lg] if and only if∇φi contracts against the factor S∗∇
(ν′)Rijkl∇iφ˜b.
Clearly, we also have:
Image1,∗Y [Lg] = 0,
modulo complete contractions of length σ + u + 1. Now, in the above equa-
tion we formally replace the two factors ∇aφ1,∇cφb by a factor gac. This
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clearly produces a new true equation. We then act on the new true equation by
RictoΩp+1,
80 thus deriving a new true equation:
Zg(Ω1, . . . ,Ωp,Ωp+1, φ1, . . . , φu) = 0, (4.71)
which holds modulo terms of length σ + u+ 1.
This equation can in fact be re-expressed in a more useful form: Let us
denote by L∗ ⊂ Lµ
⋃
L>µ the index set of terms for which one special index
(say the index l in the crucial factor contracts against a special index (say l′)
in the factor S∗∇(ν
′)Ri′j′k′l′ .
81 We denote by C
l,i1...ia
g (. . . , Y,Ωp+1) the ten-
sor field that arises from Cl,i1...iµ by replacing the expression S∗∇
(ν)
r1...rνRijkl ⊗
S∗∇
(ν′)
t1...tν′
Ri′j′k′
l ⊗∇iφ˜1 ⊗∇
i′ φ˜b by ∇
(ν+2)
r1...rνjk
Y ⊗∇
(ν′+2)
t1...tν′j
′k′Ωp+1. Denote by
Cut[~κsimp] the simple character of the resulting tensor field. Then (4.71) can
be re-expressed as:
∑
l∈L∗
alXdivi1 . . . XdiviaC
l,i1...iµ
g (. . . , Y,Ωp+1) +
∑
j∈J
ajC
j = 0. (4.72)
modulo complete contractions of length σ + u+ 1. The terms indexed in J are
simply subsequent to Cut[~κsimp]. We now apply the Eraser to all factors ∇φh
that contract against the factor ∇(B)Y ; by abuse of notation, we still denote
the resulting tensor fields, complete contractions etc by C
l,i1...iµ
g , Cjg .
Now, we apply the inverse integration by part to the above equation,82 de-
riving an integral equation:
∫
Mn
∑
l∈L∗
alCˆ
l
g(. . . , Y,Ωp+1) +
∑
j∈J
ajC
jdVg = 0. (4.73)
Here the complete contractions Cˆlg(. . . , Y,Ωp+1) arise from the tensor fields
C
l,i1...iµ
g (. . . , Y,Ωp+1) by making the free indices into internal contractions.
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We then consider the silly divergence formula for the above, which arises by
integrating by parts wrt. ∇(B)Y ; denote the resulting equation by
sillyY [
∑
l∈L∗
alCˆ
l
g(. . . , Y,Ωp+1) +
∑
j∈J
ajC
j ].
We consider the sublinear combination sillyY,∗[. . . ] which consists of terms with
length σ+u, and µ−M internal contractions and all factors ∇φh differentiated
only once. Clearly, sillyY,∗[. . . ] = 0. This equation can be re-expressed in the
form:
80See the Appendix in [3].
81Notice that Lz ⊂ L∗.
82This has been defined at in section 3 of [7].
83For future reference, let us write
P
l∈Lz alCˆ
l
g = ∆
MY
P
l∈Lz alC
′l
g .
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∑
l∈Lz1,b
alSpread
M
∇,∇[C
′l
g ] +
∑
j∈J
ajC
j
g = 0.
Here Spread∇,∇ stands for an operation that hits a pair of different factors (not
in the form ∇φ) by derivatives ∇a,∇a that contract against each other and
then adding over the resulting terms. From the above, we derive that:
∑
l∈Lz1,b
alC
′l
g +
∑
j∈J
ajC
j
g = 0.
Now, we formally replace all µ − M internal contractions in the above by
factors ∇υ (this gives rise to a new true equation), and then formally re-
placing the expression Y ⊗ S∗∇
(ν′)
t1...tν′ j
′k′Ωp+1 by S∗∇
(ν)
r1...rνRij(free)l ⊗∇
iφ˜1 ⊗
S∗∇
(ν′)
t1...tν′
Ri′j′k′
l∇r1φx1 . . .∇
xzφz , where the indices r1 , . . . , rν , j that are not
contracting against a factor ∇φx are free.84 The resulting true equation is our
claim of Lemma 1.1 for the index set Lz1,b. Thus we have derived (4.69).
The proof of (4.70) follows by an adaptation of the argument above. We
consider the equation Image1Y [Lg] = 0 and pick out the sublinear combination
Image1,∗Y [Lg] where∇φ1 contracts against the factor T
′. Clearly Image1,∗Y [Lg] =
0. (Among the tensor fields indexed in Lz, such terms can only arise from the
terms in Lg = 0 where the Xdivk for the index k in the crucial factor is forced
to hit the factor T ′; then the factor S∗∇
(ν)
r1...rνRijkl∇
iφ˜1 must be replaced by
∇
(ν+2)
r1...rνjl
Y∇kφ1). Now, from Image
1,∗
Y [Lg] = 0, we again repeat the argu-
ment with the inverse integration by parts and the silly divergence formula,
picking out in that equation the sublinear combination with µ − M internal
contractions and all functions φh differentiated only once, with the factor ∇φ1
contracting against the factor T ′ and with M particular contractions between
the factor T ′ and another factor T ′′. We derive that this sublinear combination,
say silly+[. . . ] must vanish separately; silly+[. . . ] = 0. It is also in one-to-one
correspondence with the sublinear combination
∑
l∈Lz2
alC
l,(i1...iµ)
g , by the same
reasoning as above. We can then reproduce the formal operations as above, and
derive the claim of Lemma 1.1 for the index set Lz2.
Proof of Lemma 1.1 in subcase A of the unfortunate case: We again con-
sider the equation Image1Y [Lg] = 0 and pick out the sublinear combination
Image1,∗Y [Lg] = 0 where ∇φ1 contracts against the factor T
′. This sublinear
combination must vanish separately, thus we derive a new true equation, which
we again denote by Image1,∗Y [Lg] = 0. Now, we again apply the inverse inte-
gration by parts (replacing the Xdiv’s by internal contractions), deriving an
integral equation. From this new integral equation, we derive a silly diver-
gence formula, by integrating by parts with respect to the factor ∇(B)Y . We
84We add factors ∇φx and free indices to the first factor according to the form of the crucial
factor in the tensor fields C
l,i1...iµ
g , l ∈ L
z in (1.6).
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pick out the sublinear combination of terms with length σ + u, µ−M internal
contractions, all functions φh differentiated once, the factor ∇φ1 contracting
against T ′, where T ′ contains no exceptional indices, and where there are M
exceptional indices on some factor T ′′, contracting against M exceptional in-
dices in some other factor T ′′ 6= T ′. Again, this sublinear combination vanishes
separately, and is in one-to-one correspondence with the sublinear combination∑
l∈Lz alC
l,(i1...iµ)
g , by the same reasoning as above. We can then reproduce the
formal operations as above, and derive the claim of Lemma 1.1 for the index set
Lz2. ✷
4.3 Mini-Appendix: A postponed claim.
We directly derive Proposition 1.1 when the tensor fields of maximal refined
double character in (1.6) are in the special forms described at the end of the
introduction.
Proof of the postponed claim: Observe that by weight considerations, all
tensor fields in (1.6) will have rank µ. Also, none will have special free inices in
a factor S∗Rijkl.
For each l ∈ Lµ we denote by C
l,i1|A
g the vector field that arises by replacing
the factor S∗Rijkl∇iφ˜1 by ∇
(2)
jk Y∇lφ1; we also denote by C
l,i1|A
g the vector field
that arises by replacing the factor S∗Rijkl∇iφ˜1 by −∇
(2)
jl Y∇kφ1. Denote the
(u− 1)-simple character of the resulting tensor fields by ~κ′simp. We then derive
an equation:
∑
l∈Lµ
alXdivi1 . . . Xdiviµ [C
l,i1...iµ|A
g + C
l,i1...iµ|B
g ] = 0.
Now, we apply Lemma 4.10 in [6] to the above85 and derive:
∑
l∈Lµ
al[C
l,i1...iµ|A
g + C
l,i1...iµ|B
g ]∇i1υ . . .∇iµυ = 0.
Finally, formally replacing the expression ∇
(2)
(ab)Y∇cφ1 by S∗Ri(ab)c∇
1φ˜1 we
derive our claim. ✷
5 Part B: A proof of Lemas 3.3, 3,4, 3.5 in [6]
The rest of this paper is devoted to proving Lemma 1.3 and also Lemmas 3.3,
3.4 in [6]. In this proof we will derive the strongest consequence of the local
equation (1.6), which is the common assumption of all three Lemmas above.
This consequence, a new, less complicated local equation is called the “grand
conclusion”. In case A of Lemma 1.6, the “grand conclusion” coincides with the
claim of Lemma 1.3.
85There are no special free indices in factors S∗∇(ν)Rijkl here, hence no danger of “forbidden
cases”.
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In order to derive Lemma 1.3 in case B, in section 9 we will apply the grand
conclusion (and certain other equations derived below) in less straightforward
ways. In the next section we provide more technical details regarding the deriva-
tion of the “grand conclusion”.
5.1 A general discussion regarding the derivation of the
“grand conclusion”:
The derivation of the “grand conclusion” can be divided into two parts: In
the first part, we repeat the analysis performed in [8]: We consider the first
conformal variation Image1φu+1[Lg] = 0 of (1.6).
86 Since the terms in the LHS
of the equation Lg = 0 can be written out as general complete contractions
of the form (1.8), the first conformal variation can be calculated by virtue of
the transformation laws of the curvature tensor and the Levi-Civita connection
under conformal changes of the metric, 2.1), (2.2).
Now as part A, in Image1φu+1[Lg] = 0, we pick out the sublinear combination
Image1,+φu+1[Lg] of terms which either are or can give rise to
87 terms of the type
that appear in the claim of Lemma 1.3. As we have shown in [8], this sublinear
combination will vanish separately, modulo junk terms which we may disregard:
Image1,+φu+1[Lg] +
∑
z∈Z
azC
z
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1) = 0. (5.1)
In section 6 we repeat the analysis of (5.1) that we performed in [8]. (This
analysis involves much calculation, but also the appropriate application of the
inductive assumption of Proposition 1.1). The resulting equation, however,
completely fails to give us the desired conclusion of Lemma 1.3.88
In section 7, we seek to analyze a second equation which arises in the con-
formal variation Image1φu+1[Lg] = 0 of (1.6), and which we had previously
discarded: We pick out the sublinear combination Image1,βφu+1[Lg] which con-
sists of terms with an internal contraction (see subsection 7.1 below for more
details). Again, this sublinear combination vanishes separately, modulo junk
terms which we may disregard:
Image1,βφu+1[Lg] +
∑
z∈Z
azC
z
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1) = 0. (5.2)
In principle, one might think that this new equation should be of no inter-
est, since the claim of Lemma 1.3 involves terms with no internal contrac-
tions. However, we are able to suitably analyze (5.2), to derive a new equation
86Recall that is general, the first conformal variation of a true equation Lg(ψ1, . . . , ψt) =
0 that depends on an auxilliary Riemannian metric g is defined through the formula:
Image1φ[Lg(ψ1, . . . , ψt)] :=
d
dt
|t=0Le2tφ (ψ1, . . . , ψt); of course Image
1
φ[Lg(ψ1, . . . , ψt)] = 0.
87After application of the curvature identity.
88The defficiencies of the analysis of equation (5.1) are explained at the end of subsection
6.2.
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Im1,βφu+1 [Lg] = 0 below (see 7.61)), which, combined with the analysis of (5.1)
yields the “grand conclusion”, as follows:
We define a simple formal operation Soph{. . .} which acts on the terms in
Im1,βφu+1 [Lg] = 0 to produce terms of the type that appear in the claim of Lemma
1.3. We then add the resulting equation to our analysis of (5.1) and observe
many miraculous cancellations of “bad terms”. The resulting local equations are
collectively called the “grand conclusion”; they are the equations (8.3), (8.4),
(8.5) below.
Recall Language Conventions: Firstly, we recall that our hypothesis is
equation (1.6). We recall that in that equation all the tensor fields have a given
simple character ~κsimp and are acceptable and all the complete contractions C
j
g
have a weak character Weak(~κsimp) (they are not assumed to be acceptable).
We recall that a free index that is of the form i, j , k, l in some factor∇(m)Rijkl
or k, l in some factor S∗∇(ν)Rijkl is called special.
Next, we recall the discussion regarding the “selected factor”. Let us firstly
re-explain how the various factors in the various complete contractions and
tensor fields in (1.6) can be distinguished: We recall that for all the tensor fields
and complete contractions appearing in (1.6) and for each ∇φf , 1 ≤ f ≤ u,
there will be a unique factor ∇(m)Rijkl , S∗∇(ν)Rijkl or ∇(B)Ωh against which
∇φf is contracting. Therefore, for each ∇φf , 1 ≤ f ≤ u we may unambiguously
speak of the factor against which ∇φf is contracting for each of the tensor fields
and contractions in (1.6). Furthermore, for each h, 1 ≤ h,≤ p we may also
unambiguously speak of the factor ∇(B)Ωh in each tensor field and contraction
in (1.6).
On the other hand, we may have factors ∇(m)Rijkl in the terms in (1.6)
that are not contracting against any factors ∇φh. We notice that there is
the same number of such factors in each of the tensor fields and the complete
contractions in (1.6) (since they all have the same weak characterWeak(~κsimp)).
We sometimes refer to such factors as “generic factors of the form ∇(m)Rijkl”.
We recall the two cases that we have distinguished in the setting of Lemma
1.3: Recall that we have denoted by M the number of free indices in the critical
factor for the tensor fields C
l,i1...iµ
g , l ∈
⋃
z∈Z′
Max
Lz (i.e. the tensor fields with
the maximal refined double character ~Lz, for a given z ∈ Z ′Max). We also denote
byM ′(= α) the number of free indices in the second critical factor for the tensor
fields C
l,i1...iµ
g , l ∈
⋃
z∈Z′
Max
Lz. We recall that case A is when M ′ ≥ 2, and case
B is when M ′ ≤ 1.
The “special subcase” of case B: We introduce a “special subcase” of case B,
in which case the derivation of “grand conclusion” will be somewhat different.
We say that (1.6) falls under the “special subcase” when the tensor fields of
maximal refined double character in (1.6) are in the form:
contr(∇(free)R♯♯♯♯ ⊗R♯♯♯♯ ⊗ · · · ⊗R♯♯♯♯⊗
S∗Rix♯♯ ⊗ · · · ⊗ S∗Rix♯♯ ⊗∇
(2)
y♯ Ω1 ⊗ · · · ⊗ ∇
(2)
y♯ Ωp ⊗∇φ1 ⊗ · · · ⊗ ∇φu).
(5.3)
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(In the above, each index ♯ must contract against another index in the form
♯, x, y; the indices x are either contracting against another index ♯, x, y or are
free, and the indices y are either contracting against indices ♯, x, y or are free
or contract against a factor ∇φh). In some instances, our argument will be
modified to treat those “special subcases”.
Now, we will be deriving three equations below, (8.3), (8.4), (8.5), which
will be collectively called the “grand conclusion”. We next explicitly spell out
the hypotheses under which the grand conclusion will be derived in the list be-
low: The main assumption will be equation (1.6), and we also have the extra
assumptions stated in Lemma 1.3; we re-iterate that list of assumptions below.
1. In both cases A and B, no tensor field of rank µ can have an internal
free index in any factor ∇(m)Rijkl , nor a free index of the form k, l in any
factor S∗∇(ν)Rijkl (this is the main assumption of Lemma 1.3).
2. In both cases A and B, there are no µ-tensor fields in (1.6) with a free
index in the form j in some factor S∗Rijkl , with no derivatives. THis is a
re-statement of the assumption L+µ = ∅.
3. In both cases A and B, no (µ + 1)-tensor field in (1.6) contains a fac-
tor S∗Rijkl with two internal free indices (this is a re-statement of the
assumption L′′+ = ∅).
Now, in order to describe the terms that appear in the RHSs of our equations
below, we recal some notational conventions:
We introduce the notion of a “contributor”, adapted to this setting:
Definition 5.1 In the setting of Lemma 1.3,
∑
h∈H ahC
h,i1...ia
g will stand for
a generic linear combination of a-tensor fields (a ≥ µ) with a u-simple char-
acter ~κsimp, a weak (u + 1)-character Weak(~κ
+
simp)
89 and the following ad-
ditionnal features: Either the tensor fields above are acceptable, or they are
unacceptable with one unacceptable factor ∇Ωx, which either contracts against
∇φu+1 or does not contract against any ∇φh. Furthermore, if a tensor field
Ch,i1...ia,i∗g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1 has a = µ and one unacceptable fac-
tor ∇Ωx which does not contract against ∇φu+1 then it must have a (u + 1)-
simple character ~κ+simp,
90 and moreover ∇φu+1 must be contracting against a
derivative index, and moreover if it is contracting against a factor ∇(B)Ωx then
B ≥ 3. Moreover, if a = µ and the factor ∇φu+1 is contracting against ∇Ωh
then we require that at least one of the µ free indices should be non-special, and
there should be a removable index in the tensor field
Ci1...ia,i∗g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1. Finally, if a tensor field
89~κ+simp is some chosen (u+ 1)-simple character where ∇φu+1 is not contracting against a
special index.
90In other words ∇φu+1 is not contracting against a special index.
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Ci1...ia,i∗g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1 has a = µ but the factor ∇φu+1 is
contracting against a special index then all µ free indices must be non-special.
We will be calling the tensor fields in those linear combinations “contribu-
tors”.
We recall that
∑
j∈J ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1) stands for a generic lin-
ear combination of complete contractions of length σ + u+ 1 in the form (1.8)
which are simple subsequent to the u-simple character ~κsimp.
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Let us introduce one new piece of notation that will be useful further down.
We will define a generic linear combination of (µ−1)-tensor fields which appears
in the grand conclusion only in case B, in the special subcase.
Definition 5.2 We denote by
∑
b∈B′
abC
b,i1...iµ−1iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇iµφu+1
a generic linear combination of acceptable (µ− 1)-tensor fields with length σ +
u+ 1, with a u-simple character ~κsimp, and with the factor ∇φu+1 contracting
against a non-special index in the selected factor and moreover each of the (µ−1)
free indices belong to a different factor.
Moreover, in the special subcase when in addition µ = 1, we additionaly
require that the index iµ should be a derivative index, and moreover if it belongs
to a factor ∇(B)Ωh then B ≥ 3. Furthermore, we require that if we change
the selected factor from Ta to Tb, then
∑
b∈B′ abC
b,i1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)
changes by erasing the index ∇i1 from Ta and adding a derivative ∇i1 onto Tb.
6 The first half of the “grand conclusion”.
As explained, our first step in deriving the “grand conclusion” is to repeat the
analysis of the equation (5.1) from [8]. We refer the reader to subsection 2.2
in [8] for the strict definition of the sublinear combination Image1,+φu+1[Lg]. We
recall that the sublinear combination Image1,+φu+1[Lg] in Image
1
φu+1
[Lg] is defined
once we have picked a (set of) selected factor(s) in ~κsimp. We also recall that
the equation (5.1) has been proven to hold (modulo complete contractions of
length ≥ σ + u+ 2).92
We also recall (from the end of subsection 2.2 in [8]) the natural break-up
of the sublinear combination Image1,+φu+1 [Lg] into three “pieces” according to
91Recall that this means that one of the factors ∇φh which are supposed to contract against
an index i in a factor S∗∇(ν)Rijkl in the simple character ~κsimp is now contracting against
a derivative index in a factor ∇(m)Rijkl.
92We recall that the “junk terms”
P
z∈A azC
z
g have length σ+u+1 and a factor ∇
(A)φu+1
with A ≥ 2.
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which rule of conformal variation a given term has arisen from:
Image1,+φu+1[Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)] = CurvT rans[Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)]
+ LC[Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)] +W [Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)].
(6.1)
(The sublinear combination CurvT rans[Lg . . . ] consists of terms with length σ+
u and a factor∇(A)φu+1, A ≥ 2, while the sublinear combinations LC[Lg],W [Lg]
consist of terms with length σ+ u+1 and a factor ∇φu+1). We then recall the
study of the sublinear combination CurvT rans[Lg . . . ] that we performed in
[8]:93
We recall that the sublinear combination CurvT rans[Lg] will be zero, by
definition if the selected factor is of the form ∇(A)Ωh. We also recall that if the
selected factor is of the form ∇(m)Rijkl or S∗∇(ν)Rijkl, then we have proven
that the sublinear combination CurvT rans[Lg] in (6.1) can be expressed as in
equations (3.31) and (3.47) in [8], respectively;94 and moreover we proved in [8]
that these equations also hold in the setting of Lemma 1.3. We also recall that
the terms inside parentheses in (3.31) and (3.47) are defined to be zero in the
setting of Lemma 1.3. The result of this analysis in [8], as a new local equation,
namely equation (4.1) in that paper, which we reproduce here:
CurvT ransstudy[Lg] + LC[Lg] +W [Lg] = 0; (6.2)
this holds modulo complete contractions of length ≥ σ + u+ 2.
The purpose of the first half of this paper will be to study the sublinear
combinations LCφu+1 [. . . ],Wφu+1 [. . . ] in equation (6.2).
Now, our aim in this section will be to study the sublinear combinations
LC[Lg] and W [Lg] in the context of Lemma 1.3 from [8]. We recall the Lemma
2.2 in [8], which has also been proven in the setting of Lemma 1.3. In view of
this, we only need to study the sublinear combinations LCNoΦ[Lg] and W [Lg].
Our aim here is to recall our description of the term CurvT ransstudy [Lg]
appearing in (6.2),95 and then the understand the sublinear combinations
LCNoΦ[Lg],W [Lg] in (6.1), in the setting of Lemma 1.3.
6.1 Proof of Lemma 1.3: A description of the sublinear
combination CurvTrans[Lg] in this setting.
In this subsection we just reproduce the equations (3.31) and (3.48) from part
A, for the reader’s convenience. These equations describe the sublinear com-
bination CurvT ransstudy [Lg] appearing in (6.2). Recall that (3.31) and (3.47)
93As noted there, the analysis also applies in the setting of Lemma 1.3.
94We re-express the conclusions of equations (3.31) and (3.47) in new notation in the next
subsection.
95We recall that this analysis was performed in [8].
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in [8]) correspond to the cases where the selected factor(s) is (are) in the form
S∗∇(ν)Rijkl , ∇(m)Rijkl . We recall that if the selected factor is in the form
∇(A)Ωh then by definition CurvT rans[Lg] = CurvT ransstudy[Lg] = 0.
Notation: If the selected factor is of the form S∗∇(ν)Rijkl, then for each l ∈ L
we denote by I l1 the index set of free indices that belong to the selected factor
Tl, where Tl = S∗∇
(νl)
r1...rνRijkl (note there are νl derivatives on the selected
factor). By our Lemma hypothesis (the assumption 1 in the list of the previous
subsection), each of the free indices i ∈ I l1 will be one of the indices r1 , . . . , , rν , j
in the factor Tl and νl > 0. Then, equation (3.47) in [8] can be re-expressed as:
∑
l∈L
alCurvT rans[Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1 . . . ,Ωp, φ1, . . . , φu)]+
∑
j∈J
ajCurvT rans[C
j
g(Ω1 . . . ,Ωp, φ1, . . . , φu)] =
∑
l∈Lµ
al
1
νl
∑
is∈Il1
Xdivi1 . . .
ˆXdivis . . .XdiviµC
l,i1...iµ
g (Ω1 . . . ,Ωp, φ1, . . . , φu)∇isφu+1
+
∑
h∈H
ahXdivi1 . . .XdiviaC
h,i1,...ia,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1) +
∑
z∈Z
azC
z
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1).
(6.3)
(In fact, in this case the tensor fields indexed in H are also acceptable–but we
will not be using this fact).
On the other hand, when the selected factor is of the form ∇(m)Rijkl , then
(3.31) in [8] can be re-expressed in the form:
∑
l∈L
alCurvT rans[Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1 . . . ,Ωp, φ1, . . . , φu)]+
∑
j∈J
ajCurvT rans[C
j
g(Ω1 . . . ,Ωp, φ1, . . . , φu)] =
∑
h∈H
ahXdivi1 . . . XdiviaC
h,i1,...ia,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1) +
∑
z∈Z
azC
z
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1).
(6.4)
(In this case also the tensor fields indexed in H are acceptable, but this will not
matter).
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6.2 A study of the sublinear combinations LCNoΦ[Lg], W [Lg]
in the setting of Lemma 1.3.
As explained in the beginning of this section, our aim is to find analogues of the
equations concerning the sublinear combinations96 LCNoΦ[Lg], W [Lg] in [8].
It is again immediate by the definitions that for each j ∈ J in (1.6) we must
have:
W [Cjg(Ω1, . . . ,Ωp, φ1, . . . , φu)] =
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1), (6.5)
LCNoΦ[Cjg(Ω1, . . . ,Ωp, φ1, . . . , φu)] =
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1);
(6.6)
(using generic notation on the right hand side).
So the challenge is again to understand the two sublinear combinations:
LCNoφ[Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)],
W [Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)].
We again divide the two linear combinations above into the same linear
combinations as in section 3 in part A. Thus, our aim here is to find analogues
of the equations (4.12), (4.13), (??), (4.15), (4.16), (4.18), (4.20), (4.20) in that
paper to find analogues of Lemmas 4.1 and 4.2 and to find an analogue of those
Lemmas when the selected factor is of the form ∇(A)Ωs.
Important Point: In the cases where the selected factor is a curvature
term (in the form ∇(m)Rijkl or S∗∇
(ν)Rijkl), the major difference with the
setting of Lemmas 3.1 and 3.2 in [6] (which were proven in [8]) is the role of
the contractions that belong to the linear combinations
∑
q∈Q . . . . Recall that
in [6]
∑
q∈Q . . . stood for a generic linear combination of complete contractions
with length σ+u+1 for which the factor ∇φu+1 was contracting against a non-
special97 index in the selected factor (which was in one of the forms ∇(m)Rijkl ,
S∗∇(ν)Rijkl).
In the settings of Lemmas 1.1, 1.2, such generic complete contractions were
simply subsequent to the (u+1)-simple character ~κ+simp that we were interested
in, and hence they could be disregarded (since they were allowed in the conclusion
of our Lemma). In this setting of Lemma 1.3, the complete contractions indexed
in
∑
q∈Q . . . will have precisely a (u + 1)-simple character ~κ
+
simp that we are
interested in. Hence they can not be disregarded, as they were in part A of this
paper.
96(which appear in (6.2))
97Recall that a special index is an index of the form i, j , k, l in a factor ∇
(m)Rijkl, or an
index of the form k , l in a factor S∗∇
(ν)Rijkl.
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In this sense, our aim for this subsection will be to obtain a precise under-
standing of the terms belonging to the sublinear combinations
∑
q∈Q . . . in the
right hand sides of equations (4.12), (4.13), (4.14), (4.15), (4.16), (4.18), (4.20),
(4.22) in [8] and in the conclusions of Lemmas 4.1 and 4.2 there.
A study of the sublinear combination W [Xdivi1 . . . XdiviaC
l,i1...ia
g ] in
this context: The analogues of equations (4.13), (4.14), (4.15), (4.16),
(4.18), (4.20), (4.20) in the setting of Lemma 1.3.
For each Cl,i1...iag we will denote by {T1, . . . , Tbl} the set of selected factors.
Also, for each selected factor Ti we will denote by I
Ti
1 the set of free indices that
belong to Ti and by I
Ti
2 the set of free indices that do not belong to Ti. We
recall that by our Lemma hypotheses, if a factor ∇(m)Rijkl in C
l,i1...iµ
g , l ∈ Lµ
has free indices then those free indices must be derivative indices. Also, if a
factor S∗∇
(ν)
r1...rνRijkl has free indices, they must be of the form r1 , . . . , rν , j . We
then consider any C
l,i1...iµ
g , l ∈ Lµ with a free index in the selected factor Ti;
we then calculate the analogue of (4.13), (4.14), (4.16):
Xdivi1 . . .XdiviµW
targ,Ti [Cl,i1...iµg (Ω1, . . . ,Ωp, φ1, . . . , φu)]+
W targ,Ti,div[Xdivi1 . . . XdiviµC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] =
2σ∗
∑
ih∈I
Ti
1
Xdivi1 . . .
ˆXdivih . . . XdiviµC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ihφu+1
+
∑
h∈H
ahXdivi1 . . . XdiviµC
h,i1...iµ,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1
+
∑
z∈Z
azC
z
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1);
(6.7)
here σ∗ stands for σ1 + σ2 if the crucial factor is of the form ∇(p)Ωh and for
(σ1 + σ2 − 1) if it is in any other form.
On the other hand, if Cl,i1...iag has a = µ and does not have free indices in
the selected factor Ti, or if a > µ, we derive the analogue of (4.15):
Xdivi1 . . . XdiviaW
targ,Ti [Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)]+
W targ,Ti,div[Xdivi1 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] =∑
h∈H
ahXdivi1 . . . XdiviµC
h,i1...iµ,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1
+
∑
z∈Z
azC
z
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1).
(6.8)
The first hard case is to find the analogue of equation (4.20). Some notation
will prove useful to do this:
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Definition 6.1 We define (ITi2 )
2,dif to stand for the set of pairs of indices
(ik , il), where ik , il ∈ I
Ti
2 , for which ik and il do not belong to the same factor.
Then, for each pair (ik , il) ∈ (I
Ti
2 )
2,dif , we define
[Cl,i1...ia,i∗|Tig (Ω1, . . . ,Ωp, φ1, . . . , φu)g
ikil ]∇i∗φu+1
to stand for the (a−2)-tensor field that arises from Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)
by contracting the indices ik , il against each other and adding a derivative index
∇i∗ on the selected factor Ti, and then contracting it against a factor ∇i∗φu+1
(and also if the selected factor is of the form S∗∇(ν)Rijkl performing an extra
S∗-symmetrization).
It then follows that the sublinear combination∑
q∈Q aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1) in (4.20) is precisely of the form:
−
bl∑
i=1
∑
(ik,il)∈I
Ti,2,def
2
Xdivi1 . . .
ˆXdivik . . .
ˆXdivil . . . Xdivia
[Cl,i1...ia,i∗|Tig (Ω1, . . . ,Ωp, φ1, . . . , φu)g
ikil∇i∗φu+1].
(6.9)
Next, we seek to understand the term
∑
q∈Q aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1)
in Xdivi1 . . . Xdivia{LC
NoΦ,targ,A
φu+1
[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)]}, see (4.22).
With our new notation, we easily observe that:
Xdivi1 . . . Xdivia{LC
NoΦ,targ,A
φu+1
[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)]} =∑
h∈H
ahXdivi1 . . . XdiviaC
h,i1...ia,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1.
(6.10)
A harder task is to understand the sublinear combination∑
q∈Q aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1) in (4.18) and (4.12).
Analogues of (4.18) and (4.12):
Analogue of (4.18): We recall that (by definition)
LCNoΦ,freeφu+1 [C
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] is a linear combination that con-
sists of tensor fields in the form:
C
t,i1...ˆif ...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ifφu+1, (6.11)
where the index if (which is a free index) belongs to the factor ∇φu+1. We
observe (by virtue of the transformation law (2.2)) that the tensor fields
C
t,i1...ˆif ...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu) will then be acceptable except possibly for
one unacceptable factor ∇Ωh. For each l ∈ L, we will write out that linear
combination as:
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∑
t∈T l
atC
t,i1...ˆif ...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇iftφu+1. (6.12)
We then observe that (4.18) again holds, where the sublinear combination∑
q∈Q aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1) is in fact of the form:
∑
t∈T l
atXdivi1 . . .
ˆXdivift . . . Xdivia{∇
ift
sel[C
t,i1...ˆift ...ia
g
(Ω1, . . . ,Ωp, φ1, . . . , φu)∇iftφu+1]};
(6.13)
here
{∇
ift
sel[C
t,i1...ˆift ...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇iftφu+1]}
stands for the (a− 1)-tensor field that arises from
C
t,i1...ˆift ...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇iftφu+1 by hitting the selected factor (if it
is unique) with a derivative index ∇ift , or if there are multiple selected factors
Ti, i = 1, . . . , bl then:
{∇
ift
sel[C
t,i1...ˆift ...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇iftφu+1]} =
bl∑
i=1
{∇
ift
Ti
[C
t,i1...ˆift ...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇iftφu+1]}
(6.14)
(where ∇
ift
Ti
means that ∇ift is forced to hit the factor Ti).
We observe, that if l ∈ L \Lµ then the right hand side in (6.13) is a contrib-
utor.98 If l ∈ Lµ, we must understand it in more detail:
We recall that if an index iy ∈ I
Ti
2 belongs to a factor ∇
(m)Rijkl, then by
the hypothesis of Lemma 1.3, iy must be a derivative index. If it belongs to a
factor S∗∇(ν)Rijkl , iy must be one of the indices r1 , . . . , rν , j . For each iy ∈ I2
that belongs to a factor ∇(m)Rijkl, we denote by σ(iy) the number of indices
in that factor that are not contracting against a factor ∇φw, minus one. We
also define C
l,i1...ˆiy ...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu) to stand for the vector field that
arises from C
l,i1...iµ
g by formally erasing the derivative index iy .
For each iy ∈ I
Ti
2 that belongs to a factor ∇
(A)Ωh we denote by σ(iy) the
number of indices in that factor that are not contracting against a factor ∇φy ,
minus one. We again define C
l,i1...ˆiy ...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu) to stand for the
tensor field that arises from C
l,i1...iµ
g by erasing the derivative index iy .
For each iy ∈ I
Ti
2 that belongs to a factor T = S∗∇
(ν)Rijkl , we denote
by σ(iy) the number [(ǫT − 1) +
2ν
ν+1 ] (recall that ǫT stands for the number
of indices r1 , . . . , rν , j in that factor that are not contracting against a fac-
tor ∇φf ) notice that if ν = 0 this number is zero). Now, we also define
98See Definition 5.1
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C
l,i1...ˆiy ...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu) as follows: If ν ≥ 1, we assume for con-
venience that iy is a derivative index (wlog because of the S∗-symmetrization).
We then define C
l,i1...ˆiy ...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu) to stand for the (µ − 1)-
tensor field that arises from C
l,i1...iµ
g by replacing the factor S∗∇
(ν)
iyr2...rν
Rijkl
by S∗∇
(ν−1)
r2...rνRijkl. If ν = 0, we define C
l,i1...ˆiy ...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu) to be
zero.
Applying (2.2), it then follows that the analogue of (4.12) in this setting will
be:
Xdivi1 . . . XdiviaLC
NoΦ,free
φu+1
[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)] =
−
bl∑
i=1
∑
iy∈I
Ti
2
σ(iy)Xdivi1 . . .
ˆXdiviy . . . Xdivia [∇
iy
Ti
Cl,i1...ˆiy ...iag
(Ω1, . . . ,Ωp, φ1, . . . , φu)∇iyφu+1] +
∑
z∈Z
azC
z
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1);
(6.15)
(as noted above, if a > µ then the second line is a contributor).
Analogue of (4.12): In order to determine the sublinear combination∑
q∈Q aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu) in (4.12), we will start with the case l ∈ Lµ.
We define a number τ(iy) for each iy ∈ I
Ti
2 : Firstly, if iy belongs to a factor
∇(A)Ωh, we define τ(iy) = 0. If iy belongs to a factor ∇
(m)Rijkl (and by the
hypothesis of Lemma 1.3 it must be a derivative index), we define τ(iy) = 2. Fi-
nally, if iy belongs to a factor S∗∇
(ν)Rijkl (and by our Lemma hypothesis it must
be one of the indices r1 , . . . , rν , j), then we define τ(iy) =
2ν
ν+1 . We then observe
that if l ∈ Lµ, the sublinear combination
∑
q∈Q aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu) in
(4.12) will be of the form:
bl∑
i=1
∑
iy∈I2
τ(iy)Xdivi1 . . .
ˆXdiviy . . . Xdiviµ [∇
iy
Ti
Cl,i1...ˆiy ...iµg (Ω1, . . . ,Ωp,
φ1, . . . , φu)∇iyφu+1],
(6.16)
while if l ∈ L \ Lµ, it will simply be of the form:
∑
h∈H
ahC
h,i1...ia,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1.
Analogue of Lemmas 4.1, 4.2 in [8]:
Finally, we want to find a version of Lemmas 4.1 and 4.2 in this context, and
also to find a version of these two Lemmas in the case where the selected factor
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is of the form ∇(A)Ωh. As above, this boils down to understanding the sublinear
combination
∑
q∈Q aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu) that appear in the statements
of those Lemmas. In order to understand this sublinear combination, several
more pieces of notation are needed:
Definition 6.2 Consider any tensor field Cl,i1...iag in the form (1.5) with a
simple character ~κsimp.
Firstly, for each selected factor Ti and for each pair of free indices (ik , il) with
ik ∈ I
Ti
1 , il ∈ I
Ti
2 we denote by ∇
i∗
Ti
[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)g
ikil ]∇i∗φu+1
the (a−2)-tensor field that formally arises from Cl,i1...iag by contracting the index
ik against il and then adding a derivative index ∇i∗ on the selected factor Ti
and contracting it against a factor ∇i∗φu+1.
Furthermore, we denote by F1, . . . , Fσ−1 the set of real factors other than
Ti,
99 and other than any ∇φw. If |I
Ti
1 | ≥ 2, we define I
Ti,2,∗
1 to stand for the set
of pairs (ik , il) for which ik , il ∈ I
Ti
1 , ik 6= il and at least one of the two indices
(say ik with no loss of generality) is a derivative index. If |I
Ti
1 | ≤ 1 we define
ITi,2,∗1 = ∅.
For each (ik , il) ∈ I
Ti,2,∗
1 and each S, 1 ≤ S ≤ σ − 1, we then additionally
define:
C˜l,i1...,ˆik...,ia,iz |Sg (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ilφu+1 (6.17)
to stand for the (a−1)-tensor field that arises from Cl,i1...,iag (Ω1, . . . ,Ωp, φ1, . . . , φu)
by first erasing the free index ik (which is a derivative index), then contracting
il against a factor ∇φu+1, and finally hitting the S
th real factor by a derivative
free index ∇iz .
Now, to understand the sublinear combinations:
Xdivi1 . . . XdiviµLC
NoΦ,targ,Ti,B
φu+1
[Cl,i1...iµg (Ω1, . . . ,Ωp, φ1, . . . , φu)]+
LCNoΦ,div,Ti,I1φu+1 Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
(6.18)
in this context, we distinguish three subcases: Either the selected factor(s) is
(are) of the form ∇(m)Rijkl, or of the form S∗∇(ν)Rijkl, or of the from ∇(A)Ωh.
We start with the first subcase, where the selected factor(s) is (are) of the form
∇(m)Rijkl.
One more piece of notation:
Definition 6.3 For each selected factor Ti we denote by m
♯
i the number of
derivative indices in the selected factor Ti = ∇(m)Rijkl that are not contracting
against a factor ∇φf and are not free. Also, recall (from part A) that γi stands
for the number of indices in C
l,i1...iµ
g that do not belong to the selected factor Ti
and are not contracting against factors ∇φh.
99Recall that the “real factors” are in one of the forms ∇(m)Rijkl, S∗∇
(ν)Rijkl,∇
(B)Ωx.
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We then compute that for each l ∈ Lµ, where the selected factor Ti is of the
form Ti = ∇(mi)Rijkl :
Xdivi1 . . . XdiviµLC
NoΦ,targ,Ti,B
φu+1
[Cl,i1...iµg (Ω1, . . . ,Ωp, φ1, . . . , φu)]+
LCNoΦ,div,Ti,I1φu+1 Xdivi1 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] = −
∑
ih∈I
Ti
1
[2(m♯i + 2) + γi]Xdivi1 . . .
ˆXdivih . . . XdiviµC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ihφu+1−
3
∑
(ik,il)∈I
Ti,2,∗
1
Xdivi1 . . .
ˆXdivil . . . XdiviµC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ilφu+1
+
∑
(ik,il)∈I
Ti,2,∗
1
σ−1∑
S=1
Xdivi1 . . . ˆXdivik . . .
ˆXdivil . . . XdiviµXdiviz
C˜l,i1...,ˆik...,iµ,iz |Sg (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ilφu+1
−
∑
ik∈I
Ti
1 ,il∈I
Ti
2
Xdivi1 . . . ˆXdivik . . .
ˆXdivil . . . Xdiviµ
∇i∗sel[C
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)g
ikil ]∇i∗φu+1
+
∑
h∈H
ahXdivi1 . . .XdiviaC
h,i1...ia,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1.
(6.19)
Explanation of the calculations that bring out (6.19): The expression multi-
plied by −2(m♯i+2) arises in two ways: Firstly, by applying the third summand
in (2.2) to pairs (∇ik , b) where b is an original non-free index in C
l,i1...,ia
g that is
contracting against the crucial factor, and also (when b = i, j , k, l) applying the
second Bianchi identity twice. The second way is by applying the last summand
in (2.2) to two indices (ik , b) where both ik , b belong to the selected factor and
then “completing the divergence” that we have created. With this observation,
the rest of the sublinear combinations on the right hand side can be checked by
book-keeping.
By the same analysis, if l ∈ L \ Lµ, we calculate:
Xdivi1 . . . XdiviaLC
NoΦ,targ,Ti,B
φu+1
[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)]+
LCNoΦ,div,I1φu+1 Xdivi1 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] =∑
h∈H
ahC
h,i1...ia−1,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1−
∑
ik∈I
Ti
1 ,il∈I
Ti
2
Xdivi1 . . .
ˆXdivik . . .
ˆXdivil . . .Xdivia
∇i∗Ti [C
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)g
ikil ]∇i∗φu+1.
(6.20)
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The analogues of these two equations in the case where the selected factor is
of the form S∗∇(ν)Rijkl or∇(A)Ωh are straightforward (recall that in this setting
there is a unique selected factor so we will write I1, I2 rather than I
Ti
1 , I
Ti
2 ). We
only have to recall the trivial formula:
∇(m)r1...rmRirm+1kl = S∗∇
(m)
r1...rm
Rirm+1kl +
∑
∇
(m)
ir1...rm−1
Rrm−1rmkl +
∑
Q(R),
(6.21)
where
∑
Q(R) stands for a generic linear combination of quadratic expressions
in curvature, while
∑
∇
(m)
ir1...rm−1
Rrmrm+1kl stands for a generic linear combina-
tion of tensors ∇(m)Rabcd where the index i is a derivative index.
Analogue of Lemmas 4.1, 4.2 when the selected factor is of the form S∗∇(ν)Rijkl
or ∇(A)Ωh: We first consider the case where the selected factor is of the form
S∗∇(ν)Rijkl (in this case it will be unique) and we use (6.21). For the selected
factor T = ∇
(ν)
r1...rνRijkl we will denote by ν
♯ the number of indices r1 , . . . , rν , j
that are not free and not contracting against a factor ∇φh.100 Then, for each
l ∈ Lµ, we calculate:
Xdivi1 . . . XdiviaLC
NoΦ,targ,B
φu+1
[Cl,i1...iµg (Ω1, . . . ,Ωp, φ1, . . . , φu)]+
LCNoΦ,div,I1φu+1 [Xdivi1 . . .XdiviµC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] =
−
∑
ih∈I1
[γ + (ν♯ + 1) + (ν♯ +
ν
ν + 1
)]Xdivi1 . . .
ˆXdivih . . . Xdiviµ
Cl,i1...iµg (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ihφu+1]
− 3
∑
(ik,il)∈I
2,∗
1
Xdivi1 . . .
ˆXdivil . . . XdiviµC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ilφu+1
+
∑
(ik,il)∈I
2,∗
1
σ−1∑
S=1
Xdivi1 . . .
ˆXdivik . . .
ˆXdivil . . . XdiviµXdiviz
C˜l,i1...,ˆik...,iµ,iz |Sg (Ω1, . . . ,Ωp, φ1, . . . , φu)
∇ilφu+1 −
∑
ik∈I1,il∈I2
Xdivi1 . . .
ˆXdivik . . .
ˆXdivil . . .Xdiviµ
∇i∗sel[C
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)g
ikil ]∇i∗φu+1
+
∑
h∈H
ahXdivi1 . . .XdiviaC
h,i1...ia,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1,
(6.22)
while for each l ∈ L \ Lµ, we again have (6.20). A small extra explanation for
this case: The sublinear combination multiplied by −(ν♯ + 1 + ν
ν+1 ) arises by
100We should write νl, ν
♯
l
to stress that these numbers depend on the tensor field C
l,i1...iµ
g ,
l ∈ Lµ. However, for simplicity of notation, we will not do so.
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virtue of applying the last summand in (2.2) to a pair of indices in the selected
factor, one of which is free and one of which is not. We see that this formula
can only be applied to indices (ik , b) in the selected factor if at least one of these
indices is a derivative index.
Finally, in the case where the selected factor is of the form∇(A)Ωh, we denote
by A♯ the number of indices in ∇(A)Ωh that are not free and not contracting
against a factor ∇φf . We then derive that for each l ∈ L, (a ≥ µ):
Xdivi1 . . . XdiviaLC
NoΦ,targ,B
φu+1
[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)]+
LCNoΦ,div,I1φu+1 Xdivi1 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] =
−
∑
ih∈I1
(γ + 2A♯)Xdivi1 . . .
ˆXdivih . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . .
, φu)∇ihφu+1
− 3
∑
(ik,il)∈I
2,∗
1
Xdivi1 . . .
ˆXdivil . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . .
, φu)∇ikφu+1
+
∑
(ik,il)∈I
2,∗
1
σ−1∑
S=1
Xdivi1 . . .
ˆXdivik . . .
ˆXdivil . . . XdiviµXdiviz
C˜l,i1...,ˆik...,iµ,iz|Sg (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ilφu+1
−
∑
ik∈I1,il∈I2
Xdivi1 . . .
ˆXdivik . . .
ˆXdivil . . . Xdivia
∇i∗crit[C
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)g
ikil ]∇i∗φu+1
+
∑
h∈H
ahXdivi1 . . . XdiviaC
h,i1...ia,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1.
(6.23)
Finally, for each l ∈ L \ Lµ, we again have (6.20).
Thus, having computed the sublinear combinations LCNoΦ[Lg],W [Lg] in
the setting of Lemma 1.3, we will now substitute them into (6.2).
We first consider the case where the selected factor is of the form S∗∇(ν)Rijkl .
(Recall that in this setting there is only one selected factor for each C
l,i1...iµ
g , l ∈
Lz, z ∈ Z ′Max). We then derive a local equation:
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∑
l∈Lµ
al{−
∑
ih∈I1
(γ + (2ν♯ + 1) +
ν
ν + 1
− 2(σ1 + σ2 − 1)−X)
Xdivi1 . . .
ˆXdivih . . . XdiviµC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ihφu+1
− 3
∑
(ik,il)∈I
2,∗
1
Xdivi1 . . .
ˆXdivik . . . XdiviµC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ikφu+1
−
|I1|
ν + 1
Xdivi2 . . .XdiviµC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1+∑
iy∈I2
(−σ(iy) + τ(iy))Xdivi1 . . . ˆXdiviy . . . Xdiviµ
[∇
iy
selC
l,i1...ˆiy...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇iyφu+1]+
∑
(ik,il)∈I
2,∗
1
σ−1∑
S=1
Xdivi1 . . .
ˆXdivik . . .
ˆXdivil . . .XdiviµXdiviz
C˜l,i1...,ˆik...,iµ,iz |Sg (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ilφu+1}
−
∑
l∈L
al
∑
(ik,il)∈I
2,def
2
Xdivi1 . . .
ˆXdivik . . .
ˆXdivil . . . Xdivia
[Cl,i1...ia,i∗g (Ω1, . . . ,Ωp, φ1, . . . , φu)g
ikil ]∇i∗φu+1
−
∑
l∈L
al
∑
ik∈I1,il∈I2
Xdivi1 . . .
ˆXdivik . . .
ˆXdivil . . . Xdivia
∇i∗sel[C
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)g
ikil ]∇i∗φu+1+∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1)+
∑
h∈H
ahXdivi1 . . . XdiviaC
h,i1...ia,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1 = 0,
(6.24)
modulo complete contractions of length ≥ σ + u+ 2.
In the case where the selected factor(s) is (are) of the form ∇(m)Rijkl , we
derive:
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∑
l∈Lµ
al{−
bl∑
i=1
∑
ih∈I
Ti
1
(γi + 2(m
♯
i + 2)− 2(σ1 + σ2 − 1)−X)
Xdivi1 . . .
ˆXdivih . . . XdiviµC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ihφu+1
− 3
∑
(ik,il)∈I
Ti,2,∗
1
Xdivi1 . . .
ˆXdivil . . .XdiviµC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ilφu+1
+
bl∑
i=1
∑
iy∈I
Ti
2
(−σ(iy) + τ(iy))Xdivi1 . . . ˆXdiviy . . .Xdiviµ
∇
iy
Ti
Cl,i1...ˆiy...iµg (Ω1, . . . ,Ωp, φ1, . . . , φu)∇iyφu+1
+
∑
(ik,il)∈I
2,∗
1
σ−1∑
S=1
Xdivi1 . . .
ˆXdivik . . .
ˆXdivil . . . XdiviµXdiviz
C˜l,i1...,ˆik...,iµ,iz |Sg (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ilφu+1}
−
∑
l∈L
al
bl∑
i=1
∑
(ik,il)∈(I
Ti
2 )
2,def
Xdivi1 . . .
ˆXdivik . . .
ˆXdivil . . . Xdivia
[Cl,i1...ia,i∗|Tig (Ω1, . . . ,Ωp, φ1, . . . , φu)g
ikil ]∇i∗φu+1
−
∑
l∈L
al
bl∑
i=1
∑
ik∈I
Ti
1 ,il∈I
Ti
2
Xdivi1 . . .
ˆXdivik . . .
ˆXdivil . . . Xdivia
∇i∗Ti [C
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)g
ikil ]∇i∗φu+1+∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1)+
∑
h∈H
ahXdivi1 . . . XdiviaC
h,i1...ia,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1 = 0,
(6.25)
modulo complete contractions of length ≥ σ + u+ 2.
Finally, in the case where the selected factor is of the form ∇(A)Ωh (in which
case it is again unique), we derive:
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∑
l∈Lµ
al{
∑
ih∈I1
(γ + 2A♯ − 2σ1 − 2σ2)
Xdivi1 . . .
ˆXdivih . . . XdiviµC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ihφu+1
− 3
∑
(ik,il)∈I
2,∗
1
Xdivi1 . . .
ˆXdivil . . . XdiviµC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ilφu+1
+
∑
iy∈I2
(−σ(iy) + τ(iy))Xdivi1 . . . ˆXdiviy . . . Xdiviµ
[∇
iy
selC
l,i1...ˆiy...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇iyφu+1]+
∑
(ik,il)∈I
2,∗
1
σ−1∑
S=1
Xdivi1 . . .
ˆXdivik . . .
ˆXdivil . . .XdiviµXdiviz
C˜l,i1...,ˆik...,iµ,iz |Sg (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ilφu+1}
−
∑
l∈L
al
∑
(ik,il)∈I
2,def
2
Xdivi1 . . .
ˆXdivik . . .
ˆXdivil . . . Xdivia
[Cl,i1...ia,i∗g (Ω1, . . . ,Ωp, φ1, . . . , φu)g
ikil ]∇i∗φu+1
−
∑
l∈L
al
∑
ik∈I1,il∈I2
Xdivi1 . . .
ˆXdivik . . .
ˆXdivil . . . Xdivia
∇i∗sel[C
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)g
ikil ]∇i∗φu+1+∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1)+
∑
h∈H
ahXdivi1 . . . XdiviaC
h,i1...ia,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1 = 0,
(6.26)
modulo complete contractions of length ≥ σ + u+ 2.
Now, in order to motivate our next section, let us briefly illustrate how the
above three equations are not in the form required by Lemma 1.3 (in case A).
There are two important defficiencies of the three equations above that we wish
to highlight: Firstly, observe that in all equations above the sublinear combi-
nations indexed in
∑
(ik,il)∈I
2,def
2
have rank (µ − 2). The desired conclusion of
Lemma 1.3 requires the minimum rank of the tensor fields to be µ−1. Secondly,
the coefficient (γ + (2ν♯ + 1) + ν
ν+1 − 2(σ1 + σ2 − 1)) (and also the coefficients
in the fist lines of (6.25), (6.26)) depends on the number ν of derivatives on the
selected factor in each individual tensor field in the second line in (6.24) (and
similarly for the other two equations). This is not the case in the conclusion of
Lemma 1.3 where all tensor fields of rank µ−1 must be multiplied by a universal
constant (either 1 or
(
α
2
)
).
Thus, we observe that we can not derive our Lemma 1.3 merely by repeating
the analysis of equation Image1,+φu+1[Lg] that we performed to derive the Lemmas
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3.1 and 3.2 in [8]. The second ingredient in the proof of Lemma 1.3 will be an
analysis of the equation Image1,βφu+1[Lg] = 0 (see Definition 2.3 and equation
(2.9) in [8]), coupled with a formal operation Soph{. . . } which will then convert
the terms in that equation into the type of terms that are required in Lemma
1.3.
7 The second part of the “grand conclusion”:
A study of Image1,βφu+1 [Lg] = 0.
7.1 Basic calculations in the equation Image1,βφu+1[Lg] = 0,
and first steps in its analysis.
We recall from definition 2.3 that Image1,βφu+1[Lg] consists of the complete con-
tractions in Image1φu+1 [Lg] that have one internal contraction, and also either
have length σ + u and a factor ∇(A)φu+1, A ≥ 2, or have length σ + u + 1
and a factor ∇φu+1. Recall that the selected factor(s), the crucial factor(s) etc.
are completely irrelevant in the context of Image1,βφu+1 [Lg]. We recall that we
have denoted by Image1,β,σ+uφu+1 [Lg] the sublinear combination of contractions
with σ + u factors in Image1,βφu+1[Lg], and by Image
1,β,σ+u+1
φu+1
[Lg] the sublinear
combination of contractions with σ + u+ 1 factors in Image1,βφu+1 [Lg].
We recall that in (2.9) we showed that modulo complete contractions with
at least σ + u+ 2 factors:
Image1,β,σ+uφu+1 [Lg]+Image
1,β,σ+u+1
φu+1
[Lg]+
∑
z∈Z
azC
z
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1) = 0.
(7.1)
(We recall that
∑
z∈Z . . . stands for a generic linear combination of contractions
with σ + u+ 1, one of which is in the from ∇(B)φu+1, B ≥ 2).
Now, in the rest of this section we will study the LHS of the equation (7.1)
and repeatedly apply the inductive assumption of Corollary 1 in [6] to it in
many different guises, in order to derive a new local equation which will help
us in deriving Lemma 1.3. In particular, the new local equation combined with
(6.24), (6.25), (6.26) will give us our “grand conclusion”.
Firstly, we focus of the complete contractions of length σ+u in Image1,βφu+1[Lg].
We initially seek to understand how the complete contractions in Image1,βφu+1 [Lg]
can arise. For the purposes of this subsection, when we study the transformation
law of each factor of the form S∗∇(ν)Rijkl, we will be treating each such factor
as a sum of factors in the form ∇(m)Rijkl. With this convention we immediately
see that the complete contractions of length σ + u in Image1,βφu+1[Lg] can only
arise by replacing a factor ∇(m)Rijkl by an expression ∇(m)[∇
(2)
cd φu+1 ⊗ gab],
provided the indices a, b both contract against the same factor.
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We then recall the operation Subω (from the Appendix in [3]) with which
we will act on the complete contractions in Image1,βφu+1[Lg]:
Definition 7.1 If a complete contraction Cg(Ω1, . . . ,Ωp, φ1, . . . , φu) has its in-
ternal contraction in a factor of the form ∇
(p)
r1...rpRicij, then Subω[Cg] stands for
the complete contraction that arises from Cg by replacing the factor ∇
(p)
r1...rpRicij
by a factor −∇
(p+2)
r1...rpij
ω. If the internal contraction involves at least one deriva-
tive index (hence it is in the form (∇a, a)), then Subω[Cg(Ω1, . . . ,Ωp, φ1, . . . , φu)]
stands for the complete contraction that arises from Cg(Ω1, . . . ,Ωp, φ1, . . . , φu)
by replacing the expression (∇a, a) by an expression (∇
aω, a).
101 The above ex-
tends to linear combinations of complete contractions and also to tensor fields.
Hence, by applying the last Lemma in the Appendix of [3] to the equation (7.1),
we derive that:
Subω{Image
1,β
φu+1
[Lg]}+
∑
t∈T
atC
t
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1, ω) = 0, (7.2)
modulo complete contractions of length ≥ σ + u+ 3. Here∑
t∈T atC
t
g(Ω1, . . . ,Ωp, φ1, . . . , φu, ω) stands for a generic linear combination of
complete contractions with either length σ+u+2 and a factor ∇(A)ω,A ≥ 2, or
a factor ∇(A)φu+1, A ≥ 2, or with length σ+u+1 and a factor ∇(A)φu+1, A ≥ 2
and a factor ∇(B)ω,B ≥ 2. This equation follows from the last Lemma in the
Appendix of [3], and the definition of the various terms in (7.1).
A brief analysis of equation (7.2): We observe that by definition
Subω{Image
1,β
φu+1
[Lg]} consists of three main sublinear combinations,102 de-
pending on the total number of factors that a given complete contraction in
Subω{Image
1,β
φu+1
[Lg]} contains: A given complete contraction in
Subω{Image
1,β
φu+1
[Lg]} may contain σ + u, σ + u + 1 or σ + u + 2 factors in
total. Accordingly, we denote the corresponding sublinear combinations by
Subσ+uω {Image
1,β
φu+1
[Lg]}, Subσ+u+1ω {Image
1,β
φu+1
[Lg]}, Subσ+u+2ω {Image
1,β
φu+1
[Lg]}.
By definition, the complete contractions in Subσ+uω {Image
1,β
φu+1
[Lg]} will have
two factors ∇(A)φu+1,∇(B)ω, A,B ≥ 2. The complete contractions in
Subσ+u+1ω {Image
1,β
φu+1
[Lg]} will have two factors, either in the form∇
(A)φu+1,∇ω,
A ≥ 2 or in the form ∇φu+1,∇(B)ω, B ≥ 2. Finally, the complete contractions
in
Subσ+u+2ω {Image
1,β
φu+1
[Lg]} will have two factors in the form ∇φu+1,∇ω.
Thus, (7.2) can be re-expressed in the form:
101In other words the derivative index ∇a is erased, and a new factor ∇ω is introduced,
which is then contracted against the index a (a is the index that originally contracted against
∇a).
102Plus junk terms of greater length.
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Subσ+uω {Image
1,β
φu+1
[Lg]}+ Sub
σ+u+1
ω {Image
1,β
φu+1
[Lg]}+
Subσ+u+2ω {Image
1,β
φu+1
[Lg]}+
∑
t∈T
atC
t
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1, ω) = 0.
(7.3)
(modulo complete contractions of length ≥ σ + u+3). For future reference, we
will also divide the index set T into subsets T σ+u+1, T σ+u+2, according to the
number of factors that a given complete contractionCtg(Ω1, . . . ,Ωp, φ1, . . . , φu+1, ω)
contains.
We first seek to understand the sublinear combination Subσ+uω {Image
1,β
φu+1
[Lg]}
in Subω{Image
1,β
φu+1
[Lg]} which consists of complete contractions of length σ+u.
We start by studying how Subω{Image
1,β
φu+1
[Lg]} arises from the equation Lg =
0 and we will then prove two important equations regarding this sublinear combi-
nation, namely equations (7.9) and (7.12). Important Note: For future reference,
we note here that all the discussion until (7.9) and (7.12), and also the proofs
of these equations also hold without the assumptions that L∗µ
⋃
L+µ
⋃
L′′+ = ∅.
This will be used in the proof of Lemmas 3.3, 3.4 from [6]. Furthermore, the
assumptions L′′+ = ∅ will not be used until after equation (7.36).
How does the sublinear combination Subσ+uω {Image
1,β
φu+1
[Lg]} arise?
For each tensor field Cl,i1...iag and each complete contraction C
j
g in Lg, we
look for the pairs of non-anti-symmetric internal indices (a, b), (c, d) in two dif-
ferent factors ∇(m)Rijkl (recall that we are treating the factors S∗∇(ν)Rijkl as
sums of tensors in the form ∇(m)Rijkl) for which a, c and b, d are contracting
against each other.
In each tensor field Cl,i1...iag or complete contraction C
j
g , we denote the set
of those pairs by INT 2l , INT
2
j , respectively. For each such pair [(a,b), (c, d)] ∈
INT 2l or [(a, b), (c, d)] ∈ INT
2
j , we denote by Rep
1[Cl,i1,...iag ], Rep
1[Cjg ] the
complete contraction or tensor field that arises by replacing the first factor
∇(m)Rijkl by the linear expression (+−)∇(m+2)φ ⊗ gab on the right hand side
of (2.1) and then applying Subω (here, of course, the +/− sign comes from
(2.1)). We also denote by Rep2[Cjg ], Rep
2[Cl,i1,...,iag ] the tensor field (or complete
contraction) that arises by replacing the second factor ∇(m
′)Rijkl by the linear
expression (+−)∇(m
′+2)φu+1 ⊗ gcd on the right hand side of (2.1) and then
applying Subω.
We define:
Rep[Cl,i1,...iag ] =
∑
[(a,b),(c,d)]∈INT 2
l
{Rep1[(a,b),(c,d)][C
l,i1,...,ia
g ]
+Rep2[(a,b),(c,d)][C
l,i1,...,ia
g ]}
(7.4)
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and
Rep[Cjg ] =
∑
[(a,b),(c,d)]∈INT 2
l
{Rep1[(a,b),(c,d)][C
j
g ] +Rep
2
[(a,b),(c,d)][C
j
g ]}. (7.5)
We straightforwardly observe that:
Subσ+uω {Image
1,β
φu+1
[Lg]} =
∑
j∈J
ajRep[C
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu)]
∑
l∈L
alXdivi1 . . . XdiviaRep[C
l,i1,...,ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)].
(7.6)
Moreover, by (7.2) we have that:
Subσ+uω {Image
1,β
φu+1
[Lg]} = 0, (7.7)
modulo complete contractions of length ≥ σ + u+ 1.
Before we move on to examine the other sublinear combinations of
Subσ+uω {Image
1,β
φu+1
[Lg]}, we want to somehow apply Corollary 1 in [6] to (7.7).
We introduce some notational conventions:
Definition 7.2 We will denote by
∑
j∈Jσ+u
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)
a generic linear combination of complete contractions with length σ+u and two
factors ∇(A)φu+1,∇(B)ω and at least one factor ∇φf , f ∈ Def(~κsimp) contract-
ing against a derivative index in a factor ∇(m)Rijkl or contracting against one
of the first A− 2 indices in a factor ∇(A)φu+1 or ∇(A)ω.
We denote by
∑
u∈U1
auC
u,i1...,ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)
(a ≥ µ) a generic linear combination of acceptable tensor fields with length
σ+u+1, a factor ∇φu+1 (which we treat as a factor ∇φ)
103 and a factor ∇(A)ω,
A ≥ 2 (which we treat as a factor ∇(A)Ωp+1), with the additional feature that
the u-simple character of Cu,i1...,iag arises from ~κsimp by replacing one factor
T = ∇(m)Rijkl or T = S∗∇(ν)Rijkl by a factor T ′ = ∇(ν+2)Ωp+1, where all
the factors ∇φh that contracted against T now contract against T ′; moreover if
a = µ and the factor ∇(A)ω has A = 2 and is contracting against a factor ∇φh
then we additionnaly require that it does not contain free indices.
We denote by
∑
u∈U2
auC
u,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)
103In particular this factor does not contain a free index.
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a generic linear combination of acceptable tensor fields with length σ + u + 1,
a factor ∇ω (which we treat as a factor ∇φ)104 and a factor ∇(A)φu+1, A ≥ 2
(which we treat as a factor ∇(A)Ωp+1), with the restriction that the u-simple
character of Cu,i1...iag arises from ~κsimp by replacing one factor T = ∇
(m)Rijkl
or T = S∗∇(ν)Rijkl by a factor T ′ = ∇(A)Ωp+1 where all the factors ∇φh
that contracted against T now contract against T ′; moreover if a = µ and the
factor ∇(A)φu+1 has A = 2 and is contracting against a factor ∇φh then we
additionnaly require that it does not contain free indices.
In addition, we will denote by
∑
u∈U♯1
auC
u,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω),
∑
u∈U♯2
auC
u,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)
generic linear combinations as above with one un-acceptable factor of the form
∇Ωh, h ≤ p, (with only one derivative) contracting against a factor ∇φu+1 or
∇ω, respectively.
We will denote by
∑
j∈Jσ+u+1
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)
a generic linear combination of complete contractions with length σ+u+1 and
two factors either ∇(A)φu+1,∇ω or ∇(A)ω,∇φu+1 (A ≥ 2) and at least one
factor ∇φf , f ∈ Def(~κsimp)105 contracting against a derivative index in a fac-
tor ∇(m)Rijkl or contracting against one of the first A − 2 indices in a factor
∇(A)φu+1 or ∇(A)ω.
For future reference, we will also put down some definitions regarding com-
plete contractions of length σ + u + 2 in Subω{Image
1,β
φu+1
[Lg]} (with a factor
∇φu+1 and a factor ∇ω): We will denote by
∑
m∈M
amC
m,i1...ia+2
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ia+1φu+1∇ia+2ω
(where a ≥ µ) a generic linear combination of acceptable tensor fields of length
σ+ u+2 with a u-simple character ~κsimp (this u-simple character only encodes
information on the factors ∇φh, h ≤ u).
We also denote by
∑
m∈M♯
amC
m,i1...ia+2
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ia+1φu+1∇ia+2ω
104In particular this factor does not contain a free index.
105Recall that Def(~κsimp) stands for the set of numbers o for which ∇φ˜o is contracting
against the index i in some factor S∗∇(ν)Rijkl.
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a generic linear combination of tensor fields as above, with one un-acceptable
factor of the form ∇ibΩf where ib is a free index and in fact b = a + 1 or
b = a+ 2.
We will denote by
∑
j∈Jσ+u+2
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)
a generic linear combination of complete contractions with length σ+u+2 and
two factors ∇φu+1,∇ω and at least one factor ∇φf , f ∈ Def(~κsimp) contracting
against a derivative index in a factor ∇(m)Rijkl.
Finally, we will denote by
∑
w∈W
awC
w
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)
a generic linear combination of complete contractions that have length ≥ σ+u+1
and two factors ∇(A)φu+1,∇
(B)ω with A,B ≥ 2.106
Now, return to (7.6). We wish to analyze the terms in this equation. We
firstly observe that:
∑
j∈J
ajRep[C
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu)] =
∑
j∈Jσ+u
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω).
(7.8)
Now, we claim that we can write out:
∑
l∈L
alXdivi1 . . .XdiviaRep[C
l,i1,...,ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] =
∑
u∈U1
auXdivi1 . . . XdiviaC
u,i1...,ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)+
∑
u∈U2
auXdivi1 . . . XdiviaC
u,i1...,ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)+
∑
j∈Jσ+u
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)+
∑
w∈W
awC
w
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω);
(7.9)
(this holds perfectly, not modulo complete contractions of greater length).
If we can prove this, we can then replace into (7.2) to derive an equation:
106Notice that for length σ+u+1, the sublinear combination
P
w∈W . . . corresponds exactly
to the generic linear combination
P
t∈T1
. . . in (7.3).
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Subσ+uω [Lg] =
∑
u∈U1
auXdivi1 . . . XdiviaC
u,i1...,ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)+
∑
u∈U2
auXdivi1 . . .XdiviaC
u,i1...,ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)+
∑
j∈Jσ+u1
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)+
∑
w∈W
awC
w
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω),
(7.10)
(the above holds perfectly), where the tensor fields indexed in Jσ+u1 are of the
same general form as the tensor fields we generically index in Jσ+u. In other
words, provided we can show (7.9) we derive that modulo complete contractions
of length ≥ σ + u+ 1:
∑
j∈Jσ+u1
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω) = 0, (7.11)
(modulo length ≥ σ + u+ 1).
Then, using the above we will show that we can write:
∑
j∈Jσ+u1
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω) =
∑
j∈Jσ+u+1
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)
+
∑
w∈W
awC
w
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω).
(7.12)
(The above holds exactly, not modulo longer complete contractions). Moreover,
the left hand side is not generic notation, but stands for the same sublinear
combination in (7.9). The right hand side consists of generic linear combinations
as defined in definition 7.2.
7.2 Further steps in the analysis of Image1,βφu+1[Lg] = 0:
Proof of (7.9) and (7.12):
We first show (7.9). We will prove this equation using the inductive assumption
on Proposition 1.1 and the usual inductive argument: We will break up (7.7)
into sublinear combinations that have the same u-weak character (here the weak
character also takes into account the two new factors Ωp+1 = φu+1,Ωp+2 = ω),
and then inductively apply Corollary 1 from [6] and at each step we convert the
∇υ’s in Xdiv’s.
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Specifically: For each Cl,i1...iag , C
j
g we divide their curvature factors
(∇(m)Rijkl , S∗∇(ν)Rijkl) into categories: K1, . . . ,Kd. We decide that two cur-
vature factors T, T ′ in two complete contractions or tensor fields in (7.9) belong
to the same category if they are contracting against the same factors ∇φh. We
also decide that the curvature factors that do not contract against any factors
∇φh belong to the last category Kd.
We then recall that each tensor field and each complete contraction in (7.9)
has arisen by replacing one curvature factor∇(v)Rijkl by∇(v)[∇
(2)
ab φu+1] and one
other curvature factor ∇(c)Ri′j′k′l′ by ∇(c)[∇
(2)
a′b′ω]. We then index the tensor
fields and complete contractions in (7.9) in the sets Lα,β, Jα,β (1 ≤ α, β ≤ d)
according to the rule that a tensor field or complete contraction in (7.9) belongs
to Lα,β, Jα,β if and only if it has arisen by replacing a curvature factor that
belongs to the category Kα by ∇
(c+2)
ij φu+1 and a curvature factor that belongs
to Kβ by ∇
(v+2)
ij ω.
We then see that (7.9) can be re-written in the form:
∑
1≤α,β≤d
{
∑
Lα,β
alXdivi1 . . .XdiviaC
l,i1...ia
g +
∑
j∈Jα,β
ajC
j
g} = 0, (7.13)
modulo complete contractions of length ≥ σ+u+1. Then, since the above must
hold formally and hence sublinear combinations with different weak characters
must vanish separately, we derive that for each pair 1 ≤ α, β ≤ d:
∑
l∈Lα,β
alXdivi1 . . . XdiviaC
l,i1...ia
g +
∑
j∈Jα,β
ajC
j
g = 0, (7.14)
(modulo complete contractions of length ≥ σ + u+ 1).
We will then show our claim (7.9) for each of the index sets Lα,β separately.
We distinguish three cases: Either both the categories Ka,Kb represent a “gen-
uine” factor ∇(m)Rijkl or one of them represents such a “genuine” factor and
the other represents a factor S∗∇(ν)Rijkl or both represent factors S∗∇(ν)Rijkl .
We denote these three cases by (i), (ii), (iii) respectively.
Proof of (7.9) in case (i): We observe that all tensor fields indexed in
Lα,β have the same u-simple character, say κ˜simp (we are treating the fac-
tors ∇(u)φu+1,∇
(y)ω as functions Ωp+1,Ωp+2). Moreover, each of the tensor
fields indexed in Lα,β has the property that any factors ∇φh that are contract-
ing against the factors ∇(u)φu+1,∇(y)ω will be contracting against one of the
left-most u − 2 or y − 2 indices. This follows by the definition above. We also
note that all the complete contractions indexed in Jα,β are simply subsequent to
κ˜simp. We denote by τ the minimum rank of the tensor fields appearing in L
α,β
(by hypothesis τ ≥ µ). We index those tensor fields in the set Lα,β|τ . There-
fore, (after using the Eraser, defined in the Appendix of [3], if necessary) we
may apply the inductive assumption of Corollary 1 in [6]107 to derive that there
107Observe that (7.14) falls under the inductive assumption of Corollary 1 in [6], because the
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exists a linear combination of acceptable tensor fields,
∑
h∈Hα,β ahC
h,i1...iτ+1
g
of u-simple character κ˜simp and with the additional restriction that any factor
∇φh that is contracting against ∇(u)φu+1 or ∇(y)ω is contracting against one
of the u− 2 or y − 2 leftmost indices and moreover with rank τ + 1 so that:
∑
l∈Lα,β|τ
alC
l,i1...iτ
g ∇i1υ . . .∇iτ υ −
∑
h∈Hα,β
ahXdiviτ+1C
h,i1...iτ+1
g ∇i1υ . . .∇iτ υ =
∑
j∈Jσ+u
ajC
j,i1...iτ
g ∇i1υ . . .∇iτ υ,
(7.15)
modulo complete contractions of length ≥ σ + u+ 1+ τ . Here the tensor fields
indexed in Jσ+u have the same properties as the contractions indexed in Jσ+u.
In fact since the above holds formally, by just paying attention to the cor-
rection terms of greater length that arise in (7.15) we derive:
∑
l∈Lα,β|τ
alC
l,i1...iτ
g ∇i1υ . . .∇iτ υ −
∑
h∈Hα,β
ahXdiviτ+1C
h,i1...iτ+1
g ∇i1υ . . .∇iτ υ
=
∑
u∈U1
auC
u,i1...,iτ
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)∇i1υ . . .∇iτ υ+
∑
u∈U2
auC
u,i1...,iτ
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)∇i1υ . . .∇iτ υ+
∑
j∈Jσ+u
ajC
j,i1...iτ
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)∇i1υ . . .∇iτ υ+
∑
w∈W
awC
w,i1...iτ
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)∇i1υ . . .∇iτ υ,
(7.16)
modulo complete contractions of length ≥ σ + u+ 2+ τ . Here the tensor fields
indexed in W have the same properties as the complete contractions indexed
in W : They have length σ + u+ 1 but also have two factors ∇(A)φu+1,∇(B)ω,
A,B ≥ 2.
Therefore, making the ∇υ’s into Xdiv’s108 we derive an equation:
tensor fields there have length σ + u and p + 2 factors ∇(y)Ωh. Moreover observe that here
is no danger of falling under a “forbidden” case of Corollary 1 in [6], since all the µ-tensor
fields in (1.6) have no special free indices, thus there will be no special free indices among the
tensor fields of minimum rank in (7.14).
108(We are using the last Lemma from the Appendix in [3]).
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Xdivi1 . . . Xdiviτ
∑
l∈Lα,β|τ
alC
l,i1...iτ
g −
∑
h∈Hα,β
ahXdivi1 . . . XdiviτXdiviτ+1
Ch,i1...iτ+1g = Xdivi1 . . . Xdiviτ
∑
u∈U1
auC
u,i1...,iτ
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)+
∑
u∈U2
auXdivi1 . . .XdiviτC
u,i1...,iτ
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)+
∑
j∈Jσ+u
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)+
∑
w∈W
awC
w
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω).
(7.17)
Thus, substituting into (7.14) and inductively repeating this step,109 we derive
our claim in this first case.
Proof of (7.9) in the case (ii): Now, in the second case we assume with no
loss of generality that Kα corresponds to a factor ∇(m)Rijkl in ~κsimp and Kβ
corresponds to a factor S∗∇(ν)Rijkl∇iφ˜f in ~κsimp. We again observe that all the
tensor fields Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu+1, ω) have the same u-simple char-
acter ~κ′simp and any factor ∇φh that is contracting against the factor ∇
(p)φu+1
in any tensor field Cl,i1...iag in (7.14) must be contracting against one of the first
p− 2 indices there.
Then, for each vector field Cl,i1...iag , l ∈ L
α,β we inquire whether the factor
∇
(p)
r1...rpω (for which rp−1 is contracting against the factor ∇φ˜f ) has p > 2 or
p = 2. In the first case, we straightforwardly observe that we can write:
Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω) =∑
j∈Jσ+u
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)+
∑
u∈U2
auXdivi1 . . .XdiviaC
u,i1...,ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)
+
∑
w∈W
awC
w
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω);
(7.18)
(the above holds perfectly, not modulo terms of greater length). This just
follows by applying the curvature identity to rp−2 , rp−1 in ∇
(p)
r1...rpω. Thus, we
may assume with no loss of generality that all the tensor fields indexed in Lα,β
have a factor ∇(2)ω.
109At the very last step of this inductive argument, we may have to apply the “weak substi-
tute” of Proposition 1.1, from the Appendix of [6]. In that case our result will follow since in
that case the minimum rank among those terms will be > µ.
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By the same argument, we may also assume that all complete contractions
indexed in Jα,β either have a factor ∇(p)ω, p ≥ 3 or a factor ∇(2)ω but one of
the factors ∇φh, h ∈ Def(~κsimp) is contracting against a derivative index in
some factor ∇(m)Rijkl. Accordingly, we break up Jα,β into Jα,β,I , Jα,β,II .
Therefore, picking out the sublinear combination in (7.6) with a factor
∇(2)ω1, we derive the equation:
∑
l∈Lα,β
alX∗divi1 . . . X∗diviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)+
∑
j∈Jα,β,II
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω) = 0,
(7.19)
where X∗divi stands for the sublinear combination in Xdivi where ∇i is not
allowed to hit the factor ∇(2)ω. Furthermore, we may assume that for each of
the tensor fields above, the factor ∇(2)ω does not contain a free index, yet the
rank of all the tensor fields is ≥ µ: This assumption can be made with no loss
of generality since if a tensor field in (7.19) has a = µ then it will not contain a
free index in ∇(2)ω by definition, while if a > µ, we may just neglect the X∗divi,
where i is the (unique) free index belonging to ∇
(2)ω1–the resulting iterated
Xdiv will still have rank ≥ µ.
Then, by using the eraser onto the factor ∇φh that contracts against ∇(2)ω
and applying our inductive assumption of Corollary 2 from [6]110 (or Lemma
4.7 if σ = 3), we derive that we can write:
∑
l∈Lα,β
alXdivi1 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω) =
∑
l∈L′α,β
alXdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)+
∑
j∈Jα,β,II
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω),
(7.20)
where the tensor fields indexed in L′α,β have a factor ∇
(3)
ijkω∇
j φ˜f . Also∑
j∈Jα,β,II aj . . . on the RHS is generic notation. Thus, using the identity
∇
(3)
ijkω∇
j φ˜f = ∇
(3)
jikω∇
j φ˜f +Rijlk∇lω1∇kφ˜f we derive our claim.
Proof of (7.9) in case (iii): Finally, the last case, where both Kα,Kβ are
in the form S∗∇
(ν)Rijkl : As before, we consider any tensor field C
l,i1...ia
g in
(7.6) and we note that it must contain two expressions ∇
(y)
r1...ryφu+1∇
ry−1 φ˜b and
∇
(p)
t1...tp
ω∇tp−1 φ˜c with y, p ≥ 2. Moreover all tensor fields have the same u-simple
character which we denote by κ˜simp. Furthermore the last index in both these
110Observe that since ∇ω does not contain free indices we do not have to worry about the
“forbidden cases”.
137
factors is not contracting against a factor ∇φh. If either of the numbers y, p is
> 2, we then apply the curvature identity to derive that we can write:
Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω) =∑
j∈Jσ+u
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)+
∑
u∈U1
auXdivi1 . . . XdiviaC
u,i1...,ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)+
∑
u∈U2
auXdivi1 . . . XdiviaC
u,i1...,ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)
+
∑
w∈W
awC
w
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω).
(7.21)
Therefore, we may now prove our claim under the assumption that all tensor
fields Cl,i1...,iag , l ∈ L
α,β have two factors ∇(2)φu+1,∇(2)ω, with the indices
before last contracting against factors ∇φh, h ∈ Def(~κsimp).
Analogously, we again divide Jα,β into two subsets. We say j ∈ Jα,β,I if
at least one of the factors ∇(u)φu+1 or ∇(y)ω has u ≥ 3 or y ≥ 3. We say
j ∈ Jα,β,II if we have two factors ∇(2)φu+1 and ∇(2)ω. In this second case we
see that by definition we must have at least one factor ∇φh, h ∈ Def(~κsimp)
contracting against a derivative index in some factor ∇(m)Rijkl.
Now, picking out the tensor fields in (7.6) with two factors ∇(2)φu+1,∇(2)ω
we derive that:
∑
l∈Lα,β
alX∗divi1 . . . X∗diviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)+
∑
j∈Jα,β,II
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω) = 0,
(7.22)
where here X∗divi means ∇i is not allowed to hit the factor ∇
(2)φu+1 nor the
factor ∇(2)ω.
We then claim that we can write:
∑
l∈Lα,β
alXdivi1 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω) =
∑
l∈L′α,β
alXdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)+
∑
j∈Jσ+u
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω),
(7.23)
where each tensor field indexed in L′α,β has a simple character κ˜simp and either
an expression ∇
(3)
ijkφu+1∇
j φ˜h or an expression ∇
(3)
ijkω∇
j φ˜h and has a ≥ µ. If we
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can do this, then repeating the curvature identity as above we can derive our
claim (7.9) in case (iii).
The proof of equation (7.23) is rather technical and the methods used there
are not relevant to our further study of the sublinear combination
Image1,βφu+1[Lg] = 0. Thus, in order not to distract the reader from the main
points of the argument, we will present the proof of (7.23) in the Mini-Appendix
8.4 below.
Proof of (7.12): (7.12) follows from (7.11) by the usual argument where
we make the linearized complete contractions hold formally and then repeat the
permutations to the non-linearized setting: We have that
∑
j∈Jσ+u1
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω) = 0,
modulo longer complete contractions, so the above holds formally at the lin-
earized level, so repeating the permutations to the non-linearized level we get
correction terms of the desired form. ✷
In conclusion, using (7.9) and (7.12), we can replace the first sublinear com-
bination Subω[. . . ] in (7.3) to obtain a new equation:
0 =
∑
u∈U1
auXdivi1 . . . XdiviaC
u,i1...,ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)+
∑
u∈U2
auXdivi1 . . .XdiviaC
u,i1...,ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)+
∑
j∈Jσ+u
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)+
∑
w∈W
awC
w
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω) + Sub
σ+u+1
ω {Image
1,β
φu+1
[Lg]}+
Subσ+u+2ω {Image
1,β
φu+1
[Lg]}+
∑
t∈Tσ+u+1
S
Tσ+u+2
atC
t
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1, ω).
(7.24)
In particular, since the minimum length of the complete contractions in the
above is σ + u+ 1, if we denote by Fg the sublinear combination of terms with
σ+ u+1 factors with two factors ∇(A)φu+1,∇(B)ω, then lin{Fg} = 0 formally.
Now, notice that the sublinear combination Fg is in fact:
Fg =
∑
w∈W
awC
w
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)+
∑
t∈Tσ+u+1
atC
t
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1, ω).
(7.25)
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Then, using the fact that lin{Fg} = 0 formally, we repeat the permutations
that make the LHS of this equation zero to the non-linear setting, to derive:
Fg =
∑
t∈Tσ+u+2
atC
t
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1, ω). (7.26)
(This equation holds perfectly, not “modulo longer terms”), using generic no-
tation on the RHS. Therefore, plugging the above into (7.24), we derive a new
equation:
∑
u∈U1
auXdivi1 . . . XdiviaC
u,i1...,ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)+
∑
u∈U2
auXdivi1 . . . XdiviaC
u,i1...,ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)+
∑
j∈Jσ+u
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω) + Sub
σ+u+1
ω {Image
1,β
φu+1
[Lg]}+
Subσ+u+2ω {Image
1,β
φu+1
[Lg]} +
∑
t∈Tσ+u+2
atC
t
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1, ω) = 0.
(7.27)
We will keep the equation (7.27) in mind. We now set out to study the
sublinear combination Subσ+u+1ω {Image
1,β
φu+1
[Lg]} in the above, which (we re-
call) consists of the complete contractions in Subω{Image
1,β
φu+1
[Lg]} which have
σ + u+ 1 factors.
7.3 A study of the sublinear combination
Subσ+u+1ω {Image
1,β
φu+1
[Lg]}.
In order to understand how the sublinear combination Subσ+u+1ω {Image
1,β
φu+1
[Lg]}
arises from Lg = 0, we must study certain special patterns of particular contrac-
tions among the different complete contractions in Lg:
We think of Lg as a linear combination of complete contractions (i.e. we
momentarily forget its structure-that it contains a linear combination of X-
divergences), and we also break the S∗-symmetrization in the factors S∗∇(ν)Rijkl–
i.e. we treat those terms as sums of factors ∇(ν)Rijkl. Thus we write out:
Lg(Ω1, . . . ,Ωp, φ1, . . . , φu) =
∑
v∈V
avC
v
g (Ω1, . . . ,Ωp, φ1, . . . , φu). (7.28)
We then separately examine each complete contraction Cvg in Lg and we consider
all the pairs of pairs of indices, [(a, b), (c, d)] where a, b are two non-antisymmetric
internal indices in a factor ∇(m)Rijkl and the two indices c, d belong to some
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other factor and c is a derivative index, so that a is contracting against c and b
against d.
We denote the set of such pairs in each complete contraction Cvg in Lg by
INT 2v (or just INT
2 for short). Then, for each [(a, b), (c, d)] ∈ INT 2, we denote
by Rep1[(a,b),(c,d)][C
v
g ] the complete contraction that formally arises from C
v
g by
replacing the first factor ∇(m)Rijkl by an expression (+−)∇(m+2)φu+1gab and
then replacing the two indices (c, d) in the second factor (which now contract
against each other, by virtue of the term gab that we brought out) by an ex-
pression (∇dω, d).111 We also denote by Rep2[Cg] the complete contraction that
formally arises from Cvg by replacing the first factor ∇
(m)Rijkl by an expres-
sion (+−)∇(m+2)ωgab,112 and then replacing the two indices (c, d) in the second
factor by an expression (∇tφu+1, t). We then define (slightly abusing notation):
Rep1[Cvg ] =
∑
[(a,b),(c,d)]∈INT 2
Rep1[(a,b),(c,d)][C
v
g ], (7.29)
and we similarly define Rep2[Cvg ].
It follows by definition that:
Subσ+u+1ω {Image
1,β
φu+1
[Lg]} =
∑
v∈V
av(Rep
1 +Rep2)[Cvg (Ω1, . . . ,Ωp, φ1, . . . , φu)].
(7.30)
Thus, we derive that:
Subσ+u+1φu+1 {Image
1,β
φu+1
[Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)]} =∑
l∈L
al(Rep
1 +Rep2)[Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
+
∑
j∈J
aj(Rep
1 +Rep2)[Cjg(Ω1, . . . ,Ωp, φ1, . . . , φu)].
(7.31)
Now, we will be separately studying each of the sublinear combinations
Subσ+u+1ω {Image
1,β
φu+1
[Xdivi1 . . . XdiviaC
l,i1...ia
g ]},
Subσ+u+1ω {Image
1,β
φu+1
[Cjg ]}. By the definition of the formal operation Rep we
derive:
∑
j∈J
ajSub
σ+u+1
ω {Image
1,β
φu+1
[Cjg ]} =
∑
j∈Jσ+u+1
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω).
(7.32)
111Recall that c is a derivative index, so this formal operation is well-defined–in other words
we may formally erase the index c and bring in a new factor ∇ω which will then contract
against the index d.
112See (2.1).
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On the other hand, in order to understand each sublinear combination
Subσ+u+1ω {Image
1,β
φu+1
[Xdivi1 . . .XdiviaC
l,i1...ia
g ]}, we firstly seek to write out
that linear combination in a normalized form: We impose the restriction that
all the factors ∇φ1, . . . ,∇φu+1 or ∇ω that are contracting against a factor
∇(A)Ωf (A ≥ 2) in the tensor fields appearing in the RHSs of all equations until
(7.37) must be contracting against the leftmost indices. If this condition does
not hold for some contraction that appears in Subσ+u+1φu+1 {Image
1,β
φu+1
[Lg]}, we
apply the curvature identity enough times to make it hold. (We will refer to
this below as the shifting operation).
We then distinguish three cases regarding the two internal indices (a, b) dis-
cussed in the definition above: Either in our tensor field Cl,i1...iag neither of the
indices a, b is a free index, or precisely one of them is a free index, or that both of
them are free indices. We will accordingly denote those sublinear combinations
by
Subσ+u+1,Iω {Image
1,β
φu+1
[Xdivi1 . . .XdiviaC
l,i1...ia
g ]},
Subσ+u+1,IIω {Image
1,β
φu+1
[Xdivi1 . . .XdiviaC
l,i1...ia
g ]},
Subσ+u+1,IIIω {Image
1,β
φu+1
[Xdivi1 . . .XdiviaC
l,i1...ia
g ]}.
Then, for each l ∈ L, by the above discussion, we calculate:
Subσ+u+1,Iω {Image
1,β
φu+1
[Xdivi1 . . . XdiviaC
l,i1...ia
g ]} =∑
u∈U1
S
U
♯
1
auXdivi1 . . . XdiviaC
u,i1...,ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)+
∑
u∈U2
S
U
♯
2
auXdivi1 . . . XdiviaC
u,i1...,ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)+
∑
m∈M
S
M♯
amC
m,i1...ia+2
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ia+1φu+1∇ia+2ω+
∑
j∈Jσ+u+1
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1, ω).
(7.33)
Now, we seek to study each Subσ+u+1,IIω {Image
1,β
φu+1
[Xdivi1 . . .XdiviaC
l,i1...ia
g ]}.
We will draw a different conclusion, in the cases where l ∈ Lµ and where
l ∈ L \ Lµ. In general, for any l ∈ L, we make special note of the factors
S∗∇(ν)Rijkl in Cl,i1...iag that contain free indices. By the hypothesis of Lemma
1.3 l ∈ Lµ, those free indices will be of the form r1 , . . . , rν , j .
Definition 7.3 We denote the set of free indices that belong to factors S∗∇(ν)Rijkl
with ν > 0 by I♯. For future reference we denote by I♯∗ the set of free indices
that belong to a factor S∗∇(ν)Rijkl with ν = 0.
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Recall that for tensor fields C
l,i1...iµ
g , l ∈ Lµ we will have I
♯
∗ = ∅, by virtue of
the assumptions in the beginning of this paper.
Now, another definition:
Definition 7.4 For each ih ∈ I
♯, we denote by C
l,i1...ia|f(ih)
g the tensor field
that arises from Cl,i1...iag by replacing the factor T (ih) = S∗∇
(ν)
ihr2...rν
Rijkl to
which ih belongs (assume with no loss of generality that ih = r1) by a factor
1
ν+1∇
(ν)
r2...rν−1j
Riihkl.
Then, for each ih ∈ I
♯
⋃
I♯∗, we denote by
Repih,1,φu+1,ω[Cl,i1...ia|f(ih)g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
the (a − 1)-tensor field that arises from C
l,i1...ia|f(ih)
g by replacing the factor
1
ν+1∇
(ν)
r2...rν−1j
Riihkl by a factor
1
ν+1∇
(ν+2)
r2...rν−1jil
ω and then making the index k
contract against a factor ∇kφu+1. We also denote by
Repih,1,ω,φu+1[Cl,i1...ia|f(ih)g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
the (a− 1)-tensor field that arises from
Repih,1,φu+1,ω[Cl,i1...ia|f(ih)g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
by replacing φu+1 by ω and ω by φu+1.
Analogously, we denote by Repih,2,φu+1,ω[C
l,i1...ia|f(ih)
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
the (a − 1)-tensor field that arises from C
l,i1...ia|f(ih)
g by replacing the factor
1
ν+1∇
(ν)
r2...rν−1j
Riihkl by a factor −
1
ν+1∇
(ν+2)
r2...rν−1jik
ω and then making the index
l contract against a factor ∇lφu+1. We also denote by
Repih,2,ω,φu+1[C
l,i1...ia|f(ih)
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] the (a− 1)-tensor field that
arises from
Repih,2,φu+1,ω[Cl,i1...ia|f(ih)g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
by replacing φu+1 by ω and ω by φu+1.
Finally, for each ih ∈ I
♯ we denote by
FRepih,1,φu+1,ω[Cl,i1...ia|f(ih)g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
the (a− 1) tensor fields that arises from
Repih,1,φu+1,ω[Cl,i1...ia|f(ih)g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
by replacing the expression 1
ν+1∇
(ν+2)
r2...rν−1jik
ω∇iφf , . . . by an expression
1
ν+1S∗∇
(ν−1)
r2...rν−1Rijlk∇
lω∇iφf . (This is well-defined since ih ∈ I
♯, therefore ν >
0). Accordingly we define FRepih,2,φu+1,ω, FRepih,1,ω,φu+1, FRepih,2,ω,φu+1.
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Then, in view of the hypotheses of Lemma 1.3, and by applying the shifting
operation to ∇(ν+2)ω, we derive that for each l ∈ Lµ:
Subσ+u+1,IIω {Image
1,β
φu+1
[Xdivi1 . . . XdiviµC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]}
=
∑
ih∈I♯
Xdivi1 . . .
ˆXdivih . . . Xdiviµ
{FRepih,1,ω,φu+1 [Cl,i1...iµ|f(ih)g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
+ FRepih,1,φu+1,ω[Cl,i1...iµ|f(ih)g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
+ FRepih,2,ω,φu+1 [Cl,i1...iµ|f(ih)g (Ω1, . . . ,Ωp, φ1, . . . , φu)]+
FRepih,2,φu+1,ω[Cl,i1...iµ|f(ih)g (Ω1, . . . ,Ωp, φ1, . . . , φu)]}+∑
j∈Jσ+u+1
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω).
(7.34)
On the other hand, by virtue of our assumptions on the tensor fields in (1.6)
and by the analysis above, we easily see that for each l ∈ L \ Lµ:
Subσ+u+1,IIω {Image
1,β
φu+1
[Xdivi1 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]} =∑
u∈U1
auXdivi1 . . . XdiviaC
u,i1...,ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)+
∑
u∈U2
auXdivi1 . . . XdiviaC
u,i1...,ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)+
∑
m∈M
amC
m,i1...ia+2
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ia+1φu+1∇ia+2ω+
∑
j∈Jσ+u+1
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω).
(7.35)
Finally, we study the linear combinations
Subσ+u+1,IIIω {Image
1,β
φu+1
[Xdivi1 . . .XdiviaC
l,i1...ia
g ]}.
Clearly, by the hypothesis of Lemma 1.3 that no µ-tensor fields have special free
indices, we derive that for each l ∈ Lµ:
Subσ+u+1,IIIω {Image
1,β
φu+1
[Xdivi1 . . .XdiviaC
l,i1...ia
g ]} = 0.
In addition, for each l ∈ Lk, k ≥ µ+ 2 we straightforwardly obatin:
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Subσ+u+1,IIIω {Image
1,β
φu+1
[Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]}
=
∑
u∈U1
auXdivi1 . . .XdiviaC
u,i1...,ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)+
∑
u∈U2
auXdivi1 . . .XdiviaC
u,i1...,ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)+
∑
m∈M
amC
m,i1...ia+2
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ia+1φu+1∇ia+2ω+
∑
j∈Jσ+u+1
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω).
(7.36)
So, we next set out to study the linear combination
Subσ+u+1,IIIω {Image
1,β
φu+1
[Xdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]}
for each l ∈ Lµ+1. We just introduce one more piece of notation:
Definition 7.5 We denote by
∑
b∈B abC
b,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)
a generic linear combination of acceptable (µ−1)-tensor fields in the form (1.5),
with length σ+ u, weight −n+µ+3, and a u-simple character that arises from
~κsimp by formally replacing a factor ∇(m)Rijkl by ∇(m+2)Y . We denote the
other factors other than ∇φ’s in C
z,i1...iµ−1
g by F1, . . . , Fσ−1.
We then define HitKω [C
b,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)] to stand for
the (µ− 1)-tensor field that arises from C
b,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)
by hitting the factor FK by a derivative ∇i∗ and then contracting i∗ against a
factor ∇ω.
We denote by
∑
ζ∈Z
aζC
ζ,i1...iµ−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1)
a generic linear combination of (µ−1)-acceptable tensor fields with weight −n+
µ+3, length σ+u+1 and a u-simple character ~κsimp and with one factor ∇φu+1
contracting against a factor ∇(ν)Rijkl. We denote this factor ∇
(ν)Rijkl by F
and we denote the other factors other than ∇φ’s in C
ζ,i1...iµ−1
g by F1, . . . , Fσ−1.
We then define HitKω [C
ζ,i1...iµ−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1)] to stand for
the (µ− 1)-tensor field that arises from C
ζ,i1...iµ−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1)
by hitting the factor FK by a derivative ∇i∗ and then contracting i∗ against a
factor ∇ω (or ∇φu+1).
Two types of linear combinations that we will be encountering are linear
combinations in the forms:
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∑
b∈B
ab
σ−1∑
K=1
HitKω [C
b,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)],
∑
ζ∈Z
aζ
σ−1∑
K=1
HitKω [C
ζ,i1...iµ−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1)].
For complete contractions as above, we denote by
Switch{HitKω [C
b,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)]}
the tensor fields that arise by interchanging the functions φu+1, ω.
Now, by the same argument as for equation (7.34), we derive that for each
l ∈ Lµ+1:
Subσ+u+1,IIIω {Image
1,β
φu+1
[Xdivi1 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]} =
∑
b∈B
abXdivi1 . . . Xdiviµ−1
σ−1∑
K=1
{HitKω [C
b,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)]
Switch{HitKω [C
b,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)]}}+∑
m∈M
amXdivi1 . . . XdiviaC
m,i1...ia+2
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ia+1φu+1∇ia+2ω
+
∑
j∈Jσ+u+1
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω).
(7.37)
In conclusion, combining equations (7.7), (7.32), (7.33), (7.34), (7.35), (7.36),
(7.37), and replacing them into (7.27), we have shown that:
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∑
l∈L
alSub
σ+u+2
ω {Image
1,β
φu+1
[Xdivi1 . . .XdiviaC
l,i1...,ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]}
+
∑
j∈J
ajSub
σ+u+2
ω {Image
1,β
φu+1
[Cjg(Ω1, . . . ,Ωp, φ1, . . . , φu)]}+
∑
l∈Lµ
al
∑
ih∈I♯
Xdivi1 . . .
ˆXdivih . . . Xdiviµ
{FRepih,1,ω,φu+1 [Cl,i1...iµ|f(ih)g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
+
∑
l∈Lµ
alFRep
ih,1,φu+1,ω[Cl,i1...iµ|f(ih)g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
+
∑
l∈Lµ
alFRep
ih,2,ω,φu+1 [Cl,i1...iµ|f(ih)g (Ω1, . . . ,Ωp, φ1, . . . , φu)]+
∑
l∈Lµ
alFRep
ih,2,φu+1,ω[Cl,i1...iµ|f(ih)g (Ω1, . . . ,Ωp, φ1, . . . , φu)]}+
∑
b∈B
abXdivi1 . . .Xdiviµ−1
σ−1∑
K=1
{HitKω [C
b,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)]+
Switch{HitKω [C
b,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)]}}+∑
u∈U1
S
U
♯
1
auXdivi1 . . . XdiviaC
u,i1...,ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)+
∑
u∈U2
S
U
♯
2
auXdivi1 . . . XdiviaC
u,i1...,ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)+
∑
m∈M
amXdivi1 . . .XdiviaC
m,i1...ia+2
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ia+1φu+1∇ia+2ω
+
∑
j∈Jσ+u+1
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)+
∑
ζ∈Z
aζXdivi1 . . .Xdivµ−1Hit
K
ω [C
ζ,i1...iµ−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1)]
=
∑
t∈Tσ+u+2
atC
t
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω),
(7.38)
modulo complete contractions of length ≥ σ+u+3. The sublinear combination
in the RHS is a generic sublinear combination as defined below (7.2). Notice
that the minimum length among the complete contractions above is σ + u+ 1.
The complete contractions (and tensor fields) with σ+u+1 factors are indexed
in U1, U
♯
1, U2, U
♯
2 , B, J
σ+u+1.
Therefore the above equation implies:
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∑
b∈B
abXdivi1 . . . Xdiviµ−1
σ−1∑
K=1
{HitKω [C
b,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)]
+ Switch{HitKω [C
b,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)]}}+∑
u∈U1
S
U
♯
1
auXdivi1 . . . XdiviaC
u,i1...,ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)+
∑
u∈U2
S
U
♯
2
auXdivi1 . . . XdiviaC
u,i1...,ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)+
∑
j∈Jσ+u+1
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω) = 0,
(7.39)
modulo complete contractions of length ≥ σ + u + 2. We claim that in the
non-special cases:
∑
b∈B
abXdivi1 . . .Xdiviµ−1
σ−1∑
K=1
{HitKω [C
b,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)]
+ Switch{HitKω [C
b,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)]}} =∑
u∈U1
S
U
♯
1
auXdivi1 . . . XdiviaC
u,i1...,ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)+
∑
u∈U2
S
U
♯
2
auXdivi1 . . . XdiviaC
u,i1...,ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)+
∑
j∈Jσ+u+1
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)+
∑
ζ∈Z
aζXdivi1 . . . Xdiviµ−1{
σ−1∑
K=1
HitKω [C
ζ,i1...iµ−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1)]
+ Switch[
σ−1∑
K=1
HitKω [C
ζ,i1...iµ−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1)]]}+
∑
m∈M
amC
m,i1...ia+2
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ia+1φu+1∇ia+2ω+
∑
j∈Jσ+u+2
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)
=
∑
t∈T
atC
t
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω),
(7.40)
modulo complete contractions of length ≥ σ + u + 3. Here the terms indexed
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in U1, U2 in the RHS are generic linear combination in the forms described in
Definition 7.2. In the special cases, we claim:
∑
b∈B
abXdivi1 . . . Xdiviµ−1
σ−1∑
K=1
{HitKω [C
b,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)]
+ Switch{HitKω [C
b,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)]}}+∑
u∈U1
S
U
♯
1
auXdivi1 . . . XdiviaC
u,i1...,ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)+
∑
u∈U2
S
U
♯
2
auXdivi1 . . . XdiviaC
u,i1...,ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)+
∑
j∈Jσ+u+1
S
Jσ+u+2
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)
=
∑
m∈Mµ−1
amC
m,i1...imu−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω).
(7.41)
Here the tensor fields indexed in Mµ−1 are acceptable, have length σ + u + 2,
u-simple character ~κsimp and moreover each of the µ− 1 free indices belongs to
a different factor.
The harder challenge is to prove (7.40), so we start with that equation.
Proof of (7.40): Let us pick out the sublinear combination in (7.39) with a
factor ∇ω contracting against a given factor F1.113 Since this sublinear combi-
nation must vanish separately, we derive that:
∑
b∈B
abXdivi1 . . . Xdiviµ−1Hit
1
ω[C
b,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)]+
∑
u∈U1
S
U
♯
1
auXdivi1 . . . XdiviaC
u,i1...,ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)+
∑
j∈Jσ+u+1
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω) = 0,
(7.42)
modulo complete contractions of length ≥ σ + u + 2. Here the index sets
U1 ⊂ U1, U
♯
1 ⊂ U
♯
1, are the index sets of terms with a factor ∇ω contracting
against the factor F1.
Our aim is to derive an equation like the above, only with the factor ∇ω
contracting against a derivative index in the factor F1, and moreover, if F1 is
113We assume for convenience that F1 is a well-defined factor in ~κsimp. If it were not, we
just pick out the sublinear combination where ∇φu+1 contracts against any generic factor
∇(m)Rijkl and the same argument applies.
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of the form ∇(B)Ωh, then we additionaly require that B ≥ 3. Call this the
∗-property. Now, if F1 is a curvature factor, we apply the inductive assumption
of Lemma 4.10 in [6] to ensure that in all terms in U1 the factor ∇φu+1 is not
contracting against a special index. Now, if F1 is a factor ∇(B)Ωx, we apply
the inductive assumption of Lemma 4.1 in [6] if necessary to assume wlog that
U
♯
1 = ∅. Finally, if needed, we apply the inductive assumptions onf Corollaries
2 or 3 in [6] (if F1 is a simple factor in the form S∗∇(ν)Rijkl, or a simple factor
in the form ∇(A)Ωh, respectively) to ensure that for each u ∈ U1 ∇ω is not
contracting against a factor S∗Rijkl or ∇(2)Ωh.114 Therefore, we may assume
wlog that the ∗-property holds in (7.42).
We then apply the Eraser to the factor ∇φu+1 (see the Appendix in [3]) and
derive a new equation:
∑
b∈B
abXdivi1 . . .Xdiviµ−1C
b,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)+
∑
u∈U1
S
U
♯
1
auXdivi1 . . .XdiviaEraseω[C
u,i1...,ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)]+
∑
j∈Jσ+u+1
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1) = 0,
(7.43)
modulo complete contractions of length ≥ σ + u+ 1.
Now, apply the inductive assumption of Corollary 1 in [6] to the above. We
derive that there exists a linear combination of acceptable µ-tensor fields with
a simple character Pre(~κsimp) (indexed in P below) such that:
∑
b∈B
abC
b,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)∇i1υ . . .∇iµ−1υ+
∑
p∈P
apXdiviµC
p,i1...iµ
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)∇i1υ . . .∇iµ−1υ =
∑
j∈Jσ+u+1
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, υ
µ−1) = 0,
(7.44)
modulo complete contractions of length ≥ σ + u + µ (the terms in the above
have lengh σ + u+ µ− 1). Then, keeping track of the greater length correction
terms that arise in the above, we derive a new equation:
114In all the above applications of Lemmas and Corollaries from [6], we observe that by
weight considerations, the fact that (1.6) does not fall under the special cases ensures that
there is no danger of falling under a forbidden case of those Lemmas/Corollaries.
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∑
b∈B
abC
b,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)∇i1υ . . .∇iµ−1υ+
∑
p∈P
apXdiviµC
p,i1...iµ
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)∇i1υ . . .∇iµ−1υ+
∑
j∈Jσ+u+1
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, υ
µ−1) =
∑
ζ∈Z
aζC
ζ,i1...iµ−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1)∇i1υ . . .∇iµ−1υ+
∑
j∈J
ajC
j,i1...iµ−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1)∇i1υ . . .∇iµ−1υ.
(7.45)
This equation holds perfectly–not modulo longer terms. The terms indexed in
J have length σ + u + µ, a factor ∇ω and a u-simple character ~κsimp; the
terms indexed in T , a factor ∇(B)φu+1. Thus, invoking the last Lemma in the
Appendix of [3], we derive:
∑
b∈B
abXdivi1 . . . Xdiviµ−1C
b,i1...iµ−1
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)+
∑
p∈P
apXdivi1 . . . Xdiviµ−1XdiviµC
p,i1...iµ
g (Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu)+
∑
j∈Jσ+u+1
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1) =
∑
ζ∈Z
aζXdivi1 . . . Xdiviµ−1C
ζ,i1...iµ−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1)+
∑
j∈J
ajC
j,i1...iµ−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1).
(7.46)
Thus, by operating on the above by the operation
∑σ−1
K=1Hit
K [. . . ] (this clearly
produces a true equation), and then interchanging the two functions φu+1, ω
(this also produces a new true equation), we derive (7.40).
Proof of (7.41): We just neglect the algebraic structure of
∑σ−1
K=1Hit
K
ω in the
LHS and apply the Lemma 4.10 in [6] to (7.39. We use the fact that the LHS of
the resulting equation vanishes formally at the linearized level, and then repeat
the formal permutations of indices to the non-linearized level, and finaly replace
the µ−1 factors ∇υ by Xdiv’s (using the last Lemma in the Appendix of [3]). ✷
Therefore, replacing (7.40) (or (7.41)) into (7.38) we derive:
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∑
l∈L
alSub
σ+u+2
ω {Image
1,β
φu+1
[Xdivi1 . . .XdiviaC
l,i1...,ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]}+
Subσ+u+2ω {Image
1,β
φu+1
[Cjg(Ω1, . . . ,Ωp, φ1, . . . , φu)]}
+
∑
l∈Lµ
al
∑
ih∈I♯
Xdivi1 . . .
ˆXdivih . . . Xdiviµ
{FRepih,1,ω,φu+1 [Cl,i1...ia|f(ih)g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
+ {FRepih,1,φu+1,ω[Cl,i1...ia|f(ih)g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
+ FRepih,2,ω,φu+1 [Cl,i1...ia|f(ih)g (Ω1, . . . ,Ωp, φ1, . . . , φu)]+
FRepih,2,φu+1,ω[Cl,i1...ia|f(ih)g (Ω1, . . . ,Ωp, φ1, . . . , φu)]}}+
(
∑
m∈Mµ−1
amXdivi1 . . .Xdiviµ−1C
m,i1...iµ+1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇iµφu+1∇iµ+1ω)
+
∑
m∈M
amXdivi1 . . . XdiviaC
m,i1...ia+2
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ia+1φu+1∇ia+2ω+
∑
ζ∈Z
aζXdivi1 . . .Xdivµ−1Hit
K
ω [C
ζ,i1...iµ−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1)]+
∑
j∈Jσ+u+2
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)
=
∑
t∈T
atC
t
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω),
(7.47)
modulo complete contractions of length ≥ σ + u+ 3.
Hence, we are reduced to studying the sublinear combinations
Subσ+u+2ω {Image
1,β
φu+1
[Xdivi1 . . .XdiviaC
l,i1...,ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]}
(7.48)
and
Subσ+u+2ω {Image
1,β
φu+1
[Cjg(Ω1, . . . ,Ωp, φ1, . . . , φu)]}.
As before, we straightforwardly derive:
Subσ+u+2ω {Image
1,β
φu+1
[Cjg(Ω1, . . . ,Ωp, φ1, . . . , φu)]}
=
∑
j∈Jσ+u+2
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω).
(7.49)
To analyze the sublinear combination (7.48) we firstly seek to understand
how it arizes:
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A study of the sublinear combination
Subσ+u+2ω {Image
1,β
φu+1
[Xdivi1 . . .XdiviaC
l,i1...,ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]}:
As before, we write out Xdivi1 . . .XdiviaC
l,i1...,ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu) as
a linear combination of complete contractions, say
Xdivi1 . . . XdiviaC
l,i1...,ia
g =
∑
x∈X
axC
x
g . (7.50)
Then, for each Cxg we identify the (ordered) sets of pairs of pairs of indices,
[(a, b), (c, d)] where a, b belong to the same factor and c, d belong to the same
factor, and either a is contracting against c and b against d on vice versa, and both
a, c are derivative indices. Denote this set of ordered pairs by Z
x. Then, for each
[(a, b), (c, d)] ∈ Z
x we let B[(a,b),(c,d)]{C
x
g } stand for the complete contraction
that formally arises from Cxg by applying the last summand in (2.2) to the
indices (a, b) (recall that one of them is a derivative index, so this is a well-
defined operation), thus making the indices c, d contract against each other.
Then apply Subω to this complete contraction we have created. This replaces
the internal contraction between c, d by a factor ∇ω (since c is a derivative
index). Denote the complete contraction we thus obtain by B[(a,b),(c,d)]{C
x
g }. It
follows by the definition of Subσ+u+2ω {. . . } that:
Subσ+u+2ω {Image
1,β
φu+1
[Xdivi1 . . . XdiviaC
l,i1...,ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]} =∑
x∈X
ax
∑
[(a,b),(c,d)]∈Zx
B[(a,b),(c,d)]{C
x
g }.
(7.51)
Having obtained an understanding of how
Subσ+u+2ω {Image
1,β
φu+1
[Xdivi1 . . .XdiviaC
l,i1...,ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]}
arises, we now proceed to express it in a more useful form:
We distinguish cases depending on the form of the indices (a, b), (c, d), for
each complete contraction Cg(Ω1, . . . ,Ωp, φ1, . . . , φu) appearing in
Xdivi1 . . .XdiviaC
l,i1...,ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu).
Recall that we have defined an index in Cg to be a divergence index if it is an
index ∇if which has arisen by taking an Xdiv operation, Xdivif , with respect
to some free index if ; we have also defined an index in Cg to be an original
index in Cl,i1...,iag if the index appears in the tensor field C
l,i1...,ia
g (before we
take any Xdiv’s).
Now, we place each complete contraction in
Subσ+u+2ω {Image
1,β
φu+1
[Xdivi1 . . .XdiviaC
l,i1...,ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]}
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into one of the sublinear combinations
Subσ+u+2,Kω {Image
1,β
φu+1
[Xdivi1 . . .XdiviaC
l,i1...,ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]}
(K = α, β, γ, δ) based on the pair (a, b), (c, d) from which it arose.
Specifically:
Definition 7.6 Refer to (7.51) and pick out a term in the RHS. For any given
index a, b, c, d (recall that we are now assuming that a, c are derivative indices),
we inquire whether it is an original index or a divergence index ∇ih , h = 1, . . . , a.
Accordingly, we place the term B[(a,b),(c,d)]{C
x
g } into one of the four sublinear
combinations Subσ+u+2,αω , Sub
σ+u+2,β
ω , Sub
σ+u+2,γ
ω , Sub
σ+u+2,δ
ω according to
the following rule:
We declare that Cg belongs to Sub
σ+u+2,α
ω {Image
1,β
φu+1
[Xdivi1 . . . XdiviaC
l,i1...,ia
g ]}
if and only if a and c are divergence indices.
We declare that Cg belongs to Sub
σ+u+2,β
ω {Image
1,β
φu+1
[Xdivi1 . . .XdiviaC
l,i1...,ia
g ]}
if and only if only one of the indices a, b, c, d is a divergence index (say a with
no loss of generality). We declare that Cg belongs to
Subσ+u+2,γω {Image
1,β
φu+1
[Xdivi1 . . . XdiviaC
l,i1...,ia
g ]} if either a, b or c, d are both
divergence indices. Finally, we declare that Cg belongs to
Subσ+u+2,δω {Image
1,β
φu+1
[Xdivi1 . . .XdiviaC
l,i1...,ia
g ]} if all four indices a, b, c, d
are original indices.
Now, another piece of notation: We denote by∑
m∈M♯♯
amC
m,i1...ia+2
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ia+1φu+1∇ia+2ω
a generic linear combination of tensor fields of length σ + u + 2 with two un-
normalized factors ∇Ωh,∇Ωh′ , that are contracting against factors ∇φu+1, ∇ω
respectively. We also require that if a = µ then all free indices must be non-
special. Now, the first thing we easily notice is that for each l ∈ L:
Subσ+u+2,δω {Image
1,β
φu+1
[Xdivi1 . . .XdiviaC
l,i1...,ia
g ]} =
∑
m∈M
S
M♯
S
M♯♯
Xdivi1 . . . XdiviaamC
m,i1...ia+2
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ia+1φu+1∇ia+2ω.
(7.52)
In order to describe Subσ+u+2,αω {Image
1,β
φu+1
[Xdivi1 . . . XdiviaC
l,i1...,ia
g ]}, we
define (I× I)♯ to stand for the subset of (I× I) that consists of all ordered pairs
of free indices that belong to different factors. For each l ∈ L we then compute:
Subσ+u+2,αω {Image
1,β
φu+1
[Xdivi1 . . .XdiviaC
l,i1...,ia
g ]} =∑
(ik,il)∈(I×I)♯
Xdivi1 . . .
ˆXdivik . . .
ˆXdivil . . . XdiviaC
l,i1...,ia
g ∇ikφu+1∇ilω.
(7.53)
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In particular, we observe that if l ∈ LK ,K ≥ µ + 2, the right hand side of
the above is a generic linear combination of the form:
∑
u∈U1
auXdivi1 . . . XdiviaC
u,i1...,ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)+
∑
u∈U2
auXdivi1 . . . XdiviaC
u,i1...,ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω).
(7.54)
Now, to describe each Subσ+u+2,βω {Image
1,β
φu+1
[Xdivi1 . . . XdiviaC
l,i1...,ia
g ]},
we introduce more notation: For each l ∈ Lµ and each ih ∈ Il,
115 we define
T (ih) to stand for the factor to which ih belongs. We observe that if l ∈ Lµ
then for each factor T (ih) of the form T (ih) = ∇(m)Rijkl or T (ih) = ∇(A)Ωf , ih
must be a derivative index, since in the setting of Lemma 1.3 no µ-tensor field
contains special free indices. If T (ih) is of the form S∗∇(ν)Rijkl, we then have
that ih must be one of the indices r1 , . . . , rν , j (by the first assumption in the
introduction). In that case, we write out T (ih) as a sum of tensors of the form
∇(ν)Rijkl .
Definition 7.7 With the above convention, for each l ∈ L,116 we denote by
I∗l ⊂ Il
117 the set of free indices that are derivative indices. We denote by
I+l = Il \ I
∗
l .
118 For each i ∈ I∗l , we denote by Set(T (i))
119 to be the set of all
the indices in T (i) that are not free and not contracting against a factor ∇φh.
For each i ∈ I
+
l , we denote by Set(T (i)) the set of derivative indices in the
factor ∇(ν)Rijkl that are not free and not contracting against a factor ∇φh.
Then, for each i ∈ I∗l and each t ∈ Set(T (i)), let Repla
i,t
φu+1,ω
[Cl,i1...,iag ] be
the (a − 1) tensor field that formally arises from Cl,i1...,iag by erasing the index
i and making the index t contract against a factor ∇φu+1 and also making the
index t contract against a factor ∇ω. We denote by Replai,tω,φu+1[C
l,i1...,ia
g ] the
(a−1)-tensor field that arises from Replai,tφu+1,ω[C
l,i1...,ia
g ] by switching φu+1 and
ω.
For each ih ∈ I
+
l and each t ∈ Set(T (i)), we denote by Repla
i,t
φu+1,ω
[Cl,i1...,iag ]
the (a−1) tensor field that arises from Cl,i1...iag by erasing the index t and making
the index i contract against a factor ∇φu+1. We also make the index t contract
against a factor ∇ω. We again denote by Replai,tω,φu+1[C
l,i1...ia
g ] the (a−1)-tensor
field that arises from Replai,tφu+1,ω[C
l,i1...ia
g ] by switching φu+1 and ω.
We then calculate that for each l ∈ Lµ:
115Recall that Il stands for the set of free indices in the tensor field C
l,i1...ia
g .
116Recall that L = Lµ
S
L>µ is the index set of the tensor fields C
l,i1...ia
g in our Lemma
hypothesis (1.6).
117Recall that Il stands for the set of free indices in C
l,i1...ia .
118Observe that the indices that belong to I+l will be the index j in some factor ∇
(ν)Rijkl
that has arisen from a de-symmetrization as above.
119Recall that T (i) stands for the factor in Cl,i1...iag to which the index i belongs.
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Subσ+u+2,βω {Image
1,β
φu+1
[Xdivi1 . . . XdiviaC
l,i1...,ia
g ]} =
∑
ih∈I∗l
S
I+
l
∑
t∈Set[T (i)]
Xdivi1 . . .
ˆXdivih . . .Xdivia{Repla
i,t
φu+1,ω
[Cl,i1...,iag ] +Repla
t,i
φu+1,ω
[Cl,i1...,iag ]}.
(7.55)
Convention: For future reference, we will further subdivide the index sets
I∗l , I
+
l : If there is a unique selected factor we define I
∗,1
l = I
∗
l
⋂
I1 and anal-
ogously I∗,2l = I
∗
l
⋂
I2 and similarly for I
+
l . (Recall that I1 (or I2) stand for
the sets of free indices that belong (do not belong) to the selected factor, when
the selected factor is unique). If there are multiple selected factors {Ti}
bl
i=1, we
define I∗,1,Til = I
∗
l
⋂
ITi1 and analogously I
∗,2,Ti
l = I
∗
l
⋂
ITi2 . (Recall that I
Ti
1 is
the set of free indices that belong to the selected factor Ti and I
Ti
2 is the set of
free indices that do not belong to the selected factor Ti).
Analogously, we deduce that for each l ∈ L \ Lµ:
Subσ+u+2,βω {Image
1,β
φu+1
[Xdivi1 . . . XdiviaC
l,i1...,ia
g ]} =
∑
m∈M
S
M♯
am
Xdivi1 . . . XdiviaC
u,i1...,ia,ia+1,ia+2
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ia+1φu+1∇ia+2ω.
(7.56)
Finally, we seek to understand Subσ+u+2,γω {Image
1,β
φu+1
[Xdivi1 . . .XdiviaC
l,i1...,ia
g ]}.
Definition 7.8 For each Cl,i1...iag , we denote by I
d
l the set of pairs of free indices
that belong to the same factor, such that at least one of them is a derivative
index.
Now, for each l ∈ L and each (ik , il) ∈ I
d
l , we assume with no loss of
generality that ik is a derivative index. We also denote by {F1, . . . , Fσ−1} the
set of real factors (i.e. factors that are not in the form ∇φh) in Cl,i1...,iag other
than the factor to which ik , il belong. We then denote by Re
K,φu+1,ω
ik,il
[Cl,i1...,iag ]
the (a − 1)-tensor field that arises from Cl,i1...,iag by erasing ik , contracting il
against a factor ∇φu+1 and then hitting the factor FK by a derivative ∇z and
contracting z against a factor ∇zω. We denote by Re
K,ω,φu+1
ik,il
[Cl,i1...,iag ] the
(a− 1)-tensor field that arises from Re
K,ω,φu+1
ik,il
[Cl,i1...,iag ] by switching φu+1 and
ω. We then calculate that for each l ∈ L:
Subσ+u+2,γω {Image
1,β
φu+1
[Xdivi1 . . .XdiviaC
l,i1...,ia
g ]} =
∑
(ik,il)∈I
d
l
σ−1∑
K=1
Xdivi1 . . .
ˆXdivik . . .
ˆXdivil . . . Xdivia
{Re
K,ω,φu+1
ik,il
[Cl,i1...,iag ] +Re
K,φu+1,ω
ik,il
[Cl,i1...,iag ]}.
(7.57)
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In conclusion, we have shown that:
Subσ+u+2ω {Image
1,β
φu+1
Lg(Ω1, . . . ,Ωp, φ1, . . . , φu)} =∑
l∈L
al
∑
(ik,il)∈(I×I)♯
Xdivi1 . . .
ˆXdivik . . .
ˆXdivil . . . XdiviaC
l,i1...,ia
g ∇ikφu+1∇ilω+
∑
l∈Lµ
al
∑
ih∈I∗l
S
I+
l
∑
t∈T (ih)
Xdivi1 . . .
ˆXdivih . . .Xdivia
{Replai,tφu+1,ω[C
l,i1...,ia
g ] +Repla
t,i
φu+1,ω
[Cl,i1...,iag ]}
+
∑
m∈M
S
M♯
S
M♯♯
amC
m,i1...ia+2
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ia+1φu+1∇ia+2ω+
∑
l∈L
al
∑
(ik,il)∈Idl
σ−1∑
K=1
Xdivi1 . . .
ˆXdivik . . .
ˆXdivil . . . Xdivia
{Re
K,ω,φu+1
ik,il
[Cl,i1...,iag ] +Re
K,φu+1,ω
ik,il
[Cl,i1...,iag ]}
+
∑
j∈Jσ+u+2
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω).
(7.58)
Replacing the above into (7.47) we obtain a new equation, after all this
extensive analysis of the equation Image1,βφu+1 [Lg] = 0:
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∑
l∈L
al
∑
(ik,il)∈(I×I)♯
Xdivi1 . . .
ˆXdivik . . .
ˆXdivil . . . XdiviaC
l,i1...,ia
g ∇ikφu+1∇ilω
+
∑
l∈Lµ
al
∑
ih∈I∗l
S
I+
l
∑
t∈T (ih)
Xdivi1 . . .
ˆXdivih . . . Xdivia
{Replai,tφu+1,ω[C
l,i1...,ia
g ] +Repla
t,i
φu+1,ω
[Cl,i1...,iag ]}
+
∑
l∈Lµ
al
∑
if∈I♯
Xdivi1 . . .
ˆXdivif . . . Xdiviµ
{FRepih,1,ω,φu+1 [Cl,i1...ia|f(ih)g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
+ FRepih,1,φu+1,ω[Cl,i1...ia|f(ih)g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
+ FRepih,2,ω,φu+1 [Cl,i1...ia|f(ih)g (Ω1, . . . ,Ωp, φ1, . . . , φu)]+
FRepih,2,φu+1,ω[Cl,i1...ia|f(ih)g (Ω1, . . . ,Ωp, φ1, . . . , φu)]}+
(
∑
m∈Mµ−1
amXdivi1 . . .Xdiviµ−1C
m,i1...iµ−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇iµφu+1∇iµ+1ω)
+
∑
m∈M
S
M♯
S
M♯♯
amC
m,i1...ia+2
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ia+1φu+1∇ia+2ω
+
∑
l∈L
al
∑
(ik,il)∈Idl
σ−1∑
K=1
Xdivi1 . . .
ˆXdivik . . .
ˆXdivil . . . Xdivia
{Re
K,ω,φu+1
ik,il
[Cl,i1...,iag ] +Re
K,φu+1,ω
ik,il
[Cl,i1...,iag ]}+∑
ζ∈Z
aζXdivi1 . . .Xdivµ−1Hit
K
ω [C
ζ,i1...iµ−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1)]+
+
∑
j∈Jσ+u+2
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω) =
∑
t∈Tσ+u+2
atC
t
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω),
(7.59)
modulo complete contractions of length ≥ σ+u+3. The sublinear combination∑
m∈Mµ−1
. . . appears only in the special subcase of case B. The linear combi-
nation on the RHS stands for generic notation (see the notational convention
introduced after (7.3)).
In fact, we observe that the minimum length of the complete contractions
above is σ+ u+2, and that all terms on the LHS have two factors ∇φu+1,∇ω,
while each term on the RHS has at least one term ∇(A)φu+1 or ∇(A)ω, with
A ≥ 2.
Therefore, since the above holds formally, we derive:
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∑
l∈L
al
∑
(ik,il)∈(I×I)♯
Xdivi1 . . .
ˆXdivik . . .
ˆXdivil . . . XdiviaC
l,i1...,ia
g ∇ikφu+1∇ilω+
∑
l∈Lµ
al
∑
ih∈I∗l
S
I+
l
∑
t∈T (ih)
Xdivi1 . . .
ˆXdivih . . .Xdivia
{Replai,tφu+1,ω[C
l,i1...,ia
g ] +Repla
t,i
φu+1,ω
[Cl,i1...,iag ]}
+
∑
l∈Lµ
al
∑
if∈I♯
Xdivi1 . . .
ˆXdivif . . . Xdiviµ
{FRepih,1,ω,φu+1 [Cl,i1...ia|f(ih)g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
+ FRepih,1,φu+1,ω[Cl,i1...ia|f(ih)g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
+ FRepih,2,ω,φu+1 [Cl,i1...ia|f(ih)g (Ω1, . . . ,Ωp, φ1, . . . , φu)]+
FRepih,2,φu+1,ω[Cl,i1...ia|f(ih)g (Ω1, . . . ,Ωp, φ1, . . . , φu)]}+
(
∑
m∈Mµ−1
amXdivi1 . . .Xdiviµ−1C
m,i1...iµ−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇iµφu+1∇iµ+1ω)
+
∑
m∈M
S
M♯
S
M♯♯
amC
m,i1...ia+2
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ia+1φu+1∇ia+2ω
+
∑
l∈L
al
∑
(ik,il)∈Idl
σ−1∑
K=1
Xdivi1 . . .
ˆXdivik . . .
ˆXdivil . . . Xdivia
{Re
K,ω,φu+1
ik,il
[Cl,i1...,iag ] +Re
K,φu+1,ω
ik,il
[Cl,i1...,iag ]}+∑
ζ∈Z
aζXdivi1 . . .Xdivµ−1Hit
K
ω [C
ζ,i1...iµ−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1)]+
+
∑
j∈Jσ+u+2
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω) = 0,
(7.60)
modulo complete contractions of length ≥ σ + u+ 3.
We denote the above equation by:
Im1,βφu+1 [Lg] = 0, (7.61)
for short. We repeat that the contractions appearing in the above equation all
have length σ + u+ 2, and the equation holds modulo complete contractions of
length ≥ σ + u+ 3.
The operation Soph: We now define a formal operation Soph that acts on
the complete contractions above: For each Cg(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)
(with factors ∇φu+1, ∇ω which are necessarily contracting against different
factors), we first replace the two factors ∇iφu+1,∇jω by a factor gij . Then,
we add a derivative index ∇u onto the selected factor and contract it against
159
a factor ∇uφu+1 (if there are multiple selected factors we perform the same
operation for each of them and then add). Finally, we multiply the complete
contraction by a factor 12 . This definition extends to tensor fields and linear
combinations.
Observe that when this operation acts on the complete contractions in
Im1,βφu+1 [Lg], it produces complete contractions of length σ+ u+1 with a factor
∇φu+1 and with a weak character Weak(~κ
+
simp).
Observe that since (7.61) holds formally, it follows that:
Soph{Im1,β[Lg]} = 0, (7.62)
modulo complete contractions of length ≥ σ + u+ 2.
7.4 Preparation for the grand conclusion.
Schematically, our goal for the rest of this section will be to add (7.62) to the
equation (6.24) (or (6.25), (6.26), depending on the form of the selected factor),
thus deriving a new true equation which we denote by:
Image1,+φu+1[Lg] + Soph{Im
1,β[Lg]} = 0; (7.63)
this holds modulo complete contractions of length ≥ σ + u + 2. This new true
equation is the “grand conclusion”, which is the main aim of our present paper.
The “grand conclusion” will almost directly imply Lemma 1.3 in case A. It will
also be the main tool in deriving Lemma 1.3 in case B–this will be done in
section 9.
A few easy observations:
∑
j∈Jσ+u+2
ajSoph[C
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)] =
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1).
(7.64)
We also observe that for m ∈M ,
Soph{Xdivi1 . . .XdiviaC
m,i1...ia+2
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ia+1φu+1∇ia+2ω}
(7.65)
is an acceptable contributor (see Definition 5.1), while if m ∈M ♯ (7.65 is an un-
acceptable contributor with one un-acceptable factor, and for m ∈M ♯♯ (7.65) is
a linear combination of terms with all the properties of contributors, but there
will be two un-acceptable factors ∇Ω,∇Ωh′ that are contracting against each
other (and if a = µ then all free indices are non-special). We have denoted by
∑
h∈H
ahXdivi1 . . .XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1)
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a generic linear combination of contributors (acceptable or with one unaccept-
able factor ∇Ωh as in the conclusion of Lemma 1.3); we also denote by
∑
h∈H§§
ahXdivi1 . . . XdiviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1)
generic linear combinations of terms line the ones indexed in M ♯♯.
By definition, we observe that
Soph{
∑
ζ∈Z
aζXdivi1 . . . Xdivaµ−1
σ−1∑
K=1
HitKω [C
ζ,i1...iµ−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1)]}
(7.66)
is a contributor,120 because acting by Soph{. . . } on the operation
∑σ−1
K=1Hit
K
ω
gives rise to another Xdiv (see the Definition 7.5 and the discussion under it).
Now, we proceed to derive some delicate cancellations occurring in (7.63).
Observe that:
Soph{
∑
l∈L
al
∑
(ik,il)∈(I×I)♯
Xdivi1 . . .
ˆXdivik . . .
ˆXdivil . . .XdiviaC
l,i1...,ia
g ∇ikφu+1∇ilω}
=
bl∑
i=1
{
∑
(ik,il)∈(I
Ti
2 )
2,dif
Xdivi1 . . .
ˆXdivik . . .
ˆXdivil . . . Xdivia [C
l,i1...ia,i∗|Ti
g
(Ω1, . . . ,Ωp, φ1, . . . , φu)g
ikil ]∇i∗φu+1 +
∑
ik∈I
Ti
1 ,il∈I
Ti
2
Xdivi1 . . .
ˆXdivik . . .
ˆXdivil
. . .Xdivia∇
i∗
Ti
[Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu)g
ikil ]∇i∗φu+1}.
(7.67)
For our next observation, we will look at each l ∈ L and pick out each pair of
indices (ik , il) ∈ I
d
l . We assume with no loss of generality that ik is a derivative
index (recall that Idl stands for the set of pairs of indices that belong to the
same factor in Cl,i1...iag and at least one of which is a derivative index). Then,
for each such pair (ik , il), we denote by
C˙l,i1...ˆik...iµ,i∗|Tig (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1
the tensor field that arises from Cl,i1...iµ by erasing the index ik and adding a
derivative index ∇i∗ onto the selected factor Ti and then contracting∇i∗ against
a factor ∇i∗φu+1. We see that for each l ∈ L:
120See Definition 5.1.
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Soph{
∑
l∈L
al
∑
(ik,il)∈Idl
σ−1∑
K=1
Xdivi1 . . .
ˆXdivik . . .
ˆXdivil . . .Xdivia
{Re
K,ω,φu+1
ik,il
[Cl,i1...,iag ] +Re
K,φu+1,ω
ik,il
[Cl,i1...,iag ]}} =
bl∑
i=1
∑
(ik,il)∈Idl
Xdivi1 . . .
ˆXdivik . . . XdiviaC˙
l,i1...ˆik...iµ,i∗|Ti
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1.
(7.68)
Furthermore, for each selected factor Ti, let us denote by I
d,non−Ti
l ⊂ I
d
l
the subset of Idl that consists of pairs of free indices that do not belong to the
selected factor Ti. We observe:
bl∑
i=1
∑
iy∈I
Ti
2
σ(iy)Xdivi1 . . .
ˆXdiviy . . .Xdiviµ [∇
iy
Ti
Cl,i1...ˆiy...iµg (Ω1, . . . ,Ωp, φ1, . . . , φu)
∇iyφu+1] =
bl∑
i=1
Soph{
∑
ih∈I
∗,2|Ti
l
S
I
+,2|Ti
l
∑
t∈Set[T (i)]
Xdivi1 . . .
ˆXdivih . . . Xdivia
{Replai,tφu+1,ω[C
l,i1...,ia
g ] +Repla
t,i
φu+1,ω
[Cl,i1...,iag ]}+ 2
bl∑
i=1
∑
(ik,il)∈I
d,non−Ti
l
Xdivi1 . . .
ˆXdivik . . .XdiviaC˙
l,i1...ˆik...iµ,i∗|Ti
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1}.
(7.69)
Now, a few more delicate observations. For each l ∈ Lµ and each selected
factor Ti, we denote by I
♯,Ti
2 ⊂ I
♯121 the index set of the indices that belong to
a factor S∗∇(ν)Rijkl 6= Ti. We also denote by I
♯,Ti
1 = I
♯ \ I♯,Ti2 . Furthermore,
for each tensor field C
l,i1...,iµ
g and each free index ih in that tensor field, we will
set 2ih = 2 if ih belongs to a factor ∇
(m)Rijkl or S∗∇(ν)Rijkl and 2ih = 0 if it
belongs to a factor ∇(A)Ωh. Then, comparing the discussion above (6.16) and
(7.34), we derive that:
121Recall that I♯ stands for the set of free indices in Cl,i1...iag that belong to a factor
S∗∇(ν)Rijkl.
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bl∑
i=1
∑
iy∈I
Ti
2
τ(iy)Xdivi1 . . .
ˆXdiviy . . .Xdiviµ [∇
iy
Ti
Cl,i1...iˆy ...iµg (Ω1, . . . ,Ωp)∇iyφu+1]
+ Soph{
∑
ih∈I
♯,Ti
2
Xdivi1 . . .
ˆXdivih . . . Xdivia
{FRepih,1,ω,φu+1 [Cl,i1...ia|f(ih)g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
+ FRepih,1,φu+1,ω[Cl,i1...ia|f(ih)g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
+ FRepih,2,ω,φu+1 [Cl,i1...ia|f(ih)g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
+ FRepih,2,φu+1,ω[Cl,i1...ia|f(ih)g (Ω1, . . . ,Ωp, φ1, . . . , φu)]}} =
bl∑
i=1
∑
iy∈I
Ti
2
2iyXdivi1 . . .
ˆXdiviy . . . Xdiviµ [∇
iy
Ti
Cl,i1...iˆy...iµg (Ω1, . . . ,Ωp)∇iyφu+1].
(7.70)
On the other hand, we observe that:
Soph{
∑
m∈Mµ−1
amXdivi1 . . . Xdiviµ−1C
m,i1...,iµ−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)}
=
∑
b∈B′
abXdivi1 . . . Xdiviµ−1C
b,i1...,iµ−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1).
(7.71)
(Recall that the sublinear combination indexed in Mµ−1 appears only in the
special subcase of case B). The linear combination indexed in B′ is a generic
linear combination defined in Definition 5.2.
Next, we note some further cancellations, for each C
l,i1...,iµ
g with at least one
free index in the selected factor. In the case where the selected factor is of the
form ∇(A)Ωh (in which case it is unique) we must have:
Soph{
∑
ih∈I
∗,1
l
∑
t∈Set(T (ih))
Xdivi1 . . .
ˆXdivih . . . Xdivia
{Replaih,tφu+1,ω[C
l,i1...,ia
g ] +Repla
t,ih
φu+1,ω
[Cl,i1...,iag ]}}
=
∑
ih∈I1
A♯Xdivi1 . . .
ˆXdivih . . . XdiviµC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ihφu+1;
(7.72)
(Recall that A♯ stands for the number of indices in the factor ∇(A)Ωh that are
not free and not contracting against a factor ∇φh). On the other hand, if the
selected factor(s) is (are) of the form ∇(m)Rijkl we will have:
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Soph{
∑
ih∈I
∗,1
l
∑
t∈Set(T (ih))
Xdivi1 . . .
ˆXdivih . . . Xdivia
{Replaih,tφu+1,ω[C
l,i1...,ia
g ] +Repla
t,ih
φu+1,ω
[Cl,i1...,iag ]}} =
bl∑
i=1
∑
ih∈I
Ti
1
(m♯i + 4)
Xdivi1 . . .
ˆXdivih . . .XdiviµC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ihφu+1;
(7.73)
(recall that m♯i stands for the number of derivative indices in the selected factor
Ti = ∇(m)Rijkl that are not free and not contracting against a factor ∇φh).
Finally, in the case where the selected factor is of the form S∗∇(ν)Rijkl (in
which case it is again unique), for each l ∈ Lµ with at least one free index in
the selected factor, we find:
Soph{
∑
ih∈I
∗,1
l
S
I
+,1
1
∑
t∈Set(T (ih))
Xdivi1 . . .
ˆXdivih . . .Xdivia
{Replaih,tφu+1,ω[C
l,i1...,ia
g ] +Repla
t,ih
φu+1,ω
[Cl,i1...,iag ]}}+ Soph{
∑
if∈I
♯
1
Xdivi1 . . .
ˆXdivih . . . Xdivia{FRep
ih,1,ω,φu+1[Cl,i1...ia|f(ih)g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
+ FRepih,1,φu+1,ω[Cl,i1...ia|f(ih)g (Ω1, . . . ,Ωp, φ1, . . . , φu)]
+ FRepih,2,ω,φu+1 [Cl,i1...ia|f(ih)g (Ω1, . . . ,Ωp, φ1, . . . , φu)]+
FRepih,2,φu+1,ω[Cl,i1...ia|f(ih)g (Ω1, . . . ,Ωp, φ1, . . . , φu)]}} =∑
ih∈I1
(ν♯ + 2)Xdivi1 . . .
ˆXdivih . . . XdiviµC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ihφu+1;
(7.74)
(recall that ν♯ stands for the number of indices r1 , . . . , rν , j in the selected factor
S∗∇
(ν)
r1...rνRijkl that are not free and not contracting against a factor ∇φh).
8 The grand conclusion, and the proof of Lemma
1.3.
8.1 The grand conclusion.
Now, we combine all the cancellations we have noted in the previous subsection
to derive the “grand conclusion”. When the selected factor(s) is (are) of the
form S∗∇(ν)Rijkl or ∇(m)Rijkl, the grand conclusion will be the equation:
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Image1,+φu+1[Lg] + Soph{Im
1,β
φu+1
[Lg]}+ {Lg(Ω1 · φu+1, . . . ,Ωp, φ1, . . . , φu)
+ · · ·+ Lg(Ω1, . . . ,ΩX · φu+1, . . . ,Ωp, φ1, . . . , φu)} = 0.
(8.1)
(Recall that Ω1, . . . ,ΩX are the factors in ~κsimp that are not contracting against
any factor ∇φh. The terms in {. . . } appear only when the selected factor(s) is
(are) curvature terms).
When the selected factor is of the form ∇(B)Ωx, the grand conclusion will
be the equation:
Image1,+φu+1 [Lg] + Soph{Im
1,β
φu+1
[Lg]} = 0. (8.2)
For future reference, we put down a few facts before we write out the “grand
conclusion”:
Recall notation: Recall that s stands for the total number of factors∇(m)Rijkl ,
S∗∇(ν)Rijkl in the simple character ~κsimp (all the tensor fields in (1.6) have this
given simple character–see the introduction of the present paper for a simplified
discussion of this notion). Recall that for each C
l,i1...iµ
g , l ∈ Lµ: γ (or γi if there
are multiple selected factors Ti) stands for the number of indices in C
l,i1...iµ
g
that do not belong to the selected factor and are not contracting against a fac-
tor ∇φh. We also recall that I1 (or I
Ti
1 if there are multiple selected factors)
stands for the set of free indices that belong to the selected factor, and I2 (or
ITi2 if there are multiple selected factors) stands for the set of free indices that
do not belong to the selected factor. We also recall that for each l ∈ Lµ and
each free index ih ∈ I2 (or ih ∈ I
Ti
2 ) which belongs to C
l,i1...iµ
g , 2ih stands for
the number 2 if the free index ih belongs to a factor of the from ∇
(m)Rijkl or
S∗∇(ν)Rijkl , and it will be zero if it belongs to a factor of the form ∇(B)Ωx.
Now, we define 2ih to equal number 2 if the free index ih belongs to a factor of
the from ∇(m)Rijkl or S∗∇(ν)Rijkl , and to equal 1 if it belongs to a factor of
the form ∇(B)Ωx.
Finally, we recall: When the selected factor is of the form S∗∇(ν)Rijkl then
(for each µ-tensor field C
l,i1...iµ
g , l ∈ Lµ) ν♯ stands for the number of indices in
the selected factor S∗∇(ν)Rijkl that are not free and not contacting against a
factor ∇φh. When the selected factor(s) is (are) of the form ∇(m)Rijkl , then
(for each µ-tensor field C
l,i1...iµ
g , l ∈ Lµ and) for each selected factor ∇(mi)Rijkl ,
m♯i stands for the number of derivative indices that are not free and not con-
tracting against a factor ∇φh. Lastly, when the selected factor is of the form
∇(A)Ωk then (for each µ-tensor field C
l,i1...iµ
g , l ∈ Lµ) A♯ stands for the number
of indices in ∇(A)Ωk that are not free and not contracting against a factor ∇φh.
Then, if the selected factor is of the form S∗∇
(ν)Rijkl, the “grand conclusion”
may be written in the form:
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∑
l∈Lµ
al{−
∑
ih∈I1
(γ + (|I1| − 1) + ν
♯ − 2(s− 1)−X)Xdivi1 . . . ˆXdivihXdiviµ
Cl,i1...iµg (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ihφu+1 +
∑
ih∈I2
2ih
Xdivi1 . . .
ˆXdivih . . . Xdiviµ∇
i∗
sel[C
l,i1...ˆih...iµ,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]∇i∗φu+1
− {
∑
(ik,il)∈I
d,non−sel
l
Xdivi1 . . .
ˆXdivik . . . XdiviµC˙
l,i1...ˆik...iµ,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)
∇i∗φu+1 +
∑
(ik,il)∈I
d,sel
l
σ−1∑
S=1
Xdivi1 . . .
ˆXdivik . . .
ˆXdivil . . . XdiviµXdiviz
C˜l,i1...,ˆik...,iµ,iz |Sg (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ilφu+1}+∑
j∈Jσ+u+2
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1)+
(
∑
b∈B′
abXdivi1 . . .Xdiviµ−1C
b,i1...,iµ−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1))+
∑
h∈H
S
H§§
ahXdivi1 . . . XdiviaC
h,i1...ia,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1 = 0,
(8.3)
modulo complete contractions of length ≥ σ + u + 2.
∑
b∈B′ . . . (defined in
Definition 5.2) appears only in the special subcase of case B.
If the selected factor(s) is (are) of the from∇(m)Rijkl , the “grand conclusion”
we obtain is very analogous:
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∑
l∈Lµ
al
bl∑
i=1
{−
∑
ih∈I
Ti
1
(γi + (|I
Ti
1 | − 1) +m
♯
i − 2(s− 1)−X)
Xdivi1 . . .
ˆXdivih . . .XdiviµC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ihφu+1+∑
ih∈I
Ti
2
2ih∇
i∗
Ti
[Cl,i1...ˆih...iµ,i∗g (Ω1, . . . ,Ωp, φ1, . . . , φu)]∇i∗φu+1 −
∑
(ik,il)∈I
d,non−Ti
l
Xdivi1 . . .
ˆXdivik . . .XdiviaC˙
l,i1...ˆik...iµ,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1
+
∑
(ik,il)∈I
d,Ti
l
σ−1∑
S=1
Xdivi1 . . .
ˆXdivik . . .
ˆXdivil . . .XdiviµXdiviz
C˜l,i1...,ˆik...,iµ,iz |Sg (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ilφu+1}
+
∑
j∈Jσ+u+2
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1)+
(
∑
b∈B′
abXdivi1 . . .Xdiviµ−1C
b,i1...,iµ−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1))+
∑
h∈H
S
H§§
ahXdivi1 . . . XdiviaC
h,i1...ia,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1 = 0,
(8.4)
modulo complete contractions of length ≥ σ + u + 2.
∑
b∈B′ . . . (defined in
Definition 5.2) appears only in the special subcase of case B.
Finally, in the case where the selected factor is of the form ∇(A)Ω1, (8.2)
gives us the “grand conclusion”:
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∑
l∈Lµ
al{−
∑
ih∈I1
(γ + (|I1| − 1) +A
♯ − 2s)Xdivi1 . . . ˆXdivih . . . XdiviµC
l,i1...iµ
g
(Ω1, . . . ,Ωp, φ1, . . . , φu)∇ihφu+1+∑
ih∈I2
2ih∇
i∗
sel[C
l,i1...ˆih...iµ,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]∇i∗φu+1 −
∑
(ik,il)∈I
d,non−sel
l
{Xdivi1 . . . ˆXdivik . . . XdiviµC˙
l,i1...ˆik...iµ,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1
+
∑
(ik,il)∈I
d,sel
l
σ−1∑
S=1
Xdivi1 . . .
ˆXdivik . . .
ˆXdivil . . .XdiviµXdiviz
C˜l,i1...,ˆik...,iµ,iz |Sg (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ilφu+1}+∑
j∈Jσ+u+2
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1)+
(
∑
b∈B′
abXdivi1 . . . Xdiviµ−1C
b,i1...,iµ−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1))+
∑
h∈H
S
H§§
ahXdivi1 . . . XdiviaC
h,i1...ia,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1 = 0,
(8.5)
modulo complete contractions of length ≥ σ + u + 2.
∑
b∈B′ . . . (defined in
Definition 5.2) appears only in the special subcase of case B.
We observe that because of our Lemma assumption that L∗µ = ∅,
122 it follows
that all the (µ−1)-tensor fields above are acceptable. Moreover, by construction
they each have a (u+ 1)-simple character ~κ+simp.
Now, we will show in a “Mini-Appendix” below that using the above, we
may write:
∑
h∈H§§
ahXdivi1 . . . XdiviaC
h,i1...ia,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1 =
∑
h∈H
ahXdivi1 . . .XdiviaC
h,i1...ia,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1
+
∑
j∈Jσ+u+2
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1),
(8.6)
using generic notation in the right hand side–the sublinear combination in the
left hand side is exactly the one appearing in (8.3), (8.4), (8.5).
In view of (8.6) (which we prove below in the appendix), we may assume
that H§§ = ∅ in (8.3), (8.4), (8.5), whenever we refer to these equations.
122See the notation in the statement of Lemma 1.3.
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8.2 Proof of Lemma 1.3 in case A.
We pick the selected factor(s) to be the second critical factor(s) (see the state-
ment of Lemma 1.3). Recall that in this case A the second critical factor has at
least two free indices.
For convenience, in each sublinear combination
( ∑
(ik,il)∈I
d,Ti
l
) σ−1∑
S=1
C˜l,i1...,ˆik...,iµ,iz |Sg (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ilφu+1,
we will assume that among all the factors F1, . . . , Fσ−1, the first critical factor(s)
is (are) F1 (or F1, . . . , Fa).
123
We then claim that among all the (µ − 1)-tensor fields in (8.3), (8.4), (8.5)
(all of which have a (u+ 1)-simple character ~κ+simp), the sublinear combination
of maximal refined double character will be precisely:
∑
z∈Z′
Max
∑
l∈Lz
al
( ∑
(ik,il)∈I
d,Ti
l
)
C˜l,i1...ˆik...,iµ,iz|1g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ilφu+1,
(8.7)
in the case where there is only one critical factor, and:
∑
z∈Z′Max
∑
l∈Lz
al
( ∑
(ik,il)∈I
d,Ti
l
) a∑
S=1
C˜l,i1...ˆik...,iµ,iz |Sg (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ilφu+1,
(8.8)
in the case where there are a > 1 critical factors.
This fact essentially follows just by our definitions: Firstly observe that the
tensor fields in the above two equations have M + 1 free indices in some factor.
Now, by definition of the maximal refined double character we observe that for
each l ∈ Lµ, each factor in C
l,i1...iµ
g can have at most M free indices in one of
its factors. Hence, each tensor field of rank µ− 1 in the above three equations
other than the tensor fields with a tilde sign, C˜, will again have at most M free
indices in any one of its factors (and this is double subsequent to the terms in
(8.7), (8.8)).
Moreover, for each l ∈ Lµ \
⋃
z∈Z′
Max
Lz, we observe by definition that each
tensor field in
σ−1∑
S=1
C˜l,i1...,ˆik...,iµ,iz|Sg (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ilφu+1 (8.9)
will either have at mostM free indices in any given factor or will haveM+1 free
indices in one factor but then its refined double character will be subsequent
123The expression
P
(ik,il)∈I
d,Ti
l
will only be present when the selected (second critical)
factor is generic in the form ∇(m)Rijkl.
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to ~Lz, z ∈ Z ′Max: This second claim just follows by the construction of the
tensor fields above: If l ∈ Lµ \
⋃
z∈Z′Max
Lz then the refined double character of
C
l,i1...iµ
g will be either doubly subsequent or “equipolent” to each refined double
character ~Lz, z ∈ Z ′Max (which corresponds to the tensor fields C
l,i1...iµ
g , l ∈
Lz, z ∈ Z ′Max).
124 Now C˜
l,i1...,ˆik...,iµ,iz|S
g (Ω1, . . . ,Ωp, φ1, . . . , φu) formally arises
from Cl,i1...iµ by erasing the free index ik from the (selected) factor Ti and adding
a new free index ∇iz onto another factor, with M free indices. Thus, our claim
just follows by the definition of ordering among refined double characters.125
So we observe that the “grand conclusion” proves Lemma 1.3 in the case A:
The sublinear combination (8.7) in the grand conclusion is precisely the first
line in (1.14). All the other (µ − 1)-tensor fields in the grand conclusion are in
the general form
∑
ν∈N aν . . . described in the claim of Lemma 1.3. Also, the
tensor fields indexed in H (with rank ≥ µ) are in the same general form as the
tensor fields indexed in T1
⋃
T2
⋃
T3
⋃
T4 in (1.14). ✷
Notes Regarding case B: We will prove Lemma 1.3 in case B in section 9
(and our proof there will heavily rely on the grand conclusion above). We only
end this section with a remark, which will be essential in the proof of Lemma
1.3 in case B:
Important Remark: The quantities in parentheses in the first lines of (8.3),
(8.4), (8.5) are universal, i.e. they only depend on the simple character ~κsimp,
and on the form of the selected factor Td (meaning whether it is of the form
S∗∇(ν)Rijkl , ∇(m)Rijkl or ∇(A)Ωh): We denote those quantities (inside the
parentheses) by qz. We observe that in the case of (8.5):
qd = n− 2u− µ− 1. (8.10)
In the case of (8.3):
qd = n− 2u− µ− 1−X. (8.11)
Whereas in the case of (8.4):
qd = n− 2u− µ− 3−X. (8.12)
(We will define Qd = |I1| · qd, for future reference).
8.3 Mini-Appendix: Proof of (8.6).
To prove this claim we will need to distinguish two cases: Either σ = 4 or σ > 4.
We will start with the case σ > 4 which is the easiest.
124See the introduction for a discussion of these notions.
125See [6] for a strict definition of this notion–see also the introduction of the present paper
for a simplified description of this notion.
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Proof of (8.6) when σ > 4: In this setting, we refer back to the grand
conclusion. For each tensor field Ch,i1...ia,i∗g ∇i∗φu+1, h ∈ H
§§ we define
X♯divi1 . . . X
♯diviaC
h,i1...ia,i∗
g ∇i∗φu+1
to stand for the sublinear combination in Xdivi1 . . .XdiviaC
h,i1...ia,i∗
g ∇i∗φu+1
where each ∇iv is not allowed to hit either of the two factors ∇Ωx,∇Ωx′ (which
are contracting against each other).
We may then straightforwardly use the fact that the grand conclusion holds
formally to derive an equation:
∑
h∈H
S
H§§
ahX
♯divi1 . . .X
♯diviaC
h,i1...ia,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1) = 0,
(8.13)
where
∑
j∈J . . . above stands for a generic linear combination of complete con-
tractions of length σ+u+1 with a weak characterWeak(~κ+simp), with two factors
∇Ωx,∇Ωx′ contracting against each other and which are simply subsequent to
~κsimp.
Now, we state a Lemma (which will be applied to other settings in the
future), which fits perfectly with the equation above:
Lemma 8.1 Consider a linear combination of tensor fields,∑
τ∈T aτC
τ,i1...ia
g (Ω1, . . . ,Ωp′ , φ1, . . . , φu′), each with a given simple character
κsimp, and each with a ≥ V (for some given V ). We assume that this simple
character falls under the inductive assumption of Proposition 1.1.
We consider the tensor fields Cτ,i1...iag (Ω1, . . . ,Ωp′ , φ1, . . . , φu′)∇iΩx∇
iφq which
arise from the above by just multiplying by ∇iΩx∇
iφq. We assume an equation:
∑
τ∈T
aτX
♯divi1 . . . X
♯divia [C
τ,i1...ia
g (Ω1, . . . ,Ωp′ , φ1, . . . , φu′)∇iΩx∇
iφq]+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp′ , φ1, . . . , φu′)∇iΩx∇
iφq = 0,
(8.14)
where X♯divi stands for the sublinear combination in Xdivi where ∇i is in addi-
tion not allowed to hit the expression ∇iΩx∇iφq.
∑
j∈J ajC
j
g(Ω1, . . . ,Ωp′ , φ1, . . . , φu′ )
stands for a generic linear combination of complete contractions with a weak
character Weak(κsimp) and simply subsequent to κsimp. Furthermore, any
terms of rank µ must have all µ free indices being non-special.
Our conclusion is then that we can write:
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∑
τ∈T
aτXdivi1 . . . Xdivia [C
τ,i1...ia
g (Ω1, . . . ,Ωp′ , φ1, . . . , φu′)∇iΩx∇
iφq] =
∑
τ∈T ′
aτXdivi1 . . . XdiviaC
τ,i1...ia
g (Ω1, . . . ,Ωp′ , φ1, . . . , φu′ |Ωx, φq)
+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp′ , φ1, . . . , φu′)∇iΩx∇
iφq,
(8.15)
where the linear combination
∑
j∈J . . . stands for a generic linear combination
in the form described above. On the other hand, the linear combination
∑
τ∈T ′
stands for a generic linear combination of tensor fields where we have two factors
∇(A)Ωx,∇(B)φq with A = 2, B = 1 or A = 1, B = 2 respectively, and in each
case the term with one derivative is contracting against the other term (with two
derivatives).
We claim that the above Lemma 8.1 (which we will prove momentarily),
when applied to (8.13) implies our claim on the sublinear combination
∑
h∈H§§ . . . ,
in the case σ > 4. This follows immediately once we set φq = Ωx′ , and once we
observe that the tensor fields we obtain from (8.13) by erasing the expression
∇iΩx∇iΩx′ have a simple character that falls under the inductive assumption
of Proposition 1.1 (because we are increasing the weight).
Proof of Lemma 8.1:
The proof follows the usual inductive scheme:
We will assume that for some A ≥ V , we can write:
∑
τ∈T
aτXdivi1 . . . Xdivia [C
τ,i1...ia
g (Ω1, . . . ,Ωp′ , φ1, . . . , φu′)∇iΩx∇
iφq] =
∑
τ∈TA
aτXdivi1 . . . Xdivia [C
τ,i1...ia
g (Ω1, . . . ,Ωp′ , φ1, . . . , φu′)∇iΩx∇
iφq]+
∑
τ∈T ′
aτXdivi1 . . .XdiviaC
τ,i1...ia
g (Ω1, . . . ,Ωp′ , φ1, . . . , φu′ |Ωx, φq)
+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp′ , φ1, . . . , φu′)∇iΩx∇
iφq,
(8.16)
where
∑
τ∈TA on the RHS stands for a linear combination of tensor fields which
are in the general form of the tensor fields in
∑
τ∈T , only with rank ≥ A. We
can use the above to replace
∑
τ∈T . . . in our Lemma hypothesis by
∑
τ∈TA . . . .
We will then show that we can write:
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∑
τ∈TA
aτXdivi1 . . . Xdivia [C
τ,i1...ia
g (Ω1, . . . ,Ωp′ , φ1, . . . , φu′)∇iΩx∇
iφq] =
∑
τ∈TA+1
aτXdivi1 . . . Xdivia [C
τ,i1...ia
g (Ω1, . . . ,Ωp′ , φ1, . . . , φu′)∇iΩx∇
iφq]+
∑
τ∈T ′
aτXdivi1 . . . XdiviaC
τ,i1...ia
g (Ω1, . . . ,Ωp′ , φ1, . . . , φu′ |Ωx, φq)
+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp′ , φ1, . . . , φu′)∇iΩx∇
iφq,
(8.17)
with the same notational conventions. Clearly, if we can show that (8.16) im-
plies (8.17) then by iterating this step, we will derive our Lemma 8.1.
Proof that (8.16) implies (8.17): As explained, we may assume that∑
τ∈T · · · =
∑
τ∈TA . We denote by T
A
∗ ⊂ T
A the index set of tensor fields
with rank exactly A. Then, applying the eraser to the expression ∇iΩx∇iφq,
we derive an equation:
∑
τ∈TA
aτXdivi1 . . . Xdivia [C
τ,i1...ia
g (Ω1, . . . ,Ωp′ , φ1, . . . , φu′)]+
+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp′ , φ1, . . . , φu′) = 0.
(8.18)
Then, with certain exceptions,126 we may apply Corollary 1 in [6] to the
above, and derive that there is some linear combination of acceptable (A + 1)-
tensor fields with a u′-simple character ~κ′simp (indexed in H below) so that:
∑
τ∈TA∗
aτC
τ,i1...iA
g (Ω1, . . . ,Ωp′ , φ1, . . . , φu′)∇i1υ . . .∇iAυ−
∑
τ∈TA∗
aτXdiviA+1C
τ,i1...iA+1
g (Ω1, . . . ,Ωp′ , φ1, . . . , φu′ )∇i1υ . . .∇iAυ =
∑
j∈J
ajC
j,i1...iA
g (Ω1, . . . ,Ωp′ , φ1, . . . , φu′)∇i1υ . . .∇iAυ
(8.19)
(the tensor fields indexed in J are simply subsequent to ~κ′simp).
127
126These exceptions are when there are tensor fields in TA∗ which are “forbidden tensor fields
of Corollary 1 in [6] with rank m ≥ µ+ 1. (It follows that the forbidden tensor fields of rank
µ cannot arise here, since all µ free indices of the tensor fields in H§§ must have all their free
indices being non-special).
127In the exceptional cases above, our claim (8.17) follows from from the “weak version” of
Proposition 1.1 presented in [6], with Φ = ∇sΩx∇sφq.
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Now, if we multiply the above by ∇iΩx∇iφq and make the ∇υs into Xdiv’s
(which are allowed to hit either of the factors ∇Ωx,∇φq), then we derive (8.17)
and hence also Lemma 8.1. ✷
The proof of (8.6) in the case σ = 4:
In this case, we will prove (8.6) directly, immitating the ideas in [5]:
Proof of (8.6) in the case where σ = 4: We have that in this case, the tensor
fields indexed in H§§ will have two factors ∇Ωx,∇Ωx′ (contracting against each
other) and two other factors, which we denote by T1, T2.
128 We also recall that
all tensor fields indexed in H§§ have rank ≥ µ (≥ 1), and if they do have rank
µ they will also have a removable index, by construction. We distinguish the
following cases regarding the form of the factors T1: Either both these factors
are of the form ∇(p)Ωj , or one (T1, say) is in the form ∇(p)Ωj and the other is
a curvature term (either in the form ∇(m)Rijkl or S∗∇(ν)Rijkl) or both T1, T2
are curvature factors (either in the form ∇(m)Rijkl or S∗∇(ν)Rijkl). Label these
cases A,B,C respectively.
In case A, we will assume with no loss of generality (up to re-labelling factors)
that T1 = ∇(c)Ω1, T2 = ∇(c
′)Ω2 (and also Ωx = Ω3,Ωx′ = Ω4). Then, by
“manually” constructing divergences, we can show that:
∑
h∈H§§
ahXdivi1 . . .Xdivia [C
h,i1...ia
g (Ω1,Ω2, φ1, . . . , φu+1)∇jΩ3∇
jΩ4] =
∑
h∈H
ahXdivi1 . . . Xdivia [C
h,i1...ia
g (Ω1, . . . ,Ω4,Ωφ1, . . . , φu+1)]+
(Const)∗Xdivi1 . . . Xdivib [C
∗,i1...ib
g (Ω1,Ω2, φ1, . . . , φu+1)∇jΩ3∇
jΩ4],
(8.20)
where the tensor field C∗,i1...ibg (Ω1,Ω2, φ1, . . . , φu+1)∇jΩ3∇
jΩ4 is in the form:
pcontr(∇(A)r1...rAΩ1 ⊗∇
(B)
t1...tB
Ω2 ⊗∇φ1 ⊗ · · · ⊗ ∇φu+1),
with the following restrictions: All indices in both ∇(A)Ω1,∇(B)Ω2 are either
free or contracting against some ∇φh. Also, if we denote by β the number of
factors ∇φh that are contracting against ∇(B)Ω2 (notice β is encoded in ~κsimp,
then B = 2 if β ≤ 2, while B = β if β > 2. The linear combination
∑
h∈H . . .
on the right hand side of the above stands for a generic linear combination of
the form
∑
t∈T ′ . . . allowed in the RHS of (8.6).
Then, using the above, we derive that (Const) = 0, and that concludes the
proof of (8.6) in this case.
In case B, using the same technique of constructing “explicit”X-divergences,
we derive an equation (8.20) only without the last term (Const)∗ . . . . That
immediately implies (8.6) in this case.
128In the case where both T1, T2 are generic terms in the form ∇(m)Rijkl, the labelling T1, T2
is arbitrary; in all other cases, we will have a well-defined factor T1 and a well-defined T2.
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Finally in case C, we distinguish subcases on the factors T1, T2: In subcase
(i), both factors will be in the form ∇(m)Rijkl. In subcase (ii), T1 will be in the
form ∇(m)Rijkl and T2 will be in the form S∗∇(ν)Rijkl . In subcase (iii), both
T1, T2 will be in the form S∗∇(ν)Rijkl .
Now, in subcase (i) we show (8.20) by the same argument, only now the
tensor field C∗,i1...ibg (Ω1,Ω2, φ1, . . . , φu)∇jΩ3∇
jΩ4 is in the form:
pcontr(∇(A)r1...rARijkl ⊗∇
(B)
t1...tB
Ri′
jk
l′ ⊗∇φ1 ⊗ · · · ⊗ ∇φu+1),
with the following restrictions: The indices i, l, i′ , l′ are free. All derivative
indices in both curvature factors are either free or contracting against some
∇φh. Also, if we denote by β the number of factors ∇φh that are contracting
against T2 (notice β is encoded in ~κsimp, B = 2 if β ≤ 2, while B = β if β > 2).
We again derive that (Const) = 0, which implies that (8.20) is our desired
equation (8.6).
In subcase (ii) we use this technique to derive an equation:
∑
h∈H§§
ahXdivi1 . . .Xdivia [C
h,i1...ia
g (Ω1,Ω2, φ1, . . . , φu+1)∇jΩ3∇
jΩ4] =
∑
h∈H
ahXdivi1 . . . Xdivia [C
h,i1...ia
g (Ω1, . . . ,Ω4, φ1, . . . , φu+1)]
+
∑
j∈J
aj [C
j
g(Ω1,Ω2, φ1, . . . , φu+1)∇jΩ3∇
jΩ4],
(8.21)
where the terms indexed in J are simply subsequent to ~κsimp.
Finally, in subcase (iii) we explicitly write:
∑
h∈H§§
ahXdivi1 . . .Xdivia [C
h,i1...ia
g (Ω1,Ω2, φ1, . . . , φu+1)∇jΩ3∇
jΩ4] =
∑
h∈H
ahXdivi1 . . . Xdivia [C
h,i1...ia
g (Ω1, . . . ,Ω4,Ωφ1, . . . , φu+1)]+
(Const)∗Xdivi1 . . . Xdivib [C
∗,i1...ib
g (Ω1,Ω2, φ1, . . . , φu+1)∇jΩ3∇
jΩ4]
+
∑
jıJ
aj [C
j
g(Ω1,Ω2, φ1, . . . , φu+1)∇jΩ3∇
jΩ4],
(8.22)
where the tensor field C∗,i1...ibg (Ω1,Ω2, φ1, . . . , φu)∇jΩ3∇
jΩ4 is in the form:
pcontr(S∗∇
(A)
r1...rA
Rijkl ⊗ S∗∇
(B)
t1...tB
Ri′j′
k
l′
⊗∇φ1 ⊗ · · · ⊗ ∇φu+1),
with the following restrictions: The indices l, l′ are free. All indices r1 , . . . , rA , j ,
t1 , . . . , tB , j′ are either free or contracting against some ∇φh. Also, if we denote
by β the number of factors ∇φ′h that are contracting against T2 (notice β is
encoded in ~κsimp, then B = 1 if 1 ≤ β ≤ 2, B = 0 if β = 0, while B = β − 1
if β > 2. We again derive that (Const) = 0, which implies that (8.22) is our
desired equation (8.6). ✷
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8.4 Mini-Appendix: Proof of (7.23).
Firstly, we observe that for any tensor field Cl,i1...iag (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)
with a = µ we will not have any of the free indices ii , . . . , iµ belonging to any
of the two factors ∇(2)φu+1,∇(2)ω (this holds because we are in the setting of
Lemma 1.3) hence no µ-tensor fields in (1.6) have special free indices in any
factor S∗∇(ν)Rijkl , while any free index in any of the factors ∇(2)φu+1, ∇(2)ω1
would necessarily have arisen from a special free index in some factor S∗Rijkl
by (2.1).
Now, we apply the eraser to the factors ∇φh that are contracting against
∇(2)φu+1, ∇
(2)ω. We are left with factors ∇φu+1, ∇ω and denote the tensor
fields and complete contractions we are left with by C
l,i1...ia
g , C
j
g. Thus we
obtain an equation:
∑
l∈Lα,β
alX∗divi1 . . . X∗diviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)+
∑
j∈Jα,β,II
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω) = 0
(8.23)
(modulo complete contractions of length ≥ σ + u+ 1).
We regard the factor ∇ω as a factor ∇φu+2. We observe that the tensor
fields C
l,i1...ia
g all have the same (u−2)-simple character (the one defined by the
factors ∇φh, h ≤ u), say κsimp and each C
j
g is simply subsequent to that (u−2)-
simple character. The tensor fields in the above either have rank either a ≥ µ+1
but may contain free indices in the factors ∇(2)φu+1, ∇(2)ω, or they have rank
µ and in addition no free indices belong to the factors ∇(2)φu+1,∇(2)ω. We
denote by Lα,β,♯ the index set of tensor fields of rank exactly µ+ 1 where both
factors ∇(2)φu+1, ∇(2)ω contain a free index (say the indices i1 , i2 wlog). We
will prove that we can write:
∑
l∈Lα,β,♯
alXdivi1 . . .Xdiviµ+1C
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω) =
∑
l∈L′α,β
alXdivi1 . . . Xdiviµ+1C
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)+
∑
j∈Jα,β,II
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)
(8.24)
(where the tensor fields indexed in L′α,β have all the features of the tensor
fields indexed in Lα,β and in addition have the factor ∇(2)ω not containing
a free index and with one index in the factor ∇(2)φu+1 contracting against a
non-special index.
Notice that if we can prove the above, then we are reduced to showing our
claim under the additionnal assumption that Lα,β,♯ = ∅. Let us check how our
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claim then follows under this assumtpion. We will then show (8.24) below.
Proof of our claim assuming (8.24): We break (8.23) into sublinear combina-
tions with the same u-weak character129 (suppose those sublinear combinations
are indexed in the sets Lα,β,v, v ∈ V ); we derive an equation for each v ∈ V :
∑
l∈Lα,β,v
alX∗divi1 . . .X∗diviaC
l,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)+
∑
j∈Jα,β,II
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω) = 0.
(8.25)
Now, by virtue of the assumption Lα,β,♯ = ∅, we may assume that all the tensor
fields in the above equation have rank a ≥ µ and also have no free indices in the
factors ∇φu+1,∇φu+2. Then, applying Lemma 2.5 in [7]130 we derive (7.23). ✷
Proof of (8.24): We initially pick out the sublinear combination in (8.23)
where both ∇ω,∇φu+1 contract against the same factor T . Clearly this sub-
linear combination must vanish separately, and we will denote the new true
equation that we thus obtain by New[(8.23)]. Thus, the sublinear combination
of tensor fields indexed in Lα,β which contained at most one free index among
the factors ∇φu+1,∇ω contributes a linear combination of iterated Xdiv’s of
rank at least µ to New[(8.23)]. We denote the equation we have obtained by:
∑
l∈Lα,β,♯
alDoubdivi1i2Xdivi3 . . . Xdiviµ+1C
l,i1...iµ+1
g +
∑
f∈F
afXdivi1 . . . XdiviµC
f,i1...iµ
g (∇φu+1,∇ω) +
∑
j∈J
ajC
j
g = 0
(8.26)
(Doubdivi1i2 means that both derivatives ∇
i1 ,∇i2 are forced to hit the same
factor). We then symmetrize the two factors ∇φu+1,∇ω and thus obtain a new
true equation, which we denote by:
∑
l∈Lα,β,♯
alDoubdivi1i2Sym[C
l,i1...iµ+1
g ]Xdivi3 . . .Xdiviµ+
∑
f∈F
afXdivi1 . . . XdiviµSym[C]
f,i1...iµ
g (∇φu+1,∇ω) +
∑
j∈J
ajSym[C]
j
g = 0
(8.27)
129The one defined by ∇ω and ∇φh, 1 ≤ h ≤ u+ 1, h 6= α, h 6= β.
130A note to show why (8.25) does not fall under the “forbidden cases” of Lemma 2.5 in [7]:
We observe that the tensor fields of minimum rank µ in (8.25) with both factors ∇φu+1,∇ω
contracting against special indices can only arise from the µ-tensor fields in (1.6)–but those
tensor fields will have no special free indices, thus (8.25) does not fall under a forbidden case
of that Lemma.
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(here Sym[. . . ] stands for the symmetrization over the two factors ∇φu+1,∇ω).
We denote by F a ⊂ F the index set of tensor fields for which both the factors
∇φu+1,∇ω are contracting against internal indices in some factor ∇(m)Rijkl .
We denote by F b ⊂ F the index set of tensor fields for which one of the indices
∇φu+1,∇ω are contracting against a special index in some factor S∗∇
(ν)Rijkl∇
iφ˜x.
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By replacing the two factors ∇aφu+1∇bω by gab in the first case and the two
factors ∇iφ˜x∇kω by gik in the second, and then using the operation RictoΩ
and iteratively applying Corollary 1 in [6],132 we derive that we can write:
∑
f∈Fa
S
F b
afXdivi1 . . . XdiviµSym[C]
f,i1...iµ
g (∇φu+1,∇ω) =
∑
f∈FOK
afXdivi1 . . . XdiviaSym[C]
f,i1...ia
g (∇φu+1,∇ω) +
∑
j∈J
ajSym[C]
j
g,
(8.28)
where the terms indexed in FOK have all the properties of the terms indexed
in F in (8.27) and in addition have at most one/none of the factors ∇φu+1,∇ω
contracting against special indices in factors of the form ∇(m)Rijkl , S∗∇(ν)Rijkl .
Therefore, we may assume that F a = F b = ∅ in (8.27).
Now, we refer to (8.27) and replace the expression ∇aφu+1∇bω by gab; we
denote the resulting equation by (8.27)’. We then apply Subω to (8.27) (see the
Appendix in [3]) (obtaining a new true equation which we denote by Dg = 0)
and we then apply our inductive assumption of Lemma 4.10 in [6] to Dg = 0.
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In order to describe the resulting equation, we just denote by Cut[C]
l,i1...iµ+1
g
the tensor field that arises from C
l,i1...iµ+1
g by erasing the factor ∇i1φu+1 (along
with the free index i1). We thus derive that there exists a linear combination
of acceptable µ-tensor fields (indexed in K below), with a simple character
Cut(~κsimp) and with the index iµ+2 belonging to a real factor so that:
131We will assume it is the factor ∇ω, wlog.
132A note to illustrate why the “forbidden cases” of Corollary 1 in [6] do not interfere with
our argument: Observe that for the terms indexed in F b there will be a removable index
by construction, therefore the “forbidden cases” do not obstruct our iteration; the terms
indexed in F a with rank µ must necessarily have arisen from the tensor fields or rank µ in
(1.6). Therefore they will have only non-special free indices, therefore at the first iteration,
Corollary 1 in [6] can be applied. On the other hand, it is possible that at a subsequent step
in the iteration we may obtain a “forbidden” tensor field of rank > µ; in that case we use the
“weak substitute” of Corollary 1 in [6], presented in the Appendix in [8].
133When we apply Lemma 4.10 in [6] we treat the Xdivi1 [. . .∇i1ω] as a linear combination
of (µ−1)-tensor fields–i.e. we “forget” the Xdiv structure with respect to the factor ∇ω, thus
the terms of minimum rank the factor ∇ω contains a removable index, thus our assumption
does not fall under a “forbidden case” of that Lemma.
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∑
l∈Lα,β,♯
alXdivi2Cut[C]
l,i1...iµ+1
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1, ω)∇i3υ . . .∇iµ+1υ
=
∑
k∈K
akXdiviµ+2C
k,i3...iµ+2
g (Ω1, . . . ,Ωp, φ1, . . . , φu, ω)∇i3υ . . .∇iµ+1υ.
(8.29)
Now, just multiplying the above by an expression ∇sφu+1∇sυ and then replac-
ing the ∇υs by Xdiv’s we derive (8.24). ✷
In section 9, we derive the other half of 1.3.
9 Proof of Lemma 1.3 in case B.
9.1 Introduction: A sketch of the strategy.
In order to derive Lemma 1.3 (which corresponds to case B of Lemma 3.5 in
[6]) we will use all the tools that were developed in thi paper. Most importantly
the “grand conclusion” but also the two separate equations that were added in
order to derive it the“grand conclusion”.
Main Strategy: For each µ-tensor field C
l,i1...iµ
g , l ∈ Lz, z ∈ Z ′Max in (1.6),
we will canonicaly pick out a prescribed free index i1 . We then consider the
(µ − 1)-tensor fields C
l,i1...iµ
g ∇i1φu+1, l ∈
⋃
z∈Z′
Max
Lz.134 We then prove
(schematicaly) that there will exist a linear combination of (µ+1)-tensor fields,∑
h∈H ahC
h,i1...iµ+1
g ∇i1φu+1, each C
h,i1...iµ+1
g a partial contraction in the form
(1.5), with the same u-simple character ~κsimp, such that:
∑
l∈Lz
alXdivi2 . . . XdiviµC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1 =
∑
h∈H
ahXdivi2 . . . Xdiviµ+1C
h,i1...iµ+1
g ∇i1φu+1
+
∑
j∈J
ajC
j,i1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1;
(9.1)
here the terms indexed in J are “junk terms”; they have length σ + u (like the
tensor felds indexed in L1 and H) and are in the general form (1.8). They are
“junk terms” because one of the factors ∇φh, 1 ≤ h ≤ u) which are supposed
to contract against the index i in some factor S∗∇(ν)Rijkl for all the tensor
fields indexed in Lµ now contracts against a derivative index of some factor
134These (µ−1)-tensor fields arise from C
l,i1...iµ
g by just contracting the free index i1 against
a new factor ∇φu+1.
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∇(m)Rijkl.135
After we have derived an equation of the form (9.1), Lemma 1.3 follows by
just applying the inductive claim of Proposition 1.1 to the above.
In order to derive (9.1), we will subdivide case B of Lemma 1.3 into subcases
and treat them separately. In certain cases we must derive systems of equations
combining the “grand conclusion” with other equations that we derived above.
In certain very special subcases (such as when µ = 1 in (1.6)), we will resort to
ad hoc methods to derive (9.1).
We wish to stress again that when proving of Lemma 1.3 we are stll mak-
ing all the inductive asumptions (on the parameters, n, σ,Φ, σ1 + σ2) regarding
the validity of Proposition 1.1 and also all of its consequences. Hence we are
allowed to apply our inductive assumption of Proposition 1.1 or Lemmas 4.6,
4.8 etc from [6]
The subcases of Lemma 1.3: We distinguish subcases for Lemma 1.3
according to the maximal refined double character among the µ-tensor fields in
(1.6). We refer the reader toto the introduction for a loose discussion of the
notion of maximal refined double characters.136 In particular, we recall that
the maximal refined double character contains a decreasing list of numbers,
~RλMax, which corresponds to the distribution of free indices among the differ-
ent factors in the µ-tensor fields in
⋃
z∈Z′Max
Lz. We have denoted ~RλMax =
(M,B1, . . . , Bπ). The subcases are then as follows:
1. M = 1, π > 0.
2. M ≥ 2 and B1 = . . . Bπ = 1, π > 1.
3. M = µ ≥ 3.
4. M = µ− 1 ≥ 2.
5. M = µ = 2.
6. M = µ = 1.
Technical remarks regarding the “grand conclusion”: The “grand
conclusion” is a new local equation, which is a consequence of (1.6); it applies
in the setting of Lemma 1.3. It will be one of the main tools in deriving Lemma
1.3 in the present paper. For the reader’s convenience, we recall a certaine con-
ventions which we hav introduced:
135In the formal language introduced in [6], in this second scenario we would say that
C
j,i1
g (Ω1, . . . ,Ωp, φ1, . . . , φu) is “simply subequent” to the simple character ~κsimp.
136The proper definition appears in [6]
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Recall conventions: Recall firstly that the “grand conclusion” is derived
once we specify a particular factor/set of factors in ~κsimp.
137 This is called the
“selected factor”/“selected set of factors”. Given such a choice of factor/set of
factors, we construct a new (u + 1)-simple character ~κ+simp by contracting the
chosen factor/one of the set of chosen factors against a new factor ∇φu+1; the
new factor∇φu+1 must not contract against a special index. Given such a choice
of chosen factor/set of factors (and thus a new (u + 1)-simple character), the
grand conclusion will involve tensor fields in the form (1.5) with a (u+1)-simple
character ~κ+simp and complete contractions in the form (1.8) with a weak (u+1)-
character Weak(~κsimp). When the selected factor is in the form S∗∇
(ν)Rijkl ,
the grand conclusion is the equation (8.3). When the selected factor is in the
form ∇(m)Rijkl it is the equation (8.4), while when it is in the form ∇(A)Ωh it
is the equation (8.5).
9.2 A useful technical Lemma.
The next Lemma will allow us to assume wlog that all the tensor fileds indexed
in H in the grand conclusion (i.e. all “contributors” there) are acceptable, and
have the factor ∇φu+1 not contracting against a special index.
The “Technical Lemma” below has certain “forbidden cases”, which we spell
out here for reference purposes. A tensor field C
l,i1...iµ
g in (1.6) is “forbidden”
(for the purposes of the next Lemma) if it has σ2 > 0, each of the µ free in-
dices belonging to a different factor, all factors ∇(ν)Rijkl/∇(p)Ωh must contract
against none/at most one factor ∇φy, and either there are no removable free
indices,138 or there is exaclty one removable free index.139
Remark: There “forbidden cases” will only force us to give a special proof
of Lemma 1.3 in the subcase µ = 1, when the terms in (1.6) are “forbidden” as
defined above. Those cases will be treated in the Mini-Appendix at the end of
this paper.
Lemma 9.1 Refer to the grand conclusion. We denote by HBad,1 ⊂ H the
index set of tensor fields in H which have an unacceptable factor ∇Ωh. We
denote by HBad,2 ⊂ H the index set of tensor fields in H which have the factor
∇φu+1 contracting against a special index,140 if σ ≥ 4 (if σ = 3 we just set
HBad,2 = ∅).
137In particular, “specifying one factor” means that we pick out a factor in (1.5) which is
either in the form, ∇(B)Ωx, for some given x, or in the form S∗∇(ν)Rijkl∇
iφ˜h for some given
h, or in the form ∇
(m)
r1...rmRijkl∇
raφh′ for some given h
′. Specifying a “set of factors” means
that we pick out the set of factors ∇(m)Rijkl in ~κsimp which are not contracting against any
factor ∇φh.
138(See definition 4.1 in [6]). In this setting, all factors must be in the form Rijkl, S∗Rijkl
without derivatives, or in the form ∇(2)Ωh.
139One way to think of this is that for such a µ-tensor field one free index belongs to a
factor ∇(free)R♯♯♯♯ or ∇
(3)
(free)♯♯
Ωh, and all its other factors are in the form Rijkl, S∗Rijkl or
∇(2)Ωh.
140Therefore, these tensor fields will be acceptable by Definition 4.1.
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Then, (unless the tensor fields of maximal refined double character in (1.6)
are in one of the “forbidden forms” above) we claim that we can write:
∑
h∈HBad,1
S
HBad,2
ahXdivi1 . . . XdiviaC
h,i1...ia,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1
=
∑
h∈HOK
ahXdivi1 . . . XdiviaC
h,i1...ia,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1+
∑
j∈J
ajC
j,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1.
(9.2)
The terms indexed in HOK in the RHS stand for a generic linear combination
of acceptable contributors141 with a (u + 1)-simple character ~κ+simp. The terms
indexed in J are u-simply subsequent to ~κsimp.
We observe that if we can show the above then we can assume wlog that all
tensor fields in the grand conclusion are acceptable and have a (u + 1)-simple
character ~κ+simp.
Proof of Lemma 9.1: We divide the index set HBad,1 into subsets H
α
Bad,1,
HβBad,1 according to whether the factor ∇Ωh is contracting against a factor
∇φu+1 or not, respectively.
We firstly pick out the sublinear combination in the grand conclusion with
a factor ∇Ωh contracting against the factor ∇φu+1. We thus derive a new
equation:
∑
h∈Hα
Bad,1
ahX∗divi1 . . . X∗diviaC
h,i1...ia,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1
+
∑
j∈J
ajC
j,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1 = 0.
(9.3)
Then applying Lemma 4.1 from [6]142 or 4.2 from [6]143 we derive that we can
write:
141See definition 4.1.
142The fact that we have excluded the forbidden cases ensures that the terms of minimum
rank in (9.3) does not fall under the “forbidden case” of that Lemma.
143The fact that we have excluded the forbidden cases ensures that the terms of minimum
rank in (9.3) does not fall under the “forbidden case” of that Lemma.
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∑
h∈Hα
Bad,1
ahXdivi1 . . . XdiviaC
h,i1...ia,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1
=
∑
h∈HOK
ahXdivi1 . . . XdiviaC
h,i1...ia,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1
+
∑
j∈J
ajC
j,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1.
(9.4)
Thus, we are reduced to the case HαBad,1 = ∅. Now, we pick out the sublinear
combination in the grand conclusion with a factor ∇Ωh not contracting against
∇φu+1. We thus derive an equation:∑
h∈Hβ
Bad,1
ahX∗divi1 . . . X∗diviaC
h,i1...ia,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1
+
∑
j∈J
ajC
j,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1 = 0.
(9.5)
Now applying Corollary 4.6 in [6]144 (if σ ≥ 4) or Lemma 4.7 in [6] (if σ = 3)145
to the above we derive that we can write:∑
h∈Hβ
Bad,1
ahXdivi1 . . . XdiviaC
h,i1...ia,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1 =
∑
h∈HOK
ahXdivi1 . . . XdiviaC
h,i1...ia,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1+
∑
j∈J
ajC
j,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1.
(9.6)
Thus, we may additionally assume that HβBad,1 = ∅. Finally, applying Lemma
4.10 in [6]146 to the above we derive that we can write:
∑
h∈HBad,2
ahXdivi1 . . . XdiviaC
h,i1...ia,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1
=
∑
h∈HOK
ahXdivi1 . . . XdiviaC
h,i1...ia,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1
+
∑
j∈J
ajC
j,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1.
(9.7)
144The fact that we have excluded the forbidden cases ensures that the terms of minimum
rank in (9.3) does not fall under the “forbidden case” of that Lemma.
145The fact that we have excluded the forbidden cases ensures that the terms of minimum
rank in (9.3) does not fall under the “forbidden case” of that Lemma.
146The fact that we have excluded the forbidden cases ensures that the terms of minimum
rank in (9.3) does not fall under the “forbidden case” of that Lemma.
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This concludes the proof of our Lemma. ✷
9.3 Proof of Lemma 1.3 in the subcase M = 1, pi > 0:
In this case, it follows by the definition of the maximal refined double character
that all µ-tensor fields C
l,i1...iµ
g in Lµ must have M = 1, π = µ− 1 > 0.
In this setting, we claim:
∑
l∈Lµ
al
µ∑
k=1
Xdivi1 . . .
ˆXdivik . . .XdiviµC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ikφu+1
+
∑
h∈H
S
H′
ahXdivi1 . . . XdiviaC
h,i1...iaia+1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ia+1φu+1
+
∑
j∈J
ajC
j,i1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1,
(9.8)
where the tensor fields indexed in H have the property that they are accept-
able with a u-simple character ~κsimp and they satisfy a ≥ µ. The tensor fields
indexed in H ′ have a ≥ µ, and are contributors, see Definition 4.1 above; in
particular they have a u-simple character ~κsimp but they also have one unac-
ceptable factor ∇Ωh (with only one derivative). The complete contractions in
J are u-simply subsequent to ~κsimp.
We will now show how Lemma 1.3 can be derived from (9.8) in this subcase.
Lemma 1.3 follows from (9.8) in this subcase: Firstly, we observe that by
breaking (9.8) into sublinear combinations with the same weak (u+1)-character,
we obtain a new set of true equations (since (9.8) holds formally and the weak
character is invariant under the permutations that make the LHS of (9.8) vanish
formally). So, for each z ∈ Z ′Max we pick out the sublinear combination in (9.8)
with a (u + 1)-weak character Weak(~κzref−doub). We assume with no loss of
generality (just by re-labelling free indices) that the sublinear combination of
contractions in the first line of (9.8) with weak character Weak(~κzref−doub) are
the summands k = 1, . . . , Vz; we also denote by Hz, H
′
z, Jz the index sets of
contractions with a weak character Weak(~κzref−doub). We denote Vz = V for
brevity and thus derive an equation:
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∑
l∈Lµ
al
V∑
k=1
Xdivi1 . . .
ˆXdivik . . .XdiviµC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ikφu+1
+
∑
h∈Hz
S
H′z
ahXdivi1 . . . XdiviaC
h,i1...iaia+1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇ia+1φu+1
+
∑
j∈Jz
ajC
j,i1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1.
(9.9)
Now, our aim is to apply the inductive assumption of Corollary 1 in [6] to
(9.9). In order to do this, we first apply Lemma 9.1 to (9.9) to derive a new
equation where H = ∅ (thus all tensor fields are acceptable and have the same
(u+ 1)-simple character).
Thus, we apply the inductive assumption of Corollary 1 in [6] to (9.9):147
For our chosen z ∈ Z ′Max we derive that there is a linear combination of (µ+1)-
tensor fields with a refined double character ~κzref−doub (indexed in P below) so
that:
∑
l∈Lzµ
alC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1∇i2υ . . .∇iµυ−
∑
p∈P
aPXdiviµ+1C
p,i1...iµ+1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1∇i2υ . . .∇iµυ =
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1, υ
µ−1);
(9.10)
here the contractions indexed in J are simply subsequent to ~κsimp. Now, setting
φu+1 = υ, we derive our claim in this case. ✷
Proof of (9.8): This equation just follows by considering the equation
Im1,βφu+1 [Lg] = 0 (see (7.61) and then replacing ∇ω by an Xdiv, by virtue of the
last Lemma in the Appendix of [3]. ✷
9.4 Proof of Lemma 1.3 in the subcaseM ≥ 2, B1 = 1, pi > 1:
This subcase follows by a very similar reasoning. We arbitrarily pick out some
z ∈ Z ′Max and we will show our claim for the tensor fields indexed in L
z. If we
can do this then by induction we can derive Lemma 1.3 in this subcase. We
147The above equation falls under the inductive assumption of Corollary 1 in [6] because we
have increased the value of Φ, while keeping all the other parameters fixed. Observe that the
tensor fields of minimum rank in (9.9) will have only non-special free indices. Thus there is
no danger of falling under a “forbidden case” of that Corollary.
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recall that for each l ∈ Lz, z ∈ Z ′Max, C
l,i1...iµ
g has one factor with M > 1 free
indices and all other π > 1 factors that contain free indices will each contain
only one free index. Therefore, by the definition of maximal refined double
character (see the beginning of this section) for any non-maximal Cl,i1...iµ , any
given factor will contain at most M − 1 free indices. For notational convenience
we assume wlog that for each l ∈ Lz, the indices i1 , . . . , iM in C
l,i1...iµ
g belong to
the same factor.
We will prove our claim in this case by considering the equation Im1,βφu+1 [Lg] =
0 (i.e. (7.61)), where we now set ω = φu+2. In order to analyze this equation
and derive our claim, we will introduce some notation:
Notation: We denote by ~κ++z the refined (u+2, µ− 2)-double character that
arises from ~Lz as follows: Consider all the refined double characters of the (µ−2)-
tensor fields C
l,i1...iµ
g ∇iαφu+1∇iβφu+2, α, β > M . Let ~κ
++
z be the maximal such
(u + 2, µ − 2)-refined double character (if there are many such refined double
characters we pick out one arbitrarily). We will write ~κ++ instead of ~κ++z for
brevity.
We assume with no loss of generality (and only for notational convenience)
that C
l,i1...iµ
g ∇iµ−1φu+1∇iµφu+2 has a maximal refined double character ~κ
++.
We denote by
∑
l∈L
~κ++
alC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇iαφu+1∇iβφu+2
the sublinear combination in
∑
α,β>M
∑
l∈Lz
alC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇iαφu+1∇iβφu+2
that consists of complete contractions with a refined double character ~κ++. By
definition, it follows that there is a nonzero, universal combinatorial constant
(Const),148 for which:
∑
l∈L
~κ++
alC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1υ . . .∇iµυ =
(Const)
∑
l∈Lz
al · C
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1υ . . .∇iµυ.
(9.11)
Now, refer to the grand conclusion; we observe that for each l ∈ Lz, any
(µ−2)-tensor field C
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇iαφu+1∇iβφu+2 with either
α ≤M or β ≤M , has a weak character that is different fromWeak(~κ++). In ad-
dition, we observe by the definition of refined double characters that for each l ∈
Lµ\L
z all the (µ−2)-tensor fields C
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇iαφu+1∇iβφu+2
with a weak character Weak(~κ++) have a (u+ 2)-simple character Simp(~κ++)
148By “universal” we mean that it depends only on the refined double character ~Lz .
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and a refined double character that is either subsequent to, or equipolent to ~κ++.
Therefore, with these conventions if we pick out the sublinear combination with
weak characterWeak(~κ++) (recall that this sublinear combination must vanish
separately) in the equation Im1,βφu+1 [Lg] = 0 we derive a new equation:
∑
l∈L
~κ++
alXdivi1 . . .
ˆXdiviα . . .
ˆXdiviβ . . . XdiviµC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)
∇iαφu+1∇iβφu+2 +
∑
l∈L′
alXdivi1 . . .
ˆXdiviα . . .
ˆXdiviβ . . . Xdiviµ
Cl,i1...iµg (Ω1, . . . ,Ωp, φ1, . . . , φu)∇iαφu+1∇iβφu+2+∑
h∈H
ahXdivi1 . . .
ˆXdiviα
. . . ˆXdiviβ . . .Xdiviµ+1C
h,i1...iµ+1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇iαφu+1∇iβφu+2+∑
j∈J
ajC
j,i∗i∗∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1∇i∗∗ .φu+2 = 0.
(9.12)
Here the tensor fields indexed in L′ are all acceptable and have a (u+2, µ− 2)-
refined double character that is either subsequent or equipolent to ~κ++ (refer
to [6] for the strict definition of this notion, or to the introduction of this paper
for a rough description.). The complete contractions indexed in J are simply
subsequent to ~κsimp. The tensor fields indexed in H have have a u-simple
character ~κsimp and rank ≥ µ− 1, but they may have one or two unacceptable
factor(s) ∇Ωx (and furthermore any such factors must be contracting against
∇φu+1,∇φu+2), and possibly one or both of the factors ∇φu+1,∇φu+2 may be
contracting against an internal index in some factor ∇(m)Rijkl or an index k, l
in S∗∇(ν)Rijkl .
Now, by repeating exactly the same argument (just formally replacing any
expression∇iΩh∇iΩh′ by∇iΩh∇iφu+1∇jΩh′∇jφu+2) that showed that we may
“get rid” of the sublinear combination
∑
h∈H§§ . . . (modulo introducing correc-
tion terms in the form
∑
h∈H§ · · ·+
∑
j∈J . . .
149) in the “grand conclusion”,150
we may also assume that all tensor fields indexed in H in (9.12) have at most
one factor ∇Ωh.
Then, applying Lemma 4.1 in [6] (or Lemma 4.2 there if σ = 3) we may
assume wlog that all tensor fields indexed in H in (9.12) have no factors∇Ωh.151
Under that additional assumption, we may apply the generalized version of
Lemma 4.10 in [6] if necessary, and additionally assume that in (9.12) no tensor
fields indexed in H have a factor ∇φu+1 or ∇φu+2 contracting against a special
index. We are then in a position to apply Proposition 1.1 to (9.12); we derive
that there exists a linear combination of acceptable (µ−1)-tensor fields (indexed
in P below) with a (u+ 2)-simple character Simp(~κ++) so that:
149That argument, did not depend on the “forbidden cases”.
150See the the subsection after the “grand conclusion”.
151Since µ ≥ 4, by weight considerations there is no danger of “forbidden cases”.
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∑
l∈L
~κ++
alC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1υ . . .∇iαφu+1 . . .∇iβφu+2 . . .∇iµυ+
∑
p∈P
apXdiviµ+1C
h,i1...iµ+1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1υ . . .∇iαφu+1 . . .∇iβφu+2
. . .∇iµυ +
∑
j∈J
ajC
j,i∗i∗∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu, υ
µ−2)∇i∗φu+1∇i∗∗φu+2 = 0;
(9.13)
(here the complete contractions indexed in J on the RHS are simply subsequent
to the u-simple character ~κsimp.
Setting φu+1 = φu+2 = υ in the above we derive case B of Lemma 1.3 in
this subcase.
9.5 Proof of Lemma 1.3 in the subcases M = µ ≥ 3 and
M = µ− 1 ≥ 2.
These are more challenging subcases. We will first consider the case where
M = µ(≥ 3). Our claim in the caseM = µ−1 ≥ 2 will follow by a simplification
of the same ideas and will be discussed at the end of this proof.
The caseM = µ corresponds to the setting where the µ-tensor fields C
l,i1...iµ
g
of maximal refined double character have all the free indices i1 , . . . iµ belonging
to the same factor. Therefore, the sets Lz ⊂ Lµ, z ∈ ZMax that index the
tensor fields of maximal refined double character can be easily described in this
setting: Let us list by F1, . . . Fc all the non-generic factors in ~κsimp.
152 Let us
denote by Lc+1 the set of all generic factors on ~κsimp. Then we may number
the maximal refined double characters of the µ-tensor fields appearing in (1.6)
as ~Lz, z ∈ {1, . . . , c, c+1}: The refined double character ~Lz, z ≤ c stands for the
refined double character that arises from the simple character ~κsimp by assigning
µ free indices to the factor Fz (all these free indices must be non-special).
153
The refined double character ~Lc+1 stands for the refined double character that
arises from the simple character ~κsimp by assigning µ free indices to one of the
generic factors ∇(m)Rijkl .
So, in this case we observe that the index set Lz, z ∈ Z ′Max corresponds
to one of the index sets Lz, c ∈ {1, . . . , c + 1} introduced above. So we prove
Lemma 1.3 for any chosen index set Lz, z ∈ {1, . . . , c+ 1}. So from now on z is
a fixed number from the set {1, . . . , c+ 1}.
Now, we denote by Tz the factor in each C
l,i1...iµ
g , l ∈ Lz that contains the
M free indices (recall that we have called this factor the critical factor). We
152Recall the “generic” factors in ~κsimp are those factors in the form ∇(m)Rijkl that are not
contracting against any factors ∇φh.
153Recall that free indices are called “special” if they are internal indices in some factor
∇(m)Rijkl or indices k, l in some factor S∗∇
(ν)Rijkl.
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recall that ~Lz stands for the (u, µ)-refined double character of the tensor fields
C
l,i1...iµ
g , l ∈ Lz.
We introduce some notation that will be useful for our proof:
Definition 9.1 Consider the refined double characters that is formally con-
structed out of ~Lz by erasing one of the M free indices from the critical factor
and then adding a free derivative index on some other factor S∗∇(ν)Rijkl, or
∇(m)Rijkl or ∇
(p)Ωx. We call those the linked refined double characters. We
denote the list of those linked refined double characters by {~κ1, . . . , ~κγ}.154
We then define L~κ1 , . . . , L~κγ ⊂ Lµ to be the index sets of the tensor fields
Cl,i1...iµ in (1.6) with a refined double character ~κ1, . . . , ~κγ respectively. For
notational convenience, we assume that for each C
l,i1...iµ
g with a linked double
character, the indices i1 , . . . , iµ−1 belong to the critical factor Tz (and thus the
free index iµ belongs to Fh which we will call the second critical factor).
Note: Let us consider any C
l,i1...iµ
g with a refined double character ~κh, 1 ≤
h ≤ γ. Then, by the hypothesis L+µ = ∅ of our Lemma 1.3, we can assume
without loss of generality that the free index iµ will be a derivative index.
We now define the second linked refined double characters of each ~Lz:
Definition 9.2 Consider the refined double characters that are formally con-
structed out of ~Lz by erasing two free indices from the critical factor Tz and
adding two free indices onto some other factor ∇(m)Rijkl, S∗∇(ν)Rijkl (neces-
sarily non-simple), ∇(p)Ωh. These (formally constructed) refined double char-
acters will be the second linked refined double characters.
Observe that there is an obvious correspondence between the linked and the sec-
ond linked refined double characters of ~Lz based on the non-critical factor that
we hit with one or two free derivative indices. Therefore, we denote the second
linked refined double characters by ~κ′1, . . . , ~κ
′
γ , so that each ~κ
′
h corresponds to
~κh.
Technical remark concerning Definitions 9.1, 9.2: If either Fh or Tz are not
generic factors ∇(m)Rijkl , we will then have that ~κh 6= ~κ
′
h for every h = 1, . . . , γ.
If both Fz and Tz are generic factors ∇(m)Rijkl and M ≥ 4 this is still true. In
the case where both Fh, Tz are generic factors∇(m)Rijkl not contracting against
∇φ’s and M = 3 we have that ~κh = ~κ′h. Furthermore, if M = 4 and both Fh, Tz
are generic we see that in ~κ′h there is no well-defined defined critical factor. In
that case, abusing language, when we refer to the critical factor we will in fact
be counting Cl,i1i2i3i4g twice: Once with the the factor to which i1 , i2 belong
being the critical factor and once with the factor to which i3 , i4 belong being
the critical factor. Moreover, if M = 3 and Fh, Tz are generic then ~κh = ~κ
′
h.
Therefore, when we speak of the complete contractions indexed in L~κh and L~κ′h
we are counting the same tensor fields twice. This, however, will not affect our
154Slightly abusing language we will say that ~κh arises from ~Lz by hitting the factor Fh by
a derivative ∇i∗ .
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conclusions further down.
Now, some more notation: We denote by ~κ+z the refined double character
of the (µ − 1)-tensor fields C
l,i1...iµ
g ∇i1φu+1, l ∈ L
z. For each l ∈ L~κh , h =
1, . . . , γ (which is linked to ~Lz), we denote by C˙
l,i1i2...ˆiµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)
the (µ − 1)-tensor field that arises from C
l,i1...iµ
g by erasing the index iµ . We
also denote by C˙
l,i1i2...ˆiµ|i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu) the (µ − 1)-tensor field that
arises from C˙
l,i1i2...ˆiµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu) by adding a derivative index ∇i∗
onto the critical factor with M − 1 free indices.
Now, we apply the grand conclusion to Lg(Ω1, . . . ,Ωp, φ1, . . . , φu), making
Tz the selected factor. We derive an equation:
Qz ·
∑
l∈Lz
alXdivi2 . . . XdiviµC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1+
γ∑
y=1
2y
∑
l∈L~κy
alXdivi1 . . . Xdiviµ−1 [C˙
l,i1i2...ˆiµ,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1]
+
∑
l∈L′
alXdivi1 . . .Xdiviµ−1C
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇iµφu+1+
∑
h∈H
ahXdivi1 . . . XdiviµC
h,i1...iµ,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1+
∑
f∈F
afC
f,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1 = 0,
(9.14)
modulo complete contractions of length ≥ σ + u + 2. Here Qz stands for the
first coefficient in the grand conclusion (it depends on the form of the factor Tz)
and |I1| = µ. Also recall that 2y stands for 2 if Fy is of the form ∇(m)Rijkl or
S∗∇(ν)Rijkl and 1 if Fy is of the form ∇(p)Ωh. The tensor fields indexed in L′
are generic, acceptable (µ − 1)-tensor fields with a simple character Simp(~κ+z )
but a refined double character that is either doubly subsequent or equipolent to
~κ+z . The tensor fields indexed in H are contributors (see Definition 4.1).
Now, by applying Lemma 9.1 to the above equation, we may assume with
no loss of generality that all the tensor fields indexed in H are acceptable and
have a (u + 1)-simple character ~κ+z .
Then, applying Corollary 1 in [6]155 to the above and picking out the sub-
linear combination of terms where all ∇υ’s are contracting against the factor
Tz, we derive that there is a linear combination of acceptable µ-tensor fields
(indexed in P below) with (u+ 1, µ− 1)-refined double character ~κ+z so that:
155There are no special free indices in the tensor fields of minimum rank, hence there is no
danger of falling under “forbidden cases”.
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Qz ·
∑
l∈Lz
alC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1∇i2υ . . .∇iµυ+
γ∑
y=1
2y
∑
l∈L~κy
al[C˙
l,i1i2...ˆiµ,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1]∇i1υ . . .∇iµ−1υ
−
∑
p∈P
apXdiviµ+1C
p,i1...iµ,iµ+1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1∇i2υ . . .∇iµυ
=
∑
j∈J
ajC
j,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1∇i2υ . . .∇iµυ,
(9.15)
where the tensor fields indexed in J are u-subsequent to ~κsimp.
Since µ ≥ 3 we may assume with no loss of generality that∇φu+1 is contract-
ing against a derivative index. By applying Eraseφu+1 we obtain an equation:
Qz ·
∑
l∈Lz
alC
l,i2...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i2υ . . .∇iµυ+
γ∑
y=1
2y
∑
l∈L~κy
al[C˙
l,i1i2...ˆiµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]∇i1υ . . .∇iµ−1υ
−
∑
p∈P
apXdiviµ+1C
p,i2...iµ,iµ+1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i2υ . . .∇iµυ =
∑
j∈J
ajC
j,i2...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i2υ . . .∇iµυ,
(9.16)
where the tensor fields indexed in J are u-subsequent to ~κsimp.
Remark 1: Thus the above equation involves the µ-tensor fields indexed in
Lz, which our Lemma 1.3 deals with in this subcase, but it also involves the
µ-tensor fields in the second line. We can therefore not derive our Lemma 1.3
in this subcase from the above equation alone. We seek to derive two more
equations in order to obtain a closed system of three equations in three different
sublinear combinations. In order to formulate and derive our next two equations
we will need to introduce some more notation:
Notation: For each h, 1 ≤ h ≤ c+1 we denote by C˙
l,ˆi1i2...iµ,i∗→Fh
g the tensor
field that formally arises from C
l,i1...iµ
g , l ∈ Lz by erasing a derivative index iµ
and hitting the (one of the) factor(s) Fh by a derivative ∇i∗ (and adding over
all tensor fields we thus obtain if h = c+1). Also, for each l ∈ L~κ′v , v = 1 . . . , γ,
we denote by C
l,i1...iµ−1 iˆµ|i∗
g the tensor field that arises from C
l,i1...iµ
g by erasing
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the free index iµ ,
156 (we may always assume it is a derivative index) and adding
a derivative index ∇i∗ onto the critical factor Tz. So these tensor fields have
M − 1 free indices in Tz.
Now, we apply the grand conclusion to Lg making Fh the selected factor.
In order to describe the equation we then obtain, we introduce some notation:
Consider (µ − 1)-tensor fields with a factor ∇φu+1 contracting against a non-
special index in Fh,
157 while all the other µ− 1 free indices belong to the factor
Tz. We denote by ~κ
+
h the refined (u+1, µ−1)-double character that corresponds
to these tensor fields. In this setting we will denote by
∑
l∈L′ alC
l,i1...iµ
g ∇iµφu+1
a generic linear combination of tensor fields with a (u + 1)-simple character
Simp(~κ+h ) but a (u + 1, µ − 1)-refined double character that is either doubly
subsequent or equipolent to ~κ+h . We derive:
(2zM −
(
M
2
)
)
∑
l∈Lz
alXdivi2 . . . XdiviµC˙
l,ˆi1i2...iµ,i∗→Fh
g (Ω1, . . . ,Ωp, φ1, . . . , φu)
∇i∗φu+1 +Qh ·
∑
l∈L~κh
alXdivi1 . . . Xdiviµ−1C
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇iµφu+1
+
∑
l∈L~κ′
h
alXdivi1 . . . Xdiviµ−2Xdivi∗C
l,i1...iµ−1 iˆµ|i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)
∇iµ−1φu+1+∑
l∈L′
alXdivi1 . . . Xdiviµ−1C
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇iµφu+1
+
∑
h∈H
ahXdivi1 . . .XdiviaC
h,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1) =
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1),
(9.17)
where Qh stands for the coefficient in the grand conclusion with selected factor
Fh and |I1| = 1. Recall 2z stands for 2 if the factor Tz is of the form ∇(m)Rijkl
or S∗∇(ν)Rijkl . If Tz is of the form ∇(p)Ωj then it stands for 1 if Tz is not
contracting against a factor ∇φh and 0 otherwise. The complete contractions
in J are u-simply subsequent to ~κsimp.
Remark 2: Now, we observe that the equation above involves the sublinear
combinations indexed in Lz, L~κh , but it also involves the sublinear combination
indexed in L~κ′
h
. Thus, we seek to derive a third equation in order to obtain a
closed system.
156Recall that we are assuming iµ−1 , iµ belong to the second critical factor.
157Recall that a special index is an internal index in some factor ∇(m)Rijkl or an index k, l
in some factor S∗∇(ν)Rijkl.
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Therefore, we invoke the equation Im1,βφu+1 [Lg] = 0. i.e. equation (7.61).
We then define an operation SimpOp that acts on the terms in Im1,βφu+1 [Lg] by
replacing the factor ∇ω by an Xdiv. It follows that SimpOp{Im1,βφu+1[Lg]} = 0
(by virtue of the last Lemma in the Appendix of [3]).
We will again pick any h ≤ c+ 1 and focus on the terms in Im1,βφu+1 [Lg] = 0
with the factor ∇φu+1 contracting against the factor Fh, and ∇ω contracting
against Tz. (So we again focus on the (u+1, µ− 1)-refined double character ~κ
+
h
as before). Picking out this sublinear combination (which vanishes separately),
and acting on it by SimpOp[. . . ], we derive:
(
M
2
)∑
l∈Lz
alXdivi2 . . .XdiviµC˙
l,ˆi1i2...iµ,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1+
(M − 1)
∑
l∈L~κh
alXdivi1 . . .Xdiviµ−1C
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇iµφu+1+
∑
l∈L~κ′
h
alXdivi1 . . .Xdiviµ−1
ˆXdiviµXdivi∗C
l,i1...iµ−1|i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)
∇iµ−1φu+1 +
∑
l∈L′
alXdivi1 . . . Xdiviµ−1C
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇iµφu+1+
∑
h∈H
ahXdivi1 . . . XdiviaC
h,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1) =
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1);
(9.18)
(the sublinear combinations in L′, H, J stand for generic linear combinations as
in (9.17)).
Now, we may first apply Lemma 9.1 (to ensure all tensor fields in H are
acceptable and have the same (u+1)-simple character ~κ+h ), and then Corollary
1 in [6]158 to the two equations (9.17), (9.18), and pick out the sublinear com-
binations where there are (µ− 1) factors ∇υ contracting against Tz and ∇φu+1
is contracting against Fh. These sublinear combinations will vanish separately,
and we thus derive two new equations:
158There will be µ− 1 ≥ 2 non-special free indices among the tensor fields of minimum rank,
hence no danger of falling under a “forbidden case”.
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(2zM −
(
M
2
)
)
∑
l∈Lz
alC˙
l,ˆi1i2...iµ,i∗→Fh
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1∇i2υ . . .
∇iµυ +Qh ·
∑
l∈L~κh
alC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇iµφu+1∇i1υ . . .∇iµ−1υ+
∑
l∈L~κ′
h
alC
l,i1...iµ−1 iˆµ|i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇iµ−1φu+1∇i1υ . . .∇iµ−2υ∇i∗υ+
∑
h∈H1
ahXdiviµ+1C
h,i1...iµ+1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1∇i2υ . . .∇iµυ =
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1, υ
µ−1),
(9.19)
(
M
2
)∑
l∈Lz
alC˙
l,ˆi1i2...iµ,i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1∇i2υ . . .∇iµυ+
(M − 1)
∑
l∈L~κh
alC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇iµφu+1∇i1υ . . .∇iµ−1υ+
∑
l∈L~κ′
h
alC
l,i1...iµ−1|i∗
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇iµ−1φu+1∇i1υ . . .∇iµ−1υ+
∑
h∈H2
ahXdiviµ+1C
h,i1...iµ+1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1∇i2υ . . .∇iµυ =
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1, υ
µ−1).
(9.20)
In the above two equations, all the tensor fields in the first three lines are
acceptable, and have a (u + 1, µ − 1)-refined double character ~κ+h . The tensor
fields indexed in H1 are acceptable contributors with a (u+1)-simple character
~κ+h (see Definition 4.1). The complete contractions in J are in both cases simply
subsequent to Simp(~κ+h ), and hence also to ~κsimp.
Subtracting (9.20) from (9.19) we derive a new equation:
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(2zM − 2
(
M
2
)
)
∑
l∈Lz
alC˙
l,ˆi1i2...iµ,i∗→Fh
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗φu+1∇i2υ . . .
∇iµυ + (Qh − (M − 1)) ·
∑
l∈L~κh
alC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇iµφu+1∇i1υ . . .
∇iµ−1υ +
∑
h∈H′
ahXdiviµ+1C
h,i1...iµ+1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1∇i2υ . . .∇iµυ
=
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1, υ
µ−1),
(9.21)
where the tensor fields and complete contractions indexed in H ′, J have the
same general properties as the ones indexed in H1, J in (9.19).
We act on (9.21) by the operation Eraseφu+1 (this operation is formally
well-defined and produces acceptable tensor fields) and divide by Qh− (M − 1).
We thus derive an equation:
∑
l∈L~κh
alC
l,i1...iµ−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1υ . . .∇iµ−1υ =
(2
(
M
2
)
− 2zM)
Qh − (M − 1)
∑
l∈Lz
alC˙
l,ˆi1i2...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i2υ . . .∇iµυ+
∑
p∈P
apXdiviµC
p,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1)∇i1υ . . .∇iµ−1υ+
∑
j∈J
ajC
j,i1...iµ−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu+1)∇i1υ . . .∇iµ−1υ.
(9.22)
Notice the coefficient
(2(M2 )−2zM)
Qh−(M−1)
is non-positive (because M ≥ 3 and Qh <
M − 1 by inspection). We denote this coefficient by ch.
Now, replacing the above into (9.16), and since (Qz +
∑γ
h=1 2h · ch) < 0, we
obtain:
∑
l∈Lz
alC
l,i2...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i2υ . . .∇iµυ
−
∑
p∈P
apXdiviµ+1C
p,i2...iµ,iµ+1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i2υ . . .∇iµυ =
∑
j∈J
ajC
j,i2...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i2υ . . .∇iµυ,
(9.23)
modulo complete contractions of length ≥ σ + u.
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Now, define an operation Op that acts on the above by adding a derivative
∇i onto the factor Tz which is contracting against the µ − 1 factors ∇υ, snd
contracting ∇i against a factor ∇υ. Since (9.23) holds formally, Op produces
a true equation. Applying Lemma 9.1 to this equation, we derive our desired
conclusion for the case M = µ ≥ 3.
We now prove case B of Lemma 1.3 in the case, M = µ − 1 ≥ 2. Slightly
abusing notation, we carry over the notation from the previous discussion, only
now Lz = ∅. In this convention, the µ-tensor fields in (1.6) of maximal refined
double character will correspond to the index sets L~κ′
h
, h = 1, . . . , γ.
We can again make use of equations (9.17) and (9.18), where we now have
that Lz = ∅. We then subtract these two equations, obtaining a new true
equation. Since Qh − (M − 1) < 0 as before, we may divide by that constant
and set φu+1 = υ. That gives us our desired conclusion. ✷
9.6 Proof of Lemma 1.3 in the subcase M = µ = 2.
As before, the two main ingredients from the earlier discussion that we will be us-
ing here are the grand conclusion, and also the equation (7.61), Im1,βφu+1 [Lg] = 0.
This case presents certain particular difficulties. We first divide Lµ = L2
into two subsets: We say l ∈ L1,1 if the two free indices i1 , i2 belong to different
factors. We say l ∈ L2,0 if the two free indices i1 , i2 belong to the same factor.
We recall our Lemma hypothesis L∗µ = ∅ which ensures that for each l ∈ L
2,0
we cannot have i1 , i2 belonging to a factor ∇
(2)Ωh.
Firstly let us understand what the refined double characters associated to
~κsimp are. This is easy to do, in this case: We denote by F1, . . . , Fτ the list
of factors in ~κsimp which are contracting against a factor ∇φh or are of the
form ∇(p)Ωy. The rest of the factors Fl in ~κsimp that do not belong to this list
will be generic factors of the form ∇(m)Rijkl .
159 Now, for each h ≤ τ we may
unambiguously speak of the factor Fh.
For each h ≤ τ , we denote by L2,0|h ⊂ L2,0 the index set of the 2-tensor
fields Cl,i1i2g with the two free indices i1 , i2 belonging to the factor Fh. On the
other hand, we index in L2,0|τ+1 ⊂ L2,0 all the 2-tensor fields which have the
two indices i1 , i2 belonging to a generic factor ∇
(m)Rijkl. We observe that:
∑
l∈L2,0
alC
l,i1i2
g =
τ+1∑
h=1
∑
l∈L2,0|h
alC
l,i1i2
g .
Notice that (in this subcase) the 2-tensor fields of maximal refined double char-
acter (in (1.6)) are the ones indexed in L2,0. Observe that the index set⋃
z∈Z′
Max
Lz will correspond to one index set L2,0|h. We denote the h that
159Recall that a generic factor is a factor of the form ∇(m)Rijkl that is not contracting
against any ∇φh.
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corresponds to this one index set by α. We recall that the factor Fα is called
the critical factor.
Now, for notational convenience we will be assuming that the free index i2
in each Cl,i1i2g , l ∈ L
2,0 is a derivative index. This can be done with no loss of
generality by virtue of the assumptions of Lemma 1.3 (no special free indices in
any Cl,i1i2g and also L
+
µ = ∅).
For any a, b ≤ τ we now denote by L1,1|a,b the index set of the 2-tensor fields
indexed in L1,1 with the additional feature that one free index belongs to Fa
and the other to Fb. On the other hand for any a ≤ τ , we denote by L1,1|a,τ+1
the index set of the 2-tensor fields where one index belongs to the factor Fa
and the other belongs to a generic factor ∇(m)Rijkl . Finally, we denote by
L1,1|τ+1,τ+1 the index of the 2-tensor fields where both free indices belong to
(different) generic factors ∇(m)Rijkl . Recall that we may assume wlog that if
Fα or Fb are simple factors of the form S∗∇(ρ)Rijkl, then L1,1|α,b = ∅.
We distinguish two subcases: Either the critical factor Fα is in one of the
forms ∇(A)Ωh, S∗∇(ν)Rijkl , or it is in the form ∇(m)Rijkl . We first consider
the first subcase.
Proof of case M = µ = 2 when the critical factor is in one of the forms
∇(A)Ωh, S∗∇(ν)Rijkl:
We will firstly show that for each pair (α, b), (where b 6= α if α ≤ τ + 1 and
neither Fα, Fb is a simple factor of the from S∗∇(ν)Rijkl):
∑
l∈L1,1|α,b
alC
l,i1i2
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1υ∇i2υ+
2
∑
l∈L2,0|α
alC˙
l,i1|i∗→b
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1υ∇i∗υ =
Xdivi3
∑
h∈H
ahC
h,i1i2i3
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1υ∇i2υ+
∑
j∈J
ajC
j,i1i2
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1υ∇i2υ;
(9.24)
here C˙
l,i1|i∗→b
g stands for the tensor field that arises from Cl,i1i2g by erasing
the (derivative) index i2 and adding a free derivative index onto Fb (and S∗-
symmetrizing if needed).
∑
h∈H . . . stands for a generic linear combination of
acceptable 3-tensor fields with a u-simple character ~κsimp.
∑
j∈J . . . stands for
a linear combination of contractions that are simply subsequent to ~κsimp.
Note regarding the notation in (9.24): For each b ≤ τ the tensor field
C˙
l,i1|i∗→b
g (Ω1, . . . ,Ωp, φ1, . . . , φu) is well-defined. On the other hand, if b =
τ + 1 C˙
l,i1|i∗→τ+1
g (Ω1, . . . ,Ωp, φ1, . . . , φu) will be the sublinear combination in
∇i∗ [C˙
l,i1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] where ∇i∗ is only allowed to hit one of the fac-
tors ∇(m)Rijkl which are not contracting against a factor ∇φh. Furthermore, if
α = τ + 1 we additionally require that ∇i∗ can not hit the factor ∇
(m)Rijkl to
which i1 belongs.
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We will show (9.24) below. For now, we show how (9.24) implies our claim.
Proof that (9.24) implies our claim (when the critical factor is in one of the
forms ∇(A)Ωh, S∗∇(ν)Rijkl): We make note of a straightforward corollary of
(9.24): Making the ∇υ’s into Xdiv’s (using the last Lemma in the Appendix of
[3]) and substituting this into our Lemma hypothesis, Lg = 0 , we derive:
∑
l∈L2,0|α
alXdivi1Xdivi2C
l,i1i2
g (Ω1, . . . ,Ωp, φ1, . . . , φu)+
∑
f 6=α
∑
l∈L2,0|f
alXdivi1Xdivi2C
l,i1i2
g (Ω1, . . . ,Ωp, φ1, . . . , φu)+
∑
l∈L2,0|a
alXdivi1Xdivi∗
∑
b≤τ+1,b6=α
C˙l,i1|i∗→bg (Ω1, . . . ,Ωp, φ1, . . . , φu)+
∑
1≤c<d≤τ+1,c,d 6=α
∑
l∈L1,1|c,d
alXdivi1Xdivi2C
l,i1i2
g (Ω1, . . . ,Ωp, φ1, . . . , φu)+
∑
h∈H
ahXdivi1 . . . XdivitC
h,i1...it
g (Ω1, . . . ,Ωp, φ1, . . . , φu)
+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu) = 0.
(9.25)
In particular, we have succeeded in replacing the old sublinear combinations∑
l∈L1,1|α,c . . . of 2-tensor fields with the two free indices belonging to different
factors with new ones, which in particular arise from
∑
∈L2,0|α in the precise
way outlined above.
Now, we will be applying the grand conclusion to (9.25), making Fα the
selected factor. We will be interested in the 2-tensor fields in the grand conclu-
sion that will have the factor ∇φu+1 and the free index i1 contracting against/
belonging to the crucial factor Fα.
Now, in order to apply the grand conclusion we must check that the extra
claims are satisfied in this setting. We indeed have that L∗2 = ∅ by hypothesis
and also that L+2 = ∅, by inspection in (9.25). Then, we apply Lemma 9.1 to
obtain an equation that is the same as (9.25) only with the additional restriction
that the index set H is replaced by an index set H ′ which indexes terms which
are contributors which are acceptable and have u-simple character ~κsimp and
∇φu+1 not contracting against a special index. In view of this, we may now
apply the grand conclusion to (9.25) and we obtain an equation:
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(2qa + 2σa,∗)
∑
l∈L2,0|a
alXdivi2C
l,i1i2
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1+
∑
l∈L˜
alXdivi2C
l,i1i2
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1+
∑
h∈H
ahXdivi2 . . . XdivitC
h,i1...it
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1) = 0.
(9.26)
Here qα stands for the coefficient between parentheses in the grand conclusion
(see the discussion after the “grand conclusion”–recall that the coefficient qα
depends on the form of the selected factor Fα) with |I1| = 2 for the factor Fα,
while σα,∗ = −
∑σ
v=1,v 6=α 2v (recall the definition of 2v from the discussion above
the “grand conclusion”). Here all the 1-tensor fields are acceptable, and also
have the factor∇φu+1 contracting against the factor Fα. Moreover, the 2-tensor
fields indexed in L˜ have the free index i2 not belonging to the selected factor Fα.
(It will in fact be a non-dangerous index in some factor other than Fα). Terms
indexed in H are contributors. Now, applying Lemma 9.1 if necessary,160 we
may also assume that ∇φu+1 is not contracting against a special index in Fα
for any of the tensor fields indexed in H .161
Observe that 2(qα + σα,∗) < 0 (qα < 0 because |I1| = 2).
But then, just applying Corollary 1 in [6]162 to the above (and picking out
the sublinear combination where ∇φu+1,∇υ are contracting against the same
factor), we derive an equation:
(2qα + 2σα,∗)
∑
l∈L2,0|α
alC
l,i1i2
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1∇i2υ+
∑
h∈H
ahXdivi3 . . .XdivitC
h,i1...it
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1∇i2υ+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1, υ) = 0.
(9.27)
Setting φu+1 = υ we derive our claim in this case M = µ = 2.
Proof of (9.24): We pick out some b 6= α and will show our claim for the
index set L1,1|(α,b). We distinguish two cases for the proof, based on the form
of the factor Fα. Either Fα is of the form ∇(p)Ωk or of the form S∗∇(ν)Rijkl .
We begin with the first case, which is the easiest.
160There is no danger of falling under a “forbidden case”, by inspection.
161Recall that a special index is an internal index in some factor ∇(m)Rijkl or one of the
indices k , l in some factor S∗∇
(ν)Rijkl.
162Notice that for the tensor fields of minimum rank there is a non-special free index.
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First case: the factor Fα is in the form ∇(p)Ωh: We consider the equation
Lg(Ω1, . . . ,Ωk−1,Ωk ·φu+1, . . .Ωp, φ1, . . . , φu) = 0 and we pick out the sublinear
combination Tg(∇φu+1) of complete contractions of length σ + u + 1 with a
factor ∇φu+1 contracting against Fb. Clearly, it follows that Tg(∇φu+1) = 0,
modulo complete contraction of length ≥ σ + u+ 2. Moreover, we calculate:
(0 =)Tg(∇φu+1) =
∑
l∈L1,1|α,b
alXdivi1C
l,i1i2
g (Ω1, . . . ,Ωp, φ1, . . . φu)∇i2φu+1
+ 2
∑
l∈L2,0|α
alXdivi1C˙
l,i1|i∗→b
g (Ω1, . . . ,Ωp, φ1, . . . φu)∇i∗φu+1
+
∑
l∈L′
alXdivi2C
l,i1i2
g (Ω1, . . . ,Ωp, φ1, . . . φu)∇i1φu+1+
∑
h∈H
ahXdivi2 . . . XdivitC
h,i1...it
g (Ω1, . . . ,Ωp, φ1, . . . φu)∇i1φu+1
+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . φu+1) = 0;
(9.28)
here the tensor fields indexed in L′ have the free index i2 not belonging to the
factor Fα and also have a u-simple character ~κsimp and∇φu+1 is not contracting
against a special index in Fα. The tensor fields in H have a u-simple character
~κsimp and have rank t ≥ 3. The factor ∇φu+1 may be contracting against a
special index in Fα, and in that case if t = 3 then the other two free indices must
be non-special. Also, we note that the tensor fields indexed in L′, H potentially
have one non-acceptable factor ∇Ωk (with only one derivative), and in that case
if t = 3 then the two free indices are not special. We call the tensor fields with a
factor ∇Ωk or with the factor ∇φu+1 contracting against a special index “bad”
tensor fields.
In the case where ∇Ωk is not contracting against a factor ∇φ, we may “get
rid” of the bad tensor fields in (9.28) (modulo introducing tensor fields in the
general form
∑
l∈L′ . . . ,
∑
h∈H . . . which are not bad) via Corollary 2 in [6]
163 or
Lemma 4.7 in that paper. In the case where ∇Ωk is contracting against a factor
∇φ, we may “get rid” of the bad tensor fields in (9.28) (modulo introducing
tensor fields in the general form
∑
l∈L′ . . . ,
∑
h∈H . . . which are not bad) via
Lemma 4.6 in [6].164
Therefore, we may assume wlog that all the tensor fields in (9.28) are ac-
ceptable and ∇φu+1 is not contracting against a special index. Therefore, this
modified equation (9.28) shows (9.24) in the case Fα = ∇
(A)Ωx.
Proof of (9.24) when the crucial factor Fα is in the form S∗∇(ν)Rijkl:
163This can be applied since the terms with minimum rank do not have special free indices,
hence there is no danger of falling under a “forbidden case”.
164This Lemma can be applied since the terms with minimum rank do not have special free
indices, hence there is no danger of falling under a “forbidden case”.
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We define an operation Linkαb that acts on the complete contractions in
Lg (recall that Lg stands for the LHS of the hypothesis of Lemma 1.3) by re-
writing them in dimension n+ 2 and then hitting the factor Fα by a derivative
∇c and the factor Fb by a derivative ∇c. (As long as the weight of the complete
contractions is −n − 2, we will be considering the re-writing of our complete
contractions in dimension n+ 2).
We now consider the Image1,βφu+1[Lg].
165 Recall the sublinear combinations
Image1,β,σ+uφu+1 [Lg], Image
1,β,σ+u+1
φu+1
[Lg]. We recall that in the sublinear combi-
nation of length σ + u + 1 in Image1,βφu+1[Lg] we can still identify the factors
Fα, Fb. On the other hand, in the sublinear combination of length σ + u in
Image1,βφu+1[Lg] we will now define the factors Fα, Fb: Recall that any complete
contraction Ctg(Ω1, . . . ,Ωp, φu+1, φ1, . . . , φu) in this sublinear combination has
arisen by replacing a (possibly symmetrized) curvature factor ∇(f)Rijkl by an
expression ∇(f+2)φu+1 ⊗ g, provided the two indices in g then contract against
two indices in the same factor. Now, if the curvature factor that was replaced
was not Fα or Fb, then we can straightforwardly identify Fα or Fb in C
t
g. If the
curvature factor that was replaced was Fa, we will now define this new term
∇(p+2)φu+1 to be the factor Fa. We use the same convention if the factor Fb
was the curvature term that was replaced.
Thus, we can define the operation Linka,b[. . . ] on the complete contractions
in the sublinear combination Image1,βφu+1[Lg].
In view of the equation Image1,βφu+1[Lg] = 0 we derive an equation:
Linka,b{Image
1,β
φu+1
[Lg]} − Image
1,β
φu+1
[Linka,b{Lg}] =
∑
w∈W
awC
w
g (φu+1),
(9.29)
which holds modulo complete contractions of length ≥ σ+ u+2. The complete
contractions Cw have length σ+u+1 and a factor ∇(p)φu+1, p ≥ 2. We observe
that the left hand side of the above consists of complete contractions with length
≥ σ + u+ 1. Thus, we can derive:
Linka,b{Image
1,β
φu+1
[Lg]} − Image
1,β
φu+1
[Linka,b{Lg}] = 0, (9.30)
modulo complete contractions of length ≥ σ + u+ 2.
Moreover, any complete contraction of length σ+u+1 in the left hand side
of the above will have a factor ∇φu+1 and an internal contraction involving a
derivative index. We denote the left hand side by Diff [Lg]. We then define
Diff∗[Lg] the sublinear combination of complete contractions where ∇φu+1 is
contracting against the factor Fα and the internal contraction belongs to the
factor Fb. We then derive:
Diff∗[Lg] = 0. (9.31)
165Recall the definition of this sublinear combination from [8].
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It is actually quite easy to understand how Diff∗[Lg] arises from Lg:
Description of the linear combination Diff∗[Lg]: Let us write out Lg as a
linear combination of complete contractions:
Lg =
∑
t∈T
atC
t
g(Ω1, . . . ,Ωp, φ1, . . . , φu)
Then, for each t ∈ T we denote by Zt the set of particular contractions (x, y)
in Ctg for which x belongs to Fα and y belongs to Fb. We formally define
Rep(x,y)[C
t
g] to stand for the complete contraction that arises from C
t
g be erasing
the contraction gxy and making x contract against a factor ∇xφu+1 and then
adding a derivative index ∇y onto the factor Fb to which the index y belongs (so
now y is contracting against ∇
y and we have obtained an internal contraction).
We then calculate:
(0 =)Diff∗[Lg] =
∑
t∈T
at
∑
(x,y)∈Zt
Rep(x,y)[C
t
g], (9.32)
modulo complete contractions of length ≥ σ+u+2. We also define Rep∗(x,y)[. . . ]
to stand for the operation that replaces the internal contraction (y, y) by an
expression (∇yω, y). By virtue of the operation Subω (defined in the Appendix
of [3]) applied to (9.32) we derive:
0 =
∑
t∈T
at
∑
(x,y)∈Zl
Rep∗(x,y)[C
t
g], (9.33)
modulo complete contractions of length ≥ σ + u+ 3.
Now in order to prove our claim (9.24), we define the operation Hit
∇φu+1
Fα
that acts on complete contractions and tensor fields by hitting the factor Fα by
a derivative index ∇i which we then contract against some factor ∇
iφu+1 (and
in addition since Fα is in the form S∗∇(ν)Rijkl we S∗-symmetrize.
Furthermore, by construction we now observe that we can then write the
right hand side of the above as:
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(0 =)
∑
t∈T
at
∑
(x,y)∈Zt
Rep∗(x,y)[C
t
g]
=
∑
l∈L1,1|a,b
alXdivi1Hit
∇φu+1
Fa
Cl,i1i2g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i2ω
+ 2
∑
l∈L2,0|a
alXdivi1Hit
∇φu+1
Fa
[C˙]l,i1|i∗→bg (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i∗ω+
∑
l∈L˜
alXdivi3C
l,i1i2i3
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1∇i2ω+
∑
h∈H
ahXdivi3 . . .XdiviwC
h,i1...iw
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1∇i2ω+
∑
j∈J
ajC
j,i1i2
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1∇i2ω;
(9.34)
here the tensor fields indexed in L˜ are all acceptable and have the feature that
the free index i3 does not belong to Fα. Moreover, for each tensor field indexed in
L˜ both the factors ∇φu+1, ∇ω are not contracting against dangerous indices.
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The tensor fields indexed in H each have w ≥ 4 and are necessarily accept-
able. Moreover, either one or both of the factors ∇φu+1, ∇ω may be contract-
ing against special indices (if they are contracting against curvature factors).167
Furthermore, the tensor fields indexed in J are u-subsequent to ~κsimp.
Now, we break up the index set H : We index in H∗ the tensor fields
that have the factor ∇φu+1 contracting against a special index in the factor
Fα = S∗∇(ν)Rijkl . We want to derive an equation that will be precisely like
(9.34), only with the extra restriction that H∗ = ∅.
Proof that we may assume wlog that H∗ = ∅ in (9.34): We may assume with
no loss of generality (by just switching the last two indices in a curvature factor)
that for each h ∈ H∗, ∇φu+1 is contracting against the index k in Fα. We then
denote by
Ch,i2...iwg (Ω1, . . . ,Ωp, Y, φ1, φˆy1 , . . . φˆyt−1 , . . . , φu)
the tensor fields that arises from Ch,i1...itg by replacing the expression
S∗∇
(ν)
r1...rν
Rijkl∇
iφ˜h∇
kφu+1∇
r1φy1 . . .∇
rtφyt
by ∇
(ν+2−(t−1))
rt...rνjl
Y (recall that t > 0). (Notice that we are obtaining complete
contractions of weight −n′, n′ ≤ n, and moreover with σ1 + σ2 = s − 1). We
166Recall that a dangerous index is either an internal index in some ∇(m)Rijkl or an index
k, l in some S∗∇
(ν)Rijkl, or an index j in some S∗Rijkl.
167This follows by construction, since these tensor fields arise from the tensor fields of mini-
mum rank 2 in (1.6), all of whose free indices are non-special.
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observe that all the tensor fields thus constructed will have the same (u−(t−1))-
simple character, which we denote by Cut(~κsimp). Then, we derive an equation:
∑
h∈H∗
ahXdivi3 . . . XdivitC
h,i2...it
g (Ω1, . . . ,Ωp, Y, φ1, . . . , φˆy1 , . . . , φˆyt−1 , . . . φu)∇i2ω
+
∑
j∈J
ajC
j,i2
g (Ω1, . . . ,Ωp, Y, φ1, . . . , φˆy1 , . . . , φˆyt−1 , . . . φu)∇i2ω = 0,
(9.35)
where each Cj,i2g is simply subsequent to ~κsimp.
Let τ ≥ 2 be the minimum rank of the tensor fields appearing above, and
suppose they are indexed in H∗,τ . Thus, (except for some special cases which
we will treat momentarily), we apply our inductive assumption of Corollary 1
in [6] to the above;168 and derive that for some linear combination of acceptable
tensor fields (indexed in P below) with a simple character Cut(~κsimp), so that:
∑
h∈H∗,τ
ahC
h,i2...iτ−1
g (Ω1, . . . ,Ωp, Y, φ1, φˆy1 , . . . φˆyt−1 , . . . , φu)∇i2ω∇i3υ . . .∇iτ−1υ−
∑
p∈P
apXdiviτC
p,i2...iτ
g (Ω1, . . . ,Ωp, Y, φ1, φˆy1 , . . . φˆyt−1 , . . . , φu)∇i2ω∇i3υ . . .∇iτ−1υ
=
∑
j∈J
ajC
j,i2...iτ−1
g (Ω1, . . . ,Ωp, Y, φ1, φˆy1 , . . . φˆyt−1 , . . . , φu)∇i2ω∇i3υ . . .∇iτ−1υ.
(9.36)
Now, we act on the above by an operation Op that formally replaces the
expression ∇Ar∗r1...rAφu+1∇
r∗φyt by an expression
S∗∇
A+t−1
r1...rt−1r∗...rA−2
RirA−1krA∇
iφ˜x∇
kφu+1∇
r1φy1 . . .∇
yt−1φyt−1∇
r∗φyt .
Thus, as explained in the proof that Lemma 3.1 in [6] implies Proposition 2.1
in [6], we derive a new equation:
∑
h∈H∗,τ
ahC
h,i1...iτ−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1∇i2ω∇i3υ . . .∇iτ−1υ =
∑
h∈H′τ
ahC
h,i1...iτ−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1∇i2ω∇i3υ . . .∇iτ−1υ+
∑
p∈P
apXdiviτC
p,i2...iτ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1∇i2ω∇i3υ . . .∇iτ−1υ+
∑
j∈J
ajC
j,i2...iτ−1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1∇i2ω∇i3υ . . .∇iτ−1υ,
(9.37)
168Except when there are “forbidden cases” appearing in the above–we will treat that case
below. Note that if τ = 2 (9.35) can not fall under a forbidden case, since all free indices in
the terms of minimum rank will be non-special.
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where the tensor fields indexed in H ′τ are acceptable, have a u-simple character
~κsimp and the factor ∇φu+1 is contracting against Fα, but not against a special
index. The tensor fields indexed in J are simply subsequent to ~κsimp.
Now, replace the ∇υ’s by Xdivs, and then replace into (9.34); iterating this
step gives our desired conclusion (which is an equation in the form of (9.34)
with H∗ = ∅). If at that last step of this process we fall under a “forbidden
case” of Corollary 1, we apply instead the “weaker version” of Corollary 1 from
the Appendix in [6]. As we have noted above, τ > 2 is we fall under “forbidden
cases”, hence the “weaker version” of Corollary 1 gives us our claim.
Therefore, we may now assume that each of the tensor fields indexed in H
have the factor ∇φu+1 not contracting against a special index in Fα. ✷
Now our claim is only one step away: We apply the operation Eraseφu+1
in (9.34) (since H∗ = ∅ and Fα is a non-simple factor of the form S∗∇(ν)Rijkl)
this is well-defined). This is precisely our claim for (9.24).
Proof of our claim when the critical factor is of the form ∇(m)Rijkl: An
important observation: This hypothesis means that there are no 2-tensor fields
in L2 in our Lemma hypothesis with two free indices belonging to the same
factor of the form ∇(B)Ωh or S∗∇(ν)Rijkl . This follows by the definition of the
critical factor.
We denote by F1, . . . Fτ1 the non-generic factors ∇
(m)Rijkl in ~κsimp. We
will then have that L2,02 =
⋃τ1
f=1 L
2,0|f
2
⋃
L
2,0|τ+1
2 . Again denote by L
2,0|α
2 the
index set that corresponds to
⋃
z∈Z′Max
Lz. Thus the critical factor will again
be denoted by Fα (it will now be in the form ∇(m)Rijkl). We first consider all
the sets L1,1|α,b, b = τ1 + 1, . . . b = τ for which Fb is not in the form ∇(m)Rijkl
(and is also not a simple factor of the form S∗∇(ν)Rijkl). In that case, we claim
that we can write:
Xdivi1Xdivi2
∑
l∈L1,1|α,b
alC
l,i1i2
g (Ω1, . . . ,Ωp, φ1, . . . , φu) =
−Xdivi1Xdivi2
∑
l∈L2,0|α
alC˙
l,i1|i∗→b
g (Ω1, . . . ,Ωp, φ1, . . . , φu)+
∑
h∈H
ahXdivi1 . . . XdivitC
h,i1...it
g (Ω1, . . . ,Ωp, φ1, . . . , φu)
+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu),
(9.38)
where the tensor fields indexed inH u-simple character ~κsimp and are acceptable
and have t ≥ 3. The complete contractions Cj are u-subsequent to ~κsimp. Note
that if we can show the above, then by applying Lemma 10.2, we may also
assume that they satisfy all the extra hypotheses of Lemma 1.3 pertaining to
the extra claims.
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Secondly, we consider the tensor fields indexed in L1,1|α,b where Fb is in the
form ∇(m)Rijkl, where if α ∈ {1, . . . , τ1} then b 6= α (if α = τ1 +1, there are no
restrictions). We claim that we can write:
Xdivi1Xdivi2
∑
l∈L1,1|α,b
alC
l,i1i2
g (Ω1, . . . ,Ωp, φ1, . . . , φu) =
−Xdivi1Xdivi2
∑
l∈L2,0|α
alC˙
l,i1|i∗→b
g (Ω1, . . . ,Ωp, φ1, . . . , φu)
−Xdivi1Xdivi2
∑
l∈L2,0|b
alC˙
l,i1|i∗→a
g (Ω1, . . . ,Ωp, φ1, . . . , φu)+
∑
h∈H
ahXdivi1 . . .XdivitC
h,i1...it
g (Ω1, . . . ,Ωp, φ1, . . . , φu)
+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu),
(9.39)
with the same notational conventions as above.
Proof of (9.38) and (9.39): Both equations are easy to derive: We just con-
sider the equation Im1,βφu+1 [Lg] = 0 (see (7.61) and we pick out the sublinear
combination where ∇φu+1 is contracting against Fα and ∇ω against Fb. We
then change both ∇φu+1 and ∇ω into Xdivs. ✷
Derivation of Lemma 1.3 in the case M = µ = 2 from the equations (9.38),
(9.39) when the critical factor is of the form ∇(m)Rijkl: Some notation: For
each α ≤ τ1 and each b ≤ τ1 with b 6= α or b = τ +1, we denote by C
l,{i1i2}→Fb
g
the tensor field that formally arises from Cl,i1i2g , l ∈ L
2,0|α by erasing the two
free indices ∇i1 ,∇i2 from Fα and adding them onto the factor Fb (if b = τ + 1
we add them onto any generic factor ∇(m)Rijkl and then add over all the tensor
fields we can thus obtain). For α = τ + 1 and b ≤ τ1 we define C
l,{i1i2}→Fb
g in
the same way. If α = τ + 1, b = τ + 1, we impose the extra restriction that the
free indices are erased from the factor F∗ to which they belong and then we add
them to any other generic factor ∇(m)Rijkl other than F∗; we then add over all
the tensor fields that we have obtained.
Now, for each a ≤ τ1 and also for a = τ +1 we consider the grand conclusion
with Fa being the selected factor. We denote by
∑
t∈Ta
atC
t,i1i2
g a generic linear
combination of acceptable vector fields for which the free index i2 does not
belong to Fa. We then derive an equation for each such a:
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(−2qa − 2(σ1 − 2 + σ2))
∑
l∈L
2,0|a
2
alXdivi2C
l,i1i2
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1
− 2
∑
b∈{i,...,τ1,τ+1}
∑
l∈L
2,0|b
2
alXdivi2C
l,{i1i2}→Fa
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1
+
∑
t∈Ta
atXdivi2C
t,i1i2
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1+
∑
h∈H
ahXdivi2 . . . XdivitC
h,i1...it
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1+
∑
j∈J
ajC
j,i1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1,
(9.40)
where each Cj is simply subsequent to ~κsimp and each of the tensor fields indexed
in H have t ≥ 3 and are otherwise as in the conclusion of Lemma 1.3. The
constant qa is equal to n− 2u− µ− 2 and is strictly positive (therefore observe
that −2qa−2(σ1−2+σ2) < 0). Therefore, by applying the inductive assumption
of Corollary 1 in [6]169 we derive an equation, for each Fa in the form ∇(m)Rijkl :
∑
l∈L
2,0|a
2
alC
l,i1i2
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1∇i2υ+
1
qa + 2(σ1 − 2 + σ2)
∑
b∈{i,...,τ1,τ+1}
∑
l∈L
2,0|b
2
alC
l,{i1i2}→Fa
g (Ω1, . . . ,Ωp, φ1, . . . , φu)
∇i1φu+1∇i2υ +
∑
h∈H
ahXdivi3C
h,i1...it
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1∇i2υ
=
∑
j∈J
ajC
j,i1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1.
(9.41)
We are therefore reduced to proving our claim under the assumption that the
sublinear combination
∑
l∈L2,02
alC
l,i1i2
g in our Lemma hypothesis can be ex-
pressed in the form:
∇2,spreadi1i2 [
∑
b∈B
abC
b
g(Ω1, . . . ,Ωp, φ1, . . . , φu)],
where the complete contractions Cbg are in the form (1.5), have weight −n+ 4,
are acceptable of simple character ~κsimp. The symbol ∇
2,spread
i1i2
means that we
169The terms of minimum rank above all involve terms with non-special free indices, hence
there is no danger of falling under a “forbidden case”. Also, we fall under the inductive
assumption of that Lemma because we increased the number of factors ∇φh, while keeping
all the other parameters of the induction fixed.
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may hit any factor of the form ∇(m)Rijkl , and then we add over all these factors
we have hit.
Therefore, applying (9.38) and (9.39) to this setting we may in addition
assume that the sublinear combination of 2-tensor fields in (1.6) where one free
index i1 belongs to a factor ∇
(m)Rijkl and one to a factor S∗∇
(ν)Rijkl is:
−∇2|i1→∇
(m)Rijkl,i2→S∗∇
(ν)Rijkl [
∑
b∈B
abC
b
g(Ω1, . . . ,Ωp, φ1, . . . , φu)],
where the symbol outside brackets means that we are considering the sublinear
combination in ∇
(2)
i1i2
where i1 is forced to hit a factor ∇
(m)Rijkl and i2 is forced
to hit a factor S∗∇
(ν)Rijkl (and we can analogously obtain a new true equation
for the sublinear combination of terms where one free index belongs to a factor
∇(m)Rijkl and the other to a simple factor of the form ∇(y)Ωh).
Moreover, applying (9.39) and making ∇φu+1, ∇υ into Xdivs, (by virtue
of the last Lemma in the Appendix of [3]) we may assume that the sublinear
combination of 2-tensor fields in (1.6) where both free indices i1 , i2 belong to
(different) factors ∇(m)Rijkl is:
−2∇2|i1→∇
(m)Rijkl,i2→∇
(m)Rijkl [
∑
b∈B
abC
b
g(Ω1, . . . ,Ωp, φ1, . . . , φu)],
where the symbol outside brackets means that we are considering the sublinear
combination in ∇i1i2 where i1 , i2 are forced to hit two different factors of the
form ∇(m)Rijkl .
Now pick any A ∈ {1, . . . , τ1 + 1}. Applying the grand conclusion with FA
being the selected factor, we derive:
(−2q1 − 2(σ1 − 1)− 2σ2)
∑
b∈B
abXdivi2∇
2,{i1,i2}→F1
i1i2
Cbg(Ω1, . . . ,Ωp, φ1, . . . , φu)
∇i1φu+1 +
∑
t∈T
atXdivi2C
t,i1i2
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1+
∑
h∈H
ahXdivi2 . . . XdivitC
h,i1...it
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1) = 0.
(9.42)
The symbol in the first line means that we hit the factor FA with two derivatives
∇i1i2 . Here the tensor fields indexed in T have i2 not belonging to FA. Since the
coefficient in the first line is non-zero, we may apply our inductive assumption of
Corollary 1 in [6],170 pick out the sublinear combination where∇υ is contracting
against F1 and then set φu+1 = υ. This is our desired conclusion. ✷
170The terms of minimum rank above contain no special free indices, hence there is no danger
of falling under a “forbidden case”.
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9.7 Proof of Lemma 1.3 in the subcase µ = 1.
We proceed to show the remaining case for Lemma 1.3, the case µ = 1. Recall
that by Lemma 10.6 we may assume that there are to 1-tensor fields in our
Lemma hypothesis for which the free index belongs to a factor S∗∇
(ν)Rijkl.
Special cases: We single out certain special cases which will be treated in
a Mini-Appendix at the end of this paper. The “special subcases” are when
σ2 > 0 in ~κsimp,
171 and the terms of maximal refined double character in (1.6)
either have no removable index,172 or the refined double characters correspond
to the form:
contr(∇(free)R♯♯♯♯ ⊗R♯♯♯♯ ⊗ · · · ⊗R♯♯♯♯⊗
S∗Ri♯♯♯ ⊗ · · · ⊗ S∗Ri♯♯♯ ⊗∇
(2)
y♯ Ω1 ⊗ · · · ⊗ ∇
(2)
y♯ Ωp ⊗∇φ1 ⊗ · · · ⊗ ∇φu).
(9.43)
(In the above, each index ♯ must contract against another index in the form
♯; the indices y are either contracting against indices ♯, y or contract against a
factor ∇φh). We remark that in the rest of this proof we will be assuming that
the terms of maximal refined double character in (1.6) are not in the form (9.43)
with σ2 > 0.
173
In this case the different refined double characters of the vector fields Cl,i1g , l ∈
L1 are fully characterized by specifying the factor in ~κsimp to which i1 belongs.
Recall the discussion on the index sets Lz, z ∈ Z ′Max. Observe that in this case
the index set Z ′Max will consist of one element, and the sublinear combination
stands for the sublinear combination of 1-tensor fields in the LHS of the Lemma
hypothesis for which the free index i1 belongs to the critical(=crucial) factor.
174
Denote by Fα the crucial factor.
Again, we start with the case where the critical factor Fα is of the form
∇(B)Ωh.
Proof of the claim when the critical factor is in the form ∇(B)Ωh:
We denote the index set of the 1-tensor fields in the Lemma hypothesis where
i1 belongs to the crucial factor by L
α
1 . (In other words
⋃
z∈Z′Max
Lz = Lα1 ).
We will then initially be using an analogue of (9.24). We introduce some
notation to serve our purposes.
Notation: For each l ∈ L1, we denote by Clg(Ω1, . . . ,Ωp, φ1, . . . , φu) the com-
plete contraction (of weight−n+2) that arises from Cl,i1g (Ω1, . . . ,Ωp, φ1, . . . , φu)
by erasing the (derivative) index i1 . For each x ≤ σ1, we then define
171We recall that σ2 stands for the number of factors S∗∇(ν)Rijkl in ~κsimp.
172In particular, all their factors must be in the form Rijkl, S∗Rijkl without derivatives, or
in the form ∇(2)Ωh.
173We are again applying the convention that we do not write out any derivative indices in
a factor ∇(m)Rijkl that contract against factors ∇φ).
174Recall that given the simple character ~κsimp of the tensor fields appearing in the hypothe-
sis of our Lemma, the crucial factor is either a well-defined factor in one of the forms ∇(B)Ωh,
∇(m)Rijkl, S∗∇
(ν)Rijkl or the generic set of factors ∇
(m)Rijkl that are not contracting
against any factor ∇φh.
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Passi1x [C
l
g(Ω1, . . . ,Ωp, φ1, . . . , φu)] as follows: If x ≤ σ1, it will stand for the vec-
tor field that arises from Clg by hitting the x
th factor ∇(m)Rijkl by a derivative
index ∇i1 .
For each x ≤ σ1, we denote by Lx1 ⊂ L1 the index set of the vector fields in
our Lemma hypothesis for which i1 belongs to the x
th factor. We denote by ~κx
the (u+ 1)-simple character that arises by contracting the free index i1 against
a factor ∇φu+1.
We will prove that for each x, 1 ≤ x ≤ σ1:
∑
l∈Lx1
alC
l,i1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1
+
∑
l∈Lα1
alPass
i1
x C
l,i1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1+
∑
h∈Hx
ahXdivi2C
h,i1i2
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1+
∑
j∈J
ajC
j,i1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1 = 0,
(9.44)
modulo complete contractions of length ≥ σ+u+2. Each Cj,i1g is u-subsequent
to ~κsimp, each vector field C
h,i1i2
g has a u-simple character ~κsimp, (u + 1)-weak
character Weak(~κx) and is either acceptable or has one unacceptable factor
∇Ωh. We will discuss how (9.44) follows below. Let us now check how it applies
to show our Lemma.
Proof that (9.44) implies case B of Lemma 1.3 in this case µ = 1 when the
critical factor is of the form ∇(p)Ωh:
We make the factor ∇φu+1 into an Xdiv in each of the above equations
(appealing to the last Lemma in the Appendix of [3]), and then we replace the
sublinear combination
σ1∑
x=1
Xdivi1
∑
l∈Lx1
alC
l,i1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)
in our Lemma hypothesis by
−
σ1∑
x=1
∑
l∈Lα1
alXdivi1Pass
i1
x C
l,i1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)+
∑
h∈H
ahXdivi1Xdivi2C
h,i1i2
g (Ω1, . . . ,Ωp, φ1, . . . , φu)+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu).
(9.45)
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Thus, we obtain an equation:
∑
l∈Lα1
alXdivi1C
l,i1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)
−
σ1∑
x=1
∑
l∈Lα1
alXdivi1Pass
i1
x C
l,i1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)+
∑
l∈L˜1
alXdivi1C
l,i1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)+
∑
h∈H
ahXdivi1Xdivi2C
h,i1i2
g (Ω1, . . . ,Ωp, φ1, . . . , φu)+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu).
(9.46)
The vector fields indexed in L˜1 are acceptable but i1 belongs to some non-
crucial factor in the form ∇(B)Ωh.
Again by inspection we have that L+1 = ∅. By applying Lemma 9.1, we
may assume wlog that the tensor fields indexed in H are all acceptable. We
also apply Lemmas 10.1, 10.2 if necessary to ensure that the above fulfills the
requirements to apply the “grand conclusion”. We may then apply the grand
conclusion to the above, making F1 the selected factor. We derive an equation:
∑
l∈Lα1
al(−q1 −
σ1∑
x=1,x 6=α
2x)C
l,i1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1+
∑
h∈H
ahXdivi2C
h,i1i2
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1);
(9.47)
here the tensor fields indexed in H have a u-simple character ~κsimp, a weak (u+
1)-characterWeak(~κ+simp) and possibly one un-acceptable factor∇Ωh (q1 stands
for the coefficient inside parentheses in the first line of the grand conclusion, and
it depends on the form of the selected factor). Using Lemma 9.1 if necessary we
may assume that all terms in H are acceptable with a (u+ 1)-simple character
~κ+simp.
Now, under these assumptions, notice that if (−q1 −
∑σ1
x=1,x 6=a 2x) 6= 0 then
dividing by this number we derive our claim. Let us now derive our claim in
the case where (−q1 −
∑σ1
x=1,x 6=a 2x) = 0.
The remaining case: Notice that the only case in which the number in
parentheses is zero is when we have σ1 = σ2 = 0 and all factors ∇(B)Ωh have
all their non-free indices contracting against factors ∇φh. We also observe that
furthermore there can only be one free index among all the tensor fields in our
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induction hypothesis (in other words L>1 = ∅). In that case we just read off
our claim directly from (1.6) as follows: We break L1 into sets L
h
1 , h = 1, . . . , p
depending on which factor ∇(B)Ωh contains the free index. Then, for each
pair 1 ≤ h1 < h2 ≤ p we pick out the sublinear combination in (1.6) where
the one contraction not involving factors ∇φx is between ∇
(B)Ωh1 ,∇
(C)Ωh2 .
This sublinear combination must vanish separately. We then erase the two
(derivative) indices involved in these complete contractions and we derive:
{
∑
l∈L
h1
1
al +
∑
l∈L
h2
2
al}C
l
g (9.48)
This then implies that
∑
l∈Lh1
al = 0 for every h = 1, . . . , p, since p = σ ≥ 3.
So, we only have to show (9.44). But this follows by the exact same argu-
ment we used to prove equation (9.24) in the case µ = 2: We replace factor
crucial factor ∇(B)Ωh by ∇(B)(Ωh · ω) in our Lemma hypothesis and then pick
out the sublinear combination with a factor ∇ω contracting against the xth fac-
tor ∇(m)Rijkl . This sublinear combination must vanish separately and this is
precisely our claim, (9.44). ✷
Proof of the claim when the crucial factor is of the form ∇(m)Rijkl: Again,
by the definition of the critical(=crucial) factor, it follows that no vector field in-
dexed in L1 will have its free index belonging to a factor ∇(B)Ωh or S∗∇(ν)Rijkl .
We then repeat the same argument as in the previous case: Let us denote
by L11, . . . L
τ1
1 , L
τ1+1
1 all the index sets that correspond to the various factors
F1, . . . , Fτ1 , Fτ+1
175 to which the free index may belong. Recall that q1 will
stand for the coefficient in the first line of the grand conclusion; recall q1 ≥ 0.
We distinguish two cases: Either q1 = 0 or q1 > 0 (recall q1 is the coefficient
between parentheses in the grand conclusion, in this case q1 = n− 2u− µ− 3).
We first prove our claim in the first (very special) case.
Subcase q1 = 0: In that case we clearly have that σ1 = 1 and all the indices in
each factor ∇(B)Ωh are contracting against a factor ∇φy, and also all the indices
r1 , . . . , rν , j in each factor S∗∇
(ν)Rijkl are contracting against some factor ∇φ′h.
Furthermore, the crucial factor must be in the form ∇
(m)
r1...rm∇i1Rijkl (where
r1 , . . . , rm are contracting against factors ∇φx). So we can write:
∑
l∈L′1
alC
l,i1
g = ∇
cruc
i1
[
∑
b∈B
abC
b
g ]
modulo longer complete contractions, where each Cbg is an acceptable complete
contraction of weight −n+2 with simple character ~κsimp and ∇cruci1 means that
the derivative ∇i1 is forced to hit the (unique) crucial factor ∇
(m)Rijkl .
175Recall that F1, . . . Fτ1 stand for the factors ∇
(m)Rijkl in ~κ
′
simp that are contracting
against some factor ∇φh. Fτ+1 stands for the set of factors ∇
(m)Rijkl in ~κsimp that are not
contracting against any factors ∇φh.
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We then pick any factor Fc 6= F1 (F1 is the crucial factor) and we apply
the grand conclusion to Lg with Fc being the selected factor. We obtain an
equation:
∑
b∈B
ab2∇
Fc
i1
[Cbg(Ω1, . . . ,Ωp, φ1, . . . , φu)]∇
i1φu+1+
∑
h∈H
ahXdivi2 . . . XdiviaC
h,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇
i1φu+1+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu) = 0,
(9.49)
modulo complete contractions of length ≥ σ + u + 2. Here the tensor fields
indexed in H have a ≥ 2 and have a u-simple character ~κsimp and the factor
∇φu+1 contracting against Fc. They may also have one unacceptable factor
∇Ωx.
Now, by applying Lemma 9.1,176 we may assume wlog that for each tensor
field indexed in H above there are no unacceptable factors and the factor ∇φu+1
are contracting against a non-special index.
We then apply Eraseφu+1 to the above and then add a derivative index ∇i∗
onto the crucial factor F1, which we then contract against a factor ∇i∗φu+1.
This gives us an equation:
∑
b∈B
ab2∇
cruc
i1
[Cbg(Ω1, . . . ,Ωp, φ1, . . . , φu)]∇
i1φu+1+
∑
h∈H′
ahXdivi2 . . .XdiviaC
h,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇
i1φu+1+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu) = 0,
(9.50)
where the tensor fields indexed in H ′ have a u-simple character ~κsimp and are
acceptable, and ∇φu+1 is contracting against a non-special index in the crucial
factor, by construction. This is our desired conclusion in this case.
Subcase q1 > 0: Observe that we will either have q1 > 2(σ1 − 1) or q1 =
2(σ1 − 1).177 For both cases the starting point will be the same:
We pick any c ∈ {1, . . . , τ1, τ1 + 1} and we consider the grand conclusion
where we make Fc the selected factor.
178 We derive:
176By inspection, the above does not fall under a forbidden case of Lemma 9.1.
177Notice (by a counting argument) that if the 1-tensor fields of maximal refined double
character in (1.6) are in the form (9.43), then q1 = 2(σ1 − 1).
178Recall that Fc is always a factor ∇(m)Rijkl.
213
∑
l∈Lc1
al(−q1 − 2)C
l,i1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1+
2
∑
b∈{1,...,τ1,τ1+1}
∑
l∈Lb1
alC
l,i1→Fc
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1+
(
∑
b∈B′
abC
b,i1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1)
+
∑
h∈H
alXdivi2 . . . XdiviyC
h,i1...iy
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1 =
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1),
(9.51)
where the tensor fields indexed in H and complete contractions indexed in J are
as in the conclusion of the grand conclusion. The linear combination
∑
b∈B′ . . .
(defined in Definition 5.2) arises only when the 1-tensor fields of maximal re-
fined double character in (1.6) are in the form (9.43). Applying Lemma 9.1 if
necessary,179 we may assume the tensor fields in H are acceptable.
Now, we divide by (−q1 − 2), and we make ∇φu+1 into an Xdiv and then
replace into our Lemma hypothesis, (1.6). We see that we are reduced to proving
our Lemma 1.3 in this case with the sublinear combination
∑
l∈L1
al . . . replaced
by a new sublinear combination
∑
l∈L1
al . . . with certain special features:
Special features: Let us divide L1 as before into L
c
1, c ∈ {1, . . . , τ1, τ1 + 1}.
Then the sublinear combinations
∑
l∈Lc1
. . . are related as follows: There exists
a linear combination of acceptable complete contractions
∑
t∈T
atC
t
g(Ω1, . . . ,Ωp, φ1, . . . , φu),
with length σ+ u, weight −n+2 and u-simple character ~κsimp so that for each
c ∈ {1, . . . , τ1, τ + 1}:
∑
l∈Lc1
alC
l,i1
g (Ω1, . . . ,Ωp, φ1, . . . , φu) = ∇
i1
F c
∑
t∈T
atC
t
g(Ω1, . . . ,Ωp, φ1, . . . , φu),
(9.52)
where ∇i1F c means that ∇
i1 is forced to hit the factor F c.
Then, applying the grand conclusion with F c being the selected factor, we
derive:
179The Lemma can be applied, since we are assuming that we did not start out with the
“special cases”, described in the beginning of our subsection.
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(−q1 + 2(σ1 − 1))
∑
t∈T
at∇
i1
F c [C
t
g(Ω1, . . . ,Ωp, φ1, . . . , φu)]∇i1φu+1+
∑
h∈H
alXdivi2 . . . XdiviyC
h,i1...iy
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1 =
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1).
(9.53)
Thus, if q1 > 2(σ1 − 1), since the quantity in parentheses is non-zero, we only
have to apply Lemma 9.1 to ensure that all tensor fields indexed in H are ac-
ceptable and we are done.
If q1 = 2(σ1 − 1), we distinguish two further subcases: Either σ2 + p > 0 or
σ2 = p = 0.
In the first case, it again follows (from the definition of q1 and a count-
ing argument) that for each vector field in our Lemma hypothesis, the factors
S∗∇
(ν)
r1...rνRijkl must have all their indices r1 , . . . , rν , j contracting against factors
∇φ′h and all factors ∇
(B)Ωx must have at least two of their indices contracting
against factors ∇φh.
Let us consider the first subcase: Making a factor Fd 6= ∇(m)Rijkl into the
selected factor and applying the grand conclusion we derive an equation:
2σ1∇
i1
Fd
[
∑
t∈T
atC
t
g(Ω1, . . . ,Ωp, φ1, . . . , φu)]∇i1φu+1+
∑
h∈H
alXdivi2 . . . XdiviyC
h,i1...iy
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1 =
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1),
(9.54)
where the tensor fields indexed inH have∇φu+1 contracting against the selected
factor Fc. As usual, they may have one unacceptable factor ∇Ωx but then
∇φu+1 will not be contracting against a special index.
Now, by applying Lemma 9.1 if necessary, we may assume that all tensor
fields indexed in H are acceptable and that ∇φu+1 is not contracting against a
special index in any of the tensor fields in (9.54).
Under all the assumptions above, we apply the eraser to ∇φu+1 to the above
(notice that this can be done and produces acceptable tensor fields, by virtue of
our assumptions) and then adding a contracted derivative index ∇i1 onto the
crucial factor F1 = ∇
(m)Rijkl, and then contacting against a factor ∇i1φu+1,
we obtain:
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2
∑
t∈T
at∇
i1
F 1
[Ctg(Ω1, . . . ,Ωp, φ1, . . . , φu)]∇i1φu+1+
∑
h∈H′
alXdivi2 . . .XdiviyC
h,i1→F1,i2...iy
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1φu+1 =
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu+1).
(9.55)
This is our desired conclusion, in the case σ2 + p > 0.
Finally, the case where σ2 = p = 0, q1 = 2(σ1 − 1). Notice that necessarily
then, in our Lemma hypothesis there are no complete contractions Cjg . Recall
(9.52), which still holds in this case.
Since q1 = 2(σ1 − 1) it follows that each C
t
g has the property that in each
factor ∇(m)Rijkl all the derivative indices must be contracting against a factor
∇φh. Therefore, each complete contraction in our Lemma hypothesis180 must
have precisely two derivative indices among all the factors ∇(m)Rijkl that are
not contracting against a factor ∇φx (this follows by weight considerations).
Also, the only tensor fields appearing in (1.6), other than the ones indexed
in L1 can have rank 2 (recall that this sublinear combination of these 2-tensor
fields is denoted by
∑
l∈L2
alC
l,i1i2
g ), and they must be in one of two special
forms:
1. Either Cl,i1i2g will have two factors ∇
(m)Rijkl with the indices i being
free and all derivative indices contracting against some factor ∇φx, and
furthermore all the other σ−2 factors ∇(m)Rijkl must have no free indices
and each derivative index contracting against some factor ∇φh.
2. Or Cl,i1i2g will have both free indices being internal non-antisymmetric
indices in some factor ∇(m)Rijkl, and all derivative indices in all the other
σ − 1 factors ∇(m)Rijkl are contracting against factor ∇φx.
Let us prove the claim in this case: Denote by L2,diff ⊂ L2 the index set of
2-tensor fields where the two free indices i1 , i2 belong to different factors. Let
Cl,i1i2g (φ1, . . . , φu)gi1i2 be the complete contraction that arises from C
l,i1i2
g by
contracting the two indices i1 , i2 against each other.
Now, given a complete contraction Ctg(φ1, . . . , φu) in the form (1.5) with
a u-simple character ~κsimp, we denote by τ [t] the number of pairs of factors
(Ta, Tb) with at least one particular contraction between them.
We claim:
∑
l∈L2,diff
alC
l,i1i2
g (φ1, . . . , φu)gi1i2 =
∑
t∈T
atτ [t]C
t
g(φ1, . . . , φu). (9.56)
180In other words, we momentarily think of each Xdiv in our Lemma hypothesis as a sum
of complete contractions.
216
Let us check how the above implies our claim:
Proof that (9.56) implies our claim: We will prove this inductively: Let M
be the maximum value of τ [t], t ∈ T . Clearly M > 0 (simply because the exist
a pair of indices in two different factors that contract against each other, by
construction). Denote by TM ⊂ T the corresponding index set. We will then
prove:
∑
t∈TM
at∇i1C
t
g∇
i1φu+1 =
∑
h∈H
ahXdivi2C
h,i1i2
g ∇i1φu+1 +
∑
t∈T ′
at∇i1C
t
g∇
i1φu+1;
(9.57)
here the terms indexed in T ′ are generic complete contractions in the form (1.5)
with a u-simple character ~κsimp and weight −n+2 and moreover τ [t] < M . The
2-tensor fields in
∑
h∈H ah . . . are as described in the claim of Lemma 1.3. If
we can prove this, then by replacing the ∇φu+1 by an Xdiv,181 replacing back
into our Lemma hypothesis and then iterating this step at most four times, we
derive our claim.
Thus, matters are reduced to proving (9.57):
Proof of (9.57): Refer to equation (6.25). In view of (9.56), we derive an
equation:
∑
t∈TM
M ·at∇i1C
t
g∇
i1φu+1 =
∑
h∈H
ahXdivi2C
h,i1i2
g −
∑
t∈T\TM
at·τ [t]∇i1C
t
g∇
i1φu+1.
(9.58)
Thus, dividing by M in the above, we derive (9.57). ✷
Proof of (9.56): For each Cl,i1i2g , l ∈ L2,diff , let us denote by Ti1 , Ti2 the two
factors ∇(m)Rijkl ,∇(m
′
Ri′j′k′l′ to which the indices i1 , i2 belong.
Definition 9.3 We assume wlog that they occupy the positions i, i′ . Let us
denote by Lα2,diff , L
β
2,diff , L
γ
2,diff , L
δ
2,diff the index sets of tensor fields for
which the two factors Ti1 , Ti2 in C
l,i1i2
g have three, two, one and no particular
contractions between them, respectively. Now, given any Cl,i1i2g , l ∈ L2,diff ,
we denote by Cˆlg the complete contraction that arises by contracting i1 against
i2 and then hitting the factors Ti1 , Ti2 by derivatives ∇i∗ ,∇
i∗ (which contract
against each other).
Now, given a complete contraction Ctg, t ∈ T , let us denote by Pair
α
t , Pair
β
t ,
Pairγt , Pair
δ
t the set of (ordered) pairs of factors (Ta, Tb) in C
t
g that have four,
three, two and one particular contractions between them, respectively. Given
any Ctg, t ∈ T and any pair of factors (Ta, Tb) ∈ Pair
α
t etc, we denote by
HitTa,Tb [C
t
g] the complete contraction in Xdivi1∇i1C
t
g where the derivative ∇i1
is forced to hit Ta and then the derivative ∇i1 in Xdivi1 is forced to hit Tb.
181(Using the last Lemma in the Appendix of [3]).
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We will then prove that:
∑
l∈Lα2,diff
alCˆ
l
g =
∑
t∈T
at
∑
(Ta,Tb)∈Pairαt
HitTa,Tb [C
t
g], (9.59)
∑
l∈Lβ2,diff
alCˆ
l
g =
∑
t∈T
at
∑
(Ta,Tb)∈Pair
β
t
HitTa,Tb [C
t
g], (9.60)
∑
l∈Lγ
2,diff
alCˆ
l
g =
∑
t∈T
at
∑
(Ta,Tb)∈Pair
γ
t
HitTa,Tb [C
t
g], (9.61)
∑
l∈Lδ2,diff
alCˆ
l
g =
∑
t∈T
at
∑
(Ta,Tb)∈Pairδt
HitTa,Tb [C
t
g]. (9.62)
We note that if we can prove the above, then by just applying the eraser
to the pair of contracting derivative indices ∇i∗ ,∇i∗
182 in all four of the above
equations and then adding, we derive (9.56).
Let us first prove (9.59), which contains (in a simple form) the idea for the
proof of the other equations. We will then prove (9.60), and explain how the
other two equations follow by the same argument.
Proof of (9.59): Pick out the sublinear combination in (1.6) with two fac-
tors ∇aRijkl ,∇a′Ri′j′k′l′ ,183 with five particular contractions between them. It
is clear that this sublinear combination must vanish separately, and that the
only terms in
∑
t∈T atXdivi1C
t,i1
g that can contribute to this sublinear combi-
nation from are precisely the terms
∑
t∈T at
∑
(Ta,Tb)∈Pairαt
HitTa,Tb [C
t
g]. From∑
l∈L2,diff
alXdivi1Xdivi2C
l,i1i2
g , the only terms that can contribute to this are
the tensor fields indexed in Lα2,diff , if we force the derivative ∇
i1 to hit Ti2 and
∇i2 to hit Ti1 . Our claim then just follows by the second Bianchi identity. ✷
Proof of (9.60), (9.61), (9.62): Pick out the sublinear combination in (1.6)
with two factors ∇aRijkl,∇a′Ri′j′k′l′ with four particular contractions between
them. Denote this sublinear combination (which clearly must vanish separately)
by Yg = 0. Let us also observe (by virtue of the Bianchi identities and the anti-
symmetries of the curvature tensor) that the four particular contractions can
either be according to the pattern ∇aRijkl∇a′Rijkl, or according to the pattern
∇aRijkl∇aRi′
jkl; denote these two sublinear combination by Y 1g , Y
2
g . It follows
(using the variation of the curvature tensor by a symmetric 2-tensor vij), that
Y 1g = 0, Y
2
g = 0.
Now, notice that the only terms in
∑
t∈T atXdivi1C
t,i1
g that can contribute
to Y 2g are precisely the terms
∑
t∈T at
∑
(Ta,Tb)∈Pairαt
HitTa,Tb [C
t
g].
From
∑
l∈L2,diff
alXdivi1Xdivi2C
l,i1i2
g , the only terms that can contribute to
182Note that by weight considerations there is exactly one such pair.
183We are again not writing out the indices in those factors that contract against factors
∇φh).
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this are the tensor fields indexed in Lα2,diff , if we force the derivative ∇
i1 to hit
Ti2 and ∇
i2 to hit Ti1 , and then apply the second Bianchi identity to replace any
expression ∇i
′
Rijkl∇iRi
′
j′
k′l′
by ∇sRijkl∇sRij
kl
(the other term that arises in
the second Bianchi identity falls into Y 1g ), or ∇
i′Rijkl∇iRi′
jk
l′ (no correction
term in this case).
(9.61), (9.62) follow by the same reasoning. Thus we derive our claim. ✷
We have shown Lemma 1.3 when µ = 1, except for the special cases described
at the beginning of this subsection. We derive Lemma 1.3 in those special
settings in the Mini-Appendix below:
9.8 Mini-Appendix: Proof of Lemma 1.3 when µ = 1, in
the “special subcases”.
We now prove our claim in the special subcases, defined at the beginning of
subsection (9.7); we recall that σ2 > 0 in the special subcases. We recall that
by virtue of the assumption L+µ = ∅ in our Lemma assumption, we may assume
wlog that all tensor fields of minimum rank 1 in (1.6) contain no free index
in any factor of the form S∗∇(ν)Rijkl . We first consider the special subcases
where the ‘-tensor fields of maximal refined double character in (1.6) correspond
to (9.43):
The second special case, (9.43): We recall also that no 2-tensor field in (1.6)
can contain more than one free index in any simple factor S∗∇(ν)Rijkl , by weight
considerations. Again by weight considerations, we derive that the maximum
rank of tensor fields appearing in (1.6) is 2, and moreover those tensor fields can
have no removable free index. (In particular any given simple factor S∗∇(ν)Rijkl
must have ν = 0). Moreover, for any µ-tensor field in (1.6) and any given factor
S∗∇(ν)Rijkl∇iφ˜h can have ν = 0 or ν = 1.
Now, denote by Lx1 ⊂ L1 the index set of 1-tensor fields in (1.6) with ν = 0
on the factor S∗∇
(ν)Rijkl∇
iφ˜1. We denote by L
q
1 ⊂ L1 the index set of µ-tensor
fields in (1.6) with ν = 1 in the factor S∗∇(ν)Rijkl∇iφ˜1. By our remark above,
Lx1
⋃
Lq1 = L1.
We will prove the following: First, that there exists a linear combination of
2-tensor fields (indexed in H ′ below), as required by Lemma 1.3, such that:
∑
l∈Lx1
alC
l,i1
g ∇i1υ −Xdivi2
∑
h∈H′
ahC
h,i1i2
g ∇i1υ =
∑
l∈L′1
alC
l,i1
g ∇i1υ +
∑
j∈J
ajC
j,i1
g ∇i1υ.
(9.63)
Here
∑
l∈L′1
alC
l,i1
g stands for a linear combination of acceptable µ-tensor fields
in the form (1.5) with a u-simple character ~κsimp, and in addition have ν = 1 in
the factor S∗∇(ν)Rijkl∇iφ˜1. The terms indexed in J are simply subsequent to
~κsimp. The above holds modulo terms of length ≥ σ+ u+2. Thus, making the
∇υ into an Xdiv and replacing into (1.6), we may assume wlog that Lxµ = ∅.
We then will prove that:
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∑
h∈H′
S
L>1
ahC
h,i1i2
g ∇i1υ∇i2υ = 0. (9.64)
(Here the terms indexed in L>1 are the same terms appearing in (1.6); the terms
indexed in H ′ are the same that appear in (9.63). Thus, making the ∇υ into an
Xdi and replacing into (1.6), we may additionaly assume wlog that H
⋃
H ′ = ∅.
Finally, under that additional assumption we will show that:
∑
l∈Lx1
alC
l,i1∇i1υ = 0. (9.65)
Clearly, if we can show the above three equations, then our claim will follow.
The proof of the above equation just relies on the trick that we introduced
to prove (in [7]) the Lemma 5.1 in [6]:
Pick out the sublinear combination in (1.6) with an (undifferentiated) fac-
tor S∗Rijkl∇iφ˜1. This sublinear combination must vanish separately, thus we
derive:
∑
l∈Lx1
alX∗divi1C
l,i1 −X∗divi1X∗divi2
∑
h∈H
ahC
h,i1i2
g +
∑
j∈J
ajC
j
g = 0. (9.66)
Now, we denote by Ha ⊂ L>1 the index set of 2-tensor fields in the above
that contain a free index, say the index i2 wlog, in the factor S∗Rijkl∇
iφ˜1.
We also formally replace the factor S∗Rijkl by an expression ∇jω∇kω∇ly −
∇jω∇lω∇ky, thus deriving a new true equation. Denote the resulting tensor
fields by C˜l,i1 , C˜h,i1i2g . We then apply Lemma 5.1 in [6] to the resulting equation.
We derive that:
∑
l∈Lx1
alC˜
l,i1∇i1υ +X∗divi2
∑
h∈Ha
ahC˜
h,i1i2
g ∇i1υ = X∗divi2
∑
h∈H′
ahC
h,i1i2
g ∇i1υ
+
∑
j∈J
ajC
j
g .
(9.67)
Here the terms indexed in H ′ are of the same form as the terms in the LHS,
but have rank 2; furthermore, the free indices i1 , i2 do not belong to any of the
factors ∇ω,∇y. Now, by just formally replacing the expression ∇aω∇bω∇cy by
S∗Ri(ab)c∇
iφ˜1 (this gives a new true equation), we derive (9.63). (9.64) follows
by the exact same argument. (9.65) follows by the same argument, the only dif-
ference being that we now pick out the terms with a factor ∇dS∗Rijkl∇iφ˜1 and
replace them by an expression ∇dω∇jω∇kω∇ly −∇dω∇jω∇lω∇ky. We then
apply the Lemma 5.1 in [6],184, and in the end formally replace each expression
184See the Appendix of [6]
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∇dω∇jω∇kω∇ly by a factor ∇(dS∗R
i
jk)l∇iφ˜1. This proves (9.65). ✷
We now consider the special cases where the 1-tensor fields of maximal re-
fined double character in (1.6) have no removable free indices:
The first special case:
We start by observing that (by weight considerations) there can be no tensor
fields of rank higher than 1 in (1.6), and that σ2 > 0.
In this case, the claim of Lemma 1.3 is a straightforward application of the
“generalized form” of Lemma 5.1 in [6]: Consider a factor S∗Rijkl∇iφ˜x in ~κsimp.
Wlog we asume that x = 1. By virtue of the assumption L+µ = ∅, we know that
this factor does not contain a free index for any of the tensor fields in (1.6). We
pick out the sublinear combination of terms with an (undifferentiated) factor
S∗Rijkl∇
iφ˜1 in (1.6). This sublinear combination must clearly vanish separately,
thus we derive that:
∑
l∈Lµ
alX∗divi1 . . . X∗diviµC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)
+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu) = 0.
(9.68)
(Here X∗divis [. . . ] stands for the sublinear combination in Xdivis [. . . ] where
the derivative ∇is is not allowed to hit the factor S∗Rijkl∇iφ˜1; notice that none
of the free indices belong to S∗Rijkl∇iφ˜1).
Now, let C˜
l,i1...iµ
g stand for the tensor field that formally arises from each
C
l,i1...iµ
g by replacing the factor S∗Rijkl∇iφ˜1 by an expression ∇jω∇kω∇ly −
∇jω∇lω∇jy. We perform this formal replacement to the terms in (9.68), and
then we apply Lemma 5.1 in [6] to the resulting equation. We derive that:
∑
l∈Lµ
alC˜
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1υ . . .∇iµυ = 0.
Thus, formally replacing each expression ∇jω∇kω∇ly by S∗Ri(jk)l∇
iφ˜1, we
derive our claim in this remaining special case. ✷
10 Appendix: Proof of Lemmas 3.3, 3.4 in [6].
Definitions related to Lemmas 3.3, 3.4 in [6]: In case A of Lemma 1.3
we denote by L∗µ ⊂ Lµ the index set of those tensor fields C
l,i1...iµ
g in (1.6) for
which some factor ∇
(A)
r1...rAΩx (for a single x, which we are free to define) has
A = 2 and both indices r1 , r2 are free indices.
Also, we define L+µ ⊂ Lµ to stand for the index set of those µ-tensor fields
that have a free index (iµ say) belonging to a factor S∗Rijkl∇
iφ˜h (without
derivatives).
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We now consider the sublinear combination indexed in L>µ in (1.6). We
define L′′+ ⊂ L>µ to stand for the index set of (µ+1)-tensor fields with a factor
S∗Rijkl∇iφ˜h with both indices j , k free.
The Lemmas proven in the present paper: After all these definitions,
we are prepared to re-state Lemmas 3.3, 3.4 in [6]:
Lemma 10.1 Assume (1.6), where the terms in the LHS of that equation have
weigh −n, real length σ, Φ factors ∇φ,∇φ′,∇φ˜ and σ1 + σ2 curvature fac-
tors ∇(m)Rijkl , S∗∇
(ν)Rijkl;
185 assume also that no µ-tensor field there has any
special free indices. We claim that there is a linear combination of acceptable
(µ + 1)-tensor fields,
∑
p∈P apC
p,i1...iµ+1
g (Ω1, . . . ,Ωp, φ1, . . . , φu) with a simple
character ~κsimp so that:
∑
l∈L∗µ
S
L+µ
alC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1υ . . .∇iµυ+
∑
p∈P
apXdiviµ+1C
p,i1...iµ+1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1υ . . .∇iµυ =
∑
j∈J
ajC
j,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1υ . . .∇iµυ+
∑
l∈L˜
alC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1υ . . .∇iµυ,
(10.1)
modulo complete contractions of length ≥ σ+u+µ+1. The tensor fields indexed
in J on the right hand side are simply subsequent to ~κsimp. The terms indexed
in L˜′ in the RHS are acceptable terms in the form (1.5) with a simple character
~κsimp. They are not in the forms corresponding to tensor fields indexed in
L∗µ
⋃
L+µ .
Lemma 10.2 Assume (1.6) with weight −n, real length σ, Φ factors ∇φ,∇φ′,∇φ˜
and σ1 + σ2 factors ∇(m)Rijkl, S∗∇(ν)Rijkl; assume also that none of the µ-
tensor fields have special free indices, and that L∗µ
⋃
L+µ = ∅. We claim that
there exists a linear combination of acceptable (µ+ 2)-tensor fields,∑
p∈P apC
p,i1...iµ+2
g (Ω1, . . . ,Ωp, φ1, . . . , φu) with simple character ~κsimp, so that:
185See the discussion on the induction in the introduction.
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∑
l∈L′′+
alXdivi1 . . . Xdiviµ+1C
l,i1...iµ+1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)+
∑
p∈P
apXdivi1 . . . Xdiviµ+2C
p,i1...iµ+2
g (Ω1, . . . ,Ωp, φ1, . . . , φu) =
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu)
+
∑
l∈L˜′
alXdivi1 . . .Xdiviµ+1C
l,i1...iµ+1
g (Ω1, . . . ,Ωp, φ1, . . . , φu),
(10.2)
modulo complete contractions of length ≥ σ+u+1.
∑
j∈J . . . stands for a linear
combination of complete contractions that are simply subsequent to ~κsimp. The
terms indexed in L˜′ in the RHS are acceptable terms in the form (1.5) with a
simple character ~κsimp. They are not in the forms corresponding to tensor fields
indexed in L′′+.
Proof of Lemma 10.1: We prove Lemma 10.1 by breaking it into two Lem-
mas. In Lemma 10.3 below, we aim to “get rid” of the tensor fields indexed
in L∗µ. (Recall that L
∗
µ ⊂ Lµ stands for the index set of factors with two free
indices belonging to a factor ∇(2)Ωx.
With no loss of generality (up to re-labelling the functions Ωh) we may
assume that x = 1.
Lemma 10.3 We claim that there is a linear combination of acceptable (µ+1)-
tensor fields,
∑
p∈P apC
p,i1...iµ+1
g (Ω1, . . . ,Ωp, φ1, . . . , φu) so that:
∑
l∈L∗µ
alC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1υ . . .∇iµυ+
∑
p∈P
apXdiviµ+1C
p,i1...iµ+1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1υ . . .∇iµυ =
∑
j∈J
ajC
j,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1υ . . .∇iµυ
+
∑
l∈L˜
alC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1υ . . .∇iµυ.
(10.3)
where each C
l,i1...iµ
g on the RHS is acceptable in the form (1.5) with a u-simple
character ~κsimp has a factor ∇(A)Ω1 with A ≥ 3. The complete contractions
indexed in J are simply subsequent to ~κsimp. The above holds modulo complete
contractions of length ≥ σ + u+ µ+ 1.
If we can show the above, then we will be reduced to showing Lemma 10.1
under the assumption that L∗µ = ∅.
Our next claim, which will “get rid” of the sublinear combination indexed
in L+µ : In fact, we make a stronger claim:
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Lemma 10.4 Assume (1.6) where no µ-tensor field there has special free in-
dices;186 consider a given simple factor S∗∇(ν)Rijkl.187 Let L˜+µ ⊂ L
+
µ stand for
the index set of tensor fields which contain exactly one free index in the selected
factor S∗∇(ν)Rijkl. We claim that there is a linear combination of acceptable
(µ+ 1)-tensor fields,
∑
p∈P apC
p,i1...iµ+1
g (Ω1, . . . ,Ωp, φ1, . . . , φu) so that:
∑
l∈L+µ
alC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1υ . . .∇iµυ+
∑
p∈P
apXdiviµ+1C
p,i1...iµ+1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1υ . . .∇iµυ =
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, υ
µ).
(10.4)
Clearly, if we can show the two Lemmas above, then Lemma 10.1 will follow.
Now, Lemma 10.2 will also follow by two claims. Recall the definitions of the
sets L′′+ from the previous subsection. We then claim:
Lemma 10.5 In the notation above, and under the assumption that L+µ = ∅,
we claim that there exists an acceptable linear combination of (µ + 2)-tensor
fields,
∑
p∈P apC
p,i1...iµ+2
g (Ω1, . . . ,Ωp, φ1, . . . , φu) so that:
∑
l∈L′′+
alXdivi1 . . . Xdiviµ+1C
l,i1...iµ+1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)+
∑
p∈P
apXdivi1 . . . Xdiviµ+2C
p,i1...iµ+1
g (Ω1, . . . ,Ωp, φ1, . . . , φu) =
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu)
+
∑
l∈L˜′
alXdivi1 . . .Xdiviµ+1C
l,i1...iµ+1
g (Ω1, . . . ,Ωp, φ1, . . . , φu),
(10.5)
modulo complete contractions of length ≥ σ+u+1. Here each Cl,i1...iµ+1 in the
RHS is acceptable in the form (1.5), with a simple character ~κsimp, and has no
factors S∗Rijkl with two free indices.
Clearly, if we can show Lemma 10.5, then Lemma 10.2 will follow.
10.1 Proof of Lemma 10.3.
Observe that by hypothesis µ ≥ 2 in (1.6) in this setting. We now prove our
claim in all cases except for a “special subcase”, which will be treated at the end
186Recall that a free index is called “special” if it occupies the position k, l in a factor
S∗∇(ν)Rijkl or the position i, j , k, l in a factor ∇
(m)Rijkl.
187Recall that a factor S∗∇(ν)Rijkl is called “simple” when it is contracting against no factor
∇φ′h in the simple character ~κsimp.
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of this subsection. The “special subcase” is when µ = 2 and the terms indexed
in L∗µ have the two free indices in a factor ∇
(2)Ωh, and all other factors have
no removable free indices.188 We now prove our claim, assming that (1.6) does
not fall under the “special subcase”.
Wlog, by just re-naming factors, let us assume that h = 1. (So the two free
indices belong to the factor ∇(2)Ω1).
We then let
∑
q∈Q aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1) stand for a generic
linear combination of complete contractions (not necessarily acceptable) with
length σ + u+ 1 and a factor ∇φu+1, contracting against a factor ∇(A)Ω1 with
A ≥ 2.
We also denote by
∑
c∈C acC
c,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1) a generic
linear combination of tensor fields with a u-simple character ~κsimp, with pre-
cisely one un-acceptable factor ∇Ωx, contracting against a factor ∇φu+1 and
a ≥ µ. Finally, we let
∑
j∈J ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1) stand for a lin-
ear combination of contractions with length σ+u+1 and simply subsequent to
~κsimp.
We make F1 = ∇(A)Ω1 the selected factor and consider the equation
Image1,+φu+1[Lg] = 0, see equation (6.26). Note: By the discussion regarding
the derivation of the super divergece formula above, this equation can always be
applied to the equation Lg = 0–we do not need any assumptions regarding the
sublinear combinations indexed in L∗µ, L
+
µ , etc. By our choice of selected factor,
all contractions in Image1,+φu+1[Lg] will contain at least σ + u + 1 factors. For
each l ∈ L∗µ we denote by F2, . . . Fσ the real factors other than F1 = ∇
(A)Ω1.
We thus derive:
∑
l∈L∗µ
alXdivi3 . . . XdiviµXdivi∗
σ∑
k=2
Cl,i3...iµ,k(i∗)g (Ω2, . . . ,Ωp, φ1, . . . , φu)
∇i1Ω1∇i1φu+1 +
∑
c∈C
acXdivi1 . . . XdiviaC
c,i1...ia
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1)
+
∑
q∈Q
aqC
q
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1)
+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ1, . . . , φu, φu+1) = 0,
(10.6)
modulo complete contractions of length ≥ σ + u + 2. Here each tensor field
C
l,i3...iµ,k(i∗)
g arises from C
l,i1...iµ
g by erasing the factor F1 = ∇
(2)
i1i2
Ω1 and hit-
ting the kth factor Fk by a derivative index ∇i∗ . In the above equation we
pick out the sublinear combination of contractions containing an expression
∇iΩ1∇iφu+1. This sublinear combination must vanish separately, since (10.6)
188See definition 4.1 in [6]. Notice that by weight considerations, if this is true of one term
in L∗µ then it will be true of all of them.
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holds formally. Denote the resulting true equation by Sg = 0. Now, we formally
erase the expression ∇iΩ1∇iφu+1 in Sg, and we obtain a new true equation:
∑
l∈L∗µ
alXdivi3 . . . XdiviµXdivi∗
σ−1∑
k=1
Cl,i1...iµ,k(i∗)g (Ω2, . . . ,Ωp, φ1, . . . , φu)
+
∑
c∈C
acXdivi1 . . . XdiviaC
c,i1...ia
g (Ω2, . . . ,Ωp, φ1, . . . , φu)+
∑
j∈J
ajC
j
g(Ω2, . . . ,Ωp, φ1, . . . , φu) = 0,
(10.7)
which holds modulo complete contractions of length ≥ σ + u. Here Cc... has
arisen from the previous equation by just erasing the expression ∇iΩ1∇iφu+1.
We denote by ~κ′simp the (u−1)-simple character of those complete contractions.
The contractions Cj in this setting have at least one factor∇φh, h ∈ Def(~κsimp)
contracting against a derivative index.
Now, we prove Lemma 10.3 in pieces. Consider the µ-tensor fields in L∗µ. We
subdivide L∗µ into subsets L
∗,z
µ , z ∈ Z so that two tensor fields C
l1,i1...iµ , Cl2,i1...iµ
with the same refined double character ~κzref−doub will be indexed in the same
index set L∗,zµ . We let ZMax ⊂ Z stand for the index sets corresponding to the
maximal refined double characters. SupposeM(≥ 1) is the maximum number of
free indices that can appear in a given factor Fd 6= F1 among all the tensor fields
indexed in L∗µ. Then, by the definition on the maximal refined double character
in [6], M will also be the maximum number of free indices that can appear in a
given factor among all the tensor fields indexed in
⋃
z∈ZMax
L∗,zµ . We denote by
cut(~κ)zref−doub the refined double character that formally arises from ~κ
z
ref−doub
by erasing the entry that corresponds to ∇
(2)
i1i2
Ω1. Now, among all the factors
Fd, d 6= 1 in all the tensor fields indexed in
⋃
z∈ZMax
L∗,zµ that have M free in-
dices, we pick out one (or a category of generic factors ∇(m)Rijkl) canonically,
using the same method that was used to choose the critical factor in [6]. We
call that (set of) factors the (set of) α-factor(s). We index in Z ′Max ⊂ ZMax the
set of maximal refined double characters ~κzref−doub, z ∈ ZMax that have M free
indices in the (an) α-factor. Now, for each z ∈ Z ′Max, we denote by κ˜
z
ref−doub
the refined double character that arises from cut(~L)∗,zµ by formally adding a
(derivative) free index ∇i∗ onto the (one of the) α-factor(s).
We consider (10.7) and we observe that the maximal refined double char-
acters among the tensor fields in Erase[(10.7)] will be ~κzref−doub. Now, assume
with no loss of generality that the α-factor(s) is (are) F2 (F2, . . . , Fd). Then, in
(10.7) the (µ− 1)-tensor fields with (M + 1) free indices on the (one of the) α-
factor(s) will be precisely the sublinear combination in the first line with k = 2
(or k = 2, . . . , d). Therefore, applying our inductive assumption of Proposition
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1.1,189 we derive that for each z ∈ Z ′Max there is a linear combination of ac-
ceptable µ-tensor fields with a (µ− 1)-refined double character L˜∗,zµ , indexed in
P below so that:
∑
l∈L∗µ
al
d∑
k=1
Cl,i1...iµ,k(i∗)g (Ω2, . . . ,Ωp, φ1, . . . , φu)∇i3υ . . .∇i∗υ+
∑
p∈P
apXdiviµC
p,i1...iµ−1iµ
g (Ω2, . . . ,Ωp, φ1, . . . , φu)∇i1υ . . .∇iµ−1υ =
∑
j∈J
ajC
j
g(Ω2, . . . ,Ωp, φ1, . . . , φu, υ
µ−1).
(10.8)
Now, in the case µ > 2, we prove our claim by our standard formal manip-
ulation of the above equation: In that case, we identify in each of the contrac-
tions above the one factor that is contracting against the most factors ∇υ-it
will be the α-factor which will be contracting against M + 1 ≥ 2 factors ∇υ.
Then, we erase one of the factors ∇υ that is contracting against the α-factor
(thus obtaining a new true equation) and we multiply the new true equation by
∇ijΩ1∇iυ∇jυ).190 This further true equation is precisely the claim of Lemma
10.3 (when µ > 2). In the case, µ = 2, we first apply Lemma 4.6 or Corollary
2 or Corollary 3 from [6],191 to ensure that for the terms indexed in P above,
the (unique) factor ∇υ contracts against a derivative index, and if it contracts
against a factor ∇(B)Ωx then B ≥ 3. With this extra restriction, we repeat the
argument above and derive our claim. ✷
Proof of Lemma 10.3 in the “special subcases”: Let us write out:
∑
l∈L∗µ
alC
l,i1i2
g =
∑
y∈Y
ayC
y
g · ∇
(2)
i1i2
Ω1.
(In other words, we “factor out” the term ∇
(2)
i1i2
Ω1 which contains the two free
indices); we are then left with a complete contraction.
Now, we apply the “inverse integration by parts” technique which was intro-
duced in section 3 in [7], and then apply the “silly divergence formula”, obtained
by integrating by parts with respect to the function Ω1.
192 Pick out the sublin-
ear combination of terms with length σ + u, with no internal contractions and
with u factors ∇φh. The resulting equation will be in the form:
189Since all the tensor fields of minimum rank in (10.7) have all free indices being non-special,
there is no danger of falling under a “forbidden case” of that Proposition.
190Since µ > 2 it follows that M + 1 > 1; thus since all factors ∇υ contract against non-
special indices, at least one of the M + 1 factors ∇υ will be a derivative index, hence the
Eraser can be applied.
191The fact that we are not dealing with the “special subcase” ensures that (10.8) does not
fall under a “forbidden case” of any of those Lemmas, by weight considerations.
192Refer to section 3 in [7] for a detailed description of these operations.
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Ω1 ·
∑
y∈Y
aySpread
∇t,∇t{Spread∇
s,∇s [Ctg]} = 0.
(Recall that Spread∇
t,∇t stands for a formal operation that acts on complete
contractions in the form (1.5) by hitting two different factors by derivatives
∇t,∇t that contract against each other, and then adding over all the terms we
can thus obtain).
Now, since the above holds formally, we derive that:
∑
y∈Y
ayC
t
g = 0.
Multiplying the above by ∇
(2)
i1i2
Ω1∇i1υ∇i2υ, we derive our claim in the special
subcase. ✷
10.2 Proof of Lemmas 10.4 and 10.5.
Notation: Firstly, we denote by Lν ⊂ Lµ the index set of the µ-tensor fields in-
dexed in Lµ, for which the special factor S∗∇
(r)Rijkl has the index i contracting
against a factor ∇iφ˜ν and contains exactly one (non-special) free index. We will
also denote by L
ν
the index set of the (µ+ 1)-tensor fields in (1.6) which have
two free indices in the expression S∗∇(ρ)Rijkl∇iφ˜ν , one of which is special–we
assume wlog that the special free index is k = iµ+1 .
Lemma 10.6 In the notation above, we claim that there exists a linear combi-
nation of (µ+1)-tensor fields, with a u-simple character ~κsimp and with certain
additional properties explained below (10.9) so that:
∑
l∈Lν
alC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1υ . . .∇iµυ+
∑
l∈L
ν
alXdiviµ+1C
l,i1...iµ+1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1υ . . .∇iµυ−
Xdiviµ+1
∑
p∈P
apC
p,i1...iµ+1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1υ . . .∇iµυ =
∑
j∈J
ajC
j,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1υ . . .∇iµυ.
(10.9)
The additional properties of the tensor fields indexed in P are as follows: Firstly
only the index iµ among the above free indices i1 , . . . , iµ belongs to the (special)
factor S∗∇(ρ)Rijkl∇iφ˜ν , and secondly if iµ+1 does belong to the above factor
then ρ > 0.
We observe that if we can prove the above then by making the ∇υs into
Xdivs (by virtue of the last Lemma in the Appendix of [3]) we can derive both
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Lemma 10.4, and Lemma 10.5 in case B.
Proof of Lemma 10.6:
Definition 10.1 We denote by Cut(~κsimp) the (u − 1)-simple character that
formally arises from ~κsimp by replacing the expression S∗∇(ρ)Rijkl∇iφ˜ν by a
factor ∇(ρ+2)Y (Y is treated as a function Ωp+1).
We then denote by C
l,i1...iµ|A
g the tensor fields that arises from C
l,i1...iµ
g by
replacing the expression S∗∇
(ρ)
r1...rρRijkl∇
iφ˜ν by a factor ∇
(ρ+2)
r1...rρjk
Y∇lφν . We
also denote by C
l,i1...iµ|B
g the tensor field that arises from C
l,i1...iµ
g by formally
replacing the expession S∗∇
(ρ)
r1...rρRijkl∇
iφ˜ν by −∇
(ρ+2)
r1...rρjl
Y∇kφν .
Analogously, for each l ∈ L
ν
we denote by C
l,i1...iµ+1|A
g the tensor field that
arises from by by replacing the expression S∗∇
(ρ)
r1...rρRijkl∇
iφ˜ν by ∇
(ρ+2)
r1...rρjk
Y∇lφν
(l is not a free index). We also denote by C
l,i1...iµ|B
g the tensor field that arises
from C
l,i1...iµ
g by replacing the factor S∗∇
(ρ)
r1...rρRijkl∇
iφ˜ν by −∇
(ρ+2)
r1...rρjl
Y∇kφν
(now k is the free index iµ+1).
A note is in order: When we refer to the tensor field C
l,i1...iµ+1|A
g below and
we write ˜Xdiviµ+1C
l,i1...iµ+1|A
g , ˜Xdiviµ+1 will stand for the sublinear combina-
tion in Xdiviµ+1 where ∇
iµ+1 is not allowed to hit the factor ∇(B)Y . Further-
more, when we write ˜Xdiviµ+1C
l,i1...iµ+1|B
g below, ˜Xdiviµ+1 will stand for the
regular Xdiviµ+1 but we will “forget” this structure–i.e. we will treat as a sum
of µ-tensor fields.
We will now denote by
∑
u∈U
auC
u,i1...ia
g (Ω1, . . . ,Ωp, Y, φ1, . . . , φu)
a generic linear combination of a-tensor fields (a ≥ µ+1) with length σ+u, with
the factor ∇φν not contracting against the factor ∇(A)Y and not containing a
free index.
Now, considering the sublinear combination in Image1Y [Lg](= 0) which con-
sists of terms where the factor S∗∇(ρ)Rijkl∇iφ˜ν , is replaced by ∇(ρ+2)Y and
∇φν is not contracting against ∇(ρ+2)Y , we derive a new true equation:
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∑
l∈Lν
S
(Lµ\Lν)
alXdivi1 . . . Xdiviµ{C
l,i1...iµ|A
g (Ω1, . . . ,Ωp, Y, φ1, . . . , φu)
+ Cl,i1...iµ|Bg (Ω1, . . . ,Ωp, Y, φ1, . . . , φu)}+∑
l∈L
ν
alXdivi1 . . . Xdiviµ
˜Xdiviµ+1{C
l,i1...iµ+1|A
g (Ω1, . . . ,Ωp, Y, φ1, . . . , φu)
+ Cl,i1...iµ+1|Bg (Ω1, . . . ,Ωp, Y, φ1, . . . , φu)}+∑
u∈U
auXdivi1 . . . XdiviaC
u,i1...ia
g (Ω1, . . . ,Ωp, Y, φ1, . . . , φu)+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, Y, φ1, . . . , φu) = 0;
(10.10)
here the terms indexed in J are simply subsequent to the simple character
Cut(~κsimp).
We then apply the inductive assumption of Lemma 4.10 in [6]193 to the
above, and pick out the sublinear combination of terms where one factor ∇υ is
contracting against the factor∇(B)Y and the other µ−1 factors∇υ are contract-
ing against other factors. This sublinear combination must vanish separately,
thus we derive a new equation:
∑
l∈Lν
al{C
l,i1...iµ|A
g (Ω1, . . . ,Ωp, Y, φ1, . . . , φu)
+ Cl,i1...iµ|Bg (Ω1, . . . ,Ωp, Y, φ1, . . . , φu)}∇i1υ . . .∇iµυ+∑
l∈L
ν
µ+1
al ˜Xdiviµ+1{C
l,i1...iµ+1|A
g (Ω1, . . . ,Ωp, Y, φ1, . . . , φu)
+ Cl,i1...iµ+1|Bg (Ω1, . . . ,Ωp, Y, φ1, . . . , φu)}∇i1υ . . .∇iµυ+∑
u∈U
auXdiviµ+1C
u,i1...iµ+1
g (Ω1, . . . ,Ωp, Y, φ1, . . . , φu)∇i1υ . . .∇iµυ+
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, Y, φ1, . . . , φu, υ
µ) = 0.
(10.11)
(Here the tensor fields indexed in U are generic acceptable (µ+ 1)-tensor fields
with a u-simple character Cut(~κsimp)–the free index iµ+1 does not belong to the
factor ∇φν).
Now, we define an operation Op[. . . ] which acts on the tensor fields above by
replacing the expression∇
(B)
r1...rBY∇
rBυ∇aφν by an expression∇
(B+1)
r1...rB−1arBφν∇
rBυ
193Notice that some tensor fields of minimum rank µ in (10.10), i.e. the ones indexed in
Lν , will have only non-special free indices, therefore there is no danger of falling under a
“forbidden case” of that Lemma.
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(denote the (u− 1)-simple character that we thus construct by Cut′(~κsimp)–the
factor ∇(A)φu+1 is treated as a factor ∇(A)Ωp+1). Since (10.11) holds formally,
we derive:
∑
l∈Lν
al{Op[C]
l,i1...iµ|A
g (Ω1, . . . ,Ωp, Y, φ1, . . . , φu)
+Op[C]l,i1...iµ|Bg (Ω1, . . . ,Ωp, Y, φ1, . . . , φu)}∇i1υ . . .∇iµυ+∑
l∈L
ν
al ˜Xdiviµ+1{Op[C]
l,i1...iµ+1|A
g (Ω1, . . . ,Ωp, Y, φ1, . . . , φu)
+Op[C]l,i1...iµ+1|Bg (Ω1, . . . ,Ωp, Y, φ1, . . . , φu)}∇i1υ . . .∇iµυ+∑
u∈U ′
auXdiviµ+1Op[C]
u,i1...iµ+1
g (Ω1, . . . ,Ωp, Y, φ1, . . . , φu)∇i1υ . . .∇iµυ+
∑
j∈J
ajOp[C]
j
g(Ω1, . . . ,Ωp, Y, φ1, . . . , φu, υ
µ) =
∑
z∈Z
azC
z
g (Ω1, . . . ,Ωp, Y, φ1, . . . , φu, υ
µ);
(10.12)
here the tensor fields indexed in Z on the RHS have length σ+u+µ (as opposed
to all the terms in the LHS which have length σ + u − 1 + µ), and in addition
have a factor ∇(A)φu+1 with A ≥ 2. The correction terms arise by repeating
the formal permutations by which the LHS is made formally zero by the LHS
of (10.12). The claim A ≥ 2 follows because the rightmost two indices in each
factor will not be permuted.
Now, we observe that for each l ∈ Lν :
{Op[C]l,i1...iµ|Ag (Ω1, . . . ,Ωp, Y, φ1, . . . , φu) +Op[C]
l,i1···µ|B
g (Ω1, . . . ,Ωp,
Y, φ1, . . . , φu)}∇i1υ . . .∇iµυ = C
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1υ . . .∇iµυ+∑
z∈Z
azC
z
g (Ω1, . . . ,Ωp, Y, φ1, . . . , φu, υ
µ),
(10.13)
(where the terms indexed in Z are generic complete contractions as defined
above). Analogously, we derive that for each l ∈ L
ν
:
˜Xdiviµ+1{Op[C]
l,i1...iµ+1|A
g (Ω1, . . . ,Ωp, Y, φ1, . . . , φu)∇i1 . . .∇iµυ+
Op[C]l,i1...iµ+1|Bg (Ω1, . . . ,Ωp, Y, φ1, . . . , φu)}∇i1 . . .∇iµυ =
Xdiviµ+1C
l,i1...iµ+1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1υ . . .∇iµυ+∑
z∈Z
azC
z
g (Ω1, . . . ,Ωp, Y, φ1, . . . , φu, υ
µ).
(10.14)
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We then substitute the above two equations into (10.11) and we obtain a
new equation:
∑
u∈U
auXdiviµ+1Op[C]
u,i1...iµ+1
g (Ω1, . . . ,Ωp, Y, φ1, . . . , φu)∇i1υ . . .∇iµυ+
∑
j∈J
ajOp[C]
j
g(Ω1, . . . ,Ωp, Y, φ1, . . . , φu, υ
µ)+
∑
l∈Lν
alC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1υ . . .∇iµυ+
∑
l∈L
ν
µ+1
alXdiviµ+1C
l,i1...iµ+1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1υ . . .∇iµυ =
∑
z∈Z
azC
z
g (Ω1, . . . ,Ωp, Y, φ1, . . . , φu, υ
µ),
(10.15)
(denote the (u − 1 + µ)-simple character o the tensor fields in the LHS of the
above by Ext[~κsimp] (the factors ∇υ are now treated as factors ∇φh).
We now derive our claim from (10.15) via an induction: We inductively
assume an equation:
∑
u∈Uδ
auXdiviµ+1 . . . Xdiviµ+δ C˜
u,i1...iµ+1
g (Ω1, . . . ,Ωp, φν , φ1, . . . , φˆν , . . . , φu)∇i1υ
. . .∇iµυ +
∑
j∈J
ajC˜
j
g(Ω1, . . . ,Ωp, φν , φ1, . . . , φˆν , . . . , φu, υ
µ)+
∑
l∈Lν
alC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1υ . . .∇iµυ+
∑
l∈L
ν
auXdiviµ+1C
l,i1...iµ+1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1υ . . .∇iµυ+
∑
p∈P
apXdiviµ+1C
p,i1...iµ+1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1υ . . .∇iµυ =
∑
z∈Z
azC
z
g (Ω1, . . . ,Ωp, Y, φ1, . . . , φu, υ
µ).
(10.16)
Here the tensor fields indexed in U δ are like the ones indexed in U in (10.15) (in
particular they have a factor ∇
(A)
y1...yAY∇
yAυ with A ≥ 3) but in addition have
rank δ > 0 (thus (10.15) is a special case of (10.16) with δ = 1). Furthermore,
the tensor fields indexed in P are as described in the claim of Lemma 10.6.
Using the generic notation introduced above, we will then show (using generic
notation in the first line below) that we can write:
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∑
u∈Uδ+1
auXdiviµ+1 . . . Xdiviµ+δ+1C˜
u,i1...iµ+δ+1
g (Ω1, . . . ,Ωp, φν , φ1, . . . , φˆν , . . . , φu)
∇i1υ . . .∇iµυ +
∑
j∈J
ajC˜
j
g(Ω1, . . . ,Ωp, φν , φ1, . . . , φˆν , . . . , φu, υ
µ)+
∑
l∈Lν
alC
l,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1υ . . .∇iµυ+
∑
l∈L
ν
au ˜Xdiviµ+1C
l,i1...iµ+1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1υ . . .∇iµυ+
∑
p∈P
apXdiviµ+1C
p,i1...iµ+1
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1υ . . .∇iµυ =
∑
z∈Z
azC
z
g (Ω1, . . . ,Ωp, Y, φ1, . . . , φu, υ
µ).
(10.17)
If we can prove the above, then by iterative repetition we derive our claim.
Proof of (10.17): We treat the factors ∇υ as factors ∇φh, h > u (this can be
done easily by a simple polarization). We then notice that (10.16) immediately
implies:
∑
u∈Uδ
auXdiviµ+1 . . . Xdiviµ+δC˜
u,i1...iµ+1
g (Ω1, . . . ,Ωp, φν , φ1, . . . , φˆν , . . . , φu)
∇i1υ . . .∇iµυ +
∑
j∈J
ajC˜
j
g(Ω1, . . . ,Ωp, φν , φ1, . . . , φˆν , . . . , φu, υ
µ) = 0,
(10.18)
modulo complete contractions of length ≥ σ + u+ µ.
Therefore, we apply our inductive assumption of Corollary 1 in [6] to the
above, or if the above falls under a forbidden case of Corollary 1, we then apply
the “weak substitute” of that Corollary from the Appenix in [6]. (Notice that if
the terms in U δ contain “forbidden tensor fields” for Corollary 1, then necessarily
by construction δ > 1). We derive that there exists a linear combination of
acceptable tensor fields with a (u− 1+µ)-simple character Ext[~κsimp] and with
rank δ + 1 (indexed in U δ+1 below) so that modulo complete contractions of
length σ + u+ µ+ δ:
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∑
u∈Uδ
auC˜
u,i1...iµ+δ
g (Ω1, . . . ,Ωp, φν , φ1, . . . , φˆν , . . . , φu)∇i1υ . . .∇iµυ
∇iµ+1ω . . .∇iµ+δω −Xdiviµ+δ+1
∑
u∈Uδ+1
auC˜
u,i1...iµ+δ+1
g (Ω1, . . . ,Ωp, φν , φ1, . . . , φˆν , . . . , φu)
∇i1υ . . .∇iµυ∇iµ+1ω . . .∇iµ+δω =
∑
j∈J
ajC
u,i1...iµ+δ
g (Ω1, . . . ,Ωp, φν , φ1, . . . ,
φˆν , . . . , φu)∇i1υ . . .∇iµυ∇iµ+1ω . . .∇iµ+δω.
(10.19)
Now, since the above holds formally at the linearized level, it follows that
the correction terms of length will be in the form
∑
p∈P
apC
u,i1...iµ+δ
g ∇i1υ . . .∇iµυ∇iµ+1ω . . .∇iµ+δω +
∑
j∈J
· · ·+
∑
z∈Z
. . .
Then, making the factors ∇ω into Xdiv’s, by virtue of the last Lemma in the
Appendix of [3], we derive our claim. ✷
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