Aperture synthesis techniques are increasingly being employed to provide high angular resolution images in situations where the object of interest is in the near field of the interferometric array. Previous work has showed that an aperture synthesis array can be refocused on an object in the near field of an array, provided that the object is smaller than the effective Fresnel zone size corresponding to the array-object range. We show here that, under paraxial conditions, standard interferometric techniques can be used to image objects which are substantially larger than this limit. We also note that interferometric self-calibration and phase-closure image reconstruction techniques can be used to achieve near-field refocussing without requiring accurate object range information. We use our results to show that the field of view for high-resolution aperture synthesis imaging of geosynchronous satellites from the ground can be considerably larger than the largest satellites in Earth orbit.
The techniques of aperture synthesis were initially developed for astronomical imaging, where the distance to the object being studied could in most cases be assumed to be infinite. This "far field" approximation is not valid for more recent applications such as microwave remote sensing [1] , terahertz imaging [2] and tracking of space debris [3] , because the objects are sufficiently close to the interferometric array that the curvature of the wavefronts from the target at the location of the imaging array cannot be neglected.
This "near field" condition occurs when the distance R between the array and the object is given by R < ∼ B 2 max /λ where B max is the maximum interferometric baseline used and λ is the observing wavelength. To give a practical example, obtaining 10 cm-resolution images from the ground of satellites in geosynchronous orbit requires an interferometer with a maximum baseline length of B max ∼ 350 m, assuming an operating wavelength of λ = 1 µm. For such an interferometer, near-field effects become important for objects closer than about 10 8 km, so all geosynchronous satellites, which orbit approximately 36,000 km from the Earth's surface, are well inside the near field.
Carter [4] showed that the wavefront curvature occurring in the near field could be compensated for in an interferometer by a procedure analogous to refocussing a telescope. However the analysis assumed that the maximum extent X max of the object satisfies X max √ λR where R is the distance from the array to the object, equivalent to the object being smaller than the first * Corresponding author: dfb@mrao.cam.ac.uk
Fresnel zone radius for propagation over a distance R. This restriction is quite limiting in many cases. In the geosynchronous satellite example given above, only objects much less than 6 m in size satisfy Carter's assumption. Many satellites in geosynchronous orbit are significantly larger than this, with "bus" sizes of 10-15 m and solar panels up to 50 m in span.
Lazio [5] discusses a method for getting around this restriction using an adaptation of the "w-projection" algorithm used for far-field but wide-angle interferometric measurements. This procedure requires the use of additional data processing steps and cannot directly use standard astronomical image reconstruction software.
In this letter, estimates are derived for the field of view which can be imaged using standard interferometric image reconstruction software with little or no modification. It is shown that objects significantly larger than the field of view suggested by Carter can be straightforwardly imaged in a number of situations of practical interest.
The geometric model for the imaging system is shown in Figure 1 . Both the interferometer and the object under observation consist of a set of points in arbitrary three-dimensional arrangements. In the case of the object these points represent the locations of emitters of radiation and in the interferometer these points represent collectors of radiation (telescopes at optical wavelengths and antennae at radio wavelengths). It is assumed that the collectors are clustered around an array center O and that the emitters are clustered around a "phase center" P . The vector from O to P is denoted by the vector R and its length R is called the "range". The choice of the locations O and P is to some extent arbitrary but a good choice for each location is one which minimises the distance to the furthestmost point in the respective cluster.
The vector from P to emitter i is given by X i = (x i , y i , z i )R where the coordinate system is a Cartesian one such that the z axis is parallel to R. The vector from array point j to O is given by B j = (u j , v j , w j )R using the same coordinate axes. Note that the u, v and w coordinates defined in this way differ from the standard aperture synthesis variables of the same name because they are normalised by the range R rather than by the wavelength λ.
An important assumption is that the maximum dimension of the object X max and the maximum dimension of the interferometer B max are much less than R.
In other words |x
for any i or j. This "paraxial" condition is more restrictive on the collector array size than the geometry adopted by Carter [4] who assumed that the collectors can be distributed over a half-sphere surrounding the emitters. However, paraxial conditions are satisfied in many conditions of practical interest, with the geosynchronous satellite example serving as one case in point.
The emitters are assumed to be isotropic emitters and incoherent with one another. Only quasimonochromatic radiation at a single wavelength λ is considered. The interferometer is modelled as an abstract device which measures complex "fringe visibilities" (more accurately "coherent fluxes", since these have units of flux, rather than being normalised to unity for a point source) given by
where ψ( B j ) is the instantaneous complex wave amplitude measured at collector j and angle brackets denote averaging over a time much longer than the coherence time of the radiation. In an optical interferometer these visibilities would be obtained by formation of interference fringes and measurement of the fringe parameters, whereas in a radio interferometer the direct product of the measured field amplitudes would be formed and averaged.
Considering the radiation from a single emitter i of strength A i , then using a scalar wave approximation, the complex wave amplitude received at collector j is given by
where r ij is the vector from collector j to emitter i. This vector is given by
and so writing R = (0, 0, 1)R, the distance r ij = | r ij | between the emitter and collector is given by
Under paraxial assumptions the denominator in equation (2) can be approximated as r ij ≈ R. Substituting equation (2) into equation (1) gives an expression for the complex fringe visibility
where d( X i , B j , B k ) is the optical path difference (OPD) given by
Without loss of generality, we can consider the visibility V j0 on a baseline where one collector is situated at O and define the OPD as a function of two coordinates
The following results can be straightforwardly extended to any collector pair in the array, since
Defining a scale parameter a which is the greater of X max /R and B max /R, the OPD can be expanded to second order in a to give
(9) The first two terms in the expansion can be recognized as giving rise to the linear dependence of the fringe phase on the off-axis angle of the emitter, identical to that for far-field interferometry. The following three terms are independent of the emitter position. The w term is normally removed using an internal delay in the interferometer which "points" the array at the phase center. The quadratic terms arise from the spherical nature of the wavefront from the emitter and so are negligible in the far field when
This is equivalent to the standard far-field condition
In the near-field, the observed visibility phase can be corrected to the value which would be observed if the source were in the far field by subtracting a phase offset which is quadratically dependent on the distance between the collector and O. This correction is equivalent (to second order) to the "focussing" correction suggested by Carter [4] . We choose to write this phase correction in terms of the visibility phase which would be observed for a point emitter at the phase centre, so that the phasecorrected visibility is given by
For a collection of incoherent sources then the phasecorrected visibility will be given by
where d is the corrected OPD given by
If a continuous emitter brightness distribution I(x, y, z) is approximated by a set of discrete emitter brightnesses given by |A i | 2 ∝ I(x i , y i , z i ) dxdydz then we recover the usual two-dimensional Fourier relationship between the phase-corrected visibility and the (depth-integrated) brightness distribution
where U j = Ru j /λ and V j = Rv j /λ are the standard interferometric "u-v" coordinates. In other words, providing the visibility data is phase-corrected for focus, then images can be reconstructed from near-field interferometric data using standard far-field aperture synthesis software.
It is important to note that explicit phase correction of the visibility data is not required if closure phase or equivalent "self-calibration" [6] image reconstruction methods are used. These methods assume that the measured visibility is corrupted by arbitrary "antennadependent" phase errors (for example due to atmospheric seeing) and solve for these errors simultaneuosly with solving for the image intensity distribution. It is straightforward to demonstrate that the near-field focus correction as written in equation (12) is in an antennadependent form and so the closure phase/self-calibration process will solve for the sum of the near-field phase error and any phase errors due to seeing. Thus if closure phase or self-calibration imaging software is used, then near-field visibility data can be used directly without requiring pre-processing to provide focus correction.
Using self-calibration or closure phase imaging software to correct the visibility phases has the additional advantage that a precise estimate of the range to the target is not required in order to derive a precise focus correction. For geosynchronous satellite imaging, the satellite range must be known to better than 0.01% in order to compute an a-priori phase correction accurate to 1 radian at 1 micron wavelength, and this kind of range accuracy may be difficult to achieve.
In practice, the high-precision phase correction afforded by self-calibration or closure phase software may need to be accompanied by lower-precision OPD adjustments in hardware in order to deal with temporal coherence effects. For example, the fringes formed in an interferometer operating at a central wavelength of 1 µm with a bandpass of 10 nm will have a fringe envelope which extends over approximately ±100 µm of OPD. When imaging a satellite in geosynchronous orbit using baseline lengths of 350 m, the OPD error due to near-field effects will be about 1.7 mm, and so the instrumental OPD will need to be adjusted compared with the far-field case in order to see high-contrast fringes. This hardware adjustment needs only to be accurate at the sub-100 µm level: any remaining phase errors will be antenna-dependent and so can be taken care of by self-calibration or closure phase software.
The imaging equation given in equation (15) is correct to second order in the scale parameter a. Expanding d to third order in a gives
where is a third-order error term given by
It is notable that all the terms in contain a factor which depends either on the depth of the array w j or the depth of the object z i . This means that if both the array and object are planar so that w j = z i = 0 for all i and j then the third-order terms vanish and only fourth-order error terms need to be considered.
In general however, the array and/or the object will be three-dimensional, and in this case the field-of-view limitations will arise when the third-order terms lead to phase errors which are comparable to a radian, i.e. when R ∼ λ. The terms in are all products of objectdependent distances and array-dependent distances. If the interferometer is large compared to the object, the largest terms in will be of order B 2 max X max /R 3 , while if the object is larger than the interferometer, then the largest terms will be of order B max X 2 max /R 3 .
In the former case, the third-order phase errors will be negligible when
The factor R λ
Bmax is approximately the size of a resolution element x res in the interferometric image, so the maximum size of object which can be imaged is approximately R/B max resolution elements across. Thus the field of view expression in equation (18) can also be written
If instead the object is larger than the interferometer, then the phase errors will be negligible when
which can be written in terms of the interferometric resolution x res as
Equations (19) and (21) give expressions for the field of view for imaging using standard selfcalibration/closure phase image reconstruction methods. It is interesting to apply these results to some cases of practical interest.
A one-dimensional teraherz aperture synthesis experiment is described by Bandyopadhyay et al. [2] using an array of collectors with B max = 5 cm and R = 40.9 cm. The spatial resolution of this arrangement at the operating frequency of 0.535 THz (corresponding to λ = 0.542 mm) is x res ≈ 4.43 mm, so using equation (19) gives a value for the field of view of about 8 resolution elements or 36 mm. Bandyopadhyay et al. image a point source approximately 10 resolution elements away from the optical axis and find the image reconstruction adequate, indicating that the field of view given by equation (19) may be pessimistic in this case.
In the case of a geosynchronous satellite observation aiming for x res =10 cm resolution at λ = 1 µm, then the maximum object size that can be observed is given by equation (19) as 10 km. This is much larger than the maximum baselines needed to provide the desired resolution, and so instead equation (21) must be used to estimate the field of view. This gives X max ≈ 1.9 km which is still much larger than the 50 m dimensions of the largest satellite solar panels.
Geosynchronous satellite imaging at microwave frequencies may be less straightforward: equation (19) suggests that, if 10 cm resolution is required at a wavelength of 1 cm, third-order phase aberrations can become become significant for fields of view of as small as 1 meter. However, the field of view improves quadratically as the resolution requirement is relaxed: if 50 cm resolution is adequate for a given investigation, then imaging a field of view of 25 m would be unproblematic.
The above analysis shows that standard selfcalibration imaging algorithms should work well for geosynchronous satellite imaging applications at visible and near-infrared wavelengths. In this case, factors other than the imaging algorithm, such as providing sufficient dense sampling of the u − v plane [7] , are likely to be the key challenges to successful imaging of the largest objects.
