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Complex Laplacians and Applications in
Multi-Agent Systems
Jiu-Gang Dong, and Li Qiu, Fellow, IEEE
Abstract—Complex-valued Laplacians have been shown to be
powerful tools in the study of distributed coordination of multi-
agent systems in the plane including formation shape control
problems and set surrounding control problems. In this paper,
we first provide some characterizations of complex Laplacians.
As an application, we then establish some necessary and sufficient
conditions to ensure that the agents interacting on complex-
weighted networks converge to consensus in some sense. These
general consensus results are used to discuss some multi-agent
coordination problems in the plane.
Index Terms—Complex Laplacians, multi-agent systems, com-
plex consensus.
I. INTRODUCTION
In the past decade there has been increasing interest in
studying the distributed coordination and control of multi-
agent systems, which appear in diverse situations including
consensus problems, flocking and formation control [5], [11],
[12], [13]. As a natural tool, Laplacian matrices of a weighted
graph (modeling the interaction among agents) are extensively
used in the study of the distributed coordination problems of
multi-agent systems. Most results are based on real Laplacians,
see, e.g., the agreement [2], [11], [12], [17], generalized con-
sensus [3], [10] and bipartite consensus on signed graphs [1],
[9]. Very recently, complex Laplacians have been applied to
multi-agent systems [6], [7], [8]. In particular, formation shape
control problems in the plane with complex Laplacians were
discussed in [6], [7], while based on complex Laplacians,
new methods were developed in [8] for the distributed set
surrounding design, which contains consensus on complex-
valued networks as a special case.
It has been shown that complex Laplacians are powerful
tools for multi-agent systems and can significantly simplify
the analysis once the state space is a plane. From this point, it
is worth investigating complex Laplacians independently. The
main goal of this paper is to study the properties of complex
Laplacians. More precisely, for a complex-weighted graph, we
provide a necessary and sufficient condition ensuring that the
complex Laplacian has a simple eigenvalue at zero with a
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specified eigenvector. The condition is in terms of connectivity
of graphs and features of weights. It is shown that the notion
of structural balance for complex-weighted graphs plays a
critical role for establishing the condition. To demonstrate the
importance of the obtained condition, we apply the condition
to consensus problems on complex-weighted graphs. A general
notion of consensus, called complex consensus, is introduced,
which means that all limiting values of the agents have the
same modulus. Some necessary and sufficient conditions for
complex consensus are obtained. These complex consensus
results extend and complement some existing ones including
the standard consensus results [17] and bipartite consensus
results [1].
This paper makes the following contributions. 1) We extend
the known results on complex Laplacains (see [14]) to a
general setting. 2) We establish general consensus results,
which are shown to be useful in the study of distributed
coordination of multi-agent systems in the plane such as
circular formation and set surrounding control. In particular,
our results supplement the bipartite consensus results in [1].
The remainder of this paper is organized as follows. Sec-
tion II discusses the properties of the complex Laplacian.
Some multi-agent coordination control problems, based on the
complex Laplacian, are investigated in Section III. Section IV
presents some examples to illustrate our results. This paper is
concluded in Section V.
The notation used in the paper is quite standard. Let R be
the field of real numbers and C the field of complex numbers.
For a complex matrix A ∈ Cn×n, A∗ denotes the conjugate
transpose of A. We use z¯ to denote the complex conjugate
of a complex number z. The modulus of z is denoted by |z|.
Let 1 ∈ Rn be the n-dimensional column vector of ones.
For x = [x1, . . . , xn]T ∈ Cn, let ‖x‖1 be its 1-norm, i.e.,
‖x‖1 =
∑n
i=1 |xi|. Denote by T the unit circle, i.e., T = {z ∈
C : |z| = 1}. It is easy to see that T is an abelian group under
multiplication. For ζ = [ζ1, . . . , ζn]T ∈ Tn, let Dζ := diag(ζ)
denote the diagonal matrix with ith diagonal entry ζi. Finally,
we have j =
√−1.
II. COMPLEX-WEIGHTED GRAPHS
In this section we present some interesting results on
complex-weighted graphs. We believe that these results them-
selves are also interesting from the graph theory point of
view. Before proceeding, we introduce some basic concepts
of complex-weighted graphs.
2A. Preliminaries
The digraph associated with a complex matrix A = [aij ]n×n
is denoted by G(A) = (V , E), where V = {1, . . . , n} is the
vertex set and E ⊂ V × V is the edge set. An edge (j, i) ∈ E ,
i.e., there exists an edge from j to i if and only if aij 6= 0. The
matrix A is usually called the adjacency matrix of the digraph
G(A). Moreover, we assume that aii = 0, for i = 1, . . . , n,
i.e., G(A) has no self-loop. For easy reference, we say G(A)
is complex, real and nonnegative if A is complex, real and
(real) nonnegative, respectively. Let Ni be the neighbor set of
agent i, defined as Ni = {j : aij 6= 0}. A directed path in
G(A) from i1 to ik is a sequence of distinct vertices i1, . . . , ik
such that (il, il+1) ∈ E for l = 1, . . . , k− 1. A cycle is a path
such that the origin and terminus are the same. The weight of
a cycle is defined as the product of weights on all its edges.
A cycle is said to be positive if it has a positive weight. The
following definitions are used throughout this paper.
· A digraph is said to be (structurally) balanced if all cycles
are positive.
· A digraph has a directed spanning tree if there exists at
least one vertex (called a root) which has a directed path
to all other vertices.
· A digraph is strongly connected if for any two distinct
vertices i and j, there exists a directed path from i to j.
For a strongly connected graph, it is clear that all vertices
can serve as roots. We can see that being strongly connected
is stronger than having a directed spanning tree and they are
equivalent when A is Hermitian.
For a complex digraph G(A), the complex Laplacian matrix
L = [lij ]n×n of G(A) is defined by L = D − A where
D = diag(d1, . . . , dn) is the modulus degree matrix of G(A)
with di =
∑
j∈Ni
|aij |. This definition appears in the literature
on gain graphs (see, e.g., [14]), which can be thought as a gen-
eralization of standard Laplacian matrix of nonnegative graphs.
We need the following definition on switching equivalence
[14], [18].
Definition 1. Two graphs G(A1) and G(A2) are said to be
switching equivalent, written as G(A1) ∼ G(A2), if there
exists a vector ζ = [ζ1 . . . , ζn]T ∈ Tn such that A2 =
D−1ζ A1Dζ .
It is not difficult to see that the switching equivalence is an
equivalence relation. We can see that switching equivalence
preserves connectivity and balancedness. We next investigate
the properties of eigenvalues of complex Laplacian L.
B. Properties of the complex Laplacian
For brevity, we say A is essentially nonnegative if G(A) is
switching equivalent to a graph with a nonnegative adjacency
matrix. By definition, it is easy to see that A is essentially
nonnegative if and only if there exists a diagonal matrix Dζ
such that D−1ζ ADζ is nonnegative. By the Gersˇgorin disk
theorem [4, Theorem 6.1.1], we see that all the eigenvalues
of the Laplacian matrix L of A have nonnegative real parts
and zero is the only possible eigenvalue with zero real part.
We next further discuss the properties of eigenvalues of L in
terms of G(A).
Lemma 1. Zero is an eigenvalue of L with an eigenvector
ζ ∈ Tn if and only if A is essentially nonnegative.
Proof. (Sufficiency) Assume that A is essentially nonnega-
tive. That is, there exists a diagonal matrix Dζ such that
A1 = D
−1
ζ ADζ is nonnegative. Let L1 be the Laplacian
matrix of the nonnegative matrix A1 and thus L11 = 0. A
simple observation shows that these two Laplacian matrices
are similar, i.e., L1 = D−1ζ LDζ . Therefore, Lζ = 0.
(Necessity) Let Lζ = 0 with ζ ∈ Tn. Then we have
LDζ1 = 0 and so D−1ζ LDζ1 = 0. Expanding the equation
D−1ζ LDζ1 = 0 in component form, we can verify that
D−1ζ LDζ ∈ Rn×n has nonpositive off-diagonal entries. This
implies that A1 = D−1ζ ADζ is nonnegative and thus A is
essentially nonnegative.
If we take the connectedness into account, then we can
derive a stronger result.
Proposition 1. Zero is a simple eigenvalue of L with an
eigenvector ξ ∈ Tn if and only if A is essentially nonnegative
and G(A) has a spanning tree.
Proof. The proof follows from a sequence of equivalences:
(1)⇔ (2)⇔ (3)⇔ (4).
Conditions (1)-(4) are given in the following.
(1) A is essentially nonnegative and G(A) has a spanning
tree.
(2) There exists a diagonal matrix Dζ such that A1 =
D−1ζ ADζ is nonnegative and G(A1) has a spanning tree.
(3) There exists a diagonal matrix Dζ such that L1 =
D−1ζ LDζ has a simple zero eigenvalue with an eigen-
vector being 1.
(4) L has a simple zero eigenvalue with an eigenvector ζ ∈
Tn.
Here, the second one is from [15, Lemma 3.1] and the last
one follows from the similarity.
Here a key issue is how to verify the essential nonnegativity
of A. Thanks to the concept of balancedness of digraphs, we
can derive a necessary and sufficient condition for A to be
essentially nonnegative. To this end, for a complex matrix A,
we denote by AH = (A + A∗)/2 the Hermitian part of A.
Clearly, we have A = AH when A is Hermitian.
Proposition 2. The complex matrix A = [aij ]n×n is es-
sentially nonnegative if and only if G(AH) is balanced and
aijaji ≥ 0 for all 1 ≤ i, j ≤ n.
Proof. Since AH is Hermitian, it follows from [18] that
G(AH) is balanced if and only if AH is essentially nonneg-
ative. Therefore, to complete the proof, we next show that
A is essentially nonnegative if and only if AH is essentially
nonnegative and aijaji ≥ 0 for all 1 ≤ i, j ≤ n.
Sufficiency: By the condition that aijaji ≥ 0, we have that
|aijaji| = a¯ij a¯ji. Multiplying both sides by aij , we obtain
that |aji|aij = |aij |a¯ji. Consequently, for a diagonal matrix
Dζ with ζ = [ζ1, . . . , ζn]T ∈ Tn, we have for aij 6= 0
ζ−1i
aij + a¯ji
2
ζj =
1 +
|aji|
|aij |
2
ζ−1i aijζj . (1)
3It thus follows that D−1ζ AHDζ being nonnegative implies
D−1ζ ADζ being nonnegative, which proves the sufficiency.
Necessity: Now assume that A is essentially nonnegative.
That is, there exists a diagonal matrix Dζ such that D−1ζ ADζ
is nonnegative. Then we have
aijaji = (ζ
−1
i aijζj)(ζ
−1
j ajiζi) ≥ 0
from which we know that relation (1) follows. This implies
that D−1ζ AHDζ is nonnegative. This concludes the proof.
The above proposition deals with the balancedness of
G(AH), instead of G(A) itself. The reason is that G(A) being
balanced is not a sufficient condition for A being essentially
nonnegative, as shown in the following example.
Example 1. Consider the complex matrix A given by
A =


0 2 0
1 0 0
−j j 0

 .
It is straightforward that G(A) only has a positive cycle of
length two and thus is balanced. However, we can check that
A is not essentially nonnegative.
The following theorem is a combination of Propositions 1
and 2.
Theorem 1. Zero is a simple eigenvalue of L with an
eigenvector ξ ∈ Tn if and only if G(A) has a spanning tree,
G(AH) is balanced and aijaji ≥ 0 for all 1 ≤ i, j ≤ n.
We next turn our attention to the case that A is not
essentially nonnegative. When G(A) has a spanning tree and A
is not essentially nonnegative, what we can only obtain from
Proposition 1 is that either zero is not an eigenvalue of L,
or zero is an eigenvalue of L with no associated eigenvector
in Tn. To provide further understanding, we here consider the
special case that A is Hermitian. In this case, L is also Hermi-
tian. Then all eigenvalues of L are real. Let λ1 ≤ λ2 ≤ · · · ≤
λn be the eigenvalues of L. The positive semidefiniteness of
L, i.e., the fact that λ1 ≥ 0, can be obtained by the following
observation. For z = [z1, . . . , zn]T ∈ Cn, we have
z∗Lz =
n∑
i=1
z¯i

∑
j∈Ni
|aij |zi −
∑
j∈Ni
aijzj


=
1
2
∑
(j,i)∈E
(|aij ||zi|2 + |aij ||zj |2 − 2aij z¯izj
)
=
1
2
∑
(j,i)∈E
|aij | |zi − ϕ(aij)zj |2
(2)
where ϕ : C\{0} → T is defined by ϕ(aij) = aij|aij | . Based
on (2), we have the following lemma.
Lemma 2. Let A be Hermitian. Assume that G(A) has a
spanning tree. Then L is positive definite, i.e., λ1 > 0, if and
only if A is not essentially nonnegative.
Proof. We only show the sufficiency since the necessity fol-
lows directly from Proposition 1. Assume the contrary. Then
there exists a nonzero vector y = [y1, . . . , yn]T ∈ Cn such
that Ly = 0. By (2),
y∗Ly =
1
2
∑
(j,i)∈E
|aij |
∣∣∣∣yi −
aij
|aij |yj
∣∣∣∣
2
= 0.
This implies that yi = aij|aij |yj for (j, i) ∈ E and so |yi| = |yj |
for (j, i) ∈ E . Note that for G(A) with A being Hermitian,
having a spanning tree is equivalent to the strong connectivity.
Then we conclude that |yi| = |yj| for all i, j = 1, . . . , n.
Without loss of generality, we assume that y ∈ Tn. It
follows from Lemma 1 that A is essentially nonnegative, a
contradiction.
On the other hand, for the general case that A is not Hermi-
tian, we cannot conclude that L has no zero eigenvalue when
G(A) has a spanning tree and A is not essentially nonnegative.
Example 3 in Section IV provides such an example.
III. APPLICATIONS
In this section, we study the distributed coordination prob-
lems with the results established in Section II. We first consider
the consensus problems on complex-weighted digraphs.
A. Complex consensus
For a group of n agents, we consider the continuous-time
(CT) consensus protocol over complex field
z˙i(t) = ui(t), t ≥ 0 (3)
where zi(t) ∈ C and ui(t) ∈ C are the state and input of agent
i, respectively. We also consider the corresponding discrete-
time (DT) protocol over complex field
zi(k + 1) = zi(k) + ui(k), k = 0, 1, . . . . (4)
The communications between agents are modeled as a com-
plex graph G(A). The control input ui is designed, in a
distributed way, as
ui = −κ
∑
j∈Ni
(|aij |zi − aijzj),
where κ > 0 is a fixed control gain. Then we have the
following two systems described as
z˙i(t) = −κ
∑
j∈Ni
(|aij |zi − aijzj)
and
zi(k + 1) = zi(k)− κ
∑
j∈Ni
(|aij |zi − aijzj).
Denote by z = (z1, . . . , zn)T ∈ Cn the aggregate position
vector of n agents. With the Laplacain matrix L of G(A),
these two systems can be rewritten in more compact forms:
z˙(t) = −κLz(t) (5)
in the CT case and
z(k + 1) = z(k)− κLz(k) (6)
4in the DT case. Inspired by the consensus in real-weighted
networks [1], [11], [12], we introduce the following definition.
Definition 2. We say that the CT system (5) (or the DT
system (6)) reaches the complex consensus if limt→∞ |zi(t)| =
a > 0 (or limk→∞ |zi(k)| = a > 0) for i = 1, . . . , n.
The following is useful in simplifying the statement of
complex consensus results. Let A be an essentially nonneg-
ative complex matrix. If G(A) has a spanning tree, then it
follows from Proposition 1 that L has a simple eigenvalue
at zero with an associated eigenvector ζ ∈ Tn. Thus, we
have A1 = D−1ζ ADζ is nonnegative and D
−1
ζ LDζ has a
simple eigenvalue at zero with an associated eigenvector 1.
In the standard consensus theory [16], it is well-known that
D−1ζ LDζ has a nonnegative left eigenvector ν = [ν1, . . . , νn]T
corresponding to eigenvalue zero, i.e., νT (D−1ζ LDζ) = 0 and
νi ≥ 0 for i = 1, . . . , n. We assume that ‖ν‖1 = 1. Letting
η = D−1ζ ν = [η1, . . . , ηn]
T
, we have ‖η‖1 = 1 and ηTL = 0.
We first state a necessary and sufficient condition for complex
consensus of the CT system (5).
Theorem 2. The CT system (5) reaches complex consensus
if and only if A is essentially nonnegative and G(A) has a
spanning tree. In this case, we have
lim
t→∞
z(t) = (ηT z(0))ζ.
Proof. Assume that A is essentially nonnegative and G(A) has
a spanning tree. By Proposition 1, we have L has a simple
eigenvalue at zero with an associated eigenvector ζ ∈ Tn.
Thus, we conclude that A1 = D−1ζ ADζ is nonnegative and
D−1ζ LDζ has a simple eigenvalue at zero with an eigenvector
1. Let z = Dζx. By system (5), we can see that x satisfies
the system
x˙ = −κD−1ζ LDζx.
Note that this is the standard consensus problem. From [16],
it follows that
lim
t→∞
x(t) = νTx(0)1 = νTD−1ζ z(0)1.
This is equivalent to
lim
t→∞
z(t) = (νTD−1ζ z(0))Dζ1 = (η
T z(0))ζ.
To show the other direction, we now assume that the system
(5) reaches complex consensus but G(A) does not have a
spanning tree. Let T1 be a maximal subtree of G. Note that
T1 is a spanning tree of subgraph G1 of G(A). Denote by G2
the subgraph induced by vertices not belonging to G1. It is
easy to see that there does not exist edge from G1 to G2 since
otherwise T1 is not a maximal subtree. All possible edges
between G1 and G2 are from G2 to G1, and moreover we can
see that there is no directed path from a vertex in G2 to the
root of T1 by T1 being a maximal subtree again. Therefore
it is impossible to reach the complex consensus between the
root of T1 and vertices of G2. This implies that the system (5)
cannot reach complex consensus. We obtain a contradiction.
Hence G(A) have a spanning tree. On the other hand, since
the system (5) reaches complex consensus we can see that the
solutions y = [y1, . . . , yn]T of the equation Ly = 0 always
have the property |yi| = |yj | for all i, j = 1, . . . , n. Namely,
zero is an eigenvalue of L with an eigenvector ζ ∈ Tn. It thus
follows from Lemma 1 that A is essentially nonnegative. We
complete the proof of Theorem 2.
For G(A), define the maximum modulus degree ∆ by ∆ =
max1≤i≤n di. We are now in a position to state the complex
consensus result for the DT system (6).
Theorem 3. Assume that the input gain κ is such that 0 <
κ < 1/∆. Then the DT system (6) reaches complex consensus
if and only if A is essentially nonnegative and G(A) has a
spanning tree. In this case, we have
lim
k→∞
z(k) = (ηT z(0))ζ.
Proof. Assume that A is essentially nonnegative and G(A) has
a spanning tree. By Propositions 1, we have L has a simple
eigenvalue at zero with an associated eigenvector ζ ∈ Tn.
Thus, we conclude that A1 = D−1ζ ADζ is nonnegative and
D−1ζ LDζ has a simple eigenvalue at zero with an associated
eigenvector 1. Let z = Dζx. By system (6), we can see that
x satisfies the system
x(k + 1) = (I − κD−1ζ LDζ)x(k).
Note that this is the standard consensus problem. From [16],
it follows that
lim
k→∞
x(k) = νTx(0)1 = νTD−1ζ z(0)1.
This is equivalent to
lim
k→∞
z(k) = (νTD−1ζ z(0))Dζ1 = (η
T z(0))ζ.
To show the other direction, we now assume that the system
(6) reaches complex consensus. Using the same arguments as
for the CT system (5) above, we can see that G(A) have a
spanning tree. On the other hand, based on the Gersˇgorin disk
theorem [4, Theorem 6.1.1], all the eigenvalues of −κL are
located in the union of the following n disks:

z ∈ C :
∣∣∣∣∣∣
z + κ
∑
j∈Ni
|aij |
∣∣∣∣∣∣
≤ κ
∑
j∈Ni
|aij |

 , i = 1, . . . , n.
Clearly, all these n disks are contained in the largest disk
defined by
{z ∈ C : |z + κ∆| ≤ κ∆} .
Noting that 0 < κ < 1/∆, we can see that the largest disk
is contained in the region {z ∈ C : |z + 1| < 1} ∪ {0}. By
translation, we have all the eigenvalues of I − κL are located
in the following region:
{z ∈ C : |z| < 1} ∪ {1}.
Since the system (6) reaches complex consensus we can see
that 1 must be the eigenvalue of I − κL. All other eigenvalue
of I−κL have the modulus strictly smaller than 1. Moreover,
if y = [y1, . . . , yn]T is an eigenvector of I−κL corresponding
to eigenvalue 1, then |yi| = |yj | > 0 for i, j = 1, . . . , n. That
is, zero is an eigenvalue of L with an eigenvalue ζ ∈ Tn. It
5thus follows from Lemma 1 that A is essentially nonnegative.
We complete the proof of Theorem 3.
Remark 1.
1) In Theorems 2 and 3, the key point is to check the
condition that A is essentially nonnegative which, by
Proposition 2, can be done by examining the condition
that G(AH) is balanced and aijaji ≥ 0 for all 1 ≤ i, j ≤
n.
2) For the special case when A is Hermitian, Theorems 2
and 3 take a simpler form. As an example, we consider
the CT system (5) with A being Hermitian. In this
case, it follows from Proposition 2 that A is essentially
nonnegative if and only if G(A) is balanced. Then we
have that the CT system (5) reaches complex consensus
if and only if G(A) has a spanning tree and is balanced.
In this case,
lim
t→∞
z(t) =
1
n
(ζ∗z(0))ζ.
In addition, in view of Lemma 2, it yields that
limt→∞ z(t) = 0 when G(A) has a spanning tree and
is unbalanced.
3) By the standard consensus results in [17], Theorems 2 and
3 can be generalized to the case of switching topology.
We omit the details to avoid repetitions.
Remark 2.
1) Theorems 2 and 3 actually give an equivalent condition
to ensure that all the agents converge to a common circle
centered at the origin. Motivated by this observation,
we can modify the two systems (5) and (6) accordingly
to study the circular formation problems. Similar to
Theorems 2 and 3, we can establish a necessary and
sufficient condition to ensure all the agents converge
to a common circle centered at a given point and are
distributed along the circle in a desired pattern, expressed
by the prespecified angle separations and ordering among
agents. We omit the details due to space limitations.
2) Part of Theorem 2 has been obtained in the literature,
see [8, Theorems III.5 and III.6]. As potential applica-
tions, the reuslts in Section II can be used to study the
set surrounding control problems [8]. A detailed analysis
for this is beyond the scope of this paper.
B. Bipartite consensus revisited
As an application, we now revisit some bipartite consensus
results from Theorems 2 and 3. We will see that these bipartite
consensus results improve the existing results in the literature.
Let G(A) be a signed graph, i.e., A = [aij ]n×n ∈ Rn×n
and aij can be negative. By bipartite consensus, we mean on
a signed graph, all agents converge to a consensus value whose
absolute value is the same for all agents except for the sign.
The state z is now restricted to the field of real numbers R,
denoted by x. Then the two systems (5) and (6) reduces to
the standard consensus systems:
x˙(t) = −κLx(t) (7)
and
x(k + 1) = x(k) − κLx(k). (8)
With the above two systems and based on Theorems 2 and 3,
we can derive the bipartite consensus results on signed graphs.
Corollary 1. Let G(A) be a signed digraph. Then the CT
system (7) achieves bipartite consensus asymptotically if and
only if A is essentially nonnegative and G(A) has a spanning
tree. In this case, for any initial state x(0) ∈ Rn, we have
lim
t→∞
x(t) = (ηTx(0))σ
where σ = [σ1 . . . , σn]T ∈ {±1}n such that DσADσ is non-
negative matrix and ηTL = 0 with η = [η1, . . . , ηn]T ∈ Rn
and ‖η‖1 = 1.
Corollary 2. Let G(A) be a signed digraph. Then the DT
system (8) with 0 < κ < 1/∆ achieves bipartite consensus
asymptotically if and only if A is essentially nonnegative and
G(A) has a spanning tree. In this case, for any initial state
x(0) ∈ Rn, we have
lim
k→∞
x(k) = (ηTx(0))σ
where η and σ are defined as in Corollary 1.
Remark 3. Corollary 1 indicates that bipartite consensus
can be achieved under a condition weaker than that given
in Theorem 2 in [1]. In addition, we also obtain a similar
necessary and sufficient condition for bipartite consensus of
the DT system (8).
IV. EXAMPLES
In this section we present some examples to illustrate our
results.
Example 2. Consider the complex graph G(A) illustrated in
Figure 1 with adjacency matrix
A =


0 0 −j 0
1 0 0 0
0 j 0 0
0 1 + j 0 0

 .
It is trivial that G(A) has a spanning tree. Since G(AH) is bal-
anced, Proposition 2 implies that A is essentially nonnegative.
Furthermore, defining ζ = [1, 1, j, ejpi4 ]T ∈ T4, we have
A1 = D
−1
ζ ADζ =


0 0 1 0
1 0 0 0
0 1 0 0
0
√
2 0 0

 .
The set of eigenvalues of the complex Laplacian L is
{0,√2, 3/2 + √3j/2, 3/2 − √3j/2}. The vector ζ is an
eigenvector associated with eigenvalue zero. A simulation
under system (5) is given in Figure 2, which shows that the
complex consensus is reached asymptotically. This confirms
the analytical results of Theorems 2 and 3.
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Figure 2. Complex consensus process of the agents.
Example 3. Consider the complex graph G(A) illustrated in
Figure 3 with adjacency matrix
A =


0 0 0 0 0 1
0 0 1 0 0 0
0 0 0 1− j 0 0
0 j 0 0 0 0
j 0 0 0 0 0
0 0 0 0 −j 0


.
We can see that G(A) has a spanning tree and A is not
essentially nonnegative since G(AH) is unbalanced. We can
verify that zero is an eigenvalue of L. The simulation in Figure
4 shows that the complex consensus cannot be reached.
V. CONCLUSION
Motivated by the study of bipartite consensus problems, we
discuss the consensus problems in complex-weighted graphs.
To this end, we first establish some key properties of the
complex Laplacian. We emphasize that these properties can
be examined by checking the properties of the corresponding
digraph. Then we give some necessary and sufficient con-
ditions to ensure the convergence of complex consensus. It
is shown that these general consensus results can be used to
study some distributed coordination control problems of multi-
agent systems in a plane. In particular, these results cover
the bipartite consensus results on signed digraphs. We believe
that the properties of the complex Laplacian obtained in this
paper are useful in other multi-agent coordination problems in
a plane.
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