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ON A GENERALIZATION OF STRONGLY η-CONVEX FUNCTIONS VIA
FRACTAL SETS
ZARONI ROBLES1, JOSE´ E. SANABRIA2∗ AND RAINIER V. SA´NCHEZ C.3
Abstract. The purpose of this paper is to study a generalization of strongly η-convex functions
using the fractal calculus developed by Yang [10], namely generalized strongly η-convex function.
Among other results, we obtain some Hermite-Hadamard and Feje´r type inequalities for this class
of functions.
1. Introduction and preliminaries
Convex sets, convex functions and their generalizations are important in applied mathematics,
especially in nonlinear programming and optimization theory. For example in economics, convexity
plays a fundamental role in equilibrium and duality theory. The convexity of sets and functions has
been the subject of many studies in recent years, among which we can mention several generalized
variants; as done by Awan et al. [1] when they introduced the class of strongly η-convex functions
as natural generalization of η-convex functions due to Gorji et al [6].
Definition 1.1. [1] A function f : I = [a, b] ⊂ R→ R is said to be is said to be strongly η-convex
with respect to η: R× R→ R and modulus c ≥ 0, if
f(tx+ (1− t)y) ≤ f(y) + tη(f(x), f(y)) − ct (1− t) (x− y)2 ,
for all x, y ∈ I and t ∈ [0, 1].
The concept of local fractional calculus (also called fractal calculus) has received considerable
attention for its application in non-differentiable problems of science and engineering. In the sense
of Mandelbrot, a fractal set is the one whose Hausdorff dimension strictly exceeds the topological
dimension (see [4], [5] and [7]). Many researchers studied the properties of functions on fractal
space and constructed many kinds of fractional calculus by using different approaches (see [2] ,
[3] and [10]). In particular, Yang [10] stated the analysis of local fractional functions on fractal
space systematically, which includes local fractional calculus and the monotonicity of functions.
The theory of fractal sets developed by Yang establishes the following. For 0 < α ≤ 1, we have the
following α-type sets:
Zα = {0α,±1α,±2α, ...,±nα, ...} (integer numbers α-type).
Qα =
{
mα =
(
p
q
)α
: p, q ∈ Z, q 6= 0
}
(rational numbers α-type).
Jα =
{
mα 6=
(
p
q
)α
: p, q ∈ Z, q 6= 0
}
(irrational numbers α-type).
Rα = Qα∪Jα (real numbers α-type).
We call fractal set to Rα and any subset of it. The following facts are found in [10] and [11].
If aα, bα and cα belong to the set Rα of α-type real numbers, then we have the following
properties:
(1) aα + bα and aαbα belong to the set Rα.
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(2) aα + bα = bα + aα = (a+ b)α = (b+ a)α.
(3) aα + (bα + cα) = (aα + bα) + cα.
(4) aαbα = bαaα = (ab)α = (ba)α.
(5) aα (bαcα) = (aαbα) cα.
(6) aα (bα + cα) = aαbα + aαcα.
(7) aα + 0α = 0α + aα = aα and aα1α = 1αaα = aα.
It is important to note that in this theory the number (a2)α ∈ Rα will be represented by a2α.
Now we introduce some basic definitions about the local factional calculus.
Definition 1.2. [10] A non-differentiable function f : R→ Rα, x→ f(x) is called local fractional
continuous at x0, if for any ε > 0, there exists δ > 0, such that
|f(x)− f(x0)| < ε
α
holds for |x − x0| < δ, where ε, δ ∈ R. If a function f is local fractional continuous on an interval
I, we denote f ∈ Cα(I).
Definition 1.3. [10] The local fractional derivative of f(x) of order α at x = x0 is defined by
f (α)(x0) =
dαf(x)
dxα
∣∣∣∣
x=x0
= lim
x→x0
∆α(f(x)− f(x0))
(x− x0)α
,
where ∆α(f(x)− f(x0)) ∼= Γ(1 + α)(f(x) − f(x0)) and Γ is the familiar Gamma function.
Let f (α)(x) = Dαxf(x). If there exists f
((k+1)α)(x) =
k+1 times︷ ︸︸ ︷
Dαx · · ·D
α
x f(x) for any x ∈ I ⊆ R , then
we denote f ∈ D(k+1)α(I), where k = 0, 1, 2, . . ..
Definition 1.4. [10] Let f ∈ Cα[a, b]. The local fractional integral of f on the interval [a, b] of
order α (denoted by aI
(α)
b f) is defined by
aI
(α)
b f(t) =
1
Γ(1 + α)
∫ b
a
f(t)(dt)α =
1
Γ(1 + α)
lim
∆t→0
N−1∑
j=0
f(tj)(∆tj)
α,
with ∆t = max{∆t0,∆t1, . . . ,∆tN−1} and ∆tj = tj+1 − tj for j = 0, 1, . . . , N − 1, where a = t0 <
t1 < · · · < ti < · · · < tN−1 < tN = b is a partition of the interval [a, b].
Here, it follows that aI
(α)
b f = 0 if a = b and aI
(α)
b f = − bI
(α)
a f if a < b. If aI
(α)
x f there exits
for any x ∈ [a, b], then it is denoted by f ∈ I
(α)
x [a, b].
In 2019, Sanabria and Robles [8] used the local fractional calculus to introduce the following
generalized η-convex function.
Definition 1.5. [8] A function f : I = [a, b] ⊂ R → Rα is said to be generalized η-convex with
respect to η : Rα × Rα → Rα, if
f(tx+ (1− t)y) ≤ f(y) + tαη(f(x), f(y)),
for all x, y ∈ I and t ∈ [0, 1].
The family of all generalized η-convex functions in an interval I = [a, b] is denoted by η-GCα(I);
which is,
η-GCα(I) = {f : I = [a, b] ⊂ R→ R
α|f is a generalized η-convex function}.
In 2020, Sa´nchez and Sanabria introduced the class of generalized strongly convex functions
using fractal sets. Next we define this class of functions.
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Definition 1.6. [9] A function f : I → Rα is called generalized strongly convex with modulus c if
f(tx+ (1− t)y) ≤ tαf(x) + (1− t)αf(y)− cαtα(1− t)α(x− y)2α,
for all x, y ∈ I and t ∈ [0, 1].
The family of all generalized strongly convex functions with modulus c is denoted by GSCcα(I);
that is,
GSCcα(I) = {f : I → R
α|f is generalized strongly convex with modulus c} .
2. Main results
In this section we introduce the definition of generalized strongly η-convex function and establish
some relevant inequalities.
Definition 2.1. A function f : I = [a, b] ⊂ R→ Rα is said to be generalized strongly η-convex
with respect to η : Rα × Rα → Rα and modulus c ≥ 0, if
f(tx+ (1− t)y) ≤ f(y) + tαη(f(x), f(y))− cαtα (1− t)α (x− y)2α ,
for all x, y ∈ I and t ∈ [0, 1].
The family of all generalized strongly η-convex functions in an interval I = [a, b] is denoted by
η-GSCcα(I); which is,
η-GSCcα(I) = {f : I = [a, b] ⊂ R→ R
α|f is a generalized strongly η-convex function}.
Remark 2.2. Note that for particular cases of the numbers 0 < α ≤ 1 and c ≥ 0, and the function
η, we recover well known classical concepts of convex functions as is shown below.
(1) If α = 1, then generalized strongly η-convex functions are strongly η-convex functions.
(2) If c = 0, then generalized strongly η-convex functions are generalized η-convex functions.
(3) If α = 1 and c = 0, then generalized strongly η-convex functions are η-convex functions.
(4) If η(xα, yα) = xα − yα, then generalized strongly η-convex functions are generalized strongly
convex functions.
If f ∈ η-GSCcα(I) and x = y then f(x) ≤ f(x) + t
αη(f(x), f(x)); that is, 0α ≤ tαη(f(x), f(x))
and hence, 0α ≤ η(f(x), f(x)). Also, if f ∈ η-GSCcα(I) and t = 1 then f(x) ≤ f(y)+ η(f(x), f(y)),
which implies that f(x) − f(y) ≤ η(f(x), f(y)). On the other hand, if f ∈ GSCcα(I) and η :
Rα × Rα → Rα is a function which satisfies the equality η(aα, bα) ≥ aα − bα for all aα, bα ∈ Rα,
then
f(tx+ (1− t)y) ≤ tαf(x) + (1− t)αf(y)− cαtα (1− t)α (x− y)2α
= f(y) + tα[f(x)− f(y)]− cαtα (1− t)α (x− y)2α
≤ f(y) + tαη(f(x), f(y))− cαtα (1− t)α (x− y)2α .
This shows that f ∈ η-GSCcα(I).
Example 2.3. For a function f ∈ GSCcα(I), we may find another function η other than the function
η(xα, yα) = xα− yα such that f ∈ η-GSCcα(I). Indeed, since the function g(x) = x
2α is generalized
convex, by [9, Theorem 2.8] it follows that the function f(x) = g(x) + cαx2α = g(x) + cαg(x) is
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generalized strongly convex. If η(xα, yα) = 2αxα + yα, we have
f(tx+ (1− t)y) = g(tx+ (1− t)y) + cαg(tx+ (1− t)y)
≤ g(y) + tαη(g(x), g(y)) + cα (tx+ (1− t)y)2α (see [8, Example 2.3])
= g(y) + tαη(g(x), g(y)) + cα
(
t2x2 + t(1− t)2xy + (1− t)2y2
)α
= g(y) + tαη(g(x), g(y)) + cα
(
t2(x− y)2 − t(x− y)2 + tx2 − ty2 + y2
)α
= g(y) + tαη(g(x), g(y)) + cα
(
t(t− 1)(x − y)2 + tx2 − ty2 + y2
)α
= g(y) + tαη(g(x), g(y)) − cαtα(1− t)α (x− y)2α + cαtαx2α − cαtαy2α + cαy2α
≤ g(y) + tαη(g(x), g(y)) − cαtα(1− t)α (x− y)2α + cαtα(2αx2α + y2α) + cαy2α
= g(y) + tαη(g(x), g(y)) − cαtα(1− t)α (x− y)2α + cαtαη(g(x), g(y)) + cαg(y)
= f(y) + tαη(f(x), f(y)) − cαtα(1− t)α (x− y)2α
for all x, y ∈ R and t ∈ [0, 1]. This shows that f ∈ η-GSCcα(I). Note that f is generalized strongly
η-convex with respect to every η(xα, yα) = aαxα + bαyα with aα ≥ 1α, bα ≥ −1α and x, y ∈ R.
Theorem 2.4. Let f ∈ Dα(I) be a generalized strongly η-convex function. If x ∈ I is the minimum
of f , then
fα(x)
(y − x)α
Γ (1 + α)
≥ 0⇒ η (f(y), f(x)) ≥ cα (y − x)2α .
Proof. Suppose that x ∈ I is the minimum of f ∈ η-GSCcα(I), then f(x) ≤ f(y) for all y ∈ I. Since
I is a convex subset of R, then yt = x + t(y − x) ∈ I for all y ∈ I and t ∈ [0, 1]. Thus, we have
0α ≤ f(x+ t(y − x))− f(x) and dividing above inequality by tα, we obtain that
0α ≤
f(x+ t(y − x))− f(x)
tα
Putting h = t(y − x), we have t =
h
y − x
and hence,
0 ≤
f(x+ h)− f(x)
hα
(y − x)α =
Γ (1 + α) [f (x+ h)− f (x)]
hα
(y − x)α
Γ (1 + α)
.
Letting h→ 0 we have
0 ≤ f (α)(x)
(y − x)α
Γ (1 + α)
. (1)
Since f ∈ η-GSCcα([a, b]), then
f(x+ t(y − x)) ≤ f(x) + tαη(f(y), f(x))− cαtα(1− t)α(y − x)2α,
which implies that
Γ(1 + α)f(x+ t(y − x))− f(x)
tα
1
Γ(1 + α)
≤ η(f(y), f(x)) − cα(1− t)α(y − x)2α.
Taking limit on both sides as t→ 0, we obtain that
f (α)(x)
(y − x)α
Γ(1 + α)
≤ η(f(y), f(x)) − cα(y − x)2α.
By (1), we conclude that η(f(y), f(x))−cα(y−x)2α ≥ 0 and hence, η(f(y), f(x)) ≥ cα(y−x)2α. 
The following result is a new refinement of the Hermite-Hadamard type inequality for generalized
strongly η-convex functions.
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Theorem 2.5. Let f ∈ η-GSCcα([a, b]). If η(., .) is bounded from above byM
α
η on f([a, b])×f([a, b]),
then
f
(
a+ b
2
)
−
(
Mη
2
)α
≤
Γ(1 + α)
(b− a)α
[
aI
(α)
b f(x)−
cα
4α
(b− a)3αA
]
≤
f(a) + f(b)
2α
+ Γ(1 + α)
[
η(f(a), f(b)) + η(f(b), f(a))
2α
B
− cα (b− a)2α (B −A)
]
≤
f(a) + f(b)
2α
+ Γ(1 + α)
[
Mαη B − c
α (b− a)2α (B −A)
]
,
donde A :=
Γ(1 + 2α)
Γ(1 + 3α)
and B :=
Γ(1 + α)
Γ(1 + 2α)
.
Proof. Since f ∈ η-GSCcα([a, b]), we have
f
(
a+ b
2
)
= f
(
a+ b
4
−
t(b− a)
4
+
a+ b
4
+
t(b− a)
4
)
= f
(
1
2
(
a+ b− t(b− a)
2
)
+
1
2
(
a+ b+ t(b− a)
2
))
≤ f
(
a+ b− t(b− a)
2
)
+
(
1
2
)α
η
(
f
(
a+ b+ t(b− a)
2
)
, f
(
a+ b− t(b− a)
2
))
−
( c
4
)α
(t(b− a))2α
≤ f
(
a+ b− t(b− a)
2
)
+
(
Mη
2
)α
−
( c
4
)α
(t(b− a))2α
,
which implies that
f
(
a+ b− t(b− a)
2
)
≥ f
(
a+ b
2
)
−
(
Mη
2
)α
+
( c
4
)α
t2α(b− a)2α,
and similarly
f
(
a+ b+ t(b− a)
2
)
≥ f
(
a+ b
2
)
−
(
Mη
2
)α
+
( c
4
)α
t2α(b− a)2α.
Now, using the change of variable technique for local fractional integrals of order α, we obtain that
2α
(b− a)α
∫ b
a
f(x) (dx)α =
2α
(b− a)α
[∫ (a+b)/2
a
f(x) (dx)α +
∫ b
(a+b)/2
f(x) (dx)α
]
=
∫ 1
0
f
(
a+ b− t(b− a)
2
)
(dt)α +
∫ 1
0
f
(
a+ b+ t(b− a)
2
)
(dt)α
=
∫ 1
0
[
f
(
a+ b− t(b− a)
2
)
+ f
(
a+ b+ t(b− a)
2
)]
(dt)α
≥
∫ 1
0
[
2αf
(
a+ b
2
)
−Mαη +
( c
2
)α
t2α(b− a)2α
]
(dt)α
= 2α
∫ 1
0
[
f
(
a+ b
2
)
−
(
Mη
2
)α]
(dt)α +
( c
2
)α
(b− a)2α
∫ 1
0
t2α (dt)α
= 2α
[
f
(
a+ b
2
)
−
(
Mη
2
)α]
+
( c
2
)α
(b− a)2α
Γ(1 + α)Γ(1 + 2α)
Γ(1 + 3α)
.
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Therefore,
1
(b− a)α
∫ b
a
f(x) (dx)α ≥ f
(
a+ b
2
)
−
(
Mη
2
)α
+
( c
4
)α
(b− a)2α
Γ(1 + α)Γ(1 + 2α)
Γ(1 + 3α)
and consequently,
Γ(1 + α)
(b− a)α
[
aI
(α)
b f(x)−
cα
4α
(b− a)3α
Γ(1 + 2α)
Γ(1 + 3α)
]
≥ f
(
a+ b
2
)
−
(
Mη
2
)α
.
On the other hand, as f ∈ η-GSCcα([a, b]), we have
f(ta+ (1− t)b) ≤ f(b) + tαη(f(a), f(b)) − cαtα (1− t)α (b− a)2α .
Now, applying local fractional integration of order α with respect to t on [0, 1]:∫ 1
0
f(ta+ (1− t)b) (dt)α ≤
∫ 1
0
[
f(b) + tαη(f(a), f(b)) − cαtα (1− t)α (b− a)2α
]
(dt)α,
which implies that
1
(b− a)α
∫ b
a
f(x) (dx)α ≤ f(b) + η(f(a), f(b))
∫ 1
0
tα (dt)α − cα (b− a)2α
∫ 1
0
tα (1− t)α (dt)α
= f(b) + η(f(a), f(b))
Γ(1 + α) · Γ(1 + α)
Γ(1 + 2α)
− cα (b− a)2α Γ(1 + α)
[
Γ(1 + α)
Γ(1 + 2α)
−
Γ(1 + 2α)
Γ(1 + 3α)
]
= A1.
Also
1
(b− a)α
∫ b
a
f(x) (dx)α ≤ f(a) + η(f(b), f(a))
Γ(1 + α) · Γ(1 + α)
Γ(1 + 2α)
− cα (b− a)2α Γ(1 + α)
[
Γ(1 + α)
Γ(1 + 2α)
−
Γ(1 + 2α)
Γ(1 + 3α)
]
= A2.
Thus, we obtain
Γ(1 + α)
(b− a)α
aI
(α)
b f(x) ≤ min{A1, A2}
≤
f(a) + f(b)
2α
+
η(f(a), f(b)) + η(f(b), f(a))
2α
Γ(1 + α) · Γ(1 + α)
Γ(1 + 2α)
− cα (b− a)2α Γ(1 + α)
[
Γ(1 + α)
Γ(1 + 2α)
−
Γ(1 + 2α)
Γ(1 + 3α)
]
≤
f(a) + f(b)
2α
+ Γ(1 + α)
[
η(f(a), f(b)) + η(f(b), f(a))
2α
Γ(1 + α)
Γ(1 + 2α)
− cα (b− a)2α
[
Γ(1 + α)
Γ(1 + 2α)
−
Γ(1 + 2α)
Γ(1 + 3α)
]]
≤
f(a) + f(b)
2α
+ Γ(1 + α)
[
Mαη
Γ(1 + α)
Γ(1 + 2α)
− cα (b− a)2α
[
Γ(1 + α)
Γ(1 + 2α)
−
Γ(1 + 2α)
Γ(1 + 3α)
]]
.
The remainder of the proof follows from the above inequalities. 
Remark 2.6. It is important to note that if η(xα, yα) = xα− yα then Theorem 2.5 becomes a result
for the generalized strongly convex functions introduced in [9].
ON A GENERALIZATION OF STRONGLY η-CONVEX FUNCTIONS VIA FRACTAL SETS 7
Definition 2.7. [8] A function f : [a, b]→ Rα is said to be symmetric with respect to a+b2 ∈ [a, b],
if
f(x) = f(a+ b− x)
for all x ∈ [a, b].
The following result is a Feje´r type inequality for generalized strongly η-convex functions.
Theorem 2.8. Let f ∈ η-GSCcα([a, b]). If η(., .) is bounded from above on f([a, b]) × f([a, b]).
Moreover, suppose that w : [a, b]→ Rα+ is symmetric with respect to
a+b
2 and w ∈ I
(α)
x [a, b], then
f
(
a+ b
2
)
aI
(α)
b w(x)− Lη(a, b) +
cα
4α
aI
(α)
b (a+ b− 2x)
2αw(x)
≤ aI
(α)
b f(x)w(x)
≤
f(a) + f(b)
2α
aI
(α)
b w(x) +Rη(a, b) − c
α
aI
(α)
b (b− x)
α(x− a)αw(x),
where
Lη(a, b) :=
1
2α
aI
(α)
b η(f(a+ b− x), f(x))w(x),
and
Rη(a, b) :=
η(f(a), f(b)) + η(f(b), f(a))
2α(b− a)α
aI
(α)
b (b− x)
αw(x),
respectively.
Proof. Since f ∈ η-GSCαα ([a, b]), we have
f
(
a+ b
2
)
≤ f((1− t)a+ tb) +
1
2α
η(f((1− t)b+ ta), f((1 − t)a+ tb))
−
cα
4α
(b− a)2α (1− 2t)2α .
Using the facts that w ∈ I(α)x [a, b] and w symmetric with respect to
a+b
2 , we obtain that
f
(
a+ b
2
)
aI
(α)
b w(x) = f
(
a+ b
2
)
(b− a)α 0I
(α)
1 w((1 − t)a+ tb)
≤ (b− a)α 0I
(α)
1 f((1− t)a+ tb)w((1 − t)a+ tb))
+
(b− a)α
2α
0I
(α)
1 η(f((1− t)b+ ta), f((1− t)a+ tb))w((1 − t)a+ tb)
−
cα
4α
(b− a)3α 0I
(α)
1 (1− 2t)
2α w((1 − t)a+ tb)
= aI
(α)
b f(x)w(x) +
1
2α
aI
(α)
b η(f(a+ b− x), f(x))w(x)
−
cα
4α
aI
(α)
b (a+ b− 2x)
2α w(x).
This shows the inequality of the left side of the theorem. Now, again using the facts that w ∈
I(α)x [a, b] and w is symmetric with respect to
a+b
2 , we have that
aI
(α)
b f(x)w(x) ≤ (b− a)
α
0I
(α)
1
[
f(b) + tαη(f(a), f(b)) − cαtα (1− t)α (b− a)2α
]
w(ta+ (1− t)b)
≤ (b− a)α 0I
(α)
1 f(b)w(ta+ (1− t)b)
+ (b− a)αη(f(a), f(b)) 0I
(α)
1 t
αw(ta+ (1− t)b)
− cα (b− a)3α 0I
(α)
1 t
α (1− t)α w(ta+ (1− t)b). (2)
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Similarly,
aI
(α)
b f(x)w(x) ≤ (b− a)
α
0I
(α)
1 f(a)w(ta+ (1− t)b)
+ (b− a)αη(f(b), f(a)) 0I
(α)
1 t
αw(ta+ (1− t)b)
− cα (b− a)3α 0I
(α)
1 t
α (1− t)α w(ta+ (1− t)b). (3)
Then, adding (2) y (3), we obtain that
2α aI
(α)
b f(x)w(x) ≤ (b− a)
α[f(a) + f(b)] aI
(α)
b w(ta+ (1− t)b)
+ (b− a)α[η(f(a), f(b)) + η(f(b), f(a))] 0I
(α)
1 t
(α)w(ta+ (1− t)b)
− 2αcα (b− a)3α 0I
(α)
1 t
α (1− t)α w(ta+ (1− t)b).
Applying the change of variable technique for local fractional integration of order α, we conclude
that
aI
(α)
b f(x)w(x) ≤
f(a) + f(b)
2α
aI
(α)
b w(x) +
η(f(a), f(b)) + η(f(b), f(a))
2α(b− a)α
aI
(α)
b (b− x)
αw(x)
− cα aI
(α)
b (b− x)
α (x− a)αw(x),
which completes the proof. 
Remark 2.9. If w(x) = 1α then Theorem 2.8 reduces to Theorem 2.5. Observe that if η(xα, yα) =
xα − yα, then Theorem 2.8 is a Hermite-Hadamard-Feje´r type inequality for generalized strongly
convex functions.
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