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雑音環境下で収録された複数人会話音声において「いつ誰が発話したか」を推定するこ
と，雑音混入音声の音質を復元することは，その音声の振り返りやデータ管理のために重
要な役割を果たす．「いつ誰が発話したか」の推定は話者ダイアライゼーション，雑音混
入音声の雑音成分を除去することは音声強調と呼ばれる．これらの研究は知能ロボットに
関する研究，ロボット聴覚や対話システムの研究にも大きな貢献が期待されている．人間
のようなふるまいをする知能ロボットを開発するためには，人間同士のセンサを意識しな
い自然な会話データの分析が不可欠である．本論文ではこのような複数人会話の話者ダイ
アライゼーションと雑音環境下における音声強調それぞれの推定精度改善を目指す． 
マイクやカメラなどのセンサを意識しない自然な会話において，遠隔収録音声の場合，
既存の話者ダイアライゼーション手法の推定精度は劣化する．本論文では，センサにより
観測される聴覚と視覚情報を確率的に統合することで，自然な会話の話者ダイアライゼー
ションに取り組む．マイクロホンアレイにより収録された複数チャネル音声データから空
間スペクトルを推定し，確率情報へ変換する．また，カメラにより収録された画像情報か
ら話者の位置を推定し，話者の存在確率へ変換する．二つの異なる情報を確率に変換する
ことで統合し，話者ダイアライゼーションを行う．既存手法と比べ，推定精度が 50%改善す
ることを評価実験によって確認した．しかしながら，雑音環境下では無雑音下と比べて推
定精度が 10%劣化した．雑音環境下で音声が劣化する問題に対し，音声強調を施すことで音
質の改善を目指す． 
従来の音声強調は音声の振幅スペクトル処理に重点を置き，位相スペクトルは音質の面
では寄与が少ないという先行研究を受け，無視されていた．しかし，位相スペクトルが音
質や明瞭性改善に効果があるという報告がなされ，雑音下における位相スペクトル強調が
見直されている．本論文では，この位相復元に着目し音声強調を行う．音声の位相スペク
トルの時間周波数領域における関係性を考慮した新しい位相復元手法を提案し，音声強調
に適用する．評価実験により，近年提案された位相復元の代表的な手法と比較し，本提案
手法が約 25%の音質改善に貢献することを明らかにした．また，この手法を空間スペクトル
推定に適用し，雑音下における推定精度が改善する可能性があることを確認した． 
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Estimating “who speaks when” in multi-party conversations, which is called speaker diarization, 
plays an important role in the speaker indexing, review, and control of a large quantity of 
conversation data. In addition, the improvement in the speech quality by speech enhancement assists 
speaker diarization in noisy environments. Research on speaker diarization and speech enhancement 
is useful not only for the indexing and review but also for realizing intelligent robots, in particular, 
the development of research on robot audition and dialogue systems. The development of intelligent 
robots which comprehend human-to-human interaction requires the analysis of natural multi-party 
conversations and high-performance automatic speech recognition systems. Contrary to general 
meeting, these natural conversations complicate automatic speech recognition and speaker 
diarization. Ambient noise makes them further difficult. This thesis presents two contributions, 
advancement in speaker diarization and speech enhancement. 
In natural multi-party conversations, the recording of conversation data with a distant-talking 
microphone(s) is desirable because it is difficult to usually record it with close-talking one. In such 
setting, speakers in conversations utter with unconcern for sensors such as microphone and camera. 
These limitations complicate speaker diarization by previous approaches and degrade the 
performance of previous works because they deal with general meeting and broadcast news, in 
which speakers utter with concern for sensors. This thesis tackles speaker diarization in natural 
conversations by using audio-visual integrated approach. Transformation from audio and image 
signals into each spatial probability integrates the two different information, which improved the 
estimation accuracy by 50 % in natural conversations through experimental evaluations compared 
with the conventional approach. Meanwhile, the estimation accuracy in noisy environments was 
degraded by 10 % compared with that in the clean environment. 
Speech enhancement in noisy environments resolves the problem. This technique reduces noise 
components from the noisy speech, reconstructs the clean speech, and improves the quality and the 
performance of automatic speech recognition. Speech enhancement has been conventionally 
conducted by modifying only the amplitude spectrum of the signal, while ignoring the phase 
spectrum, which had been regarded as an unimportant feature. Latest works show the phase 
spectrum modification also improves speech quality and intelligibility just like amplitude spectrum 
modification. Estimating phase spectrum for speech enhancement, so called “phase reconstruction,” 
has been particularly received attentions in signal processing field. This thesis proposes a new phase 
reconstruction method for speech enhancement using relationships between time-frequency 
characteristics of phase spectra. Experimental results showed the use of the characteristics by the 
proposed method improves speech quality by 25% compared to a baseline method, which is a 
leading phase reconstruction. Additionally, the application of the phase reconstruction to 
multi-signal processing probably improves source localization performance in noisy environments. 
