A generalization of dual polar graph of orthogonal space  by Guo, Jun & Gao, Suogang
Finite Fields and Their Applications 15 (2009) 661–672Contents lists available at ScienceDirect
Finite Fields and Their Applications
www.elsevier.com/locate/ffa
A generalization of dual polar graph of orthogonal space
Jun Guo a, Suogang Gao b,∗
a Math. and Inf. College, Langfang Teachers’ College, Langfang 065000, PR China
b Math. and Inf. College, Hebei Normal University, Shijiazhuang 050016, PR China
a r t i c l e i n f o a b s t r a c t
Article history:
Received 1 January 2009
Revised 5 April 2009
Available online 5 May 2009
Communicated by Simeon Ball
Keywords:
Aﬃne-orthogonal space
Dual polar graph
Maximal totally isotropic ﬂat
Let δ = 0,1 or 2, and let AOG(2ν + δ,Fq) be the (2ν + δ)-
dimensional aﬃne-orthogonal space over a ﬁnite ﬁeld Fq . Deﬁne
a graph Γ δ whose vertex-set is the set of all maximal totally
isotropic ﬂats of AOG(2ν + δ,Fq), and in which F1, F2 are adjacent
if and only if dim(F1 ∪ F2) = ν + 1, for any F1, F2 ∈ Γ δ . First,
we show that the distance between any two vertices in Γ δ is
determined by means of dimension of their join and prove that
Γ δ is a vertex transitive graph with diameter ν + [(1 + δ)/2] and
valency (qν+δ − 1) + q1+δ[ν1]q . Next, we show that any maximal
clique in Γ δ is isomorphic to the maximal clique Ωδ1 (δ 1) with
size qδ + 1, the maximal clique Ωδ2 with size 2q, or the maximal
clique Ωδ3 with size q
ν+δ and also compute the total number of
maximal cliques in Γ δ . Finally, we study the connectivity of some
subgraphs of Γ δ .
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
The dual polar graphs of the classical spaces over ﬁnite ﬁelds are important distance-regular
graphs. So the study of their features is of interest to many mathematicians (see [1,2], for examples).
Applying the matrix method, Wan, Dai, Feng and Yang [8] computed all parameters of the dual polar
graphs. Wang, Li and Huo [6,10,11] gave in matrix form the structure of all subconstituents of the dual
polar graphs. Wang and Li [9] studied lattices associated with cliques of the dual polar graphs. Their
research stimulates us to consider the similar problems in aﬃne-classical spaces. In [4,3], the authors
discussed the generalizations of dual polar graphs of aﬃne-symplectic and aﬃne-unitary spaces. In
this paper, we consider the similar problem in aﬃne-orthogonal spaces.
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AOG(2ν + δ,Fq) be the (2ν + δ)-dimensional aﬃne-orthogonal space over Fq (see Section 2). Deﬁne a
graph Γ δ whose vertex-set is the set of all maximal totally isotropic ﬂats of AOG(2ν + δ,Fq), and in
which F1, F2 are adjacent if and only if dim(F1 ∪ F2) = ν + 1, for any F1, F2 ∈ Γ δ .
The vertex-set of Γ δ is written by V (Γ δ), and ∂Γ δ (F1, F2) means the distance between vertices
F1 and F2 in Γ δ . For any F1 ∈ V (Γ δ), we use Γ δr (F1) to denote the set of vertices F2 in Γ δ satisfying
∂Γ δ (F1, F2) = r, and write Γ δ(F1) = Γ δ1 (F1).
In this paper, we study the graph Γ δ . This paper is organized as follows. In Section 2, we recall
some of concepts and results about the aﬃne-orthogonal space and dual polar graph. In Section 3,
we study the distance function of the graph Γ δ and the size of Γ δr (F ). In Section 4, we discuss the
maximal cliques of Γ δ . In Section 5, we study the connectivity of some subgraphs of Γ δ .
2. The aﬃne-orthogonal space and dual polar graph
In this section, we shall ﬁrst introduce the concepts of maximal totally isotropic ﬂats in aﬃne-
orthogonal space. Notation and terminology will be adopted from [7].
Let Fq be a ﬁnite ﬁeld with q elements, where q is a prime power. Let δ = 0,1 or 2, and let F2ν+δq
be the (2ν + δ)-dimensional row vector space over Fq . Suppose that P is a subspace of F2ν+δq . We
use the same letter P to denote the subspace as well its matrix representation which is formed by
a basis of P as rows. For 1  i  2ν + δ, we use ei to denote the (2ν + δ)-dimensional row vector
whose ith component is 1 and other components are 0s. For any α1,α2, . . . ,αn ∈ F2ν+δq , denote by
〈α1,α2, . . . ,αn〉 the subspace of F2ν+δq generated by α1,α2, . . . ,αn . Denote by At the transpose of the
matrix A.
Denote by K2ν+δ the set of all (2ν + δ)× (2ν + δ) alternate matrices over Fq , where δ = 0,1 or 2.
Two (2ν + δ) × (2ν + δ) matrices A and B over Fq are said to be congruent mod K2ν+δ , denoted
by A ≡ B (mod K2ν+δ), if A − B ∈ K2ν+δ . Clearly, ≡ is an equivalence relation on the set of all
(2ν + δ) × (2ν + δ) matrices. Let [A] denote the equivalence class containing A. Two matrix classes
[A] and [B] are said to be cogredient if there is a nonsingular (2ν + δ) × (2ν + δ) matrix Q over Fq
such that [Q AQ t] ≡ [B]. For q being odd, let
S2s+δ, =
( 0 I(s)
I(s) 0

)
, where  =
{∅, if δ = 0,
(1) or (z), if δ = 1,
diag(1,−z), if δ = 2,
where z is a ﬁxed non-square element of Fq . For q being even, let
S2s+δ, =
(0 I(s)
0

)
, where  =
⎧⎨
⎩
∅, if δ = 0,
(1), if δ = 1,(α 1
α
)
, if δ = 2,
where α is a ﬁxed element of Fq such that α /∈ {x2 + x | x ∈ Fq}. The orthogonal group of degree 2ν + δ
over Fq with respect to S2ν+δ, , denoted by O 2ν+δ,(Fq), consists of all (2ν + δ) × (2ν + δ) nonsin-
gular matrices T over Fq satisfying [T S2ν+δ,T t ] ≡ [S2ν+δ,]. The row vector space F2ν+δq together
with the right multiplication action of O 2ν+δ,(Fq) is called the (2ν+δ)-dimensional orthogonal space
over Fq . An m-dimensional subspace P in the (2ν + δ)-dimensional orthogonal space is a subspace
of type (m,2s + γ , s,Γ ) if P S2ν+δ,Pt is cogredient to diag(S2s+γ ,Γ ,0(m−2s−γ )). In particular, sub-
spaces of type (m,0,0) are called m-dimensional totally isotropic subspaces, and ν-dimensional totally
isotropic subspaces are called maximal totally isotropic subspaces.
Suppose P is a subspace of type (m,2s+ γ , s,Γ ) in (2ν + δ)-dimensional orthogonal space F2ν+δq .
A coset of F2ν+δq relative to a subspace P of type (m,2s + γ , s,Γ ) is called an (m,2s + γ , s,Γ )-ﬂat.
The dimension of an (m,2s + γ , s,Γ )-ﬂat U + x is deﬁned to be the dimension of the subspace U ,
denoted by dim(U + x).
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set F2ν+δq with all the ﬂats and the incidence relation among them deﬁned above is said to be the
(2ν + δ)-dimensional aﬃne-orthogonal space, denoted by AOG(2ν + δ,Fq). Denote by F1 ∩ F2 the in-
tersection of the ﬂats F1 and F2, and by F1 ∪ F2 the minimum ﬂat containing both F1 and F2.
The set of matrices of the form
(
T 0
v 1
)
,
where T ∈ O 2ν+δ,(Fq) and v ∈ F2ν+δq , forms a group under matrix multiplication, which is denoted
by AO2ν+δ,(Fq) and called the aﬃne-orthogonal group of degree 2ν + δ over Fq . Deﬁne the action of
AO2ν+δ,(Fq) on AOG(2ν + δ,Fq) as follows:
AOG(2ν + δ,Fq) × AO2ν+δ,(Fq) → AOG(2ν + δ,Fq)(
x,
(
T 0
v 1
))
→ xT + v.
The above action induces an action on the set of ﬂats of AOG(2ν + δ,Fq), i.e., a ﬂat P + x is carried
by
(
T 0
v 1
)
∈ AO2ν+δ,(Fq)
into the ﬂat P T + (xT + v). By [7, Theorems 1.21, 6.4 and 7.6] AO2ν+δ,(Fq) is transitive on the set of
(m,2s + γ , s,Γ )-ﬂats in AOG(2ν + δ,Fq) for a given (m,2s + γ , s,Γ ).
Now we introduce the dual polar graph of (2ν + δ)-dimensional orthogonal space over Fq .
Let Mδ;0 be the set of all maximal isotropic subspaces of the (2ν + δ)-dimensional orthogonal
space F2ν+δq . Denote by Γ δ;0 the graph with Mδ;0 as the vertex-set, where two vertices P , Q ∈Mδ;0
are adjacent if and only if dim(P ∩ Q ) = ν −1. The graph Γ δ;0 is called the dual polar graph of F2ν+δq .
It is well known (see [2], for example) that the dual polar graph Γ δ;0 is distance-transitive, and hence
distance-regular of diameter ν with the following parameters:
bi = qi+δ
[
ν − i
1
]
q
, 0 i  ν − 1, (1)
ci =
[
i
1
]
q
, 1 i  ν. (2)
Note that in the literature, the dual polar graph Γ δ;0 is denoted by Dν(q), Bν(q) and 2Dν+1(q) ac-
cording to δ = 0,1 and 2, respectively.
For any P , Q ∈ Γ δ;0, ∂Γ δ;0(P , Q ) means the distance between vertices P and Q . Clearly,
∂Γ δ;0 (P , Q ) + ν = dim(P + Q ). For any P ∈ Mδ;0, we use Γ δ;0r (P ) to denote the set of vertices
Q in Mδ;0 satisfying ∂Γ δ;0(P , Q ) = r.
Theorem 2.1. For a given x ∈ F2ν+δq , letMδ;x be the set of all maximal totally isotropic ﬂats containing x of
AOG(2ν + δ,Fq). Let Γ δ;x be a subgraph of Γ δ induced byMδ;x. Then Γ δ;x is isomorphic to the dual polar
graph Γ δ;0 .
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f : Γ δ;0 → Γ δ;x
P → P + x
is an isomorphism from Γ δ;0 to Γ δ;x . 
Remarks. The dual polar graph Γ δ;0 is a subgraph of Γ δ . Hence, Γ δ is an extension of Γ δ;0. For any
F1, F2 ∈Mδ;x , ∂Γ δ;x (F1, F2) means the distance between vertices F1 and F2. Then by Theorem 2.1,
∂Γ δ;x (F1, F2) + ν = dim(F1 ∪ F2).
3. Distance function of Γ δ and the size of Γ δr (F )
We begin with some useful lemmas.
Proposition 3.1. (See [5] and [7].) Let F1 = V1 + x1 and F2 = V2 + x2 be any two ﬂats of AOG(2ν + δ,Fq),
where V1 and V2 are two vector subspaces of F2ν+δq , and x1, x2 ∈ F2ν+δq . Then
(i) F1 ∩ F2 = ∅ if and only if x2 − x1 ∈ V1 + V2 .
(ii) If F1 ∩ F2 = ∅, then F1 ∩ F2 = V1 ∩ V2 + x, where x ∈ F1 ∩ F2 .
(iii) F1 ∪ F2 = V1 + V2 + 〈x2 − x1〉 + x1 . In particular,
dim(F1 ∪ F2) =
{
dim F1 + dim F2 − dim(F1 ∩ F2), if F1 ∩ F2 = ∅,
dim F1 + dim F2 − dim(V1 ∩ V2) + 1, if F1 ∩ F2 = ∅.
Lemma 3.2. Let T ∈ AO2ν+δ,(Fq) and σT : V (Γ δ) → V (Γ δ); F → F T . Then σT ∈ Aut(Γ δ).
Proof. Since T is nonsingular, σT is a bijection. For any F1, F2 ∈ V (Γ δ), dim(F1 ∪ F2) = ν + 1 if and
only if dim(F1T ∪ F2T ) = ν + 1. It follows that F1 and F2 are adjacent if and only if F1T and F2T are
adjacent. Hence σT ∈ Aut(Γ δ). 
Theorem 3.3. Γ δ is a vertex transitive graph with |V (Γ δ)| = qν+δ∏νi=1(qi+δ−1 + 1). For any two vertices
F1, F2 of Γ δ , dim(F1 ∪ F2) = ν + r if and only if ∂Γ δ (F1, F2) = r. In particular, Γ δ is a graph with diameter
ν + [(1+ δ)/2].
Proof. By Lemma 3.2 and the fact that for each F1, F2 ∈ V (Γ δ), there exists T ∈ AO2ν+δ,(Fq)
such that F2 = F1T , Γ δ is vertex transitive. By [7, Corollaries 6.23, 7.25], the number of max-
imal totally isotropic subspaces of the orthogonal space F2ν+δq is equal to
∏ν
i=1(qi+δ−1 + 1). So
|V (Γ δ)| = qν+δ∏νi=1(qi+δ−1 + 1).
For any two vertices F1, F2 of Γ δ , to prove that dim(F1 ∪ F2) = ν + r iff ∂Γ δ (F1, F2) = r we only
prove that
dim(F1 ∪ F2) = ν + ∂Γ δ (F1, F2).
First, we prove that dim(F1 ∪ F2)  ν + ∂Γ δ (F1, F2) by induction on ∂Γ δ (F1, F2). The case
∂Γ δ (F1, F2) = 1 is trivial. Since ∂Γ δ (F1, F2) = r, there exists a vertex F ∈ V (Γ δ) such that ∂Γ δ (F1, F ) =
r−1 and ∂Γ δ (F , F2) = 1. By the induction hypothesis, dim(F1∪ F ) ν+r−1 and dim(F ∪ F2) = ν+1.
By Proposition 3.1 and F ⊆ (F1 ∪ F ) ∩ (F ∪ F2), we obtain that
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(
(F1 ∪ F ) ∪ (F ∪ F2)
)
= dim(F1 ∪ F ) + dim(F ∪ F2) − dim
(
(F1 ∪ F ) ∩ (F ∪ F2)
)
 2ν + r − dim F
= ν + r
= ν + ∂Γ δ (F1, F2).
Next, we prove that dim(F1 ∪ F2) ν + ∂Γ δ (F1, F2). We distinguish the following two cases:
Case 1: F1 ∩ F2 = ∅. Then there exists a vertex x ∈ F1 ∩ F2. It follows that F1, F2 ∈ Γ δ;x (see
Section 2). Hence, by deﬁnition of Γ δ
∂Γ δ (F1, F2) ∂Γ δ;x (F1, F2) = dim(F1 ∪ F2) − ν.
Case 2: F1 ∩ F2 = ∅. Write F1 = V1 + x, F2 = V2 + y, where V1 and V2 are two maximal totally
isotropic subspaces of F2ν+δq , and x, y ∈ F2ν+δq . Then y−x /∈ V1+V2 by Proposition 3.1. Let F = V2+x,
then ∂Γ δ (F , F2) = 1 and ∂Γ δ (F1, F2) ∂Γ δ (F1, F )+∂Γ δ (F , F2) = ∂Γ δ (F1, F )+1. Note that F1, F ∈ Γ δ;x .
Similar to the proof of Case 1, we have ∂Γ δ (F1, F ) dim(F1 ∪ F ) − ν . Hence, by Proposition 3.1
∂Γ δ (F1, F2) dim(F1 ∪ F ) − ν + 1 = dim(F1 ∪ F2) − ν.
So, for any two vertices F1, F2 of Γ δ ,
dim(F1 ∪ F2) = ν + ∂Γ δ (F1, F2).
Finally, we show that Γ δ is a graph with diameter ν + [(1 + δ)/2]. If δ = 0, then Γ δ is a graph
with diameter ν . If δ  1, then Γ δ is a graph with diameter ν + 1 by Proposition 3.1. Hence, Γ δ is a
graph with diameter ν + [(1+ δ)/2]. 
Now we compute |Γ δr (F )| for any F ∈ V (Γ δ).
Let 0 r  ν , and let P ∈ Γ δ;0. We use Γ δ;0r (P ) to denote the set of vertices Q in Γ δ;0 satisfying
∂Γ δ;0 (P , Q ) = r, and write Γ δ;0(P ) = Γ δ;01 (P ). Then we have the following lemma.
Lemma 3.4.
∣∣Γ δ;0r (P )∣∣= qr(r−1+2δ)/2
[
ν
r
]
q
.
Proof. By [2], |Γ δ;0r (P )| = |Γ δ;0r−1(P )|br−1/cr . Hence by (1) and (2)
∣∣Γ δ;0r (P )∣∣= b0b1 · · ·br−1c1c2 · · · cr
= q
δ(qν − 1)q1+δ(qν−1 − 1) · · ·qr−1+δ(qν−r+1 − 1)
(q − 1)(q2 − 1) · · · (qr − 1)
= qr(r−1+2δ)/2
[
ν
r
]
q
. 
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∣∣Γ δr (F )∣∣= (qν+δ−r+1 − 1)q(r−1)(r+2δ)/2
[
ν
r − 1
]
q
+ qr(r+1+2δ)/2
[
ν
r
]
q
.
In particular, Γ δ is a regular graph with valency (qν+δ − 1) + q1+δ[ν1]q.
Proof. Let F be any vertex of Γ δ . Since the group AO2ν+δ,(Fq) acts transitively on the set of all
vertices of Γ δ , we may assume that F = 〈e1, . . . , eν〉.
Let F ′ = U + x be any element of Γ δr (F ), where U is a maximal totally isotropic subspace of
F
2ν+δ
q , and x ∈ F2ν+δq . Then dim(F ∪ F ′) = ν + r by Theorem 3.3, i.e., dim(F + U + 〈x〉) = ν + r. By
Proposition 3.1, we have dim(F ∩ U ) = ν − r + 1 and x /∈ F + U , or dim(F ∩ U ) = ν − r and x ∈ F + U .
We distinguish the following two cases:
Case 1: dim(F ∩ U ) = ν − r + 1 and x /∈ F + U . By Lemma 3.4, the number of maximal to-
tally isotropic subspaces U of F2ν+δq satisfying dim(F ∩ U ) = ν − r + 1 is equal to |Γ δ;0r−1(F )| =
q(r−1)(r−2+2δ)/2
[ ν
r−1
]
q
. For a given U , by Proposition 3.1, there exist qr−1 maximal totally isotropic
ﬂats U + x such that (U + x) ∩ F = ∅. It follows that there exist qν+δ − qr−1 maximal totally
isotropic ﬂats U + x such that (U + x) ∩ F = ∅. Therefore, we obtain that there are altogether
(qν+δ − qr−1)q(r−1)(r−2+2δ)/2[ νr−1]q elements of Γ δr (F ).
Case 2: dim(F ∩ U ) = ν − r and x ∈ F + U . Similar to the proof of Case 1, we obtain that there are
altogether qrqr(r−1+2δ)/2
[ν
r
]
q elements of Γ
δ
r (F ) for this case.
So
∣∣Γ δr (F )∣∣= (qν+δ − qr−1)q(r−1)(r−2+2δ)/2
[
ν
r − 1
]
q
+ qrqr(r−1+2δ)/2
[
ν
r
]
q
.
In particular, Γ δ is a regular graph with valency (qν+δ − 1) + q1+δ[ν1]q . 
4. The maximal cliques of Γ δ
In this section, we study the maximal cliques of Γ δ .
Theorem 4.1. Any maximal clique in Γ δ is isomorphic to
Ωδ1 =
{
P
∣∣ P is a maximal totally isotropic subspace of F2ν+δq containing 〈e2, e3, . . . , eν〉} (δ  1),
Ωδ2 =
{
F ⊆ 〈e1, e2, . . . , eν+1〉
∣∣ F is a maximal totally isotropic ﬂat of AOG(2ν + δ,Fq)}
or
Ωδ3 =
{〈e1, e2, . . . , eν〉 + x ∣∣ x ∈ F2ν+δq }.
The size of maximal clique in Γ δ is qδ + 1,2q or qν+δ .
Proof. Let Ωδ be any maximal clique of Γ δ . We prove that Ωδ is isomorphic to Ωδ1 (δ  1), Ωδ2 or Ωδ3 .
Let F = V + x ∈ Ωδ , where V is a maximal totally isotropic subspace of F2ν+δq and x ∈ F2ν+δq . Set
Ωδ;x = {F ′ ∈ Ωδ | x ∈ F ′}. Then F ∈ Ωδ;x and Ωδ;x is a clique of Γ δ;x by deﬁnition of Γ δ (see Sec-
tion 2). We distinguish the following three cases according to the size of Ωδ;x:
Case 1: |Ωδ;x|  3. By Theorem 2.1, each maximal clique of Γ δ;x contains qδ + 1 vertices. Hence,
δ  1 by |Ωδ;x|  3. It follows that there exist two F ′ = U + x, F ′′ = W + x ∈ Ωδ;x such that U =
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dim(U + W ) = dim(V + W ) = ν + 1 by Theorem 3.3. It implies that U ∩ V is a (ν − 1)-dimensional
totally isotropic subspace in F2ν+δq . Set
δ1 =
{
P + x ∣∣ P is a maximal totally isotropic subspace of F2ν+δq containing U ∩ V } (δ  1).
Since U ∩ V is a (ν − 1)-dimensional totally isotropic subspace in F2ν+δq , δ1 is isomorphic to Ωδ1 by
deﬁnition of Γ δ . To prove Ωδ is isomorphic to Ωδ1 , we show Ω
δ = δ1. For this, we need only to show
Ωδ ⊆ δ1 since Ωδ is a maximal clique of Γ δ .
For any P + y ∈ Ωδ , where P is a maximal totally isotropic subspace of F2ν+δq and y ∈ F2ν+δq , we
ﬁrst prove that P + y = P + x. Without loss of generality, we may choose P = V ,U . By Proposition 3.1
and Ωδ being a maximal clique of Γ δ ,
ν + 1 = dim((V + x) ∪ (P + y))= dim(P + V + 〈y − x〉)= dim(P + V ).
Hence y − x ∈ P + V . Similarly, y − x ∈ P + U . Thus y − x ∈ (P + V ) ∩ (P + U ). If dim((P + V ) ∩
(P + U )) = ν + 1, then P + V = P + U . Write
P ∩ V = P1, P =
(
P1
u
)
, V =
(
P1
v
)
.
Then P + V has the matrix representation of the form
( u
P1
v
)
.
Since
( u
P1
v
)
S2ν+δ,
( u
P1
v
)t
=
( 0 0 uS2ν+δ,vt
0 0 0
v S2ν+δ,ut 0 0
)
,
we have uS2ν+δ,vt = 0. It follows that P + V is a subspace of type (ν +1,2,1). By [7, Theorems 6.33
and 7.41], the number of maximal totally isotropic subspaces contained in P + V is equal to 2. This
contradicts the fact that P + V contains three different totally isotropic subspaces P ,U and V . So
dim((P + V ) ∩ (P + U )) = ν and P = (P + V ) ∩ (P + U ). It follows that y − x ∈ P , i.e., P + x = P + y.
Next, we prove that U ∩ V ⊆ P . For this, we show that P ∩ U = U ∩ V , where P = U . The case
P = V is trivial. Now let P = V . If P ∩ U = U ∩ V , then U = (P ∩ U ) + (U ∩ V ). It follows that
U ⊆ P + V . Since P + V is a subspace of type (ν + 1,2,1), the number of maximal totally isotropic
subspaces contained in P + V is equal to 2. This contradicts again the fact that P + V contains three
different totally isotropic subspaces P ,U and V . So P ∩ U = U ∩ V .
From the above proof, we conclude that Ωδ ⊆ δ1. Therefore, Ωδ = δ1, and hence Ωδ is isomor-
phic to Ωδ1 . Clearly, |Ωδ | = qδ + 1.
Case 2: |Ωδ;x| = 2. Then there exists an F ′ = U + x ∈ Ωδ;x such that U = V , where U is a maximal
totally isotropic subspace of F2ν+δq . It follows that dim(U + V ) = ν + 1 by Theorem 3.3. Hence, U + V
is a subspace of type (ν + 1,2,1). It implies that (U + V )+ x is a (ν + 1,2,1)-ﬂat in AOG(2ν + δ,Fq).
Set
δ2 =
{
F ′′ ⊆ (U + V ) + x ∣∣ F ′′ is a maximal totally isotropic ﬂat of AOG(2ν + δ,Fq)}.
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of Γ δ . To prove Ωδ is isomorphic to Ωδ2 , we show Ω
δ = δ2. For this, we need only to show Ωδ ⊆ δ2
since Ωδ is a maximal clique of Γ δ .
For any F ′′ = P + y ∈ Ωδ , where P is a maximal totally isotropic subspace of F2ν+δq and y ∈ F2ν+δq ,
we ﬁrst prove that P = U or V . Assume that V = P = U . Then ν + 1 = dim(P + U ) = dim(P + V ).
It follows that ν  dim((P + U ) ∩ (P + V ))  ν + 1. If dim((P + U ) ∩ (P + V )) = ν + 1, then
P + U = P + V = U + V . So P ⊆ U + V . It follows that U + V contains three different totally isotropic
subspaces P ,U and V . This contradicts the fact that the number of maximal totally isotropic sub-
spaces contained in U + V is equal to 2. If dim((P + U ) ∩ (P + V )) = ν , then (P + U ) ∩ (P + V ) = P .
Since P + y, V +x,U +x ∈ Ωδ , we have y−x ∈ (P + V )∩ (P +U ) = P by Proposition 3.1 and deﬁnition
of Γ . It follows that P + y = P + x. This is a contradiction since |Ωδ;x| = 2.
Next, we prove that y ∈ (U + V ) + x. Assume that y /∈ (U + V ) + x. Then y − x /∈ U + V by Propo-
sition 3.1. Without loss of generality, we may choose P = V . It follows from Proposition 3.1 that
dim((U + x) ∪ (P + y)) = dim(P + U + 〈y − x〉) = ν + 2. This contradicts the fact that Ωδ is a clique.
So we have Ωδ ⊆ δ2, and hence Ωδ = δ2. Therefore, Ωδ is isomorphic to Ωδ2 . Clearly, |Ωδ2 | = 2q.
Case 3: |Ωδ;x| = 1. Then Ωδ;x = {F }. For any F ′ = U + y ∈ Ωδ , where U is a maximal totally
isotropic subspace of F2ν+δq and y ∈ F2ν+δq , we claim that U = V . Assume that U = V . By Proposi-
tion 3.1 and Ωδ being a maximal clique of Γ δ ,
ν + 1 = dim((V + x) ∪ (U + y))= dim(U + V + 〈y − x〉)= dim(U + V ).
Hence y − x ∈ U + V . Since both U + V and 〈e1, e2, . . . , eν, eν+1〉 are subspaces of type (ν + 1,2,1),
there exists a T1 ∈ O 2ν+δ,(Fq) such that (V + U )T1 = 〈e1, e2, . . . , eν, eν+1〉. It follows that V T1 =
〈e1, e2, . . . , eν〉 and UT1 = 〈e2, e3, . . . , eν+1〉. Clearly,
T =
(
T1 0
−xT1 1
)
∈ AO2ν+δ,(Fq)
carries V + x and U + y into
〈e1, e2, . . . , eν〉 and 〈e2, e3, . . . , eν+1〉 + (y − x)T1,
respectively. By (V + x) ∩ (U + y) = ∅, we have 〈e1, e2, . . . , eν〉 ∩ (〈e2, e3, . . . , eν+1〉 + (y − x)T1) = ∅.
So 〈e2, e3, . . . , eν+1〉 + (y − x)T1 can be taken as the following form:
〈e2, e3, . . . , eν+1〉 + ξ, ξ = (x1, . . . , xν,0, . . . ,0).
Thus, the element
T ′ =
(
I 0
−ξ 1
)
∈ AO2ν+δ,(Fq)
carries V + x and U + y into
〈e1, e2, . . . , eν〉 and 〈e2, e3, . . . , eν+1〉,
respectively. It follows that (T T ′)−1 carries 〈e1, e2, . . . , eν〉 and 〈e2, e3, . . . , eν+1〉 into V + x and U +
y = U + x, respectively. This is a contradiction since |Ωδ;x| = 1. Set δ3 = {V + y | y ∈ F2ν+δq }. Then
Ωδ ⊆ δ3. Since δ2 is a clique of Γ δ and Ωδ is a maximal clique of Γ δ , Ωδ = δ3. Clearly, Ωδ is
isomorphic to Ωδ3 and |Ωδ3 | = qν+δ . 
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qν+2δ(qν − 1)∏νi=1(qi+δ−1 + 1)
2(q − 1) +
ν∏
i=1
(
qi+δ−1 + 1)+ [(1+ δ)/2]qν+1+δ(qν − 1)∏νi=2(qi+δ−1 + 1)
q − 1 .
Proof. First, we compute the number, denoted by α, of maximal cliques with size 2q in Γ δ . For any
F ∈ V (Γ δ) and a given (ν+1,2,1)-ﬂat F ′ containing F , all maximal totally isotropic ﬂats contained in
F ′ form a maximal clique with size 2q containing F by Theorem 4.1. By Proposition 3.1, the number
of maximal cliques with size 2q containing F is equal to the number of subspaces of type (ν +1,2,1)
containing a given maximal totally isotropic subspace in the orthogonal space F2ν+δq . Denote this
number by N ′(ν,0,0;ν + 1,2,1;2ν + δ,). In order to compute N ′(ν,0,0;ν + 1,2,1;2ν + δ,), we
deﬁne M to be a binary matrix with row-indexed (resp. column-indexed) by maximal totally isotropic
subspaces (resp. subspaces of type (ν + 1,2,1)), whose (A, B) entry M(A, B) = 1 if A ⊆ B , and 0
otherwise. Counting the number of 1s in the matrix by rows, by [7, Corollaries 6.23 and 7.25] we
obtain
N ′(ν,0,0;ν + 1,2,1;2ν + δ,)∏νi=1(qi − 1)(qi+δ−1 + 1)∏ν
i=1(qi − 1)
.
Counting the number of 1s in the matrix by columns, by [7, Theorems 6.22 and 7.24] and [7, Theo-
rems 6.33 and 7.41] we obtain
2q1+δ
∏ν
i=1(qi − 1)(qi+δ−1 + 1)
2(q − 1)∏ν−1i=1 (qi − 1) .
Therefore, N ′(ν,0,0;ν + 1,2,1;2ν + δ,) = q1+δ(qν − 1)/(q − 1). So we obtain that there exist
q1+δ(qν − 1)/(q − 1) maximal cliques with size 2q and containing F .
In order to compute the number of maximal cliques with size 2q in Γ δ , we deﬁne M˜ to be a bi-
nary matrix with row-indexed (resp. column-indexed) by V (Γ δ) (resp. maximal cliques with size 2q),
whose ( A˜, B˜) entry M˜( A˜, B˜) = 1 if A˜ ∈ B˜ , and 0 otherwise. Counting the number of 1s in the matrix
by rows, we obtain
|V (Γ δ)|q1+δ(qν − 1)
q − 1 .
Counting the number of 1s in the matrix by columns, we obtain 2qα. Therefore,
α = |V (Γ
δ)|q1+δ(qν − 1)
2(q − 1)q =
qν+2δ(qν − 1)∏νi=1(qi+δ−1 + 1)
2(q − 1) .
Next, we compute the number, denoted by β , of maximal cliques with size qν+δ in Γ δ . For any
F ∈ V (Γ δ). From the proof of Theorem 4.1, we know that {F + x | x ∈ F2ν+δq } is the only maximal
clique with size qv+δ and containing F . Similar to counting α, we have
β =
ν∏
i=1
(
qi+δ−1 + 1).
Finally, we compute the number, denoted by η, of maximal cliques with size qδ + 1 in Γ δ (δ  1).
For any F ∈ V (Γ δ), let F ∗ be a (ν − 1)-ﬂat contained in F . From the proof of Theorem 4.1, we
know that {F ′ | F ′ is a maximal isotropic ﬂat and F ∗ ⊆ F ′} is a maximal clique with size qδ + 1 and
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obtain that there exist q(qν − 1)/(q − 1) maximal cliques with size qδ + 1 and containing F . Similar
to counting α, we have
η = q
ν+1+δ(qν − 1)∏νi=2(qi+δ−1 + 1)
q − 1 .
Hence, the number of maximal cliques in Γ δ is equal to α + β + [(1+ δ)/2]η. 
5. Connectivity of some subgraphs of Γ δ
In this section, we study the connectivity of some subgraphs associated with subconstituents of
the dual polar graphs Γ δ;0. We begin with a useful proposition.
Proposition 5.1. (See [6, Theorem 3.4].) LetMδ;0 be the set of all maximal isotropic subspaces of F2ν+δq . Let
P , Q , Q 1 ∈Mδ;0 satisfying dim(P ∩ Q ) = dim(P ∩ Q 1) and P ∩ Q = P ∩ Q 1 . Then dim(Q + Q 1) ν +2.
Proof. Let dim(P ∩ Q ) = dim(P ∩ Q 1) = ν − r. Then Q , Q 1 ∈ Γ δ;0r (P ). Since P ∩ Q = P ∩ Q 1, 1 
r  ν . By P ∩ Q = P ∩ Q 1 and [6, Theorem 3.4], ∂Γ δ;0(Q , Q ′) 2, which implies that dim(Q + Q 1)
ν + 2. 
Let P be a maximal totally isotropic subspace of F2ν+δq , and let
rΓ δ(P ) = {Q + x ∣∣ dim(P ∩ Q ) = ν − r, x ∈ F2ν+δq },
where 0 r  ν . Let U be a (ν − r)-dimensional subspace of P , and let
rΓ δ(P ,U ) = {Q + x ∣∣ P ∩ Q = U , x ∈ F2ν+δq }.
Clearly,
rΓ δ(P ) =
⋃
U⊆P ,dimU=ν−r
rΓ δ(P ,U ).
Note that rΓ δ(P ) = Γ δr (P ). And we have
Theorem 5.2. Let 0 r  ν − 1. Then
Γ δr+1(P ) =
(rΓ δ(P ) ∩ Γ δr+1(P ))∪ (r+1Γ δ(P ) ∩ Γ δr+1(P )),
∅ = (rΓ δ(P ) ∩ Γ δr+1(P ))∩ (r+1Γ δ(P ) ∩ Γ δr+1(P )),
rΓ δ(P ) = (rΓ δ(P ) ∩ Γ δr+1(P ))∪ (rΓ δ(P ) ∩ Γ δr (P )),
∅ = (rΓ δ(P ) ∩ Γ δr+1(P ))∩ (rΓ δ(P ) ∩ Γ δr (P )).
Proof. It is obvious. 
Theorem 5.3. Let 0 r  ν , and let U and U1 be two distinct (ν − r)-dimensional subspaces of P . Then any
vertex in rΓ δ(P ,U ) is not adjacent to any vertex in rΓ δ(P ,U1).
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By Proposition 5.1, dim(Q + Q 1) ν + 2. By Proposition 3.1(iii),
dim(F ∪ F1) =
{
dim F + dim F1 − dim(F ∩ F1), if F ∩ F1 = ∅,
dim F + dim F1 − dim(Q ∩ Q 1) + 1, if F ∩ F1 = ∅
=
{
dim Q + dim Q 1 − dim(Q ∩ Q 1), if F ∩ F1 = ∅,
dim Q + dim Q 1 − dim(Q ∩ Q 1) + 1, if F ∩ F1 = ∅
 dim(Q + Q 1)
 ν + 2.
Hence, by Theorem 3.3, ∂Γ δ (F , F1) 2. 
Theorem 5.4. Let 0 r  ν , and let U be a (ν − r)-dimensional subspace of P . Then the graph rΓ δ(P ,U ) is
connected, and |rΓ δ(P ,U )| = qν+δ+r(r−1+2δ)/2 , |rΓ δ(P )| = qν+δ+r(r−1+2δ)/2 [νr]q.
Proof. For a given x ∈ F2ν+δq , let Mδ;x be the set of all maximal totally isotropic ﬂats containing x of
AOG(2ν + δ,Fq). By [6, Theorem 3.4] and Theorem 2.1, the graph Mδ;x ∩ rΓ δ(P ,U ) is a connected
subgraph of Γ δ . Hence, rΓ δ(P ,U ) is connected by Proposition 3.1 and deﬁnition of Γ δ . By Lemma 3.4,
|rΓ δ(P )| = qν+δ+r(r−1+2δ)/2[νr]q .
Let U ′ be a (ν − r)-dimensional subspace of P . Let M(U , P ;2ν + δ) (resp. M(U ′, P ;2ν + δ))
denote the set of all maximal totally isotropic subspaces Q (resp. Q ′) of F2ν+δq satisfying P ∩ Q = U
(resp. P ∩ Q ′ = U ′). Since the orthogonal group O 2ν+δ,(Fq) acts transitively on each set of the same
type, there exists a T ∈ O 2ν+δ,(Fq) carries M(U , P ;2ν + δ) to M(U ′, P ;2ν + δ). Hence, we have
|M(U , P ;2ν + δ)| = |M(U ′, P ;2ν + δ)|. So |rΓ δ(P ,U )| = |rΓ δ(P )|/[νr]q = qν+δ+r(r−1+2δ)/2. 
By Theorems 5.3, 5.4 and 3.5, we have
Theorem 5.5. Let 0 r  ν , and let U and U1 be two distinct (ν − r)-dimensional subspaces of P . Then any
vertex in rΓ δ(P ,U )∩Γ δr (P ) (resp. rΓ δ(P ,U )∩Γ δr+1(P )) is not adjacent to any vertex in rΓ δ(P ,U1)∩Γ δr (P )
(resp. rΓ δ(P ,U1) ∩ Γ δr+1(P )).
Theorem 5.6. Let 0 r  ν , and let U be a (ν − r)-dimensional subspace of P . Then the graph rΓ δ(P ,U ) ∩
Γ δr (P ) is connected, and |rΓ δ(P ,U ) ∩ Γ δr (P )| = qr(r+1+2δ)/2 , |rΓ δ(P ) ∩ Γ δr (P )| = qr(r+1+2δ)/2
[ν
r
]
q.
Theorem 5.7. Let 0 r  ν , and let U be a (ν − r)-dimensional subspace of P . Then the graph rΓ δ(P ,U ) ∩
Γ δr+1(P ) is connected, and |rΓ δ(P ,U ) ∩ Γ δr+1(P )| = (qν+δ−r − 1)qr(r+1+2δ)/2 , |rΓ δ(P ) ∩ Γ δr+1(P )| =
(qν+δ−r − 1)qr(r+1+2δ)/2[νr]q.
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