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Abstract

An ad hoc network is a collection of self-conﬁgured nodes that are dynamically
and arbitrarily located in such a manner that the interconnections between
nodes are capable of changing on a continual basis. In order to facilitate communication within the network, a routing protocol plays an important role in
discovering and deﬁning the routes between nodes. To date, a considerable
amount of research eﬀort has focused on the design of ad hoc network routing
protocols. However, relatively little of this work examines the stability of routes
in such networks.
There are several reasons to believe that the routes in ad hoc networks will be
unstable. One reason is that the majority of routing messages are broadcast
packets which tend to be unreliable and have lower service quality at lower
layer. The routing traﬃc usually shares resources such as bandwidth and buﬀer
space with data traﬃc. The data traﬃc constitutes a larger portion of traﬃc
mix. Furthermore, data traﬃc comprises mostly of unicast transmission because
it oﬀers more reliable delivery and higher service quality for user applications.
Thus, the routing packets will suﬀer from a higher degree of loss when a network
contains both routing and data traﬃc. The loss of routing packets can cause
peering sessions to fail and consequently leads to routing instabilities.
Due to the layered network architecture, the routing protocol designs often
overlook any severe packet loss that is induced not only by the surrounding
wireless traﬃc but also by their own traﬃc. Therefore, the communication link
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quality varies signiﬁcantly even in a static network topology. This dissertation
examines the stability and robustness properties of ad hoc routing protocols
when the routing control traﬃc is not isolated from data traﬃc.
The research begins with an analytical model to examine the subtle interactions
between delivery of routing (broadcast) and data (unicast) packets in wireless
networks. The model highlights the deﬁciencies of existing MAC protocols in
delivering routing packets in congested networks, which can be detrimental for
the routing protocols. The study continues with simulation study of routing
behaviour in such condition. Two representative routing protocols, Ad hoc OnDemand Distance Vector (AODV) and Optimised Link State Routing (OLSR),
are chosen to examine the stability performance of reactive and proactive routing protocols respectively. Through a series of analytical and simulation studies,
this study identiﬁes a number of routing pathologies for both reactive (AODV)
and proactive (OLSR) routing protocols.
Three diﬀerent approaches have been proposed to address routing instabilities
from diﬀerent network layers. The ﬁrst approach presents Out-of-Band Routing (OBR) which evaluates the feasibility of isolating routing and data traﬃc
using diﬀerent radio interfaces. OBR ensures that a channel is used exclusively
for routing traﬃc to reduce the chance of losing important routing packets.
Through extensive simulations, OBR is shown to improve the stability of endto-end sessions by 30% for AODV and 50% for OLSR in a congested network.
The second approach aims to improve the stability of AODV by exploiting the
interaction between routing and underlying MAC protocols. Two protocol techniques known as Adaptive Bulk Trigger (ABT) and Dynamic Window Selection
(DWS) are proposed to tolerate a small amount of packet loss and assign higher
priority to nodes with critical routing demand. Simulation results show that
combining ABT and DWS increases the duration of end-to-end sessions by 30%
while reducing route recovery latency by 50% in a congested scenario.
The third and ﬁnal approach introduces Optimised Link State Routing with
Reactive Route Repair (OLSR-R3 ). The reactive route repair compliments the
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traditional OLSR protocol by providing reactive routing when routing packets
are lost. Simulation results show OLSR-R3 improves the end-to-end session
duration by 30% and reduces the route recovery latency by 20% over OLSR by
aoiding the erratic routing behaviour caused by incomplete link-state knowledge.
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1

Introduction
1.1

Background

An ad hoc network is a dynamic multi-hop wireless network established by a
collection of mobile nodes on a shared wireless channel. Unlike traditional wireless networks, ad hoc networks have no centralised access point or pre-existing
infrastructure. The network is decentralised, that is, all network activities including route discovery and message delivery are done by the nodes themselves.
Thus, each node within the network has to function as a self-contained router.
Compared to ﬁxed wireless network architectures, ad hoc networks promise to
provide more robust, ﬂexible and versatile wireless connectivity when no preexisting ﬁxed infrastructure is available. This allows the network to be created
anywhere and any-time such that the nodes have freedom to move and organise
themselves arbitrarily.
The development of ad hoc network has rapidly moved from a theoretical concept to commercially available devices for a variety of applications. An example
application is for rural and remote communications where previous networking
technologies are complex to deploy and administer, such applications generally
have below average telecommunications infrastructure because they are not ﬁnancially viable.
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This PhD research is motivated by a ﬁeld study that has conducted at Napperby station, Northern Territory as part of Desert Knowledge CRC’s Sparse
Ad hoc Network for Desert (SAND) project. This project aims to assist rural communities through the use of advanced communication technology. We
have successfully deployed an ad hoc network testbed1 in Napperby station to
eﬀectively monitor livestock and resources, such as cattle and water levels respectively. While the network was stable with a small amount of background
traﬃc (i.e. ping traﬃc), it became unstable when video sessions commenced.
Increasing the network traﬃc adversely aﬀects the network stability. This results in delayed and distorted video footages that decreases the user experience
and ultimately leads to network disconnections. The network failure can last
for several minutes before connectivity is restored. This observation highlights
the strong correlation between network congestion and stability of routing protocols.
The network layer always assigns a higher priority to the delivery of routing
packets than data packets because of the important role the routing protocol
plays in establishing network routes. However, this priority can not be preserved at link layer as the majority of routing messages are broadcast packets.
Broadcast packets are not acknowledged at the MAC layer and therefore have a
lower service quality than unicast packets. Consequently, ad routing protocols
become unstable as network congestion increases.
This dissertation aims to provide a better understanding of routing instability
conditions and develop a number of solutions to improve end-to-end session
reliability. The ﬁeld study in Napperby station showed real-time applications,
such as VoIP and streaming video, are practically unusable in a real-world
multi-hop ad hoc network setting. The objective of this research is to improve
durability of route conﬁguration and support the use of real-time applications
in an ad hoc networks environment.
1

The details of system is described in Appendix A
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Thesis Overview

This section outlines the following chapters and brieﬂy describes their contents.
Chapter 2 oﬀers an in-depth explanation of the current literature and challenges
related to ad hoc networks. It begins with a comprehensive survey of existing
routing protocols for ad hoc networks. The chapter then continues with a
discussion of the underlying MAC protocols in the data link layer including an
extensive overview of IEEE 802.11 Distributed Coordination Function (DCF)
for the distributed access in ad hoc networks. A review of out-of-band control
techniques that separates control and data traﬃc is then presented. Finally, a
summary of the open research issues related to routing instability problems is
outlined.
Chapter 3 extends the two-dimensional Markov model proposed by Oliveira et
al. [1–3] to investigate the behaviour of the IEEE 802.11 unicast and broadcast
traﬃc. The analysis begins with an evaluation of pre-saturated and saturated
network performance when the traﬃc consists of unicast and broadcast traﬃc
exclusively. This is followed by a relative performance evaluation of unicast and
broadcast packets in a mixed traﬃc scenario where each traﬃc class is given
equal transmission probability. Finally, a further study of network performance
with various broadcast-to-unicast traﬃc ratios is carried out to determine the
impact on both traﬃc classes when the network is dominated by either unicast
or broadcast traﬃc.
Chapter 4 presents a comparative study of routing pathologies conducted through
extensive network simulations. The simulations comprise a number of simple
network topologies to demonstrate routing behaviour in a congested network.
Two representative routing protocols - Ad hoc On-Demand Vector (AODV)
and Optimised Link State Routing (OLSR) are used in the evaluation. This
study ﬁrstly uses AODV as an example to determine the impact of network congestion on reactive routing protocols. The same methodology is then applied
using OLSR to determine the diﬀerence between reactive and proactive routing
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protocols in response to network congestions.
Chapter 5 introduces Out-of-Band Routing (OBR) to isolate routing and data
traﬃc into diﬀerent network interfaces and orthogonal channels. An Abstract
Packet Separation Layer (APSL) is also proposed to forward routing and data
packets into corresponding interfaces within OBR framework. Both interfaces
under OBR are conﬁgured to transmit routing and data packets at half the rate
of the single interface conﬁguration. The evaluation then compares the routing
protocols’ performance with and without the OBR scheme.
Chapter 6 presents a cross-layer solution that mitigates the routing instability
problem for reactive routing protocols. The proposed solution combines Adaptive Bulk Trigger (ABT) and a Dynamic Window Selection (DWS) to enhance
path stability. The proposed solution is compared with a static Bulk Trigger policy as presented by Nahm et al. [4] to evaluate the eﬀectiveness of this
solution.
Chapter 7 proposes Optimised Link State Routing with Reactive Route Repair (OLSR- R3 ) - a hybrid routing protocol that avoids the erratic behaviour
when OLSR routing system fails to perform due to network congestion. This
chapter starts with a detailed description of important components of OLSRR3 , including reactive route repair and explicit HELLO update. The chapter
then continues with the evaluation of OLSR-R3 , by comparing it to OLSR with
diﬀerent route update intervals to highlight the stability improvement of the
proposed protocol.
Finally, Chapter 8 summarises the important results of this PhD study and
concludes this thesis with an outline of future research.

1.3

Contributions

The objective of this thesis is to manifest the signiﬁcance of routing instability
problems. A number of solutions have been proposed to address underlying instability problems from diﬀerent layers based on the knowledge obtained from
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the analytic and simulation models. The proposed solutions have been simulated extensively to access their impact on routing stability. Figure 1.1 depicts
proposed modiﬁcation in the context of the OSI 7-layer model.

Figure 1.1 Overview of proposed protocols in this dissertation

The scope of this PhD study spans across network and link layers as illustrated
in Figure 1.1, and thus the research focus encompasses both routing protocols
and MAC protocols.
The key contributions of this thesis include:

• an analytical model that characterises the behaviour of unicast transmissions, broadcast transmissions and the subtle interaction between them
[5, 6]. The analysis highlights the fundamental diﬀerences in transmitting
data (unicast) and routing (broadcast) packets. It shows how the transmissions of data and routing packets can mutually aﬀect each other and
subsequently lead to routing instability problems.
• an in-depth discussion on the routing behaviour of both proactive and
reactive routing protocols in a congested network environment [7,8]. This
study classiﬁes routing pathologies that are likely to occur in both types of
routing protocols. Through extensive network simulations, this study also
underlines the impact of network congestion and its relation to routing
instability when using diﬀerent routing protocols.
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• an out-of-band framework which eﬀectively separates routing and data
packets into orthogonal interfaces and channels [9]. This study examines
the routing stability improvement when routing packets are isolated from
data traﬃc and transmitted over a less congested channel.
• a cross-layer optimisation to improve the stability of reactive routing protocols [7]. The proposed solution prevents overreaction of the reactive
routing protocol due to loss of control message as well as oﬀering higherpriority access to the stations with critical routing demands.
• a new hybrid routing protocol that incorporates a reactive routing protocol to compliment a proactive routing protocol [8]. The new protocol
primarily runs on a proactive routing process but triggers a reactive routing protocol when the proactive routing fails.

1.4

Related Publication

Publications directly related to this thesis are listed as follows:
1. M. Abolhasan, J. C.-P. Wang, D. Franklin, ”On Indoor Multi-hopping
capacity of Wireless Ad hoc Mesh Networks”, in First IEEE International
Workshop on Enabling Technologies and Standards for Wireless Mesh
Networking (MeshTech’07) co-located with IEEE MASS 2007, Pisa, Italy,
October 2007 [10]
2. J. C.-P. Wang, M. Abolhasan, D. Franklin, F. Safaei, J. Lipman “On
Separating Route Control and Data Flows in Multi-radio Multi-hop Ad
Hoc Networks”, in Proceedings of 15th IEEE International Conference on
Networks, 2007 (ICON 2007), Adelaide, Australia, November 2007 [9]
3. J. C.-P. Wang, M. Abolhasan, F. Safaei, D. Franklin “A Survey on Control
Separation Techniques in Multi-Radio Multi-channel MAC Protocols”, in
Proceedings of 7th IEEE International Symposium on Communications
and Information Technologies (ISCIT 2007) , Sydney, Australia, October
2007 [11]
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4. J. C.-P. Wang, D. Franklin, M. Abolhasan, F. Safaei “Characterising the
Interactions Between Unicast and Broadcast in IEEE 802.11 Ad Hoc Networks”, in Australasian Telecommunications Networking and Application
Conference (ATNAC 2008), Adelaide, Australia, December 2008 [5]
5. M. Abolhasan, B. Hagelstein, J. C.-P. Wang, D. Franklin, F. Safaei, T.
A Wysocki “Development and Performance Evaluation of a Flexible, Low
Cost MANET”, in 2nd International Conference on Signal Processing and
Communication Systems (ICSPCS 2008), Gold Coast, Australia, December 2008 [12]
6. J. C.-P. Wang, M. Abolhasan, D. Franklin, F. Safaei ”Characterising the
Behaviour of IEEE 802.11 Broadcast Transmissions in Ad Hoc Wireless
LANs”, in International Conference on Communication (ICC 2009), Dresden, Germany, June 2009 [6]
7. J. C.-P. Wang, M. Abolhasan, D. Franklin, F. Safaei “OLSR-R3 : Optimised Link State Routing with Reactive Route Recovery”, in 15th AsiaPaciﬁc Conference on Communication (APCC 2009), Shanghai, China,
October 2009 [8]
8. M. Abolhasan, B. Hagelstein, J. C.-P. Wang ” Real-world Performance of
Current Proactive Multi-hop Mesh Protocols”, to appear in Asia-Paciﬁc
Conference on Communication (APCC 2009), Shanghai, China, October
2009 [13]
9. J. C.-P. Wang, M. Abolhasan, D. Franklin, F. Safaei “End-to-End Path
Stability of Reactive Routing Protocols in IEEE 802.11 Ad Hoc Networks”, in 34th IEEE Conference on Local Computer Networks, Zurich,
Switzerland, October 2009 [7]
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Literature Review
2.1

Introduction

The routing and Medium Access Control (MAC) protocols in ad hoc networks
have been well-established research topics for many years. To date, signiﬁcant
research eﬀort has been devoted to development of various routing and MAC
solutions for ad hoc networks. While there has been a substantial improvement
in performance for both routing and MAC protocols, little research has tried
to explore the problems associated with interactions between routing and MAC
protocols. Before the problems between routing and MAC protocols can be
examined in detail, it is important to obtain thorough understandings of ad
hoc routing and MAC protocols.
This chapter introduces the current literature related to ad hoc routing protocols and underlying link layer protocols. Section 2.2 provides general overview
of ad hoc routing protocols and detail description of some representative routing
protocols in each protocol category. Section 2.3 describes the Medium Access
Control (MAC) protocols located at link layer. In particular, this section focuses on the operation of IEEE 802.11 Distributed Coordination Function the primary link layer protocol in which this thesis is built upon. Section 2.4
presents Out-of-Band Control - a network protocol technique that separates
control information and data into diﬀerent logical or physical connections. Fi8
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nally, Section 2.5 summarises the chapter and examines several deﬁciencies of
the current literature.

2.2

Routing Protocols

Due to the distributed nature of ad hoc networks, the nodes do not initially
have topology information. Instead, they discover and learn about their paths
through a routing protocol. Since the data session cannot commence without a
valid path to the destination, routing has been considered as an indispensable
part of the ad hoc networks. The basic idea of routing is that the nodes announce their presence and listen for announcements broadcast by other nodes.
By exchanging information among peers, the nodes progressively learn about
other nodes in the networks. Based on the information collected, the nodes
are able to determine the best way to reach other nodes either directly or via
multiple hops.
An ad hoc routing protocol deﬁnes a set of instructions and algorithms that
specify the way routing and data packets must be forwarded. Designing a robust and eﬃcient ad hoc routing protocol has been a critical research issue since
early 1990’s. The subject of ad hoc routing has matured to the point where a
number of routing protocols were developed and are currently being standardised speciﬁcally for ad hoc networks. Several studies provided comprehensive
surveys of routing protocols proposed for ad hoc networks [14,15]. According to
the literature, these routing protocols generally fall into three broad categories:
reactive (on-demand), proactive (table-driven) and hybrid.

2.2.1

Proactive Routing Protocols

The proactive routing protocols actively establish and maintain data paths for
every node in the network. This type of routing protocol is designed to maintain
a fresh list of all possible destinations and their routes by periodically distributing routing information across the network. The proactive routing protocols
have the advantage of lower latency in sending data through the network since
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an optimised data path is already known at the time of data transmission. However, the drawbacks of proactive routing protocols include high routing overhead
and slow route convergence time during route discovery phase.
Over the past decade, a number of proactive routing protocols have been proposed for ad hoc networks. These protocols are mostly inherited from either
distance-vector [16] or link-state [17] routing algorithms used in the wired networks. The diﬀerence between the various proactive routing protocols can be
characterised by the way routing information is updated and the types of information kept in the routing table. The most prominent examples of distancevector and link-state routing protocols for ad hoc networks are Destination
Sequenced Distance Vector (DSDV) [18] and Optimised Link State Routing
(OLSR) [19].
2.2.1.1

Distance-Vector Routing Protocols

DSDV [18] is one of the earliest proactive routing protocols developed for ad hoc
networks, which is based on classical Bellman-Ford routing algorithm [20, 21].
The contribution of DSDV is to solve the routing loop problems observed in the
Bellman-Ford algorithm. Similar to the notion of the distance-vector routing
protocol, DSDV mandates each node to maintain a routing table that keeps
track of routes to all possible destinations in the network. In DSDV, each entry
in the routing table contains a sequence number assigned by the destination
node to ensure loop-free operation. The routes labelled with the most recent
sequence number always have higher preference over the older routes. In the
event that two updates have the same sequence number, the route with smaller
cost metrics will be considered, thereby creating the optimal path.
In order to alleviate large amount of control overheads being ﬂooded across the
network, two types of update packets are used in DSDV. These packets are commonly referred as a full dump and incremental packets. The full dump packet
is set to carry all available routing information from the routing table. The
incremental packet has relatively smaller packet size since it only carries the information changed since last full dump. The routing information is distributed
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between nodes by sending full dump packets infrequently and incremental packets more frequently.
The introduction of DSDV routing protocol has strong inﬂuence on the development of ad hoc network routing protocols used today. The best-known sequenced distance-vector protocol is Ad hoc On-demand Distance Vector (AODV)
[22, 23], which makes use of simpler sequencing heuristics and minimises the
number of control overheads with a reactive operation. Moreover, Babel [24] is
another attempt to improve robustness and eﬃciency of DSDV while retaining
the framework of proactive routing protocols.
2.2.1.2

Link State Routing Protocols

OLSR [19], as its name suggests, is a point-to-point routing protocol based
on the link-state algorithm. In the link-state strategy, each node constructs
a connectivity map of the entire network by periodically exchanging link-state
information with other nodes in the network. Each node then independently
calculates the next best hop to all possible destinations in the network.
The novelty of OLSR is that it minimises the number of control packets required
when compared to other proactive routing protocols such as DSDV. The optimisation is achieved by allowing only a subset of neighbouring nodes, known
as Multi-Point Relays (MPRs) [25], to forward link-state messages instead of
every node acting as a relay. The MPRs are elected in a way that every node
can communicate with at least one MPR within a one-hop distance. As a result, every node can maintain up-to-date link-state information while avoiding
transmission of redundant control messages.
Figure 2.1 shows network ﬂooding with and without MPRs. In order to disseminate messages to every two-hop neighbours, the conventional ﬂooding mechanism (a.k.a. blind ﬂooding see in Figure 2.1(a)) requires all one-hop neighbours
to participate in rebroadcasting. This approach introduces transmission redundancies and creates potential Broadcast Storm Problems [26,27] in the network.
In contrast, in MPR ﬂooding, the sender controls the number of rebroadcasts
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(a) Blind ﬂooding

(b) MPR ﬂooding

Figure 2.1 Comparison of blind ﬂooding and MPR ﬂooding

by selecting a subset of its neighbours to relay the messages. As shown in
Figure 2.1(b), MPR ﬂooding can eﬀectively reduce the number of rebroadcasts
without compromising network coverage. However, given the use of unreliable
broadcast transmissions during ﬂooding process, a problem may arise when the
ﬂooding packets fail to reach MPRs. The ﬂooding process will be terminated
as the packets can not be forwarded by other non-MPRs.
OLSR comprises of two types of control messages - HELLO and Topology
Control (TC) packets to discover and then disseminate link state information
throughout the network. The HELLO packets serve three independent tasks:
link sensing, neighbourhood detection and MPR selection. These tasks are accomplished through periodic exchange of HELLO packets between nodes. Each
node populates its local link information and neighbourhood information in a
HELLO packet. The HELLO packet then broadcasts to the neighbours within
the transmission range. Upon reception of HELLO messages, the receiving
nodes can extract information and learn about its immediate neighbours and
2-hop neighbours. Based on the information provided by the HELLO packet,
each node can maintain a set of MPRs among its one-hop symmetric neighbours.
The MPR selection process must ensure that the elected MPR set covers nodes
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that are two hops away.
The TC packet contains critical link-state information for route calculation.
Hence, the TC packet is ﬂooded across entire network. The TC messages are
relayed via multiple MPRs, enabling the remote nodes to maintain up-to-date
topology information. Once suﬃcient link-state information is collected, each
node builds up its routing table using shortest-path algorithms (i.e. Dijkstra’s
algorithm [28]).
OLSR has been standardised by IETF’s MANET working group in RFC3626
[29]. The updated OLSR version 2 (OLSRv2) is currently a draft within the
IETF [30]. OLSRv2 retains many of the key features in the original OLSR
including MPR selection and dissemination. Key diﬀerences are the ﬂexibility, extensibility and modular design using shared components that are aligned
with next generation IETF MANET protocols. These components include generalised packet formats [31] and neighbourhood discovery protocol (NHDP) [32].
In addition to ongoing standardising eﬀorts within IETF, OLSR has also been
selected as an optional routing component in the upcoming IEEE 802.11s standard amendment for wireless mesh networks [33].

2.2.2

Reactive Routing Protocols

In contrast to proactive routing protocols, the reactive (or on-demand) routing
protocols establish routes between nodes only when there is data to send. A
typical reactive routing protocol consists of route discovery and route maintenance processes. When a node requires a route to a destination, it initiates a
route discovery process by ﬂooding route request packets through the network.
The route discovery process is completed once a route is found or all possible
route permutations have been examined. Once a route has been established,
the reactive protocol commences route maintenance procedure to ensure the
persistence of the route until destination becomes inaccessible or is no longer
desired.
The reactive routing protocols have the advantage of reducing control over-
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head by maintaining routing information only for active paths. However, the
downside of reactive routing protocols is high latency time during route discovery phase. The scalability becomes an issue as the number of active route
increases. Reactive protocols can be classiﬁed into two categories: hop-by-hop
routing and source routing. The examples of hop-by-hop and source routing
can be represented by Ad hoc On-demand Distance Vector (AODV) [22, 23]
and Dynamic Source Routing (DSR) [34, 35] respectively.
2.2.2.1

Hop-by-Hop Routing

AODV [22,23], is a hop-by-hop routing protocol built on top of DSDV with the
improvement of establishing route on a demand basis. Thus, AODV creates
routes using a route request/reply query cycle instead of relying on periodic
route update.
When a source node desires to send a message to a destination and does not
already have a valid route to that destination, it initiates route discovery by
ﬂooding Route REQuest (RREQ) packets through the network. Upon reception
of RREQ packets at route discovery stage, the receiving nodes set up backward
pointers to the source node in the route table. When the RREQ packets reach
a node with a route to the destination (or destination itself), a Route REPly
(RREP) packet is unicast back to the source node. As the RREP packet traverses back to the source, each relay node also sets up forward pointers to the
destination. Once the source successfully receives the RREP packet, it can
begin to forward data packets to the destination.
The route entries for a given data ﬂow will continue to be maintained and kept
in the routing table as long as the route remains active. A route is considered
active only if there are data packets continuously traversed between source
and destination along that path. Once the route is no longer required, the
route entries will time out and eventually be removed from the routing tables.
However, if a link failure occurs while the route is active, the node upstream
of the broken link propagates a Route ERRor (RERR) packet to the source.
The RERR informs the route erasure to the upstream nodes along the path,
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thereby eﬀectively removing all routes using the broken link. However, if the
source node still desires the route to the same destination, it can re-initiate
route discovery to look for an alternative path.
2.2.2.2

Source Routing

DSR [34, 35] is another type of reactive routing protocols based on concept of
source routing. The key distinguishing feature of DSR lies on the fact that
DSR uses source routing in which a data packet carries the complete path to
be traversed. In addition, each node is required to maintain route caches that
contain multiple route entries per destination. Entries in the route cache are
updated on a continual basis as new routes are received.
A node that has a packet to send to a destination ﬁrst refers to its route cache
for a route to that destination. If no cached route is found, the source node initiates route discovery process by broadcasting RREQ packets similar to AODV.
However, DSR adopts a diﬀerent mechanism in managing routing information.
The RREQ packet used in DSR contains the destination node’s address, the
source node’s address, a list of nodes traversed by the RREQ packet and a
unique request identiﬁer. The request identiﬁer ensures the RREQ packet is
only forwarded once by any given node.
Each node receiving RREQ packets checks whether it has a route to the destination in its route cache. If it does not have the route, it appends its address
to the node list in the RREQ header then forwards the RREQ packet to its
neighbours. Otherwise, a RREP which contains a copy of node list from RREQ
packet is delivered back to the source by reversing the node list. When the
source successfully receives the RREP packet, it adds the newly acquired route
to its route cache for future use.
In the route maintenance process, the nodes that forward data packets for a
source must verify that the packet has successfully reached its next hop destination through link-layer acknowledgement. If a packet is not acknowledged,
the forwarding node assumes the next hop destination is not reachable and sends
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a RERR packet to the source indicating the broken link. The source receiving
RERR packet removes that link from its route cache. If the destination is still
desired by the source, the source search alternative path either from its route
cache or by rebroadcasting a new RREQ packet.

2.2.3

Hybrid Routing Protocols

Hybrid routing protocols exhibit both reactive and proactive routing properties.
Such protocols generally attempt to use both reactive and proactive routing
under one protocol framework. These protocols are designed to exploit the
strength of both types of routing protocols to achieve higher levels of network
scalability.
Most of the early hybrid routing protocols are zone-based. The zone-based hybrid routing protocols specify the choice of routing protocols according to node
locality. This means the nodes are grouped in zones or trees or clusters. More
recent hybrid routing protocols oﬀer a more integrated approach that allows the
choice between proactive and reactive routes to be made for each data ﬂow individually. As oppose to zone-based routing protocols, the integrated approach
enables both proactive and reactive routing processes to operate concurrently
at each node, thereby oﬀering more ﬂexible and robust routing environment.
2.2.3.1

Zone-Based Routing Protocols

A classic example of zone-based routing protocol is the Zone Routing Protocol
(ZRP) [36]. ZRP deﬁnes a routing zone around each node consisting of its k -hop
neighbours (e.g. k = 3). In ZRP, all nodes within k -hop distance from a node
are considered to be in the zone. For nodes within the routing zone, a proactive
routing protocol, known as Intra-zone Routing Protocol (IARP), is used to
maintain up-to-date routing information. Thus, the routes are immediately
available if the source and destination are in the same zone. IARP is ﬂexible
on type of proactive routing protocol it uses - most of the existing proactive
routing algorithms can be used as the IARP for ZRP.
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On the other hand, for nodes that lie outside the routing zone, route discovery
happens reactively. A reactive routing protocol, known as Inter-zone Routing
Protocol (IERP), is used to determine routes between diﬀerent routing zones.
If the destination is not within the same routing zone, the source node initiates
a route requests to its border nodes. The border nodes then check their local
zone for the destination. If the requested node does not belong to its local zone,
the request will subsequently forward to other border nodes. If the destination
is a member of its local zone, the border node sends a route reply back to the
source. A route will be established once the reply message successfully arrived
at the source.
The advantage of ZRP is that it can signiﬁcantly reduce the amount of communication overhead when compared to pure proactive protocols. At same time,
it also achieves lower latency than reactive routing protocols. However, it is
sensitive to the size of zone (i.e. k -hop value). For the larger routing zone the
protocol behaves like a pure proactive protocol, while for the smaller zone it
behaves like a reactive protocol.
2.2.3.2

Integrated Hybrid Routing Protocols

An example of integrated hybrid routing protocols is Integrated Routing Algorithm (IRA) [37]. IRA is designed to compliment the use of both proactive and
reactive routing protocols. The protocol consists of a proactive routing process running at background and a reactive routing process that can be called
on-demand. Depending on the requirement of each data session, the source
node tags each data packet to follow either proactive or reactive routes. The
proactive routes are chosen to oﬀer a best eﬀort routing service, whereas the
reactive routes are used to provide a connection-oriented service. In addition,
IRA mandates the reactive algorithm to make extensive use of the information
provided by proactive process during route discovery and maintenance. Thus,
IRA can reduce the amount of redundant overhead when using both proactive
and reactive protocols.
Furthermore, Hybrid Wireless Mesh Protocol (HWMP) [33] in the upcoming
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IEEE 802.11s standard is another integrated routing approach because it combines the ﬂexibility of on-demand (reactive) route discovery with a tree-based
hierarchical control (proactive). The reactive component is the foundation of
HWMP and is based on the AODV [22, 23]. However, the design was improved
to include a radio-aware link metric to determine the best route instead of a
simple hop count and is known as Radio-Metric AODV (RM-AODV).
A tree-based proactive routing protocol is also available to HWMP. This is
applied when the mesh network is deﬁned with a mesh portal point where the
portal serves as the root of the routing tree. The tree is built and maintained
through periodic announcements from the root. Both reactive and proactive
techniques use distance-vector metrics to evaluate potential routes such that
reactive control messages can be used to create the proactive routing table and
reduce the overhead.

2.2.4

General Routing Related Issues

Due to layered network architecture, the design of routing algorithms always
assumes reliable and loss-free delivery of routing packets. The loss of routing
packets would be considered as a link failure and subsequently triggers route
change. While this observation holds for the permanent link failures, the temporary loss of routing packets due to congestion or errors can cause rapid change
of network reachability, thereby leading to routing instability.
The routing instability problem has been widely explored in wired networks.
Paxson [38] analysed routing stability from an end-to-end performance perspective using “traceroute” utility. He identiﬁed a number of routing pathologies
including routing loops, rapid routing changes, erroneous routes, infrastructure
failure, and temporary outage in wired networks. Labovitz et al. [39] examined
the routing instability problem by analysing the routing messages generated by
the routers. They observed the volume of routing packets in wired networks are
several order of magnitude more than expected, and the majority of these unexpected updates do not reﬂect legitimate changes in network topology. They
also showed that the periods of routing instability are closely associated with
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the periods of high traﬃc load. Shaikh et al. [40] carried out extensive experimental and analytical studies to capture the stability and robustness of routing
protocols in wired networks. Their study concluded that there is a signiﬁcant
correlation between routing instability and network congestion.
The underlying routing instability problems in wired networks could become
more severe in ad hoc networks. One reason for this is that wireless links
can vary widely in their qualities due to multi-path fading eﬀects, external
interference and weather conditions. Ng and Liew [41, 42] pointed out that the
impact of network congestion could be detrimental to reactive routing protocols.
The so-called re-routing instability problem is a situation where reactive routing
protocols triggered re-routing process when it is not required. Nahm et al. [4,43]
investigated the cross-layer interaction between TCP and routing protocols in
the IEEE 802.11 ad hoc network. They showed that the transport layer at
end hosts can aﬀect routing dynamics if TCP injects too much traﬃc into the
network. The impact of routing instability in ad hoc network will be discussed
in detail later in Chapter 4.

2.3

MAC protocols

The wireless is a shared medium such that all terminals contend for access to
a common channel. Thus, the wireless networks may experience frequent contentions and collisions from the terminals within the same transmission range.
In order to accommodate data transmission by multiple terminals sharing this
scarce resources, the MAC protocol plays an important role in coordinating the
access to transmission medium fairly and eﬃciently.
Over the past few decades, various MAC protocols have been developed for
wireless networks. The early research in wireless MAC protocols can be traced
back to ALOHA [44] and slotted ALOHA [45] in 1970s. This is followed by Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) [46], Multiple
Access Collision Avoidance (MACA) [47], MACA for wireless (MACAW) [48],
Floor Acquisition Multiple Access (FAMA) [49], and MACA By Invitation
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(MACA-BI) [50] and others. These protocols then eventually evolved and
formed the basis of the IEEE 802.11 MAC standard used today.
The IEEE 802.11 MAC standard is a data link layer standard for use in wireless LANs. The protocol deﬁnes two main coordination functions to control
the access to the wireless medium. The Point Coordination Function (PCF)
provides contention-free service through a polling mechanism. The PCF is not
suitable for ad hoc network because it requires the presence of a base station to
coordinate the access of to the medium. Hence, it is omitted from discussion in
this thesis. The main focus of this thesis lies on the Distributed Coordination
Function (DCF) which oﬀers Ethernet-like CSMA/CA access and is mandatory
for all IEEE 802.11-based interfaces. The following section provides description
of IEEE 802.11 DCF.

2.3.1

IEEE 802.11 DCF

The IEEE 802.11 DCF allows automatic medium sharing between compatible
devices through the use of CSMA/CA and a random backoﬀ time following a
busy medium condition. Figure 2.2 depicts the basic operation of IEEE 802.11
DCF. When the MAC receives a request to transmit a frame, it checks availability of medium through Carrier Sensing (CS) functions. If the medium
is available, the MAC will commence frame transmission immediately. If the
medium is busy, the MAC will defer its access by selecting a backoﬀ interval
based on Binary Exponential Backoﬀ (BEB) mechanism. The MAC will decrement backoﬀ value by a short interval each time the medium is detected idle.
Once the backoﬀ interval has expired, the MAC is allowed to transmit the frame.
Upon completion of frame transmission, all individually addressed traﬃc sends
immediate positive acknowledgement (ACK frame) to the senders. However,
if no acknowledgement is received within a given time, the retransmission is
scheduled and the retry counter is set accordingly by the sender.
The decision by a station that the medium is not carrying a transmission before
commencing its own transmission is based on interframe spacing. The station
must ensure the medium is not busy for a speciﬁc interval before processing
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Figure 2.2 IEEE 802.11 DCF transmission mechanism

subsequent frames. The DCF InterFrame Space (DIFS), PCF InterFrame Space
(PIFS), and Short InterFrame Space (SIFS) shown in Figure 2.2 represent three
key interframe spaces recognised by IEEE 802.11. The SIFS is the shortest
interval, which is used for the highest priority transmissions. The PIFS is equal
to SIFS plus one time slot and is mostly used by PCF during contention free
periods. Finally, the DIFS is the minimum medium idle time for contentionbased service, which is longer than SIFS by two time slots.
In order to avoid collisions between transmitting nodes, the CS function is used
to determine the state of the medium. According to IEEE 802.11 speciﬁcation
[51], the carrier sensing function is performed through physical and virtual
mechanisms. When either function indicates a busy medium, the medium is
considered busy; otherwise, it is considered idle. The physical CS mechanism is
implemented at the physical layer, which reports the status of medium through
signal interference level. On the other hand, the virtual CS mechanism is a
MAC layer function which distributes reservation information announcing the
impending use of the medium. The detail of virtual CS mechanism will be
described later in the section.
The random backoﬀ procedure prevents nodes to transfer data frames at the
same time by having the nodes to wait for a random interval before commencing
transmission. A period known as Contention Window (CW) is divided into
slots and stations pick a random slot from the contention window. Stations
must wait for that slot before attempting to access the medium. According to
the standard, all slot numbers should be equally likely to be chosen. Hence, the
backoﬀ interval can be calculated as
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(2.1)

Figure 2.3 Example of exponential increase of CW

IEEE 802.11 DCF adopts binary exponential backoﬀ algorithm to dynamically
adjust the size of contention window against diﬀerent re-transmission attempts.
Figure 2.3 shows a typical operation of BEB algorithm. At the beginning of
each frame transmission, contention window is set to its minimum size (denoted
as CWmin ). Upon each unsuccessful attempt of frame transmission, the station
will double the size of its CW until it reaches the maximum size (denoted
as CWmax ). The CW size will remain at CWmax until it can be reset. The
contention window is reset to its minimum size when frames are successfully
transmitted or the frame is discarded when the associated retry limit is reached.
Once the carrier sensing and backoﬀ procedures are completed, stations are
allowed to commence point-to-point data transmission. In order to maintain
reliable transmission between two stations, IEEE 802.11 DCF implements a
simple positive acknowledgement. For each unicast frame transmitted from the
source, there must be an acknowledgement from its destination. IEEE 802.11
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Figure 2.4 Basic unicast frame exchange

DCF mandates that all unicast frames must be acknowledged, otherwise the
frame is considered to be lost. Figure 2.4 illustrates basic frame sequence for
a unicast transmission. Upon reception of data frame, the receiver must reply
to the source with acknowledgement packet after SIFS. Once the transmission
procedure is completed, the sender waits for DIFS before it processes subsequent
packets.
The IEEE 802.11 DCF also oﬀers optional Request-To-Send (RTS) and ClearTo-Send (CTS) handshake [47] prior to frame transmission to guarantee reservation of the medium and uninterrupted data transmission. The immediate
beneﬁt of using RTS/CTS exchange is to reduce frame collisions introduced by
the hidden terminal problem. Any other station receiving the RTS or CTS frame
should refrain from sending data until completion of ongoing transmission.
Moreover, IEEE 802.11 RTS/CTS also implements virtual carrier sensing function through the use of Network Allocation Vector (NAV). The exchange of
RTS and CTS frames prior to the actual data frame provides additional means
of medium reservation. The RTS and CTS frames contain a duration ﬁeld that
deﬁnes the period of time that the medium is to be reserved for actual data
frame transmission and returning acknowledgement. All stations within the reception range of either RTS from the source and/or CTS from the destination
will set NAV accordingly for the given duration. The medium is considered to
be busy when NAV is set and free otherwise.
Figure 2.5 depicts the operation of unicast transmission with RTS/CTS and
virtual carrier sensing. According to the ﬁgure, the operation presents a four-
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Figure 2.5 Unicast frame exchange with RTS/CTS and virtual carrier sensing

way handshake mechanism involving the transmission of control frames prior to
actual data frame transmission. A successful exchange of RTS and CTS frames
attempts to reserve the channel by setting NAV for the time required to transfer
the data frame under consideration. The rules for the transmission of an RTS
frame are the same as those for a data frame under the basic access scheme.
After receiving an RTS frame, the receiver responds with a CTS frame after a
SIFS. After the successful exchange of RTS and CTS frames, the data frame
can be sent by the source after waiting for a SIFS interval. The operation
completes after the destination successfully responds with acknowledgement
packets. Failures at any stage of transmission will result in retransmission. The
contention window and retry counter will also be increased accordingly.

Figure 2.6 Broadcast/Multicast atomic frame exchange

The operation of IEEE 802.11 broadcast is formally deﬁned in Section 9.2.7
of the IEEE 802.11 protocol speciﬁcation [51]. Since the broadcast frame does
not include a speciﬁc destination address, no RTS/CTS exchange can be used.
Further, the broadcast frames are not acknowledged by the recipients - a broadcast simply constitutes a single-frame sequence as shown in Figure 2.6. Because
of this, the IEEE 802.11 standard does not make any retransmission attempt
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and mandates that the backoﬀ window for broadcast traﬃc is always equal to
the initial minimum backoﬀ size (i.e. no binary exponential increase in window
size in the event of a collision). Moreover, it should be noted that, although
the broadcast frames cannot provide virtual carrier sensing through exchange
of RTS/CTS frames, the physical carrier sensing mechanism still applies. Any
station that overhears any on-going transmission must stop backoﬀ countdown
until the medium becomes free.

2.3.2

Analytical Model of IEEE 802.11 DCF

Over the past decade, a number of analytical models have been proposed to
evaluate the performance of IEEE 802.11 DCF. Cali et al. [52–54] extended
the analytical model of the p-persistent CSMA for the case of IEEE 802.11
CSMA/CA. Bianchi [55, 56] presented a well-known two-dimensional discretetime Markov chain to evaluate the saturation throughput of DCF unicast traﬃc.
Later, Bianchi and Tinnirello presented an alternative and simpler derivation using elementary conditional probability arguments rather than two-dimensional
Markov chains [57]. Kumar et al. [58] applied renewal theory to obtain similar results without the need to solve a Markov chain. Among these analytical
models, Bianchi’s two-dimensional Markov model is considered as a widely used
model by most researchers due to its adaptability, accuracy and most importantly the clear resemblance to the backoﬀ procedure of the IEEE 802.11 DCF.
In Bianchi’s two-dimensional Markov model, each state represents diﬀerent time
slot used for a backoﬀ procedure. Assuming a network of N stations, Bianchi
mandates each station to have a minimum contention window size of W and m
retransmission attempts for a unicast transmission. By considering the sum of
all states to be equal to one, the Markov model results in a system of two nonlinear equations with two variables p and τ as shown in (2.2). The variables
p and τ represent the probability of collision and probability of transmission
respectively. After deriving the model into equations, the system can be numerically solved using optimisation techniques.
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⎧
⎪
⎨p = 1 − (1 − τ )N −1
⎪
⎩τ =

1+W +pW

2
m−1
k=0

(2.2)

(2p)k

Since the introduction of Bianchi’s Markov model, a number of other authors
have extended Bianchi’s work to further reﬁne the accuracy of the model in
several important ways. Wu et al. [59] and Chatzimisios et al. [60] improved
the model by introducing the retry limits for each station. Ziouva et al. [61], Foh
et al. [62], Sudarev et al. [63], Ergen and Varaiya [64], Anouar and Bonnet [65],
Kim et al. [66] consider the freezing of backoﬀ process where the station must
withhold its backoﬀ countdown when the medium become busy. Furthermore,
while most of the previous studies retained saturation assumption for Markov
process, more recent studies also examined the non-saturated behaviour of IEEE
802.11 DCF [67–75] by introducing additional states in the Markov model to
represents non-transmitting stations.
The Bianchi’s two-dimensional Markov model was designed speciﬁcally for unicast transmissions. There has been less attention given to the broadcast transmissions. In recent years, the performance evaluation of broadcast transmission
has seen an increased interest, largely driven from vehicular and ad hoc applications that can beneﬁt from this mode of communication. Ma and Chen
realised that the existing Markov models for unicast traﬃc typically assume
inﬁnite retry limits, which is not appropriate for broadcast traﬃc. To address
this shortcoming, they developed a one-dimensional Markov model to evaluate
the performance of broadcast traﬃc under saturated network conditions [76,77].
Wang and Hassan [78] have proposed a similar model to account for the freezing
of the backoﬀ process.
While most of the studies examine the performance of unicast and broadcast
traﬃc separately, Oliveira et al. explored DCF saturation throughput [1] and
non-saturation delay [2,3] with an arbitrary mix of unicast and broadcast traﬃc.
Their results highlight the reduction of total throughput when the network
comprises of both traﬃc mix, but the relative performance of the traﬃc classes
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still remains unknown.

2.3.3

General MAC Related Issues

The IEEE 802.11 MAC protocol was initially designed to work primarily with
a base station. All communications occur within one hop range from the base
station. The protocol was not designed with multi-hop networks in mind, albeit
the DCF partially supports ad hoc network architecture. As a result, several
studies have pointed out some critical issues related to IEEE 802.11-based ad
hoc networks. [79–82]
Xu and Saadawi [79–81] presented a series of experiments to indicate that the
IEEE 802.11-based ad hoc networks suﬀer from hidden and exposed terminal
problems. This is because the stations are distributed in a way that no single
station can cover the entire network. Hence, stations can be interfered by
the stations outside their transmission range. Moreover, Xu and Saadawi also
showed there exists serious unfairness problems between transmitting nodes
where the exponential backoﬀ scheme always favours the latest successful node.
Xu et al. [82] highlighted the ineﬀectiveness of RTS/CTS handshakes in ad
hoc networks. They showed the RTS/CTS handshake is eﬀective for hidden
terminal problems only if the hidden nodes are within the transmission range
of both sender and receiver. However, such assumption cannot hold in ad
hoc networks due to the fact that the power needed for interrupting a packet
reception is much lower than that of delivering a packet successfully. The nodes
beyond transmission range of RTS/CTS packets can still cause interference on
the ongoing transmission. Thus, the “virtual carrier sensing” implemented by
RTS/CTS handshake cannot prevent interference.
Furthermore, Jayasuriya et al. [83] indicated that the impacts of exposed terminal problems is much greater than the hidden terminal for most ad hoc network
topologies. The use of RTS/CTS handshake can exacerbate the exposed terminal problems which adversely degrades the network performance. Hence,
RTS/CTS handshake should not be used in the ad hoc network.
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Out-of-Band Control

The out-of-band control is a network protocol technique that passes control information on a diﬀerent connection or on an entirely separate channel from the
main data stream. Since wireless is inherently a shared medium, the majority
of network protocols in ad hoc networks handle all data and control information on the same logical channel. Under this paradigm, the delivery of control
information will be delayed until the completion of current data transmission.
By isolating control information from data stream, it allows control information
and data to be transmitted concurrently on two parallel channels. The packets
have less chance of being lost, thereby providing better control signalling in the
network.
Out-of-Band control has been a widely used technique in the upper layer protocols. These protocols tend to establish two separate connections between sender
and receiver - one connection is dedicated for sending control information (such
as a transmission request) and another connection is used for actually transferring the ﬁle. For instance, the File Transfer Protocol (FTP) [84] uses a control
stream to pass FTP commands between client and server, and the data transfer
occurs in a separate data stream. Similarly, in the transport layer, Wang and
Kung [85] proposed a TCP decoupling approach to improve TCP’s performance
over lossy wireless networks. They isolate congestion control information from
a stream of large data packets and send it over a separate control connection to
probe for the available bandwidth without actually transporting data packets.
Because congestion information has been partitioned into tiny TCP/IP header
and is transported over a separate connection, the chance that a corrupted tiny
header packet will wrongly trigger TCP’s congestion control is greatly reduced.
The use of out-of-band control in application and transport layers oﬀers logical
separation of control and data into diﬀerent connections - it does not provide
physical isolation of control and data transmission. In recent years, due to
commoditisation of radio transceivers, the use of multiple radio interfaces has
become a popular system conﬁguration which enables concurrent transmissions
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over multiple physical channels. This in part prompts the development of outof-band control in the lower layer protocols using a dedicated radio interface for
control information.

Figure 2.7 Dedicate control channel for reservation

One beneﬁt of using out-of-band control in MAC layer is to allow contention
resolution and data transmission to work in parallel. Several MAC protocols
have considered the use of separate control channels for advanced channel reservation to improve the transmission over the data channel. Figure 2.7 depicts a
typical operation of a reservation-based MAC protocol. This type of protocol
in general follows standard RTS-CTS-DATA-ACK exchange, though RTS-CTS
and DATA-ACK are operated in parallel on diﬀerent bands. That is to say,
while current data is transmitting on the data channel, at the same time, the
contention resolution of subsequent data transmission can be arranged. Thus, as
soon as the current data transmission is completed, the next data transmission
can commence immediately.
Yang et al. [86] introduced a Dual Channel Pipelined Scheduling (DCPS) strategy for IEEE 802.11 DCF using two separate channels. DCPS divides the channel into two sub-channels: a control channel and a data channel. The control
channel is used for random backoﬀ duration, collision detections, and RTS/CTS
handshake; the data channel on the other hand is used for DATA/ACK exchange. The main feature of DCPS is that the overhead associated with contention resolution can be hidden (or partially hidden) by processing contention
resolution for the next packet transmission in parallel with the current packet
transmission. The MAC with Separate Control Channel (MAC-SCC) proposed
by Li et al. [87] oﬀers similar approach as DCPS. However, in MAC-SCC, all
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frames (including RTS/CTS) can be transmitted through the data channel,
while the control channel is reserved for RTS or CTS. Furthermore, Zhang et
al. [88] further enhanced reliability of the reservation-based MAC protocols by
employing additional control channel for returning acknowledgement.
Tantra et al. [89, 90] explored the use of a separate low-rate control channel
to improve the performance of a high rate data channel in an infrastructurebased wireless network, and proposed a new MAC layer scheduling scheme
called Out-of-Band Signalling (OBS). In OBS, the control channel is used to
reserve a contention-free slot for data transmission at the data channel. Kyasanur et al. have indicated that the use of OBS is restricted to infrastructurebased networks. Hence, they proposed a Control Channel-based MAC protocol
(C2 M) [91] that features out of band control for multi-hop networks. C2 M
highlights the use of a small portion of spectrum at lower frequency to improve
the performance of data transmission on the higher rate channels by allowing
simultaneous channel contention resolution and data transmission. Further, it
also exploits the advantage of longer transmission range at control channel in
reducing the eﬀect of hidden terminals on data channel.

Figure 2.8 Dedicate control channel for rendezvous

Alternatively, many multi-channel MAC protocols [92–97] utilise a dedicated
control channel to coordinate data transmissions on the other interfaces. These
protocols typically consist of at least two or more radio interfaces: one interface
has to be tuned to a ﬁxed common channel for control purposes, while the
other interfaces can be dynamically switched between the remaining channels
for data exchange. Figure 2.8 illustrates a typical operation of these protocols.
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The dedicated control channel used in these protocols enables a node to arrange
a common data channel with its communicating counterpart. During every
communication, the nodes must use the control interface to exchange control
messages in order to select a common data channel for exchanging data. Based
on the information obtained from control interface, the data interface will be
dynamically assigned as the common data channel.
Wu et al. [92, 93] proposed Dynamic Channel Assignment (DCA) to organise
multi-channel access in a distributed system. The main idea of DCA is that
for every communication, a sender must initiate an RTS which piggybacks a
list of free channel to the receiver. The receiver compares its channel usage
with the list from sender and replies CTS with remaining free channels. Upon
reception of the CTS from the receiver, the sender will send a reservation (RES)
packet to inform nearby nodes about the reservation of the selected channel.
Jain et al. [94] improved DCA with a Receiver-Based Channel Selection (RBCS)
approach which allows receivers to determine the choice of data channel. Hung
et al. [95] and Liu et al. [96] proposed a distributed channel assignment scheme
similar to DCA with some variations in handling of the control packets. Finally,
Hsu et al. applied the out-of-band technique in the cognitive radio networks and
used statistics of spectrum usage to allocate the channel for data transmission.
The summary of these multi-channel protocols is depicted in Table 2.1. The
reservation based scheme employs only one data channel and it uses one or more
separate control channels to enable advanced contention resolution on the data
channel in a way that the control and data are operating in a pipeline. This
type of protocol takes advantage of seamless data transmission over data channel
and achieves high data channel utilization. In contrast, by observing the characteristics of rendezvous-based protocols, it can be seen that rendezvous-based
protocols exploit the multi-channel diversity and allow parallel transmission
of data. In addition, this approach also solves the exposed terminal problem
as the exposed node can use separate channel for data transmission. Finally,
both types of protocols emphasise on unicast transmission and do not support
broadcast transmissions.
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Table 2.1 Summary of Out-of-Band Control Protocols

HT = Hidden Terminal
ET = Exposed Terminal
C2 M exploits the longer transmission range of the lower bitrate interface to extend the range of RTS/CTS eﬀect.

protocols
DCPS [86]
MAC-SCC [87]
DCC-MAC [88]
C2 M [91]
OBS [89]
DCA [92]
DCA-PC [93]
RCBS [94]
DPC [95]
AACA [96]
SCA-MAC [97]
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Chapter Summary

This chapter examines the operations of major ad hoc network routing protocols and MAC protocols (in particular IEEE 802.11 DCF). Although the routing
and MAC protocols perform diﬀerent tasks at diﬀerent layers and operate independently from each other, there is a signiﬁcant relationship between the two
protocols. On one hand, MAC protocols require a precise next-hop destination
from the routing table before they can commence point-to-point transmission.
On the other hand, routing protocols rely on MAC protocols to reliably deliver
the routing messages. As it has been pointed out in Section 2.2.4 and 2.3.3, both
protocols have their own problems in a distributed environment. The interaction between both protocols could further exacerbate the situation, creating a
number of problems that have not been addressed by the current literature.
Below we describe several deﬁciencies that can be seen in current literature and
the following chapters will attempt to address the deﬁciencies discussed in this
chapter.

2.5.1

Deﬁciencies of Existing Proposals

• As shown in Section 2.2.4, the literature contains many studies of routing
instability in the wired network. For wireless ad hoc network, however,
it contains considerably fewer studies. Most of these examine routing
instability problems on the reactive routing protocols, such as the “rerouting instability” problem addressed by Ng and Liew [41, 42]. The lack
of breadth in coverage of routing instability problems in ad hoc networks
limits our understanding of the problem. Thus, it is important to explore
the types of routing pathologies that will occur in both proactive and
reactive routing protocols.
• The existing analytical models for IEEE 802.11 DCF do not provide clear
understanding of the interactions between unicast and broadcast traﬃc
in a mixed traﬃc condition. Such analysis is of particular signiﬁcance
in evaluating routing instability in ad hoc networks because routing information relies heavily upon broadcast transmission to propagate across
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the network whereas the data packets consist of mostly unicast for the
point-to-point transmissions. An attempt by Oliveira et al. [1–3] oﬀered
some insights into the network performance under this mixed traﬃc condition. However, their analysis is limited to the overall network performance
rather than relative performance of unicast and broadcast transmissions.
• Given the layered OSI network architecture, the ad hoc routing protocols
do not account for the misbehaviour of the protocols in the upper or lower
layers. The lack of cross layer communication is a fundamental cause of
routing instability. Since the routing instability is not a well explored
problem in ad hoc networks, there is no remedy to rectify the underlying
instability issue.
• The Out-of-Band Control, as highlighted in Section 2.4, has been extensively used in application, transport, and link layer protocols. To the best
of our knowledge, no attempt has been made in applying such technique
at the network layer for ad hoc networks to eﬀectively separate routing
and data packets into diﬀerent channels.

Chapter

3

Characteristics of IEEE 802.11 Unicast
and Broadcast Traﬃc
3.1

Introduction

As discussed in Section 2.3, the IEEE 802.11 DCF deﬁnes two major classes
of traﬃc, known as unicast and broadcast/multicast. The former oﬀers one-toone mapping between the sender and the receiver and is mostly used for the
end-to-end delivery of data packets from the application layer. The latter, on
the other hand, has one-to-many relationship between stations and is primarily
used to disseminate routing and topology information from the network layer.
The wireless medium is inherently broadcast in nature - it is only the method
of frame handling that diﬀerentiates unicast and broadcast transmissions. According to the IEEE 802.11 standard [51], unicast traﬃc is subject to a binary
exponential backoﬀ mechanism for contention based access. It also includes
an optional RTS-CTS-DATA-ACK four-way handshaking technique for channel reservation. By contrast, broadcast traﬃc is not intended for a single recipient. Individual transmissions cannot be acknowledged and each broadcast
frame exchange simply constitutes a single-frame sequence. Because of this, the
IEEE 802.11 standard does not oﬀer any retransmission capability for a failed
broadcast transmission or even a mechanism for detecting this condition at the
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source. The protocol mandates that the backoﬀ window for broadcast traﬃc
is always equal to the initial minimum backoﬀ size (i.e. no binary exponential
increase in window size in the event of a collision). Further, there is no option
for a RTS/CTS handshake for broadcast transmission. Intuitively, broadcast
traﬃc seems to have a lower service quality than unicast.
The lower quality service in broadcast transmissions highlights a fundamental
design ﬂaw in ad hoc routing protocols. The ad hoc routing protocols, which
deﬁne core network connectivity, rely heavily upon broadcast transmissions to
disseminate routing information across the network. At the same time, data
packets, which are considered less important than routing packets, comprise
of mostly unicast transmissions for intended point-to-point delivery. Since the
wireless medium is inherently a shared resource, routing packets are competing
against data packets for channel access. Although the conventional approach
assigns higher priority to the routing packets such that the routing packets are
always transmitted ahead of the data packets, the precedence of routing packets
cannot be preserved beyond the network layer. As soon as the routing packets
arrive at the link layer, they will be treated as broadcast transmissions and
subject to loss due to contention from other stations. Thus, the MAC protocol
cannot guarantee the delivery of routing packets as expected by the routing
protocols.
A further problem has been identiﬁed by Lundgren et al., so-called “communication grey zones” in IEEE 802.11-based ad hoc networks [98]. Lundgren et
al. have shown that the IEEE 802.11 broadcast transmissions are always performed at a basic bit rate while unicast transmissions use higher bit rate. This
is because transmissions at a lower bit rate are more reliable and have a greater
transmission range than when a higher bit rate is used. Therefore, it is possible
that a station may receive broadcast packets but not unicast data packets. As a
result, data packets may not be able to reach the next-hop destination as speciﬁed by the routing protocol which thinks that the network should have good
connectivity. Lundgren’s work identiﬁed critical diﬀerences in handling routing
and data packets and consequent problems in routing. However, there is still
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a lack of understanding about subtle interactions between routing (broadcast)
and data (unicast) packets in the network.
Given the diﬀerent service qualities oﬀered by unicast and broadcast traﬃc,
there is an increasing need to understand the behaviour of both transmission
types and the interaction between them. Past studies of IEEE 802.11 DCF, as
discussed in Section 2.3.2, mainly focus on either unicast or broadcast traﬃc but
not both. There is a lack of comparative studies between unicast and broadcast
traﬃc under the same analytical modelling conditions. One exception is the
analytical model proposed by Oliveira et al. [1–3]. In this work, Oliveira et al.
observed the reduction of total throughput as the broadcast component of traﬃc
becomes greater. However, their work did not indicate whether the throughput
degradation is principally due to the loss of unicast or broadcast traﬃc, or a
combination of both. Therefore, there is a strong motivation to examine the
relative performance of unicast and broadcast traﬃc in various traﬃc conditions
by extending the results of Oliveira et al. [1, 2].
This chapter characterises the behaviour of unicast and broadcast traﬃc, and
an arbitrary mix of both in an ad hoc environment. The speciﬁc contributions
of this chapter include:
• an extension to the two-dimensional Markov model developed in [1–3]
with additional consideration of freezing of backoﬀ counter, non-saturated
process and relative unicast/broadcast performance (Section 3.2). The new
model is veriﬁed using network simulations (described in Section 3.3) to
demonstrate the accuracy of the prediction.
• an evaluation of pre-saturated and saturated network performance when
the traﬃc consists of unicast and broadcast traﬃc exclusively. The result
provides a direct comparison of the two classes under identical network
condition. This highlights the distinct characteristic of the unicast and
broadcast transmissions (Section 3.4).
• an observation on saturated IEEE 802.11 broadcast performance which
shows the model proposed by Ma and Chen [76, 77] signiﬁcantly under-
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estimates the saturation throughput of broadcast transmissions due the
absence of backoﬀ counter freeze process in their model. (Section 3.4.3)
• a relative performance evaluation of unicast and broadcast in a mixed trafﬁc scenario where each traﬃc class is given equal transmission probability.
Through the evaluation of both pre-saturated and saturated performance,
we show that the throughput reduction in the the mixed traﬃc scenario
is principally due to the loss of broadcast frames (Section 3.5).
• a further study of network performance by varying the ratio of unicast
and broadcast traﬃc. The results underline the impact on both traﬃc
classes when the network is dominated by one transmission type (Section
3.6).

3.2

Analytical Model

The analytical study of an arbitrary mix of unicast and broadcast traﬃc can
be used with the models proposed by Oliveira et al. [1, 2]. The proposed model
extends that of Oliveira et al. to analyse relative unicast and broadcast performance under mixed traﬃc conditions. In addition, the new model captures the
freezing of backoﬀ counters - a situation where the station must stop the backoﬀ
countdown when the channel is sensed busy. According to Foh et al. [62], this
will provide a more accurate performance prediction than a model without the
backoﬀ freeze. Finally, the non-saturated process with arbitrary packet arrivals
is also included by adopting the model developed by Xu et al. [69] to evaluate
the impact of network loads on both unicast and broadcast.
The network is assumed to be a single-hop ad hoc network with n contending
stations. By restricting the analysis to a single hop scenario, the evaluation
emphasises the subtle interaction between broadcast and unicast transmissions
at lower layers without introducing the complexities of ad hoc routing protocols
into the model. The transmission environment assumes that there is no hidden
terminal or capture eﬀect, so all packet losses are due to collisions. The arrival
process of network traﬃc is Poisson with mean arrival rate of λ.
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Let CWmin and CWmax be the minimum and maximum contention window size
respectively, and let m be the maximum backoﬀ stage. In order to avoid packet
collisions, each station defers its access by uniformly selecting a value for the
backoﬀ counter over the range [0, Wi − 1], where
Wi = min(2i CWmin , CWmax ) i ∈ [0, m]

(3.1)

After selecting a value for the backoﬀ counter, the station then begins its backoﬀ
countdown. A station is allowed to commence its transmission only when its
backoﬀ counter reaches zero.
For each packet transmitted, the station generates a unicast or broadcast frame
according to a uniform probability density function, with probability Pu and
Pb = 1 − Pu for unicast and broadcast transmissions respectively. For a unicast
transmission, the sender waits for an acknowledgement from the receiver at
each transmission attempt. If no acknowledgement has been received within
the timeout period, the unicast transmission is considered to have failed. The
station then increments its backoﬀ counter and sets the contention window size
accordingly. The size of the contention window in backoﬀ stages continues to
grow exponentially upon each transmission failure until it reaches CWmax . It
then remains at CWmax until the packet has either been successfully transmitted
or the maximum retransmission limit has been reached at which point the packet
is dropped. The size of contention window will be reset to its minimum value
(i.e. CWmin ) when the acknowledgement has been received within the timeout
period or the number of maximum retransmission attempts has been reached.
To simplify the analysis, the model assumes that the maximum window size is
reached at maximum backoﬀ stage for unicast transmissions, i.e. 2m CWmin =
CWmax .
By contrast, since there is no acknowledgement or retransmission attempt for
broadcast frames, broadcast transmissions voluntarily completes after the ﬁrst
transmission attempt regardless of whether it is successful or not. Thus, the
broadcast backoﬀ window size is always equal to initial minimum backoﬀ window.
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Moreover, as it has been mentioned in Section 2.3.1, the IEEE 802.11 DCF
adopts both physical and virtual carrier sensing to detect the status of medium.
When either operation indicates a busy medium, the medium is considered
to be occupied, and free otherwise. A station must stop decrementing the
backoﬀ counter if the medium appears to be busy and resume its countdown
when channel becomes free. It is important to note that transmissions may not
provide virtual carrier sensing through the exchange of RTS/CTS messages,
however, the physical carrier sensing mechanism still applies at the physical
layer.

Figure 3.1 The state transition diagram for non-saturated mixed traﬃc Markov
model

Figure 3.1 shows the state transition diagram used to model the behaviour of
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Table 3.1 Notations used for Analytical Model

Parameters
n
p
q
m
Pu
Pb

Explanation
Number of stations
Conditional collision probability &
Medium busy probability
Packet arrival probability
Maximum backoﬀ stage
Probability of unicast transmission
Probability of broadcast transmission

a station in a mixed traﬃc scenario. Table 3.1 summarises the notation used
in the model. According to Bianchi [55, 56], the operation of IEEE 802.11 DCF
can be modelled as a two-dimensional discrete-time Markov process {s(t), b(t)},
where b(t) is the stochastic process representing the backoﬀ counter and s(t)
is the stochastic process representing backoﬀ stage at the time instant t. By
considering the collision and channel busy probability p1 , the system has the
following non-null one-step transition probabilities:
⎧
⎪
⎪
⎪P {I|I} = 1 − q
⎪
⎪
⎪
⎪
⎪
⎪
P {0, k|I} = q/W0
k ∈ [0, W0 − 1]
⎪
⎪
⎪
⎪
⎪
⎪
⎪
P {1, k|0, 0} = Pu p/W1
k ∈ [0, W1 − 1]
⎪
⎪
⎪
⎪
⎪
⎨P {i, k|i − 1, 0} = p/Wi
i ∈ [1, m], k ∈ [0, Wi − 1]
⎪
⎪
P {i, k|i, k + 1} = 1 − p
i ∈ [0, m], k ∈ [0, Wi − 1]
⎪
⎪
⎪
⎪
⎪
⎪
⎪
P {I|0, 0} = Pb + Pu (1 − p)
⎪
⎪
⎪
⎪
⎪
⎪
⎪
P {I|i, 0} = 1 − p
i ∈ [1, m − 1]
⎪
⎪
⎪
⎪
⎪
⎩P {I|m, 0} = 1

(3.2)

Adopting the same conventions as Bianchi [55, 56], Let bi,k = limt→∞ P {s(t) =
i, b(t) = k}, i ∈ (0, m), k ∈ (0, Wi − 1) be the stationary distribution of backoﬀ
states. We also include an extra state bI to be the stationary distribution of the
idle state. Through chain regularity, the following closed-form solutions for the
1
The collision and channel busy probability were previously deﬁned as separate variables in
[61,63]. This has been corrected in [62,64,65] where the collision and channel busy probability
are represented by the same variable p.
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Markov chain can be obtained:
bi,0 = pi Pu b0,0
1
bI = b0,0
q
W0 − k 1
b0,k =
b0,0 k ∈ [1, W0 − 1]
W0 1 − p
W i − k p i Pu
b0,0 i ∈ [1, m], k ∈ [1, W0 − 1]
bi,k =
Wi 1 − p

(3.3)
(3.4)
(3.5)
(3.6)

Imposing the normalisation condition results in:
bI +

W
0 −1


b0,k +

m W
i −1



bi,k = 1

(3.7)

i=1 k=0

k=0

where the summations can be expanded and represented in form of b0,0 :
W
0 −1


b0,k =b0,0 +

k=0

i=1 k=0

bi,k =

m


bi,0 +

i=1

=Pu b0,0



b0,k

k=1

=b0,0 +
m W
i −1



W
0 −1


m W
i −1



W0 − 1
b0,0
2(1 − p)

bi,k

i=1 k=1
m+1

p−p
1−p

(3.8)

2p − (2p)m+1
p − pm+1
+
W0 −
2(1 − p)(1 − 2p)
2(1 − p)2


(3.9)

The solution for b0,0 can be derived with two unknown variables (p, q):


p − pm+1
W0 − 1
2p − (2p)m+1
1
p − pm+1
+1+
+ Pu
+
W0 −
b0,0 =
q
2(1 − p)
1−p
2(1 − p)(1 − 2p)
2(1 − p)2
(3.10)
Let τu and τb be the probabilities that a station transmits a unicast or broadcast frame at a given time. A station is permitted to transmit only when the
backoﬀ counter reaches zero, regardless of the type of transmission (unicast or
broadcast) and the backoﬀ stage. Therefore, τu and τb may be deﬁned as:
τu = Pu b0,0 +

m

i=1

τb = Pb b0,0

bi,0 =

1 − pm+1
Pu b0,0
1−p

(3.11)
(3.12)

−1
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Given the transmission probability τu and τb , the respective throughput for
unicast and broadcast transmissions may be obtained following the method
of Bianchi [55, 56]. However, the novel feature of our proposed model is that
it also includes the freezing of backoﬀ and non-saturation process. Thus, we
combine and reproduce the equations from the existing references for the clarity
of derivation and ease of reference.
To evaluate the value of collision and channel busy probability p, it should be
noted that a collision occurs when one station transmits on the channel, and at
least one of the remaining n − 1 stations also transmits on the same channel at
the same time, regardless of the type of transmission. The conditional collision
probability p can be expressed as:
p = 1 − (1 − (τu + τb ))n−1

(3.13)

Let Pus , Pbs , and Pns be the probability of successful unicast transmission, successful broadcast transmission and no transmission respectively, since a packet
can only be successfully transmitted when there is exactly one station transmitting on the channel. Given the value of τu and τb , the successful transmission
probability Pus , Pbs , and Pns can be derived as:
Pus = nτu (1 − (τu + τb ))n−1

(3.14)

Pbs = nτb (1 − (τu + τb ))n−1

(3.15)

Pns = (1 − (τu + τb ))n

(3.16)

Similarly, let Puc and Pbc be the collision probability for collisions involving only
unicast and only broadcast frame respectively. These can be deﬁned as:
Puc = (1 − τb ) − Pns − Pus

(3.17)

Pbc = (1 − τu ) − Pns − Pbs

(3.18)

Given the value of Puc and Pbc , the probability of collisions involving both
unicast and broadcast frames, Pmc , becomes:
Pmc = 1 − Pus − Pbs − Puc − Pbc − Pns

(3.19)
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According to Bianchi [55, 56], the interval between two consecutive back-oﬀ
states is represented by a single timeslot period. The timeslot includes either
an empty slot, a collision or a successful transmission. The average length of a
timeslot is equal to:
SlotT ime =Pns σ + Pus Tus + Pbs Tbs + Puc Tuc + Pbc Tbc + Pmc Tmc

(3.20)

where σ represents the duration of an empty slot. Tus and Tuc are the time required for successful and unsuccessful unicast transmissions respectively. Likewise, Tbs and Tbc are the times required for successful and unsuccessful broadcast
transmissions. Tmc is the temporal cost of collisions involving both unicast and
broadcast.
The packet arrival probability q determines the number of packets that a station
can inject into the network. The model assumes that the packet arrival process
is Poisson with a mean arrival rate of λ. The packet arrival probability q can
now be expressed as:
q = 1 − e−λSlotT ime

(3.21)

Eq. (3.11), (3.12), (3.13), and (3.21) form a non-linear system with four unknown variables τu , τb , p, and q. This system of equations can be solved numerically through non-linear approximation techniques such as Newton-Ralphson
method.
The normalised throughput is deﬁned as the ratio of amount of successful unicast/broadcast payload bits transmitted over the average slot time (SlotT ime).
Let E[P U ] and E[P B] be the average unicast and broadcast payload size. The
normalised throughput for unicast Su and broadcast Sb becomes
Su =

Pus E[P U ]
SlotT ime

Sb =

Pbs E[P B]
SlotT ime

(3.22)

Finally, it is necessary to determine appropriate values for Tus , Tuc , Tbs , Tbc
and Tmc . Let H = M AC header + P HY header be the size of the packet
header and ACK the size of acknowledgement frame. DIF S and SIF S are
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the distributed and short inter-frame spacing respectively. Assuming the system
has transmission rate R and the propagation delay σ, the values for Tus and Tuc
are given by:

⎧
⎪
⎨Tus =
⎪
⎩Tuc =

H+E[P U ]
R

+ SIF S + σ +

H+E[P U ]
R

+ SIF S + σ

ACK
R

+ DIF S + σ

(3.23)

Broadcast transmissions consist of a single frame sequence - no acknowledgement and no RTS/CTS access method can be used. Therefore, Tbs and Tbc are
deﬁned as:
Tbs = Tbc =

H + E[P B]
+ DIF S + σ
R

(3.24)

Tmc is dependent upon the probability of broadcast and unicast transmissions,
as well as Tuc and Tbc :
Tmc = Pu Tuc + Pb Tbc

3.3

(3.25)

Model Validation

In order to validate the proposed analytical model, a series of simulations have
been conducted using a discrete-event network simulator (Qualnet 4.0) and the
results compared to those obtained from the analytical model.
The simulation environment consists of n + 1 stations randomly distributed
across a square ﬂat 100 m x 100 m region. Each station has a single 802.11b
wireless network interface and an omni-directional antenna positioned 1.5 metres above the ground. The RF channel is represented by a two-ray propagation
model, and the maximum data bit-rate set at 1 Mbps. Under these conditions,
each station has a maximum transmission range of approximately 450m. Therefore, all nodes are within one hop of each other.
The simulation employs Qualnet’s MAC DOT11 library as the MAC protocol,
and the routing function is switched oﬀ to ensure the traﬃc is only generated
from the application layer. The important MAC parameters used for the analytical model and simulations follow those speciﬁed for the Direct Sequence
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Spread Spectrum (DSSS) PHY layer (Section 18.3.3 in [51]), which are shown
in Table 3.2. Apart from aforementioned parameters, the remaining parameters
adopt the default values speciﬁed by Qualnet simulator.
Table 3.2 Simulation and Analytical Parameters

Parameters
Data payload (E[P U ], E[P B])
MAC Header
PHY Header
ACK
RTS
CTS
Channel Bit Rate
Propagation Delay (δ)
Slot Time (σ)
SIFS
DIFS
Maximum Backoﬀ Stage (m)
Minimum Window Size (W0 )

Values
8184 bits
272 bits
128 bits
112 bits + PHY header
160 bits + PHY header
112 bits + PHY header
1 Mbps
1 μs
20 μs
10 μs
50 μs
5
32

Traﬃc is generated by Qualnet’s traﬃc generator (Traﬃc-Gen) which transmits
frames with a ﬁxed payload size (8184 bits) using a Poisson arrival model with
mean arrival rate λ. The traﬃc generator has been modiﬁed to allow broadcast
and unicast frames to be generated with the unicast/broadcast transmission
probabilities Pu and Pb respectively. There are n stations, each acts as a source
for one UDP unicast ﬂow and one broadcast UDP ﬂow. The simulation also
includes an additional station to serve as the sink for all unicast and broadcast
transmissions. The data representing the simulation results are collected at
the sink node. Each simulation ran for 300 seconds, and all simulation results
shown have been obtained from the average of at least 15 independent runs,
with more than 95% of results being within 1% of the average value for all
simulation results2 .
2

Hence errorbars are omitted from the ﬁgures
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Homogeneous Traﬃc Performance

Prior to characterising the behaviour of mixed unicast and broadcast traﬃc
in an IEEE 802.11 network, the cases in which traﬃc is composed entirely of
unicast or broadcast transmissions are considered. To explore the respective
performance of the two traﬃc classes in a homogeneous traﬃc condition, let
Pu = 100% and Pb = 0% be the condition for a network consisting of only
unicast transmissions. Similarly, let Pu = 0% and Pb = 100% be the condition
for a network comprising of broadcast transmissions only.
This evaluation provides a direct comparison of unicast and broadcast traﬃc
under pre-saturated and saturated network conditions. The unicast/broadcast
throughput is deﬁned as the amount of unicast/broadcast packets successfully
delivered from senders to a receiver per second. Pre-saturated throughput is
evaluated against various packet arrival rates λ. In addition, the analysis also
examines the saturated throughput by assuming that the stations can oﬀer a
continuous load (i.e. the stations always have a packet to send upon completion
of the current packet transmission).

3.4.1

Pre-Saturated Network Conditions

In pre-saturated performance analysis, both analytical model and simulation
assume the initial contention window size W is set to 32. Networks with 5
and 15 transmitting stations are used to represent diﬀerent scales of network
contention. As shown in Figure 3.2, the analytical model accurately predicts
the performance of unicast and broadcast traﬃc as the predicted throughput
(lines) closely matches the simulated value (markers).
Prior to the onset of saturation, both unicast and broadcast throughput exhibit an identical linear relationship with packet arrival rate λ where, as expected, the gradient of the curve is proportional to the number of transmitting
nodes. Figure 3.2 indicates that the aggregated throughput can be expressed
as a product of the number of contending stations and the oﬀered load (i.e.
n · λ · E[P ]/R) prior to the network saturation. However, such a linear rela-
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Figure 3.2 Performance of unicast and broadcast with various oﬀered load and initial
contention window size of 32

tionship between throughput and the packet arrival rate only holds until the
maximum throughput is reached. Throughput then undergoes a complex transition between under-loaded and saturated regions. As more traﬃc is injected
into the network beyond the saturation threshold, throughput starts to decline.
The throughput reduction beyond the point of saturation is more pronounced
with a large number of contending stations. As the network approaches saturation, the throughput for both unicast and broadcast traﬃc eventually converges
to an asymptotic saturation level. According to Figure 3.2, throughput remains
unchanged when λ is beyond 60 packets per second for both networks.
The performance of the two traﬃc classes begins to diverge as the network
saturation emerges. By comparing the results of the unicast transmission with
the corresponding broadcast component in Figure 3.2, it is notable that the
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broadcast transmission maintains higher optimal throughput than the unicast
transmission. This is because broadcast transmissions do not require the exchange of an acknowledgement frame, whereas unicast transmissions do. The
broadcast traﬃc therefore takes advantages of a slightly lower transmission overhead. For instance, in the case of 5 transmitting stations, broadcast traﬃc has
higher optimal throughput than unicast traﬃc and the throughput continues
to remain higher at saturation level. However, as more stations competing for
channel access, the network contention becomes more intense and causes frequent packet collisions. In this condition, the lack of acknowledgement from
broadcast transmissions is more costly for broadcast traﬃc.
As discussed in Section 3.2, broadcast transmissions fundamentally diﬀer from
unicast transmissions by the absence of binary exponential backoﬀ. Upon each
collision, a broadcast transmission maintains a static window size while a unicast transmission dynamically expands its window size through the exponential
backoﬀ process. Hence, the broadcast transmission has the trade-oﬀ of suﬀering
higher throughput reduction beyond the point of saturation. For example, in
the case of 15 transmitting stations, broadcast traﬃc initially maintains higher
throughput than unicast traﬃc when network load is small (i.e. λ ≤ 20). As the
traﬃc volume approaches the saturation threshold, transmission overhead will
adversely aﬀect broadcast transmission. Broadcast traﬃc throughput, which
initially exceeds that of unicast traﬃc, declines more rapidly with the onset of
congestion to the point where throughput is signiﬁcantly lower than for unicast
(which remains relatively ﬂat). In other words, unicast transmission is more resilient under higher level of network contention, whereas broadcast transmission
is more eﬀective under lower network contention.
Figure 3.3 examines the relationship between unicast and broadcast transmissions using a larger contention window size. In this scenario, the initial contention window size is set to 128 (W = 128) for all station. When the network
load is low, the throughput performance of both traﬃc classes using a larger
window size is similar to the linear relationship shown in Figure 3.2. The difference is the throughput of both unicast and broadcast traﬃc tend to converge
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Figure 3.3 Performance of unicast and broadcast with various oﬀered load and initial
contention window size of 128

to its saturation level at a much slower rate for W = 128 than W = 32, because
the large window size imposes more delay on the backoﬀ procedure. However,
as the network load continues to increase to the saturation threshold, the larger
window size appears to be beneﬁcial to both traﬃc classes. When a larger window size is used, both unicast and broadcast throughput converges to a similar
saturation level for networks with 5 and 15 contending stations. By contrast,
a large reduction is observed for W = 32 under the same level of network
contention.
Since the network experiences fewer packet collisions when using a larger contention window size, broadcast transmission retains the advantage of lower
transmission overhead. Figure 3.3 demonstrates that the broadcast traﬃc achieves
higher throughput than its unicast counterpart at saturation level for the cases
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of 5 and 15 transmitting stations. Therefore, it can be said that the performance of broadcast transmission is greatly aﬀected by the choice of contention
window size, whereas unicast transmission is less aﬀected due to the use of
binary exponential backoﬀ.

3.4.2

Saturated Network Conditions

Figures 3.2 and 3.3 demonstrate that prior to the point of saturation, throughput increases linearly with oﬀered load, as expected. Beyond the critical point
at which maximum throughput is attained, throughput converges to an asymptotic saturation level, which depends on the number of nodes contending for
access. This saturation level may be evaluated by considering what happens as
the traﬃc load tends to inﬁnity.
Let λ → ∞, such that a station always has a packet ready to send upon the completion of current transmission. According to the Poisson arrival process, the
probability of packet arrival q will asymptotically approach 1 as λ approaches
to ∞. Thus, the saturation throughput can be obtained by assuming q → 1.
Figure 3.4 shows the respective saturation throughput of unicast and broadcast transmissions. As mentioned in previous section, under high network contention, a divergence develops between unicast and broadcast transmissions.
This divergence is particularly signiﬁcant when smaller window size is used (i.e.
W =32). As the network contention increases, a smaller contention window size
increases probability of packet collisions. Upon each packet collision, unicast
transmissions exponentially increase their contention window to avoid further
collision, while broadcast transmission’s contention window remains unchanged.
As a result, the divergence between unicast and broadcast transmissions continues to escalate as more stations contend for channel access. By contrast, when a
larger window size is used, the divergence becomes relatively minor under same
network conditions. According to Figure 3.4, the larger window size provides
eﬀective contention relief for both unicast and broadcast transmissions when
there are a large number of stations contending for channel access. However, it
creates a trade-oﬀ of higher delays under low network contention as the stations
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Figure 3.4 Saturation throughput of unicast and broadcast transmissions

take longer time to backoﬀ countdown.

3.4.3

Remarks on Saturated Broadcast Traﬃc

This section provides additional observations on the saturation throughput of
broadcast traﬃc, illustrating the limitations of existing literature on broadcast
traﬃc models. Let q → 1 and Pb = 100% such that there is always a broadcast packet ready to send upon the completion of current broadcast transmission. The saturated transmission probability for broadcast traﬃc τbsat can be
expressed as

τbsat

= lim

q→1

1
W −1
+1+
q
2(1 − Pb )

−1

=

W −1
2+
2(1 − Pb )

−1

(3.26)
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According to Equation (3.26), the introduction of an additional idle state in the
proposed model results in a diﬀerence of 1 in the denominator of the expression
developed by Wang and Hassan [78]. However, it should be noted that the
additional idle state ensures that the transmitted frames from a station are
always separated by at least one backoﬀ interval, which coincides with the
post-backoﬀ procedure speciﬁed in Section 9.2.5.2 of the IEEE 802.11 protocol
speciﬁcation [51].
To obtain saturated throughput from the proposed analytical model, a similar technique is used to iteratively solve the non-linear system of Equations
(3.26) and (3.13). In order to provide an accurate evaluation of saturation performance, the simulation results are also included, with the traﬃc generator
modiﬁed such that a packet is always available for transmission. The same
protocol parameters were used as before.
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The numerical results for the saturation throughput obtained from simulations,
the proposed analytic model and the analytic model proposed by Ma and Chen
[77] are plotted in Figure 3.5. The new model clearly provides a much more
accurate prediction of saturation throughput for IEEE 802.11 broadcast traﬃc
as compared to the earlier model, which signiﬁcantly underestimates saturation
throughput, especially when a smaller window size is used with a large number
of contending stations.
The new model principally diﬀers from its predecessor by the inclusion of the
backoﬀ counter freeze. Previous models have neglected the physical carrier
sensing function, and continuously decrement the backoﬀ counter even when
channel is busy. This increases the probability of broadcast collisions as more
stations are transmitting, which subsequently results in a much lower saturation
throughput. Therefore, the inclusion of backoﬀ counter freeze is shown to be
critical in the accurate analytical evaluation of the IEEE 802.11 broadcast, and
this new model represents a signiﬁcant enhancement to existing analytic work
in this area.

3.5

Mixed Traﬃc Performance

Section 3.4 evaluated a performance of a network carrying unicast or broadcast
traﬃc exclusively and demonstrated that the unicast and broadcast transmissions behave rather diﬀerently under the same network conditions. While those
observations were conducted under homogeneous traﬃc conditions, this section
examines the network performance with a mixture of the two traﬃc classes.
To evaluate the non-saturation performance of the network with a mixture of
two diﬀerent traﬃc types, we ﬁrst assume that each node has an equal probability of transmitting unicast and broadcast frames. Let Pu = 50% and Pb = 50%.
According to the analytical model, we can explore the respective throughput
of the unicast and broadcast transmissions by solving the system of non-linear
equations as described in Section 3.2.
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3.5.1

Pre-Saturated Network Conditions

Unicast and broadcast throughput for the networks with 5 and 15 contending
stations and a 50-50 mixed traﬃc classes is shown in Figure 3.6. The initial
contention window size is set to 32 (W = 32) for all stations. According to
Figure 3.6, both unicast and broadcast traﬃc exhibit an identical linear relationship when network load is low. The linear relationship is maintained until
the threshold of saturation is reached. This result indicates that there is no
signiﬁcant diﬀerence between unicast and broadcast traﬃc under light network
load as most of the unicast and broadcast frames can be successfully delivered
at the ﬁrst transmission attempt.
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Figure 3.6 Unicast and broadcast throughput in the mixed traﬃc environment with
initial contention window size of 32 (W = 32)

Given that there is a signiﬁcant diﬀerence in the handling of failed unicast and
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broadcast transmissions, packet collisions caused by the network saturation affect the performance of broadcast traﬃc much more than unicast traﬃc when
a mix of traﬃc classes is presented. Figure 3.6 indicates that a divergence
between unicast and broadcast traﬃc emerges as λ continues to grow beyond
the critical point where maximum throughput is obtained. Beyond this critical point, unicast throughput continues to grow while broadcast throughput
declines signiﬁcantly until both traﬃc classes reach an asymptotic saturation
level.
The divergence between unicast and broadcast throughput in the mixed traﬃc
scenario becomes more apparent as number of stations increases. From Figure
3.6, it may be observed that unicast throughput converges to a similar saturation level regardless the number of contending stations. However, broadcast
throughput starts to deteriorate at a much faster rate after reaching a maximum level particularly, in a network with more contending stations. As a result,
the broadcast traﬃc is delivered less eﬀectively than unicast traﬃc by approximately 10% for the case of 5 transmitting stations and 30% for the case of 15
transmitting stations.
The result shown in Figure 3.6 indicates that broadcast transmission performs
poorly relative to unicast transmission in the mixed traﬃc condition. In this
environment, broadcast traﬃc suﬀers from a higher level of packet loss than
unicast traﬃc, causing divergence between the two traﬃc classes at saturation
level. Moreover, increased contention between transmitting stations exacerbates
the divergence between unicast and broadcast traﬃc. As a result, both the analytical model and simulation have demonstrated that the network capacity is
not equally shared by unicast and broadcast traﬃc even when there is an equal
probability of unicast and broadcast transmissions. It is clear that in this scenario, unicast traﬃc eﬀectively takes precedence over its broadcast counterpart
when network becomes saturated.
Figure 3.7 illustrates unicast and broadcast throughput in the mixed traﬃc
condition using a larger contention window size (W = 128). The performance
of the two traﬃc classes exhibits a similar pattern as shown in Figure 3.6. Both
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Figure 3.7 Pre-saturated unicast and broadcast throughput in the mixed traﬃc
environment with initial contention window size of 128 (W = 128)

unicast and broadcast transmissions initially maintain identical throughput,
then slowly diverges as λ approaches and exceeds the saturation threshold. The
most notable diﬀerence is that the divergence between the two traﬃc types
appears to be much smaller compared to the results shown in Figure 3.6. This
is because a larger window size can eﬀectively alleviate network contention,
allowing broadcast traﬃc to deteriorate at much slower rate as network enters
saturation.
In contrast to the results in the homogeneous traﬃc condition, broadcast transmission does not yield any advantage of lower transmission overhead as shown in
Figure 3.2 and 3.3. Figure 3.7 shows that unicast transmissions always maintain
better throughput than their broadcast counterpart. Both unicast and broadcast transmissions always begin their transmission with the minimum window
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size. Therefore, the contention window used in broadcast transmissions may
overlap with that used in the unicast transmission. Since broadcast transmission do not expand their contention windows upon collision, broadcast traﬃc
suﬀers from a higher degree of collisions. On the other hand, unicast transmissions avoid further collisions by dynamically expanding their contention windows at subsequent transmission attempts. Hence, unicast traﬃc continues to
maintain its precedence over broadcast traﬃc even when a larger window size
is used.

3.5.2

Saturated Network Conditions

According to Figure 3.6 and 3.7, the diﬀerence between unicast and broadcast
performance in the mixed traﬃc environment appears to be most signiﬁcant
when the network is saturated. To further study the performance of unicast
and broadcast transmission, we evaluate the saturation performance of mixed
unicast and broadcast traﬃc by assuming there is always a packet to send (i.e.
q → 1).
The saturation throughput of both unicast and broadcast transmissions in the
mixed traﬃc environment is shown in Figure 3.8. As was seen in Figure 3.4, the
precedence of unicast and broadcast transmissions in the homogeneous traﬃc is
a function of the level of network contention. In the mixed traﬃc environment,
the unicast transmission achieves at least the same throughput level as the
broadcast transmission for all cases. Both traﬃc classes initially start with
the same saturation throughput when the contention level is low. As network
contention levels increase, the broadcast throughput starts to decline, which
leads to a larger divergence between the two traﬃc classes. For the case of the
smaller window size (W = 32), unicast transmission can achieve as much as
twice the saturation throughput of broadcast transmission under high levels of
network contention (n = 50). Further, when a larger window size is used, similar
behaviour can also be observed with relatively smaller divergence between the
two traﬃc classes.
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Figure 3.8 Saturation throughput of unicast and broadcast transmissions in the
mixed traﬃc environment

3.6

Impact of Unicast-to-Broadcast Ratio

In a practical ad hoc network, the network does not always have equal probability of unicast and broadcast transmissions. In fact, networks are more likely
to produce more unicast transmissions than broadcast transmission, because
one-to-one data packets are usually the major fraction of the network traﬃc
mix. This section evaluates the successful transmission rate for unicast and
broadcast traﬃc in a mixed traﬃc scenario. The transmission success rate is
independent of the unicast-to-broadcast ratio. It is deﬁned as the number of
successful unicast or broadcast transmissions divided by the corresponding number of transmission attempts. Based on the Markov model, the transmission
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success rates for unicast traﬃc T SRu and broadcast traﬃc T SRb are given by:
Pus
Pus + Puc + Pmc
Pbs
T SRb =
Pbs + Pbc + Pmc

T SRu =

3.6.1

(3.27)
(3.28)

Pre-Saturated Network Conditions

Three diﬀerent scenarios have been modelled, illustrating the transmission success probability under broadcast-dominated, balanced (equal unicast-broadcast
load) and unicast-dominated scenarios. The model again uses the parameters in
Table 3.2, and employs basic DATA-ACK access mechanism for unicast transmission. Unless otherwise speciﬁed, the initial contention window size is set to
32 (W = 32) in this section. The solid lines in the ﬁgures represent unicast
transmission whereas the dashed lines represent broadcast transmission.
Figure 3.9 shows the transmission success probability in a broadcast-dominated
scenario with a unicast/broadcast ratio of 1:3 (i.e. Pu = 0.25, Pb = 0.75).
According to Figure 3.9, both unicast and broadcast traﬃc have similar transmission success probability when the oﬀered load is low. As the oﬀered load
increases, both traﬃc classes experience a signiﬁcant reduction in transmission
success probability. The reduction is more signiﬁcant when the number of contending stations is higher. Once the network becomes saturated, there is a clear
diﬀerence in the performance of unicast and broadcast frames.
Due to the ﬁxed broadcast backoﬀ window and the higher probability of broadcast transmissions, the majority of backoﬀ window selection falls within the
range of [0, CWmin ]. The dominance of broadcast traﬃc within CWmin results
in a higher chance of packet collisions for both traﬃc types. Although unicast
traﬃc can exponentially increase its contention window size, once the contention
window countdown reaches the range of CWmin , unicast traﬃc is still subject
to higher probability of packet collisions. The binary exponential backoﬀ in this
case becomes ineﬀective as the majority of contention window selections are still
made within the range of [0, CWmin ] by broadcast transmissions. This result
implies the increase of broadcast transmissions in a network can adversely aﬀect
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Figure 3.9 Transmission success probability in broadcast-dominated scenario (3:1
broadcast/unicast ratio)

unicast transmissions. The performance of unicast traﬃc is restrained by the
broadcast traﬃc and becomes less eﬃcient than the corresponding broadcast
component in the broadcast-dominated scenario.
Figure 3.10 compares transmission success rate of the two traﬃc types when
the traﬃc load is equally divided between the broadcast and unicast. In this
scenario, the diﬀerence in transmission success rate of the two traﬃc classes
becomes greater as the number of contending stations increases. In comparison
to the broadcast-dominated scenario in Figure 3.9, the performance of broadcast transmission is not signiﬁcantly diﬀerent. The unicast transmission, on
other hand, has increased its successful transmission rate by a large margin as
compared to broadcast-dominated case in Figure 3.9.
The balanced scenario simulation indicates that the broadcast contention resolu-
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Figure 3.10 Transmission success probability in balanced scenario (1:1 broadcast/unicast ratio)

tion scheme (i.e., with a ﬁxed contention window) copes poorly with contention
in comparison with the exponential backoﬀ scheme employed by unicast trafﬁc. Unlike the broadcast-dominated case where a large number of broadcast
transmissions occupy the lower-bound of contention window (i.e. slots ranging from [0, CWmin ]), the balanced scenario generates fewer broadcast frames
and prevents the lower-bound of the contention window from being repeatedly selected by the broadcast transmissions. As the network transmits more
unicast frames, the eﬀectiveness of binary exponential backoﬀ becomes more
pronounced. Therefore, the unicast traﬃc achieves higher transmission success
rate than the broadcast traﬃc in the balanced scenario.
Figure 3.11 shows transmission success rate for unicast and broadcast traﬃc in
a unicast-dominated scenario where the ratio between unicast and broadcast
traﬃc is 3:1 (Pu = 0.75, Pb = 0.25). As unicast transmissions dominate, under
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Figure 3.11 Transmission success probability in unicast-dominated scenario (1:3
broadcast/unicast ratio)

high levels of contention, the average unicast contention window becomes larger
due to the increased need for binary exponential backoﬀ. On the other hand,
broadcast transmission remains within the minimum contention window and
has comparatively less opportunity for a successful transmission. From Figure
3.11, it can be seen that unicast traﬃc outperforms the broadcast traﬃc in the
unicast-dominated scenario. In particular, the transmission success probability
of unicast traﬃc for a network with 30 transmitting stations is higher than
that of broadcast traﬃc in a network with 15 transmitting stations. Therefore,
the unicast traﬃc is more scalable with respect to the number of participating
stations than broadcast traﬃc in this scenario.
In summary, it is observed that the transmission success probability for broadcast frames is relatively unchanged by the traﬃc mix; however for the unicast
traﬃc, the probability of successful transmission is higher when the proportion
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of unicast traﬃc is higher.

3.6.2

Saturated Network Conditions

To investigate the diﬀerences between both traﬃc classes with various unicast
and broadcast transmission probabilities, the transmission success probability
under saturated network conditions was evaluated. Assuming the network is saturated (q → 1), Figure 3.12 and 3.13 show the transmission success probability
for the two traﬃc classes under saturated network conditions. The horizontal
axis of the ﬁgures indicates the proportion of unicast and broadcast transmissions Pu /Pb . The left-hand side of the ﬁgure represents a network dominated
by broadcast traﬃc, while the right hand side represents a network dominated
by unicast traﬃc.
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Figure 3.12 Saturation unicast transmission success probability

Figure 3.12 shows that the unicast transmission success rate has signiﬁcantly im-
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proved as the proportion of unicast transmissions increases. The result suggests
that the improvement of unicast transmission success rate is more substantial
as more stations contend for the access. Clearly, as there are more stations
transmitting unicast frames, binary exponential backoﬀ becomes more eﬀective in alleviating network contention. This is because more stations increase
their contention window size to avoid collisions, leading to higher transmission
success probability for unicast. Moreover, unicast transmission becomes less
eﬃcient when the network is subject to more broadcast transmissions, particularly when there are more stations contending for access. Therefore, as the
results suggested, the binary exponential backoﬀ can only be eﬀective when
more stations adopt the scheme.
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Figure 3.13 Saturation broadcast transmission success probability

In contrast to unicast performance, Figure 3.13 indicates that the transmission
success rate for broadcast traﬃc declines as more unicast frames are transmitted.
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A consequence of this is that although stations attempting unicast transmissions
can increase their contention window size to try to alleviate the contention, there
is no improvement in performance for broadcast transmissions when the network
is dominated by unicast frames. This suggests the binary exponential backoﬀ
can only help unicast transmission to resolve the network contention, whereas
broadcast transmission still results in a high level of collisions. Moreover, the
rate of reduction in transmission success probability for broadcast traﬃc, as the
proportion of unicast transmissions increases, appears to be similar regardless
of the number of contending stations due to the ﬁxed contention window size.
As Figures 3.12 and 3.13 suggest, unicast and broadcast traﬃc perform rather
diﬀerently with various ratios of unicast and broadcast transmissions. The network capacity is not fairly divided between unicast and broadcast traﬃc. This
result raises another question: what ratio between unicast and broadcast transmissions can the broadcast transmission perform equal or better than unicast
transmission? To answer this question, the point of intersection between unicast and broadcast transmission success probabilities in Figure 3.12 and 3.13
must be determined.
The performance of the two traﬃc types can only be equivalent when they
have equal probability of transmission (i.e. τu = τb ). Assuming Pu and Pb are
unknown variables, Equations (3.11) ,(3.12) and (3.13) along with the additional
conditions q → 1, τu = τb and Pu + Pb = 1 to form a non-linear system. The
solutions for Pu and Pb can then be obtained through non-linear optimisation.
Table 3.3 Approximated intersecting value of Pu and Pb

n
Pu
Pb

5
45.53%
54.47%

10
42.21%
57.79%

15
40.03%
59.97%

20
38.43%
61.57%

30
36.13%
63.87%

40
34.49%
65.51%

50
33.22%
66.78%

Table 3.3 shows the approximated portion of unicast (Pu ) and broadcast (Pb )
transmissions in which both traﬃc classes achieve same transmission success
rate. From the table, it may be seen that stations must transmit more broadcast
data as the number of stations increases in order to match the performance of
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unicast transmission. This highlights that the network favours unicast traﬃc
over broadcast traﬃc. When the network becomes saturated and experiences
higher contention, unicast traﬃc takes a higher precedence over the broadcast
traﬃc in the mixed traﬃc scenario. In the worst-case scenario where there are
50 stations contending for access to the channel, the network requires double
the amount of broadcast frames to match the unicast traﬃc in order to equalise
the transmission success probability.

3.7

Chapter Summary

This chapter studies the characteristics of unicast and broadcast traﬃc in both
homogeneous and mixed traﬃc conditions. In particular, this study identiﬁes
and characterises the subtle interactions between unicast and broadcast traﬃc
when both traﬃc classes are present in the network. A new model has been
developed using an extended Markov model with backoﬀ counter freezing, nonsaturated process, and relative unicast/broadcast performance. By comparing
with simulation results, the model is shown to accurately predict the characteristics of unicast and broadcast traﬃc over a wide range of traﬃc conditions.
Since the operations of unicast and broadcast transmissions have been speciﬁed
diﬀerently by the standard, unicast and broadcast transmissions exhibit rather
distinctive characteristics particularly under network saturation. Under homogeneous traﬃc conditions, the broadcast traﬃc is shown to have the advantage
of lower overhead and achieve higher maximum throughput than unicast trafﬁc. However, such advantages will be diminished as more stations contend for
channel access. Broadcast traﬃc is shown to be ineﬃcient in handling network
contention.
Under the mixed traﬃc conditions, broadcast traﬃc appears to suﬀer from frequent packet collisions when interacting with unicast traﬃc. The throughput
reduction observed in the mixed traﬃc condition is fundamentally caused by
the loss of broadcast packets, whereas unicast traﬃc is less aﬀected by the trafﬁc mix. As the network saturation emerges, it can be seen that diﬀerential
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performance of unicast and broadcast traﬃc is developed in which unicast trafﬁc takes precedence over its broadcast counterpart. As a result, it eﬀectively
creates an unfair division of available capacity between the two traﬃc classes.
The analytical model also indicates that increasing the portion of broadcast in
the traﬃc mix does not necessarily improve broadcast performance and it can
adversely aﬀect the delivery of unicast packets.
The underlying deﬁciencies in the interactions between unicast and broadcast
traﬃc are of particular signiﬁcance for ad-hoc routing protocols as they rely
on the broadcast mechanism to disseminate routing information across the network. In a network in which the topology is variable (for example, where some
nodes are mobile or unreliable), any degradation in throughput for such traﬃc
will have a detrimental eﬀect on network routing stability - which may seriously degrade multi-hop unicast throughput. The impact of ineﬃcient broadcast transmissions on the routing protocol and possible routing pathologies will
be further investigated in Chapter 4.

Chapter

4

Routing Pathologies in Congested Ad
Hoc Networks
4.1

Introduction

Chapter 3 established that routing traﬃc, which consists primarily of broadcast
packets, suﬀers from a high degree of loss in a congested ad hoc network. Moreover, the excessive broadcast transmissions can adversely aﬀect unicast transmission, leading to degradation in overall network performance. This chapter
extends the knowledge from previous chapter to further examine the subsequent
impacts of ineﬃcient broadcast transmissions on routing performance.
Many practical studies of ad hoc networks have reported that the network experiences instability even when stations are not moving or subject to system
failures [12, 13, 99]. Earlier studies attributed such instability to TCP’s congestion control mechanism, which aggressively attempts to estimate congestion
levels by exponentially increasing the transmission window size until packet loss
occurs [79, 100, 101]. This has the eﬀect of causing high transient packet loss
rates due to link-layer contention.
More recent studies have oﬀered an alternative explanation and raised the issue
of interaction between routing protocols as well as the underlying MAC protocols [4, 41, 102]. Ng and Liew demonstrate that the instability problem is not
69
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restricted to TCP - it also occurs in UDP traﬃc [41]. Their work looked at IEEE
802.11 ad hoc networks using the AODV reactive routing protocol, and showed
that the large throughput ﬂuctuation is the result of frequent route re-discovery
processes triggered by the loss of data packets. The ongoing attempts at data
transmission are blocked until the route is recovered, resulting in a sudden drop
in throughput. Hence, the problem is redeﬁned as a “re-routing instability problem”. Other authors re-examined the re-routing instability problem with TCP
traﬃc [4, 102] and conﬁrmed that the excessive data traﬃc disrupts the routing
dynamic of reactive routing protocols, leading to network instability.
The re-routing instability problem has demonstrated that there exists a strong
correlation between network instability and network-link layer interactions, particularly under high traﬃc load. For instance, the interaction between reactive
routing and MAC protocols can create complex “instability loops” in the network [4]. The MAC protocols falsely perceive congestion induced packet losses
as link breakages and report link failure to the routing protocols. In response
to these route breakages, reactive routing protocols generate yet more routing (broadcast) packets to ﬂood the network, further exacerbating congestion.
Thus, instability arises as both data and routing ﬂows are mutually aﬀecting
each other.
In the case for proactive routing protocols, the protocols rely heavily upon
broadcast transmission to collect and distribute routing information. However,
the IEEE 802.11 DCF only oﬀers a minimal service quality for broadcast transmissions, as the stations do not acknowledge received broadcast frames, nor do
they have the ability to re-transmit in the event of packet loss [51]. Therefore,
as shown in Chapter 3, when competing against data traﬃc (which typically is
dominated by unicast data), the routing packets are more prone to loss [3, 5].
The lack of up-to-date routing information can greatly inﬂuence routing decision, causing rapid route changes and/or disconnections.
The ad hoc routing protocols are prone to fail under severe congested conditions
due to loss of routing packets. However, the precise behaviour of routing protocols in such condition still remains unknown. This chapter explores the routing
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pathologies and failures that are likely to occur for both reactive and proactive
routing protocols in a congested network. Two routing protocols, AODV and
OLSR, are considered as they are widely used representatives of the protocol
classes to which they belong.
The organisation of this chapter is as follows. Section 4.2 discusses the experimental and statistical methodology for the analysis. Section 4.3 identiﬁes and
classiﬁes a number of routing pathologies in reactive routing protocols. Similarly, Section 4.4 explores routing pathologies in proactive routing protocols.
Finally, Section 4.5 concludes this chapter.

4.2

Methodology

The simulations were performed using the Qualnet discrete event network simulator (version 4.0). Each station is equipped with a single 802.11b wireless interface and an omni-directional antenna positioned 1.5 meters above the ground.
The RF channel is represented by a Two-Ray Pathloss propagation model, and
the data bitrate is set at a ﬁxed rate of 11 Mb/s. Under these conditions, the
maximum transmission range of each station is approximately 280 meters and
its carrier sensing range is 500 meters. Qualnet’s DOT 11 library used as the
MAC protocol and the optional RTS/CTS mechanism is disabled1 .
Two routing protocols have been used to capture the routing dynamics: AODV
is chosen as the representative reactive routing protocol, whilst OLSR serves
as the representative proactive routing protocol. The simulation considers two
diﬀerent OLSR parameter sets. Firstly, the default values from OLSR speciﬁcation (HELLO interval = 2 second, TC interval = 5 seconds), and secondly
with double the default values (HELLO interval = 4 second, TC interval = 10
seconds). Finally, a preconﬁgured static routing table is also evaluated using
the same methodology to provide a baseline measurement for both reactive and
proactive routing protocols.
1

According to Xu et al. [82], the RTS/CTS mechanism is ineﬀective in ad hoc networks
due to large interference range, hence is switched oﬀ
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(a) One-Flow Scenario

(b) Two-Flow Scenario

(c) Grid Scenario

Figure 4.1 The network scenarios used to evaluate routing pathologies

The simulations consider several scenarios with one or more identical 6-hop
unidirectional traﬃc ﬂows. For each ﬂow, the network traﬃc traverses 7 nodes
with a hop distance of 250 meters between successive nodes. Figure 4.1 shows
the network topologies used for the evaluation of routing pathologies. In the oneﬂow scenario, the network is simply a string topology consisting of 7 nodes. In
the two-ﬂow scenario, two 6-hop linear ﬂows share a common central node. The
grid scenario extends two-ﬂow scenario by considering multiple paths between
source and destination pairs.
All network traﬃc ﬂows are constant bit rate (CBR) streams of 1024 byte UDP
datagrams. The total oﬀered load is 200 packets per second, equally distributed
between all ﬂows. According to the Qualnet simulation, this aggregated load is
suﬃcient to cause network saturation in a 6-hop ﬂow. All data transmissions
commence in the 50th second of simulation time to allow suﬃcient time for
routing protocols to establish stable routing tables in advance.
Unless otherwise speciﬁed, the ﬁgures in the following sections capture the typical throughput variation seen over a period of 200 seconds in each case. The
tables list mean numeric performance of the protocols averaged over 30 runs,
each lasting 950 seconds. The performance of the routing protocols is measured using the metrics of throughput, number of outages, end-to-end session
duration, end-to-end session recovery time and percentage of end-to-end session
availability.
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4.3

Reactive Routing Protocols

This section presents a number of routing pathologies that occur in reactive
routing protocols. In particular, the analysis uses AODV to identify those endto-end sessions that exhibit either sub-standard performance or unexpected
misbehaviour.

4.3.1

Throughput Fluctuations

Throughput ﬂuctuation refers to a situation where an end-to-end ﬂow suﬀers
from large variations in throughput. The throughput ﬂuctuation, which caused
by sudden packet drops, can be traced to re-routing instability discussed earlier. Ng and Liew [41, 42] have shown that the loss of data packets due to
network congestion can cause over-reaction in AODV. Since the protocol confuses congestion-induced packet loss with physical link failures, it triggers an
unneeded recovery process by sending error messages and updating the routing
tables accordingly. The sudden change in routing table leads to a rapid throughput drop as congestion increases and packets are lost. In the worst case, the
end-to-end connection can be torn down due to the lack of a valid path.
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Figure 4.2 Performance of STATIC and AODV routing in the one-ﬂow scenario

The symptoms of throughput ﬂuctuation can be observed in one-ﬂow scenario
which is depicted in Figure 4.2. Figure 4.2(a) shows network throughput using
a predeﬁned static route for a single ﬂow. In this ideal scenario, the end-to-end
throughput stays approximately constant over the duration of the simulation.
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STATIC
AODV

Throughput
0.977 Mbps
0.863 Mbps

Outages
0.00
4.98

Uptime
900.00 s
210.35 s

Downtime
0.00 s
9.59 s

Availability
100.00 %
94.72 %

Table 4.1 Performance of AODV in one-ﬂow scenario averaged over 900 seconds

The loss of data packets due to network congestion results in small throughput
ﬂuctuations only.
By contrast, the throughput of AODV exhibits large ﬂuctuations over the 200
second interval as shown in Figure 4.2(b). This is because network congestion
results in packet loss, which in turn triggers the route re-discovery process.
Route discovery can be a costly process as it usually involves (at least partial)
ﬂooding of the network. The ﬂooding creates a potential “broadcast storm”
condition, which may adversely aﬀect stations across the network [26]. Moreover, the route maintenance process suspends data transmission until the route
is recovered or an alternative route is found - causing throughput to oscillate
widely over time. This agrees with the results of Ng and Liew [41, 42].
According to the observation in Chapter 3, routing packets receive the lowest
service quality at MAC layer (since they are broadcast packets and lack the
ability to be retransmitted in the event of packet loss). Hence, routing packets
are more susceptible to packet loss, particularly under saturation conditions.
The loss of routing packets during the recovery process can induce extended
disconnection, as illustrated in Figure 4.2(b) (from T=110 to T=130 seconds).
The statistical results presented in Table 4.1 show that, as expected, static
routing achieves better and more consistent throughput than AODV in oneﬂow scenario. Since static routing does not undergo route maintenance when a
packet is dropped, the end-to-end path remains available and no disconnection
will occur during the simulation time. On the other hand, AODV suﬀers from
involuntary disconnections due to network congestion and takes an average of
around 9.6 seconds to recover after failure.
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4.3.2

Exclusive Dominant Flows

The exclusive dominant ﬂows problem is deﬁned as a condition where the network capacity is dominated by a small number of ﬂows while other competing
ﬂows remain disconnected. This type of routing pathology results in sporadic
bursty transmissions rather than a consistent ﬂow over an end-to-end connection. The exclusive dominant ﬂows problem generally occurs when multiple
ﬂows pass through a common (bottleneck) node, which can be demonstrated in
the two-ﬂow scenario (Figure 4.3).
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Figure 4.3 Performance of STATIC and AODV routing in two-ﬂow scenario

STATIC
AODV

Throughput
0.384 Mbps
0.416 Mbps

Outages
0.00
27.05

Uptime
900.00 s
19.32 s

Downtime
0.00 s
15.65 s

Availability
100.00 %
54.76 %

Table 4.2 Performance of AODV in two-ﬂow scenario averaged over 900 seconds

Consider two identical CBR traﬃc ﬂows, each at half the rate of the one-ﬂow
scenario, passing through a common node. In this scenario, congestion occurs
at the central bottleneck rather than at the point of ingress as the aggregate
incoming traﬃc exceeds the capacity of the central node’s network interface.
The performance of static routing in this scenario, shown in Figure 4.3(a),
illustrates that the throughput for both ﬂows is reduced by more than half. In
addition, the individual ﬂows experience wider throughput ﬂuctuations due to
longer queuing delays at the bottleneck node. Despite the throughput reduction
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and larger ﬂuctuations, the network still maintains a continuous ﬂow of data,
and network capacity is rather fairly shared between the two ﬂows.
Figure 4.3(b) shows that the behaviour of AODV would be very diﬀerent in a
two-ﬂow scenario. In particular, routing instability leads to a situation where
exclusive control of the channel seems to alternate between the two traﬃc ﬂows.
When one ﬂow dominates, this increases the chance of losing important routing messages for the other ﬂow resulting in its disconnection. In response to
the disconnection, the disconnected ﬂow then triggers the recovery process by
ﬂooding the network with route requests. This action will adversely aﬀect the
dominant ﬂow by increasing the chance of packet collisions. As a result, the
dominant ﬂow may continue for a period of time until it triggers network rediscovery process as a result of packet loss. During this critical moment, the
network resource can be taken over by the other ﬂow, forcing the previously
dominant ﬂow to become disconnected. The mutual interference between the
two ﬂows will continue over the duration of their transmission. Figure 4.3(b)
highlights that two network ﬂows take over the network in turn rather than
sharing bandwidth with each other.
Table 4.2 underlines an interesting and seemingly contradictory result - although
throughput is highly variable for each ﬂow when using AODV (i.e. each ﬂow
only maintains approximately 57% of route availability), the aggregate throughput is actually higher than using a static routing table! This is due to the temporary exclusivity of access while the competing ﬂow attempts to re-establish
a path to its sink. The temporary exclusive channel access results in a burst
transmission of data packets from a dominant ﬂow, subsequently leading to
higher throughput. This observation highlights the fact that the throughput
alone (which is typically used as one of the key measures of routing performance) does not necessarily provide a good indication of network stability. In
fact, a routing protocol that provides good stability may have to compromise
on throughput gain. This agrees with the observation from Ramachandran et
al. [99].
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4.3.3

Route Flipping

The one-ﬂow and two-ﬂow scenarios limit the choice of routes to one, so there is
no alternative route provided for any given source and destination pair. However, consider the multi-path environment provided in the grid scenario, each
route recovery attempt may result in diﬀerent routes being recovered. The rapid
route changes induced by the re-routing instability can lead to route ﬂipping 2 a routing misbehaviour in which the routing protocol toggles between alternate
routes.
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Figure 4.4 Route changes of AODV in the grid scenario

Figure 4.4 shows the average hops made by AODV during a 450-second simulation session in the grid scenario. According to the ﬁgure, the end-to-end ﬂows
have undergone rapid route changes ranging from 6 (shortest path) to 12 hops.
Both ﬂows fail to maintain constant shortest (six-hop-distance) path over the
duration of end-to-end session as expected in an ideal scenario. In fact, the
shortest path is only selected for a small portion of simulation time. This result
shows a congested ad hoc network may be subject to severe routing instability
even when there is neither node mobility nor wireless channel errors.
Route ﬂipping can further reduce network capacity by creating multiple subﬂows in parallel with main data stream. Instead of having one dedicated data
ﬂow from the source to the destination, the data packets have been forwarded
2

Route ﬂipping is also known as route ﬂapping in some other references [38, 40].
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and stored at various stations. A swarm of data packets coming from various directions will be ﬂowing toward the destination. This not only consumes
excessive network capacity, but also aﬀects other ongoing data transmission.
Additionally, newer packets could arrive at destination ahead of older packets
that are queued at the main data stream. This will result in out-of-sequence
packet arrival, forcing a series of older UDP packets to be discarded at the
destination.

4.4

Proactive Routing Protocols

Comparing to the reactive routing protocols, the proactive routing protocols
use a completely diﬀerent approach to establish routes, consequently proactive
routing protocols will respond diﬀerently to network congestions. This section
uses OLSR as a representative example to demonstrate the routing pathologies
that can occur when a proactive routing protocol is used in a heavily congested
network.

4.4.1

Frequent Disconnections

OLSR determines network connectivity through periodic reception of routing
information from neighbouring nodes. If no information has been received from
a node within a timeout period, that node is considered to be unreachable and
should be removed from the routing table. The loss of routing packets during
route update can cause the protocol to falsely interpret such loss as a link failure
and the route may be removed from the routing table accordingly. During this
critical period, the route will become disconnected until new updates have been
received at subsequent broadcast cycles. The sudden loss of route will occur
repeatedly during a data session, resulting in frequent disconnections.
Figure 4.5(a) and 4.5(b) illustrate the network ﬂow performance for the ﬁrst
200 seconds of one-ﬂow scenario (shown in 4.1) using diﬀerent OLSR settings.
According to the ﬁgures, OLSR maintains approximately stable performance
which is similar to static routing when OLSR is fully operational. As the level
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Figure 4.5 Performance of OLSR in the one-ﬂow scenario

Throughput
OLSR
0.837 Mbps
(H=2,TC=5)
OLSR
0.821 Mbps
(H=4,TC=10)

Outages

Uptime

Downtime

Availability

35.52

21.38 s

2.18 s

90.91 %

17.58

40.88 s

6.44 s

86.72 %

Table 4.3 Performance of OLSR in one-ﬂow scenario averaged over 900 seconds

of congestion increases, OLSR becomes less eﬃcient due to the loss of routing packets. This will subsequently lead to sudden drop in throughput. When
using default OLSR setting, Figure 4.5(a) shows that the network ﬂow suﬀers
from frequent but transient route failures, which is largely driven by the loss
of route updates. Interestingly, given the nodes are stationary, Figure 4.5(b)
also indicates that increasing OLSR’s HELLO and TC intervals does not necessarily yield better performance. The larger interval can reduce the chance of
involuntary route change by updating routing information less frequently, but
it also has the tradeoﬀ of higher recovery latency as routing information is not
refreshed quickly enough to re-establish the routes.
The statistical results presented in Table 4.3 show that OLSR fails to achieve
the optimal performance (i.e. static routing performance) even in a simple
string topology. The throughput for both OLSR settings is approximately 15%
lower than static routing. Moreover, increasing the OLSR interval in eﬀect
reduces the number of session outages by half and doubles the session duration.
However, the session recovery time becomes approximately three times higher
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than using default setting. This result shows the overall performance for OLSR
using larger interval is in fact lower than OLSR with shorter interval.

4.4.2

Erratic Routes

In order to maintain consistent routing and forwarding decision across the network, it is necessary that the same topological image is perceived between neighbouring nodes and thus across the network as a whole. However, inconsistencies
may arise when routing packets are lost during the route update or route convergence. In this condition, the stations only obtain a partial view of the network
and generate erratic routes in their routing table based on this information.
The end-to-end sessions can experience various route failures as shown in the
two-ﬂow scenario.
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Figure 4.6 Performance of OLSR in two-ﬂow scenario

Throughput
OLSR
0.364 Mbps
(H=2,TC=5)
OLSR
0.361 Mbps
(H=4,TC=10)

Outages

Uptime

Downtime

Availability

48.64

18.97 s

6.99 s

73.55 %

24.54

35.50 s

15.93 s

70.00 %

Table 4.4 Performance of OLSR in two-ﬂow scenario averaged over 900 seconds

Figure 4.6(a) and 4.6(b) demonstrate three possible types of route failures in the
two-ﬂow scenario. When the routes are available for both ﬂows, the network
capacity is equally shared by the two ﬂows. However, when a route is only
available to one ﬂow, this would immediately cause an active ﬂow to monopolise
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access to the network, while the other ﬂow remains disconnected. Further,
congestion can also cause route failures for both ﬂows. Hence, the throughput
for both ﬂows will drop to zero until the routes are recovered.
Figure 4.6(b) and Table 4.4 show that the route recovery time can be adversely
aﬀected by the dominant ﬂow in the two-ﬂow scenario. Since the common
node (shown in Figure 4.5(a)) is dominated by an active ﬂow, it becomes more
diﬃcult to pass a routing packet through this common node. OLSR needs to
exchange more HELLO and TC packets before the routes can be re-established,
further delaying the route recovery process for an inactive ﬂow as there is only
a limited amount of HELLO and TC packets that can be transmitted within
any given interval. Hence, as shown in Table 4.4, the route recovery time is
drastically increased, particularly for the larger interval settings.

4.5

Chapter Summary

This chapter studies the stability properties of ad hoc network routing protocols
in a congested network. Two routing protocols, AODV and OLSR, have been
chosen to analyse their routing behaviour in a congested condition. Through
extensive simulations, this study indicates that diﬀerent classes of routing protocols react diﬀerently to network congestion.
The inability of lower layer MAC protocols to diﬀerentiate packet losses due
to network congestion from the physical link breakage can cause congestion to
be falsely identiﬁed as link failures by routing protocols. The reactive nature
of AODV makes the protocol sensitive to network congestion, leading to overreaction. The instability arises as AODV generates yet more routing packets
which further aggravates network congestion. Thus, as shown in this chapter,
AODV experiences various kinds of routing pathologies, such as throughput
ﬂuctuation, exclusive dominant ﬂows and route ﬂipping, in a congested network.
In contrast to AODV, OLSR does not respond to the link failure notiﬁcation.
The re-routing instability shown in the reactive routing protocols does not have
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direct impact on the proactive routing protocols. Instead, the proactive routing
protocols are subject to loss of routing packets due to ineﬃcient broadcast
transmissions as discussed in Chapter 3. Given the proactive routing protocols
rely heavily upon up-to-date link state information from ﬂooding, the loss of
critical routing information can lead to unexpected routing failures, including
frequent disconnection and erratic routes.
The routing pathologies shown in this chapter indicates that network congestion
can induce erratic routing behaviour. This will subsequently aﬀect the upper
layer applications, making them pathologically unusable in many cases. For
instance, the network is shown to be unsuitable for application-layer protocols
that rely on a steady ﬂow of packets (such as VoIP). Furthermore, TCP’s congestion control mechanism would perform very poorly in this environment as it
would be subject to frequent time-outs and connection resets.
This chapter has summarised the routing pathologies that are likely to occur in
reactive and proactive routing protocols and identiﬁed possible causes of these
routing pathologies. The following chapters intend to address the underlying
erratic routing behaviour through various approaches at diﬀerent layers.

Chapter

5

Out-of-Band Routing for Ad Hoc
Networks
5.1

Introduction

The rapid proliferation of wireless devices and the consequent drop in the price
of RF transceivers mean that it is now practical to equip nodes with multiple
wireless interfaces. Since then, the focus of research in the ﬁeld of wireless multihop networks is gradually shifting from single radio to multi-radio systems. For
instance, Tropos Networks developed a dual-radio MetroMesh architecture in
which one radio provides service to the clients, while the other creates the
mesh network for backhaul. Similarly, MeshDynamic provides a three-radio
MD4000 router that uses two radios for full-duplex up and down link backhaul
functionality. Therefore, it is practical to equip nodes with multiple wireless
interfaces.
Bahl et al. [103] have pointed out that future solutions to achieve robust wireless
system should not rely on major breakthroughs in radio technology, but instead
combining the existing radio technologies in a way that uses their strengths constructively. Thus, they proposed a multi-radio framework that employs multiple
radios in an integrated manner to accomplish a common task. Within this integrated multi-radio framework, Bahl et al. have identiﬁed three speciﬁc design
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guidelines employing those radios: Design for Choice, Design for Flexibility
and Design for Separation. This chapter focuses on “Design for Separation” a framework in which control and data traﬃc are assigned to diﬀerent radios
and operate in separate spaces and times. This framework for isolating control
messages from data traﬃc can also be referred as out-of-band control.
The out-of-band control technique, as discussed in Section 2.4, has been extensively employed in many protocols. In particular, some MAC protocols assume
that the total bandwidth can be split into multiple sub-channels where one
sub-channel is dedicated for control [86, 87, 92, 95]. However, such techniques
have been rarely applied to routing protocols. Conventional multi-channel routing protocols often consider all channels as data transmission channels, thereby
exploiting channel diversity and maximising capacity through concurrent transmission of data [104, 105]. These multi-channel routing protocols do not consider a dedicated radio for exchanging routing information, and the impact of
contention on routing protocol due to high traﬃc volume is often ignored.
According to Chapter 3 and 4, routing packets, which make extensive use of
broadcast transmissions, are prone to loss under high traﬃc volume, leading to
erratic routing behaviour. Intuitively, routing protocols should operate independently from the data traﬃc. The out-of-band control could be used as one
immediate solution to alleviate the erratic routing behaviour induced by the loss
of routing packets - that is, to use separate radios for routing and data transmissions. This, in eﬀect, would prevent routing packets from colliding with an
overwhelmingly large number of data packets and allow both transmissions to
ﬂow simultaneously and individually in separate space and time. Furthermore,
the proposed out-of-band approach also conforms to the study carried out by
Shaik et al. [40] which identiﬁed the need to isolate routing messages from data
traﬃc in order to improve the stability of routing protocols.
This chapter examines the feasibility of using a dedicated radio for exchanging
routing messages in both reactive and proactive routing protocols. The simulation study carried out in this chapter evaluates the stability properties of the
routing protocols when routing packets are separated from data traﬃc. In addi-
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tion, by isolating routing and data traﬃc, the results obtained from this chapter
also identiﬁes whether the routing instability is principally due to routing traﬃc
or data traﬃc or a combination of both.
The organisation of the chapter is as follows. Section 5.2 provides an overview
of out-of-band frameworks, including Out-of-Band Routing (OBR) scheme and
Abstract Packet Separation Layer (APSL). Section 5.3 describes the simulation
environment used to evaluate the proposed scheme. Section 5.4 presents a
comparison of two routing protocols - AODV and OLSR with and without
OBR scheme. Finally, Section 5.5 concludes this chapter.

5.2

Design Overview

This section presents an overview of the proposed Out-of-Band Routing (OBR)
scheme. The use of OBR does not lend itself to conventional ad hoc routing protocols. Thus, an Abstract Packet Separation Layer (APSL) is also presented to
address this issue by hiding the complexity of multiple radios from the network
layer.

5.2.1

Out-of-Band Routing

The proposed OBR scheme employs two radios where one radio is assigned to
data transmission while the other radio is allocated for routing. This scheme
holds a threefold advantage. The ﬁrst advantage is prioritisation of routing
packets. The routing protocol plays a vital role in interconnecting multiple
nodes in an ad hoc environment and each data transmission is dependent on
the state of the routing table. Therefore, routing messages should take precedence over data transmission to create and ensure stable end-to-end routes. In
conventional ad hoc routing protocols, stations assign higher priority to routing
packets. However, due to the distributed nature of multi-hop networks, the
priority of routing packets can only be managed within each node. Therefore,
routing packets are still competing against data packets coming from neighbouring nodes. By directing routing and data packets into separate dedicated
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channels, this competition can be eliminated, avoiding routing failures in congested ad hoc networks.
The second advantage of OBR scheme is to provide mutual beneﬁts for both
data and routing packets through simultaneous control and data transmission.
As the routing protocol is operated independently from data transmissions, the
routing process can be done at routing channel while data transmissions occur
at data channel. As a result of parallelism, each node can maintain more upto-date routing information and the chance of data delivery is improved.
The possible drawbacks of having two separate channel in OBR scheme may include additional hardware and co-channel interference. The system may require
additional process to manage the extra hardware. For the purpose of examining
stability improvement with isolation of routing and data traﬃc, these drawbacks
are not considered in the design of the OBR scheme.
Moreover, the use of OBR scheme may cause the formation of communication
grey zones [98] which has been discussed in Chapter 4. The station must ensure that the next hop neighbour is within the transmission range of the data
interface. If the transmission range of the routing channel is greater than the
data channel, data packets could be dropped since the next hop destination can
not be reached, thereby severely compromising its performance. However, if the
transmission range of the routing channel is smaller than the data channel, the
increased likelihood of data collision will be experienced. Thus, in order to ensure the destinations are reachable, the coverage of the routing interface should
be similar to the coverage of data interface. This may be achieved through
power control, or other mechanisms taking diﬀerent propagation paths of the
radios into account. For the purpose of examining feasibility of routing and data
channels separation, this chapter assumes that if the destination is reachable by
the routing interface then it is reachable by the data interface and vice versa.
Figure 5.1 illustrates the layer structure of OBR in which the routing and data
packets are transmitted in diﬀerent channels using diﬀerent interfaces. The
layers above the network layer remain the same, while two embedded inter-
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Figure 5.1 Framework of Out-of-Band Routing

faces provide two independent link and physical layers on each node. One of
the interfaces will be dedicated to data transmission and the other is used for
exchanging routing information. OBR oﬀers a platform to eﬀectively separate
routing and data traﬃc into diﬀerent channels and does not restrict the types
of routing protocols used in its framework. Routing protocols such as AODV
and OLSR can work with OBR, although performance may vary depending on
the choice of routing protocols. The standard IEEE 802.11 DCF is used for
medium access in both link layers. Since the data and routing channels are
spatially separated using diﬀerent antennas, it is assumed that the interfaces
can operate independently with minimal cross-talk between the two adjacent
antennas.

5.2.2

Abstract Packet Separation Layer

The design of OBR relies on two network interfaces operating in orthogonal
channels. In order to organise multiple radio interfaces, Adya et al. [106] proposed the Multi-radio Uniﬁcation Protocol (MUP) that coordinates multiple
radios such that the channel diversity is achieved while ensuring that all nodes
are as part of the same logical ad-hoc network. MUP manages physical MAC
addresses from multiple wireless interfaces by presenting them as a single virtual
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MAC address. This approach eﬀectively conceals the complexity of multiple interfaces and makes no modiﬁcation to the upper layer of the network protocol
stacks. MUP monitors the channel quality on each interface and coordinates address resolution for each interface. When it comes time for packet transmission,
MUP selects a right interface to forward the packet on.

Figure 5.2 Abstract Packet Separation Layer

Similar to the notion of MUP, this section presents an Abstract Packet Separation Layer (APSL) - a shim layer that is designed speciﬁcally for OBR. The
design of APSL is illustrated in Figure 5.2 which shows that APSL sits in between network and link layers. APSL acts as a virtual interface and produces an
illusion for the network layer that it is connecting to one single interface. The
address resolution function is built in APSL and provides the address mapping
for multiple interfaces. APSL also oﬀers a uni-directional ﬁlter for the outgoing
packets. The outgoing packets enter APSL, and will be redirected to the appropriate interface based on the packet type. When there is an incoming packet,
APSL will become transparent allowing packets to bypass the abstract layer
and forward directly from link to network layer.
The use of APSL will not only simplify the design of OBR, it also brings a number of advantages. Firstly, APSL does not require any hardware modiﬁcation.
It interoperates with legacy hardware, and allows heterogeneous interfaces to
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work cooperatively. Further, since APSL is able to produce the illusion of the
network layer connecting to a single interface, there is no need to make any
change to existing application, transport, or routing protocols if OBR scheme
is used.

5.3

Simulation Conﬁguration

This section presents simulation results of the proposed OBR scheme with comparison to traditional single channel approach. To evaluate the performance,
both OBR and APSL have been implemented in the Qualnet network simulator
(version 4.0).

Figure 5.3 Bandwidth allocation for simulation

The simulation environment consists of 50 nodes randomly distributed over a
1200m x 1200m square terrain. In order to provide a fair comparison for the
protocols with and without OBR, the nodes are conﬁgured as in Figure 5.3.
In the single channel scenario (denoted SC), each node is equipped with one
standard IEEE 802.11b compliant interface with the data-rate of 11Mbps for
transmitting both routing and data packets. On the other hand, the nodes
under OBR scheme are using two standard IEEE 802.11b compliant interfaces
both running at data-rate of 5.5 Mbps for data and routing respectively. This
would make the total bit-rate equivalent to 11Mbps for both single channel and
OBR scenario, though OBR scheme uses a lower bit-rate for data transmission.
The radio propagation is modelled by two-ray pathloss. The transmission power
of interfaces under OBR scenario has been reduced to match the transmission
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range in the single channel scenario1 . Under this condition, the maximum
transmission range is approximately 280 meters for all network interfaces. Each
interface is operated independently on the assigned channel using IEEE 802.11
DCF. The simulation assumes that data and routing interfaces will not interfere
with each other.
Two representative routing protocols, AODV and OLSR, are used to evaluate
the behaviour of reactive and proactive routing protocols with and without OBR
schemes. Both routing protocols are conﬁgured with default settings provided
by Qualnet. The HELLO and TC intervals for OLSR are set to 2 seconds and 5
seconds respectively. The network traﬃc is generated through ten randomly
selected pairs. Each pair transmits 1024 bytes of data at regular intervals
using the Constant Bit Rate (CBR) data source model over the simulation
time of 950 seconds. The experiment allows the routing protocols to establish
routing table for the ﬁrst 50 seconds of simulation. All data transmissions then
commence after 50 seconds of simulation time. Performance of routing protocols
is compared for various packets rates. The experiments use CBR traﬃc with
packet rate of between 50 and 175 packets per second.
The simulations follow the Monte-Carlo simulation approach to collect accurate simulation results. The results presented in this chapter is the estimation
obtained by running at least 30 independent simulations with diﬀerent random seeds. Finally, the results are calculated and plotted with 95% conﬁdence
interval.

5.4

Evaluation and Comparison

The simulation study captures stability properties of the routing protocols. The
performance metrics considered in this evaluation are the average continuous
session duration (or mean time between failures), session recovery time (or mean
time to repair ), and number of session outages over 900 seconds. Normalised
1
This is done by modifying transmission power to “PHY802.11b-TX-POWER–6MBPS
11.74 ” in the Qualnet conﬁguration ﬁle.
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control overhead is also included to indicate the operation of the routing protocols. It should be noted that this evaluation does not consider throughput as
a performance metric due to the limitations discussed in Chapter 4.
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Figure 5.4 Session duration for protocols with and without OBR

The average session duration for the routing protocols with and without OBR is
shown in Figure 5.4. According to Figure 5.4, OBR provides some improvements
over session duration for both AODV and OLSR. In AODV, OBR is seen to
improve the session duration by 5% when the sources are sending packet at
rate of 50 packets per second. This improvement becomes more pronounced as
the packet generation rate increases. When packet rate reaches 175 packets per
second, the session duration of AODV with OBR is approximately 30% higher
than using AODV alone. The simulation results suggest that OBR is eﬀective
for AODV when the data traﬃc is suﬃciently large to saturate the channel.
AODV is less active at lower packet rates since there are less congestion-induced
data packet drops. No signiﬁcant diﬀerence can be observed between AODV
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with and without OBR at this rate. As saturation develops, AODV tends to
over-react, which reduces session duration. This contrasts with OBR, which as
indicated in Figure 5.4, is able to retain longer continuous end-to-end sessions
than the single channel approach.
In contrast to AODV’s performance, the session duration of OLSR appears to
achieve a more signiﬁcant improvement when routing packets are isolated from
the data traﬃc. The session duration of OLSR improves by approximately 50%
with OBR at a packet rate of 50 packets per second. The performance beneﬁt
of isolating control packets in OLSR is maintained as the packet rate increases.
At a packet rate of 175 packets per second, OLSR with OBR achieves the improvement of more than 70%. Unlike reactive routing protocols, OLSR does
not respond to link layer feedback - the routes are heavily dependent on periodical arrival of routing information. As shown in Figure 5.4, by separating
routing and data traﬃc, OLSR is able to maintain up-to-date routing information without being subject to frequent loss of routing packets. As a result, the
number of route oscillations is greatly reduced, resulting in more stable routes
than without OBR.
The average session recovery time for the routing protocols with and without
OBR scheme is illustrated in Figure 5.5. Given OBR transmits data at half
the rate of single channel scenario, the data channel in OBR scenario can be
saturated at a much higher rate. At 50 packets per second, OBR is able to
reduce the session recovery time by sending routing packets over a separate
channel. However, as packet rate increases, the impact of network saturation on
the data channel dominates the beneﬁt of routing and data separation. The use
of OBR is shown to adversely delay the session recovery, though the diﬀerence
is marginal.
On the other hand, a huge divergence has been observed between OLSR with
and without OBR. Figure 5.5 shows a drastic increase in the session recovery
time for OLSR with OBR as packet rate increases. By examining route statistics
and packet traces, it appears that OLSR is fully operational with a complete
routing table constructed at every node. At the same time, there is a small

93

Out-of-Band Routing for Ad Hoc Networks

End−to−End Session Recovery Time (s)

45
AODV
AODV−OBR
OLSR
OLSR−OBR

40
35

OLSR−OBR

30
25
20
15
10

AODV

AODV−OBR

5
OLSR
0

50

75
100
125
150
Packet Generation Rate (pkts/s)

175

Figure 5.5 Session recovery time for protocols with and without OBR

number of data ﬂows achieving almost zero throughput over the duration of
simulation, while others maintain relatively stable performance. Hence, the use
of OBR has a tradeoﬀ of attracting bottleneck and fairness problems in OLSR.
In OLSR, each node attempts to build an identical topological image. The
node then constructs the routing table by selecting the paths with minimal
costs. Given that the nodes are stationary and same topological image has
been produced in every node, a subset of nodes will be repeatedly chosen by
several data ﬂows as optimal paths, eventually creating network bottlenecks. An
example of a network bottleneck in OLSR can be seen in Figure 5.6. Consider
round trip ﬂows between node A and H, two ﬂows should take diﬀerent paths to
avoid bottleneck as illustrated in Figure 5.6(a). However, Figure 5.6(b) indicates
that the bottleneck will emerge as both nodes (node A and H) perceive and send
packets along the same optimal path.
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(a) Ideal ﬂows

(b) Bottleneck ﬂows

Figure 5.6 Formation of bottleneck ﬂows in OLSR

The use of OBR can further exacerbate the bottleneck problem for two reasons.
First, the routes do not change rapidly as there are fewer loss of routing packets
at routing channel. Using separate channel for routing means that routing
protocols become insensitive to network congestion. A tradeoﬀ can be seen
in that OLSR is stuck to a static routing conﬁguration, forming the network
bottlenecks. Second, OBR uses lower bit-rate for data transmission which can
signiﬁcantly reduce the number of packets passing through the bottleneck nodes.
Although the delivery of routing packets can be improved by using a separate
interface under OBR scheme, the lack of coordination between routing and data
traﬃc can also be critical to network performance. Some ﬂows may dominate
the bottleneck nodes while others remain disconnected for longer duration in
OLSR with OBR scheme. As a result, OLSR with OBR obtains larger range of
error in route recovery latency as shown in Figure 5.5.
Figure 5.7 illustrates the number of session outages over the duration of simulation for AODV and OLSR. Given that OBR transmits data packets at half the
rate of the single channel scenario, AODV with OBR is expected to suﬀer more
severe congestion than AODV under the same amount of packet load. Thus, as
shown in Figure 5.7, AODV with OBR has higher number of outages than the
one without OBR. However, as packet rate increases, AODV is seen to drastically increase the number of session outages, while AODV with OBR remains
relatively unchanged. At packet rate of 175 packets per second, the diﬀerence
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Figure 5.7 Session outages for for protocols with and without OBR

in number of session outages for AODV with and without OBR is reduced to
only 10%. This result suggests that the instability raised in AODV is mostly
dependent on the data traﬃc and the erratic routing behaviour in AODV will
emerge as soon as data channel becomes saturated.
While the number of session outages rapidly increases with increasing traﬃc
load for most ad hoc routing protocols, OLSR with OBR exhibits a relatively
constant number of outages with the higher packet loads. According to Figure
5.7, OLSR and OLSR with OBR initially maintain a small diﬀerence in number
of outages at packet rate of 50 packets per second. However, beyond this point,
OLSR continues to increase its rate of outages, while OLSR with OBR has
a relatively constant outage rate. The divergence between the two scenarios
becomes greater as the packet rate increases. The number of outages using
OLSR with OBR is approximately 40% lower than using OLSR alone when
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network is fully saturated (i.e. > 100 packets per second).
Furthermore, Figure 5.5 and 5.7 also suggest that OLSR with OBR maintains
the highest session recovery latency and worst number of outages at higher
packet rate. These results suggest that the bottleneck problem observed in
OLSR using OBR scheme could be deteriorated as packet rate increases. When
one ﬂow dominates the route, it will reduce the chance of other ﬂows passing
through that route and increase the session recovery latency on those ﬂows.
Thus, OBR is shown to be eﬀective in improving the stability of OLSR by
ensuring delivery of routing packet at a less congested channel. However, it
may cause OLSR to be stuck in a static conﬁguration, subsequently inducing
unfairness between data ﬂows.
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Figure 5.8 Control packet overhead for protocols with and without OBR

Figure 5.8 shows the control packet overhead for routing protocols with and
without OBR. The routing packet overhead is deﬁned as the total number of
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routing packets generated over the duration of simulation. AODV initially
maintains lower routing overhead than AODV with OBR. The routing overhead for AODV is increased linearly as packet generation rate increases. On
the other hand, the routing packet overhead appears to be slowly decreasing as
the load increases for the case of AODV with OBR. This is because the data
channel is already saturated for OBR as it uses lower bitrate for data transmissions. The routing packet overhead for AODV with and without OBR intersects
at a packet rate of 150 packets per second. The routing packet overhead for
AODV continues to grow and is higher than AODV with OBR at packet rate
of 175 packets per second. Once the data channel becomes saturated, AODV is
prone to routing instability, generating excessive level of routing packets in the
network.
Unlike AODV scenarios, both OLSR with and without OBR retain constant
routing packet overhead against various packet loads. The data traﬃc for the
cases of OLSR with and without OBR is seen to have less inﬂuence on OLSR.
Given the network topologies are identical for both single channel and OBR
scenarios, the use of OBR ensures that the routing packets are promptly delivered in a less congested channel and allows more eﬃcient construction of MPRs.
By using OBR, OLSR is able to minimise the number of MPRs selections. As
a result, OBR is shown to have lowered the routing packet overhead in OLSR
and AODV with higher packet loads (i.e. > 150 packets per second).

5.5

Chapter Summary

The chapter presents an Out-of-Band Routing (OBR) framework which eﬀectively separates routing and data packets into diﬀerent channels. The simulation
study examines the feasibility of using dedicated interface for routing for both
reactive and proactive routing protocols (i.e. AODV and OLSR respectively).
According to the simulation results, the use of OBR is shown to provide some
stability improvements for both types of protocols. However, AODV and OLSR
respond diﬀerently to OBR due to the nature of their operation.
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OBR is shown to provide some improvements on the stability of AODV by
allowing more eﬃcient delivery of routing packets. However, the simulation
results suggest that the stability of AODV is fundamentally constrained by the
capacity of data channel and the amount of data traﬃc in the network. As
discussed in Chapter 4, AODV can over-react when data packets are lost due
to network congestion. Hence, OBR does not oﬀer signiﬁcant improvement on
AODV under low data loads. On the other hand, as data traﬃc saturates the
channel capacity, OBR is shown to be eﬀective on maintaining the stability of
AODV even when data packets are transmitted at half the rate of single channel
scenario.
In contrast, since OLSR does not respond to loss of data packets, the use of OBR
on OLSR is seen to provide a more substantial improvement on the end-to-end
session duration. The end-to-end session duration of OLSR is improved by at
least 50% when using OBR. By using separate channel to send routing packets,
it enhances the delivery of routing packets, thereby eliminating the routing
pathologies shown in Chapter 3. However, the disadvantage of OBR is that it
also causes higher session recovery latency in OLSR. OBR has shown a trade
oﬀ of becoming less sensitive to network congestion. OLSR tends to be stuck in
a static routing conﬁguration, resulting in network bottlenecks. Consequently,
it leads to an unfair division of network capacity between the data ﬂows.
Separating routing and data packets into diﬀerent channels is an eﬀective solution to alleviate erratic routing behaviour. However, simulation results indicate
that the isolating routing traﬃc can cause routing protocol becoming insensitive to network congestion. Thus, the following chapters provide alternative
viewpoints on the routing instability problems by modifying link and network
layer protocols.

Chapter

6

Cross-layer Stability Optimisation for
AODV
6.1

Introduction

This chapter presents an alternative approach to enhance end-to-end stability
of AODV from network and link layers. To date, a number of solutions have
been proposed to rectify the erratic behaviour of traﬃc ﬂows over a congested
network using AODV, operating at diﬀerent layers. Some studies have shown
that by controlling the oﬀered load at the upper layers (i.e. application and
transport layers), the erratic behaviour can be greatly alleviated [4, 100, 107].
However, these solutions signiﬁcantly limit the capacity of the network: trading
oﬀ throughput for greater stability.
Another approach, suggested by Ng and Liew, modiﬁes the operation of reactive
routing protocol by continuing to use the existing route for data transmission
until a new route can be found [41]. While their solution provides substantial
improvement on end-to-end stability, it does not prevent AODV from overreaction due to false link failure declarations. In a busy network with relatively
infrequent topology changes (for example, an urban mesh network), AODV is
still likely to generate excessive amount of unnecessary control transmissions in
the event of packet loss, thereby reducing the eﬃciency of the network.

99

Cross-layer Stability Optimisation for AODV

100

Other authors argue that the underlying problem is the interaction between
routing and MAC protocols, since apparent link failures are largely as a result
of network congestion rather than physical link breakages [4,102]. These failures
are frequent but transient, and therefore should be treated diﬀerently to longerterm link failures. One way in which this can be achieved is to introduce a
bulk trigger (BT) policy. The BT policy increases the link failure threshold by
allowing small amount of packet losses before announcing link failure. Hence the
route re-discovery process only takes place after a certain number of consecutive
packet losses.
The drawback of BT policy is that the network assumes a ﬁxed link failure
threshold on all stations, whereas the collisions mostly occur at speciﬁc nodes
(i.e. bottleneck nodes). The choice of link failure threshold is thus a tradeoﬀ
between network dynamism and stability. On one hand, if the threshold is too
low, it may be insuﬃcient to accommodate the level of network congestion. On
the other hand, if the threshold is too high, the network becomes stuck in a
static conﬁguration and is unable to react quickly to physical topology changes
(e.g. the physical loss or addition of a node). Therefore, given the distributed
nature of multi-hop networks, link failure thresholds should be determined by
each station based on its local traﬃc condition.
This chapter presents a cross layer solution to improve the end-to-end path
stability of AODV by dynamically incrementing link failure threshold based
on the surrounding traﬃc condition. Two protocol techniques are proposed to
improve the stability of AODV: an Adaptive Bulk Trigger (ABT) algorithm to
prevent overreaction of the reactive routing protocol and a Dynamic Window
Selection (DWS) scheme to ensure higher-priority access to the stations with
critical routing demands. The combination of these two techniques is shown to
provide more stable end-to-end connectivity than using AODV alone.
The rest of the chapter is organised as follows. Section 6.2 describes the proposed Adaptive Bulk Trigger algorithm and Dynamic Window Selection in detail. Section 6.3 presents simulation study of the proposed solution. The evaluation ﬁrstly examines stability properties of proposed solutions in one-ﬂow and
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two-ﬂow scenarios described in Chapter 4. The evaluation then moves to a
more complex scenario with multiple randomly selected data ﬂows over a larger
terrain. Finally, Section 6.4 summaries the result and concludes this chapter.

6.2

Cross layer stability optimisations

This section presents two techniques to improve the stability of reactive routing
protocols in multi-hop ad hoc networks. The Adaptive Bulk Trigger (ABT)
improves existing BT policy without specifying a ﬁxed link failure threshold.
In addition, the Dynamic Window Selection (DWS) scheme enhances ABT
policy by assigning higher channel access priority to the stations experiencing
consecutive packet losses.
The combination of ABT and DWS schemes is designed to utilise BT policy
with dynamic link failure thresholds. The proposed solutions aim to maintain
stable end-to-end path while retaining minimum link failure threshold. The
possible drawback of ABT and DWS schemes, as noted by Nahm et al. [4], is
the increase of reaction latency in the mobility scenario. However, since the
link failure thresholds are dynamically assigned in the proposed scheme, the
underlining problem will be less severe comparing to the original BT scheme.

6.2.1

Adaptive Bulk Trigger policy

As shown in Chapter 4, the erratic routing behaviour observed in AODV is
the result of the false link failure declarations triggered by the loss of data
packets. In this case, the cost of re-routing is substantial since the same route
is repeatedly re-selected from the recovery process - a completely unnecessary
process when (as is commonly the case) the nodes are largely static. Hence, the
stations should assign higher link thresholds when the same route is constantly
being re-selected. If this behaviour is not observed, the threshold should remain
low to retain the ability to react quickly to changes in node distribution.
Algorithm 1 describes the operation of ABT policy. Assume that the network
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init
: Li (j), βi (j) ← 0 i, j ∈ [1 . . . n]
input : Next Hop Node x
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15

begin
if Transmission is successful then
Li (x) ← 0;
else
Li (x) ← Li (x) + 1;
if Li (x) > βi (x) then
// commence re-routing
ReportLinkFailure ();
βi (x) ← βi (x) + 1;
Li (x) ← 0;
end
if Linki (x) idle for more than W seconds then
βi (x) ← 0
end
end
end
Algorithm 1: Adaptive Bulk Trigger (ABT) policy

contains n stations. The stations maintain a record of packet loss count and link
failure threshold for their next-hop neighbour. Let βi (x) be link failure threshold
and Li (x) be the number of consecutive lost packets counted between node i
and its next hop neighbour x. The re-routing process is triggered only when the
accumulated packet loss count Li (x) is greater than the threshold βi (x). The
lost packet count Li (x) is reset to zero once the transmission is successful or
re-routing process is triggered. It should be noted that the conventional AODV
assumes βi (x) = 0 for all neighbouring pairs, whereas a network with a static
routing table can be represented by βi (x) = ∞. Thus, ABT policy oﬀers a high
degree of ﬂexibility to adjust the dynamics of a reactive routing protocol.
The stations initially assume that the link failure threshold is zero for all destination and next-hop pairs. ABT policy incrementally assigns the threshold
value based on the number of repeated route recoveries. Given that the rerouting process commences when the consecutive packet loss count exceeds the
current threshold limit, the routing protocol will increase the threshold value
after executing the re-routing process. Thus the threshold continues to rise until
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an equilibrium is reached, which should still be suﬃcient to detect real link failures, but not so low as to trigger unnecessary re-routing processes. Otherwise,
the route will not be recovered and the threshold value remains low.
Since the link failure threshold is set to zero at the start, the data ﬂows may
initially experience the instability problems as seen in a typical AODV. However, over the long run, the network eventually converges to a stable state
by incrementally increasing the thresholds upon each route recovery attempt.
Hence, the link failure thresholds are distributed in a way that the active nodes
maintain higher threshold value, while other non-active nodes retain routing dynamics by using lower threshold value. Finally, the threshold value for a given
destination and next-hop pair is reset to zero when the pair becomes inactive
for more than W seconds.

6.2.2

Dynamic Windows Selection (DWS)

In order to allow all stations to contend for the medium, the IEEE 802.11 DCF,
as seen in Chapter 2, defers a station’s access attempt for a random period of
time within a bounded interval known as the contention window. Upon each
failed attempt, the station doubles its contention window size until the maximum number of retransmissions is exhausted or maximum contention window
size (CWmax ) is reached (at which point the window ceases to grow). The IEEE
802.11 standard speciﬁes a maximum of seven retransmission attempts before
dropping a packet. Thus, ABT policy ensures that the station has 7 · βi (x)
transmission attempts for all neighbouring pairs before responding with link
failure.
Since the contention window size is reset to its initial value (CWmin ) upon each
packet drop, the existing bulk-trigger policy assumes that each data packet
delivery is assigned with the same priority regardless of the current network
condition. However, as the consecutive packet loss count Li (x) approaches the
threshold βi (x), it becomes more critical for a station to successfully deliver
the data packets. The underlying MAC protocol should assign higher channel
access priority to the stations with larger consecutive packet drop counts Li (x)
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to avoid the accumulation of consecutive packet drops as much as possible.
To enable priority access in ABT policy, a Dynamic Window Selection (DWS)
scheme is proposed, which assigns channel access priority based on the consecutive packet loss count Li (x) and threshold value βi (x). In DWS, the channel
access priority is reﬁned by adjusting the persistence factor (or known as contention window expansion rate). Instead of doubling contention window size at
each transmission attempt, the rate of contention window expansion is adjusted
in accordance with consecutive packet drop count Li (x). DWS decreases the
persistence factor as the number of consecutive packet drop Li (x) increases. Let
CWi be the size of the contention window at the tth attempt, the selection of
contention window size can be deﬁned as:

CWt+1 = min CWt × 2 −

Li (x)
βi (x)

, CWmax

(6.1)

According to Eq (6.1), the persistence factor is progressively reduced from binary exponential expansion to zero expansion depending on threshold value
βi (x) and Li (x) (i.e. persistence factor is reducing from a factor of two per
iteration to one). For instance, if βi (x) equals to 2, the contention window will
initially double its contention at each failed attempt. After the ﬁrst packet
drop, the contention window will increase its contention window size by 1.5
times. The window expansion will continue to decrease to the point where
the contention window size remains unchanged (i.e. CWt+1 = CWt ) before
reporting link failure at the second consecutive packet drop.
Figure 6.1 illustrates the growth of contention window size for IEEE 802.11 DCF
(solid line) and DWS scheme (dashed line) with βi (x) = 2 for a given node i and
next hop neighbour x. According to Figure 6.1, the growth of contention window
size in IEEE 802.11 DCF is seen to be identical for all three consecutive packet
drops. In contrast, the contention window size for DWS initially maintains
the same growth pattern as in IEEE 802.11 DCF. However, DWS immediately
reduces its persistence factor after ﬁrst packet drop and eventually converges
to the minimum contention window size. Beyond the third packet drop, the
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Figure 6.1 Example of Dynamic Window Selection with β = 2

link layer reports link failure to routing protocol and triggers a route discovery
procedure.
The key beneﬁt of incorporating ABT policy and a DWS scheme in AODV is
that the proposed techniques do not alter the existing routing and MAC operation under non-congested condition. Given that the packets are less likely to
drop under non-congested condition, the proposed enhancements remain inactive until network congestion emerges - only taking action and assigning elevated
priority to a packet when the previous packet is dropped.

6.3

Evaluation and Comparison

To evaluate the stability improvements made by ABT and DWS, this section
compares simulation results of AODV with and without the proposed schemes.
In addition, the comparison also includes the ﬁxed BT policy [4] to highlight the
dynamic approach proposed in this chapter. Unless otherwise speciﬁed, AODV
with ABT and DWS is denoted as AODV-ABT+DWS, whereas AODV with
ﬁxed bulk-trigger is represented by AODV-BT with the corresponding ﬁxed
threshold value β.
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The evaluation examines stability properties of the proposed solutions in three
diﬀerent network setting. The ﬁrst two settings consider the one-ﬂow and twoﬂow scenarios described in Chapter 4 to demonstrate the eﬀectiveness of the
proposed schemes in resolving routing pathologies discussed earlier. The third
scenario considers a network of 50 stations uniformly distributed across a ﬂat
terrain of 1200 m x 1200 m. The remaining network parameters are as for
the conﬁguration described in Section 4.2. The network traﬃc consists of ten
randomly selected CBR sessions, with each session transferring a stream of 1024
byte UDP datagrams between a randomly selected source and sink at various
data rates. Each simulation lasts 900 seconds and the results are averaged over
30 independent runs for each test case.

6.3.1

One-Flow Scenario

According to Chapter 4, the end-to-end performance of AODV in one-ﬂow scenario is subject to wide throughput ﬂuctuation and sporadic disconnections.
Figure 6.2 demonstrates that the instability problems can be rectiﬁed by introducing bulk trigger policy. In particular, Figure 6.2(a) has shown that by
tolerating small amount of packet losses, AODV is capable of maintaining stable performance in one-ﬂow scenario. This result suggests that the network
congestion results in transient packet losses, whereas physical link failure can
cause packet losses over longer term. The use of BT policy is able to eﬀectively
distinguish between congestion-induced and physical link failures, subsequently
avoiding over-reaction of AODV.

AODV-BT
(β = 1)
AODV-BT
(β = 2)
AODV
ABT+DWS

Throughput

Outages

Uptime

Downtime

Availability

0.974 Mbps

0.00

900.00 s

0.00 s

100.00 %

0.974 Mbps

0.00

900.00 s

0.00 s

100.00 %

0.972 Mbps

0.06

872.59 s

8.5 s

99.99 %

Table 6.1 AODV with proposed improvements in one-ﬂow scenario

Unlike BT policy that assigns a ﬁxed link threshold to every node, the com-
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Figure 6.2 Performance of AODV with proposed improvements in one-ﬂow scenario

bination of ABT and DWS progressively learns about the network and the
surrounding data traﬃc by incrementing the threshold value from zero. During
this convergence period, AODV may over-react to network congestion due to
lower link failure threshold. Thus, as shown Figure 6.2(b), the end-to-end session in AODV-ABT+DWS experiences sudden disconnection at the beginning
of data transmissions (i.e. between 55 to 75 seconds). Beyond this point, the
end-to-end session is restored and remains stable over the remaining period.
Table 6.1 presents the numeric results for diﬀerent variations of AODV over 900
seconds of simulation. Identical results have been observed in AODV-BT with
β = 1 and β = 2. Both results resemble the performance of static routing, which
underlines eﬀectiveness of the BT policy in alleviating network instability. In
this scenario, the high threshold value does not provide any further improvement
over the stability of AODV. On the other hand, AODV-ABT+DWS is shown
to have marginally lower performance than AODV-BT, largely due to the lower
threshold value at the start of simulation. However, in general, the combination
of ABT and DWS is able to retain good stability performance for AODV.

6.3.2

Two-Flow Scenario

Figure 6.2 demonstrates the behaviour of end-to-end sessions in the two-ﬂow
scenario using BT (β = 1) and ABT+DWS. Consider two identical data ﬂows
sharing a common central node in the two-ﬂow scenario, the congestion that
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emerges at the central node can cause higher number of consecutive packet
losses. Figure 6.3(a) shows that AODV-BT with β = 1 fails to retain the
stability of AODV, leading to exclusive dominant ﬂows problem discussed in
Chapter 4. This result suggests that the network requires higher threshold
value (i.e. β > 1) to avoid over-reaction of AODV.
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Figure 6.3 Performance of AODV with proposed improvements in two-ﬂow scenario

AODV-BT
(β = 1)
AODV-BT
(β = 2)
AODV
ABT+DWS

Throughput

Outages

Uptime

Downtime

Availability

0.418 Mbps

18.65

30.71 s

20.72 s

58.81 %

0.401 Mbps

8.71

94.98 s

22.39 s

78.92 %

0.388 Mbps

4.16

220.59 s

17.23 s

91.58 %

Table 6.2 AODV with proposed improvements in two-ﬂow scenario

In contrast to a ﬁxed link failure threshold in AODV-BT, the proposed solution
provides more robust and dynamic threshold adjustment based on current traﬃc
condition. Figure 6.3(b) shows that AODV-ABT+DWS initially suﬀer from
routing instability due to over-reaction of AODV. After a number of iterations to
adjust the link failure threshold, the nodes are able to determine the appropriate
threshold values locally based on traﬃc conditions. As a result, both data
ﬂows are able to retain stable end-to-end connectivity without specifying a
ﬁxed threshold value.
Table 6.2 summarises the numeric results for AODV-BT (with β = 1 and β = 2)
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and AODV-ABT+DWS. According to Table 6.2, the stability of AODV in the
two-ﬂow scenario can be improved by increasing the threshold value. However,
the drawback of higher threshold value is that it can adversely increase the
route recovery latency as the protocol becomes less sensitive to link failure.
The combination of ABT and DWS optimises the use of link failure threshold.
Hence, AODV-ABT+DWS not only signiﬁcantly improves the network stability,
but also eﬀectively reduces the route recovery latency.

6.3.3

Multi-Flow Scenario

The section presents the performance evaluation of diﬀerent variations of AODV
in the multi-ﬂow scenario. The evaluation ﬁrstly examines the average size of
link threshold in AODV-ABT+DWS. The evaluation then continues to study
the end-to-end stability performance of diﬀerent variations of AODV by analysing
average duration, recovery time, and number of outages in an end-to-end session.
Finally, the normalised control packet overheads are compared to characterise
behaviour of AODV under diﬀerent schemes.
6.3.3.1

The Importance of Link Failure Threshold

The link failure threshold (β) aﬀects the response of the reactive routing protocol in the network. According to Ashraf et al., a larger average threshold will
cause the network to be much slower in responding to link failures due to node
mobility. Therefore, while using a larger threshold size for all nodes will reduce
the rate of path breakage due to false link failure declarations, this does not
necessarily yield optimal performance [102]. The main objective of the proposed
protocol is to keep the average threshold at the minimum value necessary to
maintain good network stability, while allowing it to automatically increase in
areas of severe congestion.
packet rate
β

50
0.640

75
0.701

100
0.728

125
0.759

150
0.785

175
0.791

Table 6.3 Average threshold size (β) for combined ABT and DWS strategy
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The existing BT policy perceives the level of network congestion to be identical
for every node and mandates each node to have a ﬁxed link failure threshold
on every data ﬂow. Table 6.3 demonstrates that AODV-ABT+DWS scheme
eﬀectively minimises the average threshold size on the active paths. Since the
dynamic approach only assigns higher threshold value on the congested stations,
and idle or less-congested nodes retain the lower threshold value, the average
threshold remains low compared to the AODV-BT approach. (i.e. β < 1).
6.3.3.2

End-to-End Session Duration

The end-to-end session duration represents the duration for which a path lasts
prior to invalidation. Figure 6.4 illustrates the session duration plotted against
packet generation rate for diﬀerent variations of AODV. For all AODV variants, the duration declines as the packet generation rate and congestion levels
increase. The reactive routing protocols then start to initiate route re-discovery
after a series of dropped packets.
According to Figure 6.4, the session duration can be improved in AODV-BT
by increasing the β parameter since this allows congestion-related apparent link
failures to be ignored. Once the congestion level deteriorates suﬃciently, the
average session duration for AODV-BT becomes quite small for all values of β.
However, by contrast, the adaptive scheme allows the stations to dynamically
adjust their threshold, strengthening the resistance to false link failure declarations at the most critical (congested) nodes. When compared to AODV and
AODV-BT, the proposed AODV-ABT+DWS scheme achieves a signiﬁcantly
improved session duration over existing approaches - particularly at high levels
of congestion.
6.3.3.3

End-to-End Session Recovery Time

The average session recovery time measures the ability of routing protocol in
recovering broken routes. Figure 6.5 indicates that the impact of network congestion can signiﬁcantly delay route recovery process. In particular, AODV
drastically increases the route recovery latency beyond the packet rate of 100
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Figure 6.4 End-to-End Session Duration for AODV

packets per second. Moreover, the variation in recovery latency becomes larger
at higher packet rates.
Figure 6.5 demonstrates that the session recovery time is improved for AODVBT by increasing link failure threshold - for example, AODV-BT with a threshold size of 1 achieves lower recovery latency than standard AODV. This is
because the nodes have increased their resistance to network congestion. Once
the traﬃc load increases, however, the performance of AODV-BT with β = 1
starts to deteriorate and requires higher threshold value (i.e. β = 2) to manage
the congestion. Hence, the use of AODV-ABT+DWS is shown to be eﬀective
in managing network congestion without specifying a ﬁxed threshold. The recovery latency in AODV-ABT+DWS is able to maintain similar performance
as AODV-BT with high threshold value.
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Figure 6.5 End-to-End Session Recovery Time for AODV

6.3.3.4

End-to-End Session Outages

The session outage represents the resistance of a given routing protocol to false
link failure declarations. Since the simulation assumes the nodes are stationary
and operational for the full duration of the simulation, the only cause of route
breakage is network congestion. Under ideal network conditions, the routing
protocol should maintain the same path over the entire duration of a packet
ﬂow. Figure 6.6 shows the average number of session outages for diﬀerent
variants of AODV. All variants of AODV are shown to increase their number
of session outages with packet load.
According to Figure 6.6, the standard AODV has the highest rate of path
breakages among all routing schemes. This follows by AODV-BT with β = 1
and β = 2 respectively. Finally, AODV-ABT+DWS has the lowest number of
session outages. This result indicates that the ABT policy successfully reduces
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Figure 6.6 End-to-End Session Outages for AODV

the number of false path failures by dynamically assigning a higher threshold
value where it is required. Moreover, the combined ABT and DWS scheme
has shown an outstanding ability to reduce the number of path breakages while
maintaining a small average threshold size.
6.3.3.5

Normalised Control Overhead

The route maintenance and discovery process produces a series of control packets propagating across the network. If these operations need to be repeated
frequently, a signiﬁcant fraction of the available network capacity will be consumed by these control packets - introducing yet more packets into an alreadycongested environment. For networks with low mobility, most of these control
messages are not only redundant but actively harmful to other traﬃc ﬂows.
Therefore, it is important to quantify the relationship between the congestion
and the number of control packets generated.
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Figure 6.7 Average Control Packet Overhead for AODV

Figure 6.7 shows the rate at which control packets are being generated, averaged
over the entire simulation time. The results indicate that standard AODV generates around ﬁve to six control packets per node per second over a wide range
of traﬃc levels, the routing packet overhead increases slightly with congestion
levels. For AODV-BT, the number of control packets is progressively reduced
as the threshold value increases. This is because the routing protocol becomes
less reactive with a larger threshold. However, the best results are obtained
with AODV-ABT+DWS, showing that the algorithm is eﬀective in managing
the control packet generation in a congested network.

6.4

Chapter Summary

This chapter presents a cross-layer solution to rectify the erratic routing behaviour. The proposed solution combines two protocol techniques known as
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Adaptive Bulk Trigger (ABT) and Dynamic Window Selection (DWS) to enhance the link-failure tolerability of reactive routing protocols and to provide
prioritised channel access based on routing demands.
The simulation studies compare the performance of the proposed solution with
standard AODV and a ﬁxed bulk-trigger policy [4]. According to simulation
results, AODV has the worst stability performance among all the variants. By
introducing link failure threshold, the stability of AODV is seen to have notable
improvements. However, the simulation results also suggest that the link failure
threshold could be varied depending on the size of network and the level of
network congestion. One on hand, the lower threshold may be insuﬃcient to
accommodate the level of network contention. On the other hand, the higher
threshold can stuck in a static conﬁguration and adversely delay route recovery
process - a tradeoﬀ between network dynamism and stability.
The combination of ABT and DWS balances the tradeoﬀ between higher and
lower link failure threshold by progressively increasing the threshold value. The
use of ABT and DWS does not provide immediate stability improvements on
AODV due to the initial overhead that is required to determine the appropriate
threshold. However, the simulation results suggest that the proposed solution
is able to retain stability of end-to-end sessions over longer term. As a result,
AODV with ABT and DWS is shown to outperform other variants of AODV.

Chapter

7

Optimised Link State Routing with
Reactive Route Repair
7.1

Introduction

Proactive and reactive routing protocols take fundamentally diﬀerent approaches
to determine optimal end-to-end paths through the network. Hence, they behave rather diﬀerently under highly congested network conditions. As shown
in Chapter 4, the loss of data packets due to network congestion causes an
over-reaction by reactive routing protocols, resulting in large throughput ﬂuctuations and extended periods of disconnection. On the other hand, while
proactive routing protocols do not respond to the loss of data packets, the
loss of routing packets can have a detrimental eﬀect on their routing dynamics. Chapter 4 showed that proactive routing protocols exhibit frequent but
short-lived disconnections over the duration of an end-to-end session.
The dynamic nature of ad hoc networks makes it diﬃcult to identify one proactive or reactive routing strategy suitable for all network scenarios. A number of
solutions attempt to combine elements from both types of protocols, creating
a hybrid routing strategy. An extensive overview of hybrid routing protocols
has been presented in Section 2.2.3, which shows that the choice of proactive
or reactive routing strategy can be made on the basis of network topology (e.g.
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Zone Routing Protocol [36]) or through user preference (e.g. Integrated Routing
Algorithm [37]).
A hybrid routing protocol - OLSR with Reactive Route Repair (OLSR-R3 ) is
proposed in this chapter. The proposed solution combines the desirable features
of both proactive and reactive routing protocols to provide improved stability
for OLSR. This is achieved by adding an on-demand route recovery mechanism
to OLSR, which is activated at points of severe network congestion.
This chapter is organised as follows. Section 7.2 presents an overview of the
proposed hybrid routing protocol and a detailed discussion of the key components. Section 7.3 applies the same evaluation methodology from Chapter 6
to compare the stability performance of OLSR with and without the proposed
enhancement in one-ﬂow, two-ﬂow and multi-ﬂow scenarios. Finally, Section
7.4 summaries the results and concludes this chapter.

7.2

Optimised Link State Routing with Reactive Route Repair

As discussed in Chapter 4, network congestion may cause OLSR to fail, resulting in a number of routing pathologies. The misbehaviour of OLSR, which is
largely driven by the absence of up-to-date routing information, requires additional route convergence time in order to re-establish end-to-end paths. To
rectify the underlying routing pathologies, this section presents the Optimised
Link State Routing with Reactive Route Repair (OLSR-R3 ) protocol - a hybrid
routing framework that utilises a reactive routing process which is triggered
when routing errors occur in OLSR.

7.2.1

Protocol Overview

OLSR-R3 ’s principle operation is to manage the routes such that they are proactively acquired and reactively repaired. The main feature of OLSR-R3 is its
adaptability to the level of network congestion. When the network is not con-
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gested, the protocol operates much like OLSR. When the network is congested
and routing errors are detected by OLSR, the protocol transforms to a reactive
routing protocol and repairs the routes on-demand. The use of both proactive
and reactive routing processes where appropriate oﬀers the low frequency of disconnections provided by OLSR with the short recovery time of AODV. Hence,
overall network stability can be signiﬁcantly improved. Moreover, since routes
are proactively maintained, OLSR-R3 also prevents over-reaction of reactive
routing protocols as seen in Chapter 4.

Figure 7.1 The operation of OLSR-R3

Figure 7.1 depicts the components and the operation of OLSR-R3 . In OLSRR3 , the routing table is jointly managed by both proactive (OLSR) and reactive
route repair (R3 ) processes. Both OLSR and R3 keep separate route entries in
the routing table to avoid confusion between the diﬀerent routing processes.
The route entries for OLSR and R3 are characterised by duration and priority
of the routes, which directly reﬂects the operation of the respective protocols.
OLSR, which provides basic network connectivity, maintains its routing entries
until they become invalidated or expired. The routing entries for OLSR remain
in the routing table as long as the routes are valid. On the other hand, R3
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assigns a ﬁxed duration to its routing entries which generally last only until
OLSR becomes stable again. When a conﬂict occurs higher precedence will be
given to R3 since it creates the routes at the time that the routing errors are
detected. Once the R3 route has expired, routing control is handed back to
OLSR and routing entry for R3 is removed from routing table accordingly.
OLSR-R3 constantly monitors the routing table and triggers R3 when needed.
When a station has a packet to send, the station will ﬁrstly refer to the routing
table and look for the corresponding destination entry. OLSR-R3 ensures that
there exists a route to the destination and that the routes are not subject to
rapid route change. If either condition is not satisﬁed, the R3 process will be activated to repair the route while waiting for OLSR to be updated at subsequent
update intervals.
The possible drawback of OLSR-R3 is the additional process that is required
to constantly monitor the network condition and repair the route on-demand.
Since the routes can be repaired locally by the R3 process, the R3 process does
not take excessive routing overhead. The evaluation of routing overhead for
OLSR-R3 will be presented later in the chapter.

7.2.2

Reactive Route Repair

R3 mimics the operation of AODV [22,23] without the need of route maintenance
and excessive ﬂooding of control packets. When routing errors are detected by
the route monitor, R3 will take the initiative to look for routes by broadcasting
a route request (RREQ) packet to its neighbours. Upon reception of the RREQ,
the receiving node checks whether it has a route to the destination. If it has a
valid routing entry in its routing table, the node sends a route reply (RREP)
packet back to the sender. Otherwise, this request message will be repeatedly
relayed to the subsequent neighbours until it reaches a node with a valid route to
the destination or the destination itself. Since routes are proactively maintained
in OLSR-R3 , there is a higher chance that the nearby neighbours also maintains
routes to the same destination. Therefore, R3 does not attract excessive routing
overheads during the route discovery phase.
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Once a route is found, an RREP packet is sent back to the sender via unicast
transmission following the path of RREQ packets. A symmetric path will be
established between the requesting node and destination when RREP packets
successfully arrive at the requesting node. In order to avoid rapid route changes
during the route repair process, R3 always attempts to restore the previous
active path before considering any new path provided by RREP packets.
R3 holds the acquired path for a prescribed period of time. The expiry time of
R3 acquired paths are critical to the performance of OLSR-R3 . On one hand,
if the route lifetime is too short, it can cause route ﬂipping or involuntary
disconnections as the routes have not yet been restored by OLSR at the time
of route expiry and R3 is required to trigger additional route recovery process
to ﬁx the problem. On the other hand, if the route lifetime is too long, the
network is stuck in a static conﬁguration and is unable to react quickly to rapid
topology changes. Therefore, the general rule for R3 is that the routes must
remain in the routing table at least until the next topology update. According
to the OLSR speciﬁcation [29], the duration of successive topology updates is
TC INTERVAL. The default setting for OLSR-R3 assumes that the lifetime
of reactive path is 3 × T C IN T ERV AL. This ensures suﬃcient time will be
given to OLSR to update its routing entries, while maintaining some degree of
dynamism in the routing protocol.

7.2.3

Explicit HELLO Updates

Since the routes generated by R3 are transient, OLSR must complete its proactive route recovery within the lifetime of the reactive routes. Conventionally,
nodes rely on exchanging several HELLO packets to maintain symmetric links
and obtain relevant link state information from their neighbours. However, the
transmission of HELLO packets is not instantaneous and the loss of HELLO
packets further delays the recovery process in OLSR. To expedite the recovery
process, an explicit HELLO update is proposed to utilise the exchange of R3
messages by encapsulating proactive routing information in R3 packets.
The explicit HELLO update allows OLSR to setup symmetric links and transmit
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on-demand HELLO packets by using RREQ and RREP packets respectively.
The RREQ packets, which are ﬂooded across the network, do not carry any
additional information to avoid inducing excessive and redundant routing overhead. However, the reception of RREQ packets ensures that there exists at least
a uni-directional link between sender and receiver. Hence, OLSR should update
the link status accordingly. Once the RREQ packets reach the destination, the
HELLO packet will be encapsulated in RREP packets and returned to sender
via unicast transmission. This process allows for a prompt delivery of HELLO
messages via a more reliable transmission. Moreover, the symmetric links and
corresponding neighbour information will also be updated as the RREP packets traverse back to the source. As a result, the routes between source and
destination can be fully recovered by OLSR at the next TC update.

7.3

Evaluation and Comparison

This section presents an evaluation of OLSR with and without the proposed
R3 component. This evaluation considers two diﬀerent update interval settings
for OLSR - shorter and longer update intervals. The shorter interval sets the
HELLO interval to 2 seconds and TC interval to 5 seconds, while the longer
interval doubles these intervals. Four diﬀerent variations of OLSR are tested in
the one-ﬂow and two-ﬂow scenarios used in Chapter 4 to highlight the improvement oﬀered by the proposed solution. Moreover, the evaluation also includes
a multi-ﬂow scenario to examine the performance of the proposed solution in
a more complex network setting. The multi-ﬂow scenario adopts the topology
used in Section 6.3 which consists of ten randomly selected data ﬂows running simultaneously in a square terrain of 1200m x 1200m with 50 randomly
distributed nodes.

7.3.1

One-Flow Scenario

Figure 7.2 illustrates the performance of OLSR-R3 in the one-ﬂow scenario.
The spikes in both Figure 7.2(a) and 7.2(b) represent the point where OLSR
fails to maintain the route due to network congestion. While route failure
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is inevitable in a congested network, OLSR-R3 has demonstrated its ability to
quickly recover the route using a reactive recovery process. R3 allows immediate
recovery of the route rather than waiting for the next exchange of HELLO and
TC packets. The network ﬂow then returns to a steady state as soon as the
route is recovered. Moreover, the explicit HELLO update further shortens the
route recovery latency.
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Figure 7.2 Performance of OLSR-R3 in the one-ﬂow scenario

Throughput
3

OLSR-R
0.962 Mbps
(H=2,TC=5)
OLSR-R3
0.969 Mbps
(H=4,TC=10)

Outages

Uptime

Downtime

Availability

0.06

874.47 s

0.06 s

99.99 %

0.04

882.98 s

0.04 s

99.99 %

Table 7.1 Performance of OLSR-R3 in one-ﬂow scenario averaged over 900 seconds

The numerical results shown in Table 7.1 indicate that the performance of
OLSR-R3 closely matches that of static routing. Given that the routes are recovered within the time of transmission, the route breakage frequency is almost
close to zero. The proposed solution improves the performance of end-to-end
session, showing signiﬁcantly improved route lifetime and approximately 100%
route availability.

7.3.2

Two-Flow Scenario

Figure 7.3(a) and 7.3(b) depict the throughput of a pair of network ﬂows in the
two-ﬂow scenario using OLSR-R3 . Unlike the results shown in Chapter 4, both
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network ﬂows maintain an approximately constant throughput with the capacity shared fairly between the two ﬂows. While both ﬁgures also indicate that
the network capacity can be occasionally dominated by one ﬂow (i.e. sudden
burst/drop of the traﬃc), this condition is temporary and not as severe as in
previous cases.
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Figure 7.3 Performance of OLSR-R3 in the two-ﬂow scenario

Throughput
3

OLSR-R
0.397 Mbps
(H=2,TC=5)
OLSR-R3
0.393 Mbps
(H=4,TC=10)

Outages

Uptime

Downtime

Availability

15.5

74.48 s

2.65 s

96.76 %

11.17

100.96 s

2.96 s

97.41 %

Table 7.2 Performance of OLSR-R3 in two-ﬂow scenario averaged over 900 seconds

The use of R3 can enhance the performance of OLSR, particularly for the longer
HELLO and TC intervals. As shown in Chapter 4, the OLSR interval represents
a tradeoﬀ between route failure frequency and route recovery latency. When
used in conjunction with R3 , a longer interval can retain the advantage of a lower
route failure frequency while exploiting the fast route recovery from R3 . Table
7.2 shows that OLSR-R3 can keep the route recovery time under three seconds
for both OLSR settings. This is close to a three-fold improvement for the
shorter interval and over a ﬁve-fold improvement for the longer interval. Since
the longer interval has a lower route failure frequency, it performs better overall
than the shorter interval. This is diﬀerent from the observation in Chapter 4.
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Multi-Flow Scenario

This section examines the stability improvement of the proposed OLSR-R3
scheme in a more complex network setting. In particular, this section highlights session duration, session recovery time, number of session outages and
normalised control packet overhead for diﬀerent varieties of OLSR.
7.3.3.1

End-to-End Session Duration

Figure 7.4 illustrates the mean uninterrupted ﬂow duration for OLSR and
OLSR-R3 . Since the nodes are stationary, the longer update interval is shown
to maintain an interrupted end-to-end session longer than the shorter interval
for both OLSR and OLSR-R3 . At a lower packet rate (50 packets per second),
using the longer update interval results in approximately 20% higher uninterrupted end-to-end session lifespan than the using the shorter update interval in
both OLSR and OLSR-R3 . As the packet rate increases to a level that saturates
the network (175 packets per second), the diﬀerence between shorter and longer
update intervals gradually becomes marginal for both OLSR and OLSR-R3 .
Figure 7.4 demonstrates that OLSR-R3 is able to maintain a longer mean uninterrupted ﬂow duration than OLSR for both longer and shorter update intervals.
In particular, OLSR-R3 with a longer update interval outperforms all other variants of OLSR with an improvement of up to 40% over standard OLSR under
the same protocol settings (for the long update interval). In addition, OLSR-R3
is shown to obtain a similar improvement under a shorter update interval. As
a result, the use of R3 is shown to greatly improve the mean uninterrupted ﬂow
duration in OLSR.
7.3.3.2

End-to-End Session Recovery Time

Figure 7.5 illustrates the session recovery time for OLSR and OLSR-R3 with
diﬀerent update intervals. According to Figure 7.5, the growth of session recovery latency is proportional to the traﬃc volume. A longer update interval
results in increased route recovery latency as OLSR updates less frequently under this protocol setting. Thus, the route recovery latency in OLSR with the
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Figure 7.4 End-to-End Session Duration for OLSR and OLSR-R3

longer update interval is approximately 5% higher than with the shorter update
interval.
Figure 7.5 demonstrates that R3 can eﬀectively reduce recovery latency through
on-demand route repair. The addition of R3 to OLSR not only provides instantaneous route recovery from on-demand route repair, it also leverages the beneﬁt
of a longer update interval to reduce the number of route changes. As a result,
OLSR-R3 achieves a similar recovery latency for both update intervals.
7.3.3.3

End-to-End Session Outages

Figure 7.6 shows the number of session outages for OLSR and OLSR-R3 over the
course of a 900-second simulation. End-to-end traﬃc ﬂow, as seen in Chapter
4, may be involuntarily disconnected by the loss of routing packets in OLSR.
According to the OLSR speciﬁcation [29], routes become invalid when they
are not updated after three consecutive TC intervals. Hence, when OLSR is

126

Optimised Link State Routing with Reactive Route Repair

End−to−End Session Recovery Time (s)

4.5
4
3.5
3
2.5
2
1.5
OLSR (H=2, TC=5)
OLSR (H=4, TC=10)

1

OLSR−R3 (H=2, TC=5)

0.5
0

OLSR−R3 (H=4, TC=10)
50

75
100
125
150
Packet Generation Rate (pkts/s)

175

Figure 7.5 End-to-End Session Recovery Time for OLSR and OLSR-R3

conﬁgured with a relatively short update interval, the routes can become invalid
and are removed from the routing table much more quickly than with a longer
update interval. Figure 7.6 indicates that a shorter update interval results in
more frequent session outages than a longer update interval for both OLSR and
OLSR-R3 .
The on-demand feature of the R3 component is seen to be eﬀective in reducing
the rate of session outages in OLSR. Figure 7.6 demonstrates that OLSR-R3 outperforms OLSR for both long and short update interval settings with a shorter
update interval resulting in a more substantial improvement from addition of
the R3 process. This is because OLSR suﬀers more frequent session outages
with short update interval. By using the R3 process, faster recovery of broken
paths is achieved, which limits the impact of losing routing packets.
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Figure 7.6 End-to-End Session Outages for OLSR and OLSR-R3

7.3.3.4

Normalised Control Overhead

In a proactive routing protocol, control packet overhead is largely determined by
the route update interval - a shorter update interval will generate more routing
packets, whereas the longer update interval results in fewer routing packets.
Figure 7.7 indicates that each node generates approximately 4.7 routing packets
per second when OLSR is conﬁgured with a shorter update interval. On the
other hand, when OLSR is conﬁgured with a longer update interval, each node
is seen to create less overhead with an average of two routing packets per second.
Both OLSR and OLSR-R3 show that control packet overhead is largely invariant
with respect to traﬃc load. The volume of data traﬃc in the network does not
increase the routing overhead drastically as is the case with reactive routing
protocols. Since R3 attempts to repair the routes locally, the use of R3 does
not induce excessive control packet overhead. As a result, Figure 7.7 shows
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Figure 7.7 Average Control Packet Overhead for OLSR and OLSR-R3

that OLSR-R3 is closely matched to OLSR for both longer and shorter update
interval settings.

7.4

Chapter Summary

This chapter presents a network-layer solution to improve the stability of ad
hoc networks. In this chapter, a hybrid routing protocol, known as OLSR with
Reactive Route Recovery (OLSR-R3 ) is developed. OLSR-R3 combines a proactive routing protocol (OLSR) and a reactive route repair (R3 ) process to rectify
routing instability problems in a congested network. OLSR-R3 improves OLSR
by adding the advantages of lower latency and immediate route availability offered by a proactive routing strategy. In addition, it also prevents the routing
protocol from over-reaction which may occur in a reactive routing strategy. The
use of a reactive route repair process allows rapid repair of broken routes such
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that the network is not required to wait for a number of update cycles before
OLSR is updated with new routing information.
Through extensive network simulations, OLSR-R3 is shown to be eﬀective in
alleviating routing instability problems. OLSR-R3 enhances OLSR by achieving
longer uninterrupted session duration, lower session recovery latency and lower
rate of session outages without producing excessive routing overhead. The evaluation also considers two diﬀerent OLSR settings with longer (HELLO interval
= 4, TC interval = 10 ) and shorter (HELLO interval = 2, TC interval = 5 )
update intervals. The simulation results indicate that OLSR-R3 outperforms
OLSR regardless of the update interval settings. In particular, OLSR-R3 is
seen to provide a more substantial improvement for OLSR with longer update
intervals.
To conclude this chapter, OLSR-R3 oﬀers best features of both proactive and
reactive routing strategies. OLSR-R3 avoids the routing pathologies seen in
both types of routing protocols by using the features of both strategies constructively. The complimentary nature of OLSR-R3 results in greater stability
for end-to-end traﬃc ﬂows which can signiﬁcantly improve the stability of ad
hoc networks.

Chapter

8

Conclusions
8.1

Introduction

This dissertation provides a thorough investigation into routing instability problems in ad hoc networks. A literature review on recent developments of routing
and MAC protocols for ad hoc networks is presented which identiﬁes a critical
design ﬂaw in current ad hoc routing protocols. Due to the layered network
architecture, the design of routing protocols always assume delivery of routing messages is free from loss and collision at lower layer. However, the MAC
protocol only oﬀers limited service quality to the delivery of routing messages
as the majority of routing messages are broadcast packets. Through extensive
analytical and simulation-based studies, this thesis demonstrates that network
congestion can create excessive routing overhead and signiﬁcant loss of routing
packets. Consequently, the routing messages are subject to frequent loss, which
leads to serious routing instability problems.
Three solutions have been proposed to address the routing instability problems
at diﬀerent layers. Out-of-Band Routing (OBR) provides physical separation
of routing and data traﬃc into diﬀerent wireless channels. This ensures that
routing packets can be transmitted more eﬀectively in a less congested channel.
The Adaptive Bulk Trigger (ABT) and Dynamic Window Selection techniques
improve the stability of AODV by allowing a small number of packet losses
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and assigning higher-priority access to stations with critical routing demands.
Finally, the Optimised Link State Routing with Reactive Route Repair (OLSRR3 ) enhances the stability of OLSR by utilising a reactive routing process to ﬁx
the routing errors when needed.
The major conclusions of this thesis are presented next, together with suggestions for future research. Given that real-time applications such as VoIP and
video steaming rely heavily upon stable end-to-end connectivity, any stability
improvement for ad hoc networks will be beneﬁcial to run these applications.

8.2

Thesis Summary

This section presents a summary of this thesis and details the main conclusions
which have been reached.
The investigation of routing instability problems begins with an analytical study
to model the behaviour of IEEE 802.11 DCF unicast and broadcast transmissions in homogeneous and mixed traﬃc conditions, which has been validated
through extensive network simulations. The model is shown to be accurate
in predicting the respective performance of unicast and broadcast traﬃc in a
variety of traﬃc scenarios. In addition, the proposed model also demonstrates
that existing analytical models for broadcast transmissions [76, 77] signiﬁcantly
underestimate broadcast performance.
The analytical model indicates that broadcast traﬃc suﬀers degraded throughput in comparison to unicast traﬃc under conditions of severe congestion,
whereas unicast traﬃc can cope with network congestion to an extent through
the use of exponential backoﬀ. When the network is saturated, nodes must
transmit more broadcast packets in order to achieve same performance as unicast packets. However, excessive broadcast transmissions can adversely aﬀect
unicast transmissions, leading to a signiﬁcant drop in successful delivery of both
unicast and broadcast packets.
Given that the majority of routing messages are broadcast packets and data
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traﬃc comprises of mostly unicast packets, a series of network simulations have
been conducted to examine the interaction between routing and data traﬃc and
demonstrate routing instability problems. Two widely deployed ad hoc network
routing protocols, AODV and OLSR, are chosen for stability evaluations due
to their respective reactive and proactive strategies.
The simulations demonstrate that AODV is sensitive to network congestion.
The loss of data packets due to network congestion trigger unnecessary route rediscovery. Consequently, AODV will drastically increase the number of routing
packets and hence exacerbate network congestion. Under this situation, AODV
exhibits several routing pathologies, including throughput ﬂuctuation, exclusive
dominant ﬂows and route ﬂippings. In contrast, OLSR does not respond to
the loss of data packets. However, the operation of OLSR relies on the prompt
delivery of routing packets. The loss of routing packet can cause OLSR to fail,
leading to a number of routing pathologies such as frequent disconnections and
erratic routes.
To address underlying routing instability problems, an Out-of-Band Routing
(OBR) scheme is proposed to isolate routing and data packets into orthogonal
channels using diﬀerent interfaces. The evaluation shows that the OBR scheme
provides stability improvements for both AODV and OLSR, but it also has some
drawbacks. The simulation results suggest that OBR is only eﬀective for AODV
when the data channel is saturated - a situation where AODV overacts due to
loss of data packets. Moreover, the use of OBR induces higher session recovery
latency in OLSR as a tradeoﬀ of becoming insensitive to network congestion.
In this situation, OLSR tends to get stuck in a static routing conﬁguration,
causing a network bottleneck.
The results from OBR scheme have demonstrated that the routing instability
problems are triggered by complex interactions between routing and MAC protocols. Prior studies have shown that the stability of AODV can be improved
by tolerating a small amount of packet losses at lower layers. The proposed
Adaptive Bulk Trigger (ABT) and Dynamic Window Selection (DWS) algorithms enhance existing approaches by dynamically assigning the link failure
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threshold based on local traﬃc condition. The proposed solution is eﬀective in
minimising the link failure threshold as well as retain higher end-to-end session
stability.
In contrast to previous solutions, the last approach proposes a hybrid routing
protocol which passively heals the erratic routing behaviour of OLSR through
the use of a reactive repair process. The Optimised Link State Routing with
Reactive Route Repair (OLSR-R3 ) compliments the use of both proactive and
reactive routing protocols. The reactive route repair (R3 ) component is designed
to take over when OLSR is not functional due to loss of routing packets. The
combination of both proactive and reactive routing strategies is able to oﬀset the
instability issues in both routing protocols and achieve more stable end-to-end
routes.

8.2.1

Discussion of Proposed Techniques

In this thesis, a number of solutions have been proposed to address the routing
instability problems in ad hoc networks. This section presents the discussion
and comparison of the proposed protocol enhancements with relative to their
baseline protocol. In particular, the evaluation examines the stability properties
of the proposed protocols in terms of their end-to-end session duration and
session outages. Unless otherwise speciﬁed, the results presented in this section
are adopted from multi-ﬂow scenarios in Chapter 5, 6 and 7.
Figure 8.1 depicts the stability performance of AODV (shown in blue), AODVOBR (shown in green) and AODV-ABT+DWS (shown in brown). The results
show that both AODV-OBR and AODV-ABT+DWS can improve stability of
AODV. In particular, AODV-ABT+DWS achieves longest uninterrupted session duration while retaining lowest number of session outages. On the other
hand, the OBR scheme marginally enhances the stability of AODV, but it adversely attracts additional session outages that is higher than using AODV.
This behaviour, as discussed in Chapter 5, is primarily due to the part of bandwidth has been allocated exclusively for routing. Under this condition, the data
channel is prone to network saturation, leading to the loss of data packets. As
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a result, the reactive nature of AODV will attempt to re-establish routes and
induce more session outages.
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Figure 8.1 Average Session Duration and Outages for AODV, AODV-OBR, and
AODV-ABT

Similarly, Figure 8.2 illustrates the stability performance of OLSR (shown in
blue), OLSR-OBR (shown in green) and OLSR-R3 (shown in brown). The
results also indicate that both OLSR-OBR and OLSR-R3 are capable of improving stability of OLSR. Since the routing packets are isolated from data
packets under OBR scheme, there will be less chance of routing failure due
to unexpected loss of routing packets. Thus, OLSR-OBR is shown to provide
longer uninterrupted session duration with relatively lower number of session
outages. However, OLSR-OBR tends to stuck in a static routing conﬁguration
and create network bottleneck as explained in Chapter 5. OLSR-R3 initially has
similar performance with OLSR-OBR under lower traﬃc load. The stability of
OLSR-R3 deteriorates as stations injects more packets into the network. The
reactive route repair component of OLSR-R3 provides instant routes which is
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shown to reduce number of route outages in OLSR.
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Figure 8.2 Average Session Duration and Outages for OLSR, OLSR-OBR, and
OLSR-R3

In summary, the routing instability problems are composed by complex interactions between routing and MAC protocols. This thesis presents three diﬀerent
approaches to examine this instability problems. The OBR scheme provides
some stability improvement in terms of delivering routing packet, but it reacts
diﬀerently for reactive and proactive routing protocols. Thus, it can not be a
comprehensive solution as shown in Figure 8.1 and 8.2. Alternatively, AODVABT+DWS and OLSR-R3 demonstrates that the stability of routes can also be
improved by considering the instability conditions in the existing protocol operation. All three proposed solution are shown to oﬀer more stable end-to-end
data paths than existing routing protocols.
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Future Work

Further research that may be conducted to extend the work encompassed within
this dissertation includes:

• Practical implementation of proposed solutions in an ad hoc network
testbed. The implementations can be tested with real-time applications,
such as video streaming or VoIP, to ensure these applications can be operational in a practical ad hoc network environment.
• A new analytical model to examine the impact of hidden and exposed terminal problems on the interaction between unicast and broadcast traﬃc.
• New routing metrics that account for routing instability. The new metric
should prevent rapid route changes and tolerate a small amount of packet
losses in order to achieve better stability of end-to-end routes.
• Further research to consider the impact of station mobility on the stability
of end-to-end routes. The new protocols should provide more robust and
eﬃcient mechanism to recover broken routes.
• A standardisation eﬀort to consider routing instability problems in the
upcoming ad hoc network standard. In particular, the emerging IEEE
802.11s standard for ad hoc and mesh networks does not account for
routing instability and is shown to suﬀer from routing instability problems
in a testbed study (see Appendix A for more detail).

Appendix

A

Practical Routing Performance Using
Mesh Testbed
A.1

Introduction

The routing instability problems pointed out in this thesis has been primarily
conducted through analytic and simulation-based studies. According to Kotz
et al. [108], the simulation and analytical studies provide a low cost method
of conducting large scale experiments in a controlled manner. However, there
is a growing concern on the simulations inevitably require simpliﬁcation and
approximation of the real-world environment. For example, it is challenging
to accurately model the RF channel in complex environments such as threedimensional spaces within buildings. This may lead to erroneous assumptions
that compromise the real-world performance of the protocol. Pawlikowski et al.
state that that “one cannot rely on the majority of the published results on performance evaluation studies of telecommunication networks based on stochastic
simulation, since they lack credibility” [109]. The existence of these shortcomings highlight the need for underlining routing problem to be tested on
real-world testbeds to prove its importance.
According to the surveys performed by Kiess et al. [110] and Kropﬀ et al. [111],
numerous test beds have been implemented worldwide for evaluating the per-
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formance of real-world ad hoc networks. For example, Lundgren et al. provide
a Linux distribution which can be installed on portable computers to rapidly
provide ad hoc network connectivity [112].
This chapter provides practical evaluation of routing protocols in wireless ad hoc
network testbed that consists of a number of self-contained and self-conﬁgured
nodes, called Portable Wireless Ad hoc Nodes (PWANs). These nodes are
based on a battery powered, Linux-based embedded system. These nodes are
conﬁgured with a variety of ad hoc routing protocols and provide a range of
convenient tools for network diagnostics, performance evaluation, data logging
and network wide conﬁguration, as well as a set of test applications to quantitatively evaluate link quality. The experimental results from a series of indoor
multi-hop networking tests are presented to highlight the existence of routing
instability problems in a real-world setting.
The chapter is structured as follows. Section A.2 presents an overview of routing protocols used for establishing multi-hop ad hoc routes. Section A.3 provides a detailed description of the PWAN nodes. Section A.4 describes the test
bed setup and details the scenarios used to investigate the performance of the
PWANs. Section A.5 presents testbed results and discusses its performance
over each scenario. Finally, Section A.6 presents the conclusions of the chapter.

A.2

Protocol Overview

This section presents an overview of three routing protocols used for this experiment, they are: Hybrid Wireless Mesh Protocol (HWMP), Optimised Link
State Routing (OLSR) and Better Approach To Mobile Ad hoc Networking
(B.A.T.M.A.N.).

A.2.1

Hybrid Wireless Mesh Protocol

HWMP is the default routing protocol in the draft IEEE 802.11s standard [33].
The most distinguishing feature of HWMP is that the routing table resides in
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the MAC layer instead of the network layer. This hides the complexity of the
path determination from the upper layers such that they see all all devices as a
single transmission away.
According to current draft (D4.0), HWMP combines the ﬂexibility of on-demand
(reactive) path selection with proactive topology tree extensions. The reactive
component is the foundation of HWMP and is based on the Ad-hoc On-demand
Distance Vector (AODV) protocol. However, the design was improved to include a radio-aware link metric to determine the best route instead of a simple
hop count and is known as Radio-Metric AODV (RM-AODV).
A tree-based proactive routing protocol is also available to HWMP. The proactive mode is applied when the mesh network is deﬁned with a mesh portal point
and serves as the root of the routing tree. The tree is built and maintained
through periodic announcements from the root. The proactive component is
designed to be an extension of the reactive operation, allowing both components operate concurrently. All HWMP modes of operation utilise common
processing rules and primitives such that the routing information can be shared
by both reactive and proactive operations.

A.2.2

Optimised Link State Routing

OLSR [19] uses a link-state algorithm to proactively determine the most eﬃcient path between nodes. The network is structured using dynamic Multi-Point
Relays (MPRs) that increase the network data throughput by creating an efﬁcient network routing scheme. This is achieved by selecting only a subset of
neighbouring nodes to relay data instead of every node acting as a relay. This
technique minimises the rebroadcasting contention and the number of control
packets required to establish a routing table. MPRs are elected such that every
node can communicate with a MPR within one hop. The localised network
information is shared between MPRs to maintain network-wide routing paths.
This allows every MPR to have a complete routing table while simultaneously
minimising the number of topology control messages.
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Better Approach To Mobile Ad hoc Networking

B.A.T.M.A.N. [113] is a proactive routing protocol that oﬀers a fundamentally
diﬀerent approach to route selection where the routing decision is not made upon
state or topology information from other nodes. Instead, it utilises statistical
and collective intelligence to determine best possible path.
In B.A.T.M.A.N., every node periodically sends out broadcast messages known
as originator messages (OGMs) to inform its neighbours of its existence. The
neighbours then relay this information to their own neighbours until every node
has received it at least once, or the packet is lost, or the packet is expired.
Upon reception of OGM, the node logs the local neighbour that relayed the
message. By using this information, B.A.T.M.A.N. statistically can determine
and maintain a table of local neighbours towards every originator in the network.
The advantages of B.A.T.M.A.N. are that the protocol accounts for unreliable
nature of wireless networks and the algorithm is signiﬁcantly less complex than
link-state calculations.

A.3

System Design

The aim of this experimental study is to investigate the performance of multihop ad hoc networks in indoor scenarios. A number of Portable Wireless Ad
hoc Nodes (PWANs) were developed to facilitate this test. The PWAN architecture is based on the Wireless Router Application Platform (WRAP) from
PCEngines as shown in Figure A.1(a). The WRAP used provides a highly
ﬂexible node base that includes two Ethernet interfaces, two mini-PCI slots,
a compact ﬂash memory socket and a serial port. The AMD Geode CPU is
appropriate for portable, battery powered applications and the entire WRAP
consumes approximately 5W under load.
The PWAN operates using SAND OS, our custom Linux installation based on
Debian Linux, which runs from the Compact Flash memory. SAND OS provides
the ﬂexibility to install Linux drivers and applications into the Linux kernel. A
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(b) PWAN Prototype

Figure A.1 Portable Wireless Ad hoc Nodes (PWAN)

variety of wireless network interfaces are available for the mini-PCI platform.
The PWAN has been tested using WiFi IEEE 802.11a/b/g network interfaces
available from Ubiquiti, EnGenius and Wistron Neweb. Each of these interfaces
uses an Atheros or a Broadcom chipset.
A custom weather-proof enclosure was developed to house the PWAN. Each
PWAN contains a 12V 7.2Ah sealed lead-acid battery that enables it to be used
without mains power for up to ten hours and allows the node to be deployed in
locations without access to a mains power supply. This battery may be charged
by connecting an external 12V DC power supply to the PWAN. The node has
also been conﬁgured to be powered or recharged using a Power Over Ethernet
(PoE) supply to minimise the number of external connections required. Figure
A.1(b) illustrates the PWAN prototype device.
PWAN oﬀers wide ranges of network applications over multi-hop ad hoc networks. We developed a modiﬁed PWAN prototype that could be used to investigate the performance of Voice over Internet Protocol (VoIP) over a multihop ad hoc network. Two options were considered when designing this system:
ﬁrstly, a purely software-based VoIP implementation known as a softphone; and
secondly, a dedicated VoIP hardware platform. Employing a softphone would
require each device to carry a display or to be operated using a laptop and this
would signiﬁcantly reduce the ﬂexibility and convenience of the PWAN. The
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(b) PWAN with VoIP Prototype

Figure A.2 Portable Wireless Ad hoc Nodes (PWAN) with Voice over IP

second option of incorporating a VoIP board into the existing PWAN architecture would allow voice calls to be made via the interface of an analogue handset
telephone. The latter was a simpler, more cost-eﬀective and more elegant solution.
A VoIP board was integrated into a number of PWAN devices as shown in
Figure A.2(a). The VoIP board chosen for our setup was the ZyXEL Prestige
2002. This allows VoIP connections to be established in either a peer-to-peer
manner or connected to a server over the Internet. It also provides an analogue
telephone interface to greatly increase the PWANs ﬂexibility as a VoIP device.
The VoIP cards were conﬁgured to make peer-to-peer calls and were interfaced
with the WRAP board using an Ethernet connection as shown in Figure A.2(b).
Together with appropriate routing protocols, the WRAP boards acted as a
gateway for the VoIP platform to establish voice calls over a multi-hop ad hoc
network.
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Experiment Conﬁguration

The routing protocols were evaluated in an indoor environment using PWANs
described earlier. The network consisted of six mesh nodes distributed in a
number of oﬃces as shown in Figure A.3. The nodes were placed to oﬀer
parallel communication links between the source and destination. All nodes
were equipped with a Broadcom BMC4306 card using IEEE 802.11b with a ﬁxed
bit rate of 11Mbps. The transmission power was reduced to 10dBm to enforce
the multi-hop conﬁguration in a small area where each data ﬂow traversed a
minimum of three hops between source to destination.

Figure A.3 Experiment topology in indoor environment

A Linux 2.6.30.1 kernel was used to compile and run the routing protocols.
B.A.T.M.A.N. version 0.3.1 [113] and olsrd v0.5.6-r4 [114] were the choices of
protocol implementations, while HWMP was included in the open80211s module
of the Linux 2.6.30.1 kernel. All protocols used the default parameter values
speciﬁed by the developers.
Two test scenarios were set up to investigate the diﬀerent performance aspects
of each protocol. The ﬁrst test incrementally increased the network throughput
to determine the maximum average bandwidth. The bandwidth was measured
using iperf to send a deﬁned UDP load from source to destination for a period
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of 15 minutes. The second test scenario evaluated the protocol eﬃciency by
measuring the Round Trip Delay (RTD) and Packet Delivery Ratio (PDR) in a
lightly loaded network. This test used fping to send ICMP packets at rate of 10
packets per second over a 10 minute period. Each test was repeated on at least
three separate occasions to provide a “fair” sample of environmental inﬂuences
and the averaged result is presented.

A.5

Experiment Results

This section presents and discusses the experimental results obtained. The maximum throughput of HWMP is signiﬁcantly less than OLSR or B.A.T.M.A.N.
in a multi-hop network. While the three protocols have approximately the
same throughput for a 128kbps to 512kbps load, the performance of HWMP
decreases as the load increases such that it has half the maximum bandwidth
of the other protocols. This behaviour is shown in Figure A.4 and highlights a
strong correlation between routing performance and oﬀered loads. OLSR had
the least consistent performance as indicated by the 95% conﬁdence interval
error bars in Figure A.4 as OLSR experiences sudden throughput drop due to
loss of routing packets. This experiment also shows that B.A.T.M.A.N. has the
highest maximum throughput despite not having a predetermined transmission
path.
The low maximum throughput of HWMP is partially explained by the high
number of transmission outages for loads at 1Mbps and higher. This has shown
that HWMP has nearly an order of magnitude more outages than OLSR at high
load and nearly two orders of magnitude more than B.A.T.M.A.N. as shown in
Table A.1. The high outage rate of HWMP is due to the reactive route selection.
This process is based on RM-AODV which has been designed to drop a route if
a transmission fails and to select a new route. The probability of contention at a
relay increases as the load increases and results in the protocol toggling between
alternate routes. This “route ﬂipping” reduces the transmission eﬃciency and
hence limits the maximum throughput.
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Figure A.4 Network throughput vs. the oﬀered load

OLSR maintains routing tables through periodic broadcast of routing packets
and it requires a number update cycles in order to recover broken routes. Hence,
as shown in Table A.1, OLSR experiences has lower outage rate, but takes longer
to recover the routes. Finally, B.A.T.M.A.N. has the lowest transmission outage
rate and the lowest outage duration.
The second experiment shows that HWMP has the slowest round trip delay
(RTD) of the three protocols. HWMP is more than 20% slower than OLSR or
B.A.T.M.A.N. as shown in Table A.2. This poor result is also due to the delay
induced by the reactive routing protocol unnecessarily discovering a new route
when a single packet is lost. This experiment also showed that HWMP had
a signiﬁcantly higher packet delivery ratio (PDR) than OLSR although it was
still outperformed by B.A.T.M.A.N.. This is also shown in Table A.2. These
results show that HWMP is more stable than OLSR at the cost of latency, while
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128K
256K
512K
1M
2M
5M

HWMP
Outages
Dur.
(/15mins)
(s)
3
2.67 s
(±2)
(±1.2)
3.67
3.33 s
(±7.6)
(±1.2)
9
3.04 s
(±7.2)
(±1.2)
52.67
4.04 s
(±1.2)
(±0.6)
51
6.28 s
(±23)
(±2)
51.67
5.64 s
(±18)
(±2.6)

OLSR
Outages
Dur.
(/15mins)
(s)
3
2.55 s
(±5.3)
(±4.6)
3.33
3.31 s
(±3)
(±4.3)
3.67
1.96 s
(±2.3)
(±1.7)
2.67
2.13 s
(±5)
(±4)
8.33
6.75 s
(±8.5)
(±7.6)
7
11.01 s
(±10)
(±8.7)

B.A.T.M.A.N.
Outages
Dur.
(/15mins)
(s)
0.33
7.67 s
(±1.2)
(±27)
0.33
0.33 s
(±1.2)
(±1.2)
1
1.33 s
(±3.5)
(±4.6)
0.33
0.67 s
(±1.6)
(±2.3)
0.33
0.33 s
(±1.2)
(±1.2)
0.67
1s
(±1.2)
(±2)

Table A.1 Number of Path Outage & Path Convergence Time from iperf test

HWMP
RTD
PDR
(s)
(%)
7.27 ms 94.46%
(±0.42)
(±5)

OLSR
RTD
PDR
(s)
(%)
5.92 ms 89.37%
(±0.97) (±16.3)

B.A.T.M.A.N.
RTD
PDR
(s)
(%)
5.93 ms 95.92%
(±0.31) (±3.21)

Table A.2 Round Trip Delay and Packet Delivery Ratio From fping test

it falls behind B.A.T.M.A.N. on both accounts.

A.6

Conclusion

This chapter presents a comparison of practical implementations of three diﬀerent routing protocols - HWMP, OLSR, and B.A.T.M.A.N., using a real-world
testbed. The experimental results show that the open80211s implementation
of HWMP works in a multi-hop environment but does not perform as well as
existing network layer routing protocols. The experiments show that HWMP
path selection becomes unstable as network congestion increases and this leads
to a high outage rate. The bandwidth of HWMP is consequently lower than
either OLSR or B.A.T.M.A.N. in a multi-hop environment. Similarly, the average round trip delay is longer than the other protocols due to HWMP dropping
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the routing table when a packet is lost and forcing a route rediscovery.
This chapter highlights that the standardised routing protocols (i.e. HWMP
and OLSR) do not consider the impact of network congestion, consequently
suﬀer from erratic routing behaviours. This result is aligned with research conducted in this dissertation. A further research can be conducted to implement
proposed solutions and verify their capability in rectifying routing instability
problems.
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