In this paper, the issue of the identification of constitutive parameters of the Anand visco-plastic model is addressed using the Virtual Fields Method (VFM) in an infinitesimal deformation framework. By using VFM, one can take advantage of heterogeneous strain fields obtained by full-field experimental techniques, such as Digital Image Correlation (DIC). Since a wide range of strains and strain rates are sampled in a typical heterogeneous strain field, the number of experiments required to reliably estimate constitutive parameters, especially of rate-dependent materials, is significantly smaller than that needed if conventional experiments (such as uniaxial tension or pure shear configurations) leading to nominally homogeneous strain states were used. However, for such an approach to be successful, the test configuration and loading program should be such that all the constitutive parameters play a significant role (are 'activated') in the resulting strain fields.
class of constitutive models is based on the fact that the intricate physics of plastic deformation is 21 assumed to be captured by only a few internal variables (8; 9; 10), which are named 'hardness',
22
'average dislocation density' and 'deformation resistance' in Bodner-Partom (8), Estrin-Mecking 23 (9) and Anand (10; 16) constitutive models respectively. Typically, the internal variables are chosen 24 to be scalars for modeling initially isotropic materials and the evolution of these variables are also 25 specified as part of the constitutive model. A review on the historical use of internal variables in 26 modeling inelasticity is given by Horstemeyer and Bammann (17) .
27
Apart from modeling hot working of metals, one of the commercially important problems that 28 visco-plastic models address is the deformation of solders, which are widely used to provide me-29 chanical or electromechanical connectivity in microelectronics and other branches of engineering.
30
Various rate-dependent constitutive models have been proposed in the literature to describe such visco-plastic model is pre-built in many commercial finite-element softwares including Abaqus TM ,
34
Ansys TM and Adina TM makes it easier to perform finite-element analysis using this model. cently, the original Anand model (10; 16) has been modified to better describe the behavior of 36 solder joints (24; 25; 26) and conventional characterization techniques have been used to obtain 37 material parameters.
38
Conventional material characterization relies on experiments which yield nominally homoge-39 neous strain and stress states from which material parameters are obtained through curve fitting.
40
For instance, Kowalewski et al. (27) performed creep tests on an Al alloy at 150 • C at various stress 41 levels and defined a cost function based on the sum of squared differences between experimental 42 and fitted strain-time curves:
where ε f and ε exp correspond to fitted and experimentally computed strains respectively, W i are 44 weighting factors, t f and t exp correspond to predicted and experimental lifetimes, and N t and N e 45 refer to the number of creep curves and the number of points per curve respectively. This cost func- incur high computational expense due to the large number of finite-element analyses required.
87
Of late, VFM has been receiving increased attention due to the direct nature of material parame-
88
ter estimation used herein. VFM is derived from the principle of virtual work, which is a statement 
where t t t represents the actual traction at the boundary of the considered volume, u u u * represents been previously applied to non-linear material characterization, see (61) for instance, to the best of the authors' knowledge, this is the first application of the VFM to an inelastic model with more than 
whereε p is the equivalent plastic strain rate, A is a pre-exponential factor, Q is the activation energy, R is the universal gas constant, ξ is a multiplier of stress, θ is temperature and q is the von Mises 159 stress. The flow equation is complemented by an evolution equation for the internal variable s:
where h 0 represents hardening, a represents strain rate sensitivity of hardening and s * represents a 161 saturation value of deformation resistance at a given strain rateε p and temperature θ given by
where, n represents the strain rate sensitivity of deformation resistance ands is a material parameter.
163
The signum term is added to accommodate for situations when s > s * , e.g. during rapid reduction 164 in strain-rate or rapid rise in temperature and this term also models strain softening situations.
165
However, for general loading situations in which such rapid strain-rate or temperature changes are 166 not encountered, it can be assumed that s ≤ s * in the Anand model.
167
In the present work, the focus is on isothermal deformation, therefore it is not possible to 168 obtain material parameters Q and A separately, instead they are combined and retrieved as a single
, it can be seen that when plastic flow is fully established
170
(ε ≈ε p ), the applied stress is directly proportional to s:
This approximation has been used previously to identify the Anand model parameters (16 Table 2 : Normal-stress to shear-stress ratios ranging from pure normal stress to simple shear are chosen in the finite-element simulation and the virtual fields, u * 1 and u * 2 are chosen so as to include all non-zero stress components in the computation of internal virtual work. X 2 is an independent variable varying from 0 to 5 mm.
As this one-element analysis is stress controlled, the external virtual work is calculated straight- 
where the thickness is again assumed to be unity and A e is the area of the element. In order to this integration scheme will be required to implement the VFM for actual kinematic measurements 217 and therefore, it is developed and used for the one-element case as well.
218
Figure 2: Loading profiles for all test cases include a monotonic loading region as well as creep region.
Once the stresses are computed, the internal virtual work of Eqn. (8) is calculated for each 219 time step considered and a cost function φ 1 is defined as the normalized sum of squared differences 220 between the internal and external virtual work over all time steps:
where N t represents the number of time steps. One expects that the true material parameter vector 222 p p p tr renders the difference between the internal and external work minimal; therefore, the objective 223 is to find the true set of material parameters p p p tr by minimizing φ 1 with respect to p p p:
The cost function φ 1 is minimized using the Matlab built-in function fminsearch (based on the
225
Nelder-Mead algorithm) for all the loading scenarios. The chosen guess parameter set converges to 226 the true set for every profile, suggesting that any profile (Table 2) can be used for model parameter 
is computed for each loading case, the normalization factor chosen to be the same so that relative 240 sensitivities can be unambiguously compared and the smallest φ i j is unity. The φ i j for simple shear 241 at a strain rate of 2 × 10 −4 s −1 ( Table 3 ) strongly suggests that φ 1 is not very sensitive to the pa- The variation in sensitivities with changes in strain-rates (from 10 −5 s −1 to 10 −1 s −1 ) is also 247 studied for the simple-shear loading case A. The normalized sensitivity matrix (Table 5) for this   248 loading at a strain rate of 10 −1 s −1 is similar to that at a strain rate of 2 × 10 −4 s −1 (Table 3) but   249 with more balanced sensitivities with respect to material parameterss, m and ξ .
250
In order to compare normalized sensitivity matrices across different loading cases, the sensitiv- Table 3 : The normalized sensitivity matrix for simple-shear loading case A shows that φ 1 is not sensitive to parameters h 0 , n, C and s 0 (italics) but very sensitive to parameters m, ξ ands (bold).
formation resistance, s * (Eqn. 5), which dictates the value of deformation resistance and hence Table 4 : The normalized sensitivity matrix for loading case D also shows that φ 1 is not sensitive to parameters h 0 , n, C and s 0 (italics) but very sensitive to parameters m, ξ ands (bold).
element study shows that the cost function does not depend significantly on the stress ratio, this 277 configuration is as well suited as any other for the purpose of material parameter identification.
278
However, it has two distinct advantages: it ensures heterogeneity in the strain field (65) and can be Table 5 : The normalized sensitivity matrix for simple-shear loading case A at a higher strain rate of 10 −1 s −1 is similar to that at a strain rate of 2 × 10 −4 s −1 (Tables 3 and 4 ) but with higher sensitivity to n and balanced sensitivities fors, m and ξ . Material parameters (s, m and ξ ) which significantly influence φ 1 are indicated by bold font whereas the least influential parameters (C, h 0 and s 0 ) are indicated by italics.
Numerical results and discussion

293
A finite-element model of the optimized test configuration (Fig. 8 ) was built and a displacement 294 controlled simulation was performed. The global shear strain was limited to 5% to enable the use 295 of the infinitesimal deformation VFM formulation with negligible error in this preliminary study.
296
After a mesh convergence study, the model was discretized into 4582 elements, of which 1600 were 297 in the solder joint, which is the region of interest. As the primary interest was to obtain the Anand 298 model parameters, the elastic material parameters (E = 48 GPa and ν = 0.36) were assumed to be 299 known.
300
The focus was to identify a loading profile which leads to well-posedness of the inverse prob-301 lem, indicated through the convergence of the gradient based minimization routine to the true ma-
302
terial parameter set independent of initial parameter values. Therefore, in this preliminary study,
303
three different loading profiles were tested (Fig. 9) , viz., monotonic shear loading, I; shear load- the region of interest is shown in Fig. 11 ; the monotonic profile I yields strain-rates in the range tions is smaller than these since the regions with smaller strain rates also have low strains and will 314 therefore contribute little to the VFM integrals.
315
Figure 9: Applied shear strain variation: loading profile I corresponds to monotonic loading; II to two applied strain rates with relaxation and III corresponds to 4 applied strain rates with relaxation in between; all the loading profiles reach 5% global shear strain at the end. deformation cases will be pursued in future work. As shown in Fig. 12 , the strain components E 11 ,
321
E 22 and E 12 show concentrations at the corners of the joint, which is a point of singularity that 
330
The region of interest is divided into Z = 40 horizontal slices of equal length
3/40 mm and the virtual field for any i th slice is chosen as simple shear:
The cost function is chosen so that the squared deviation between the external and internal virtual 336 work over every i th horizontal slice of the solder and at every time step is included (61). The cost 337 function is then normalized so that equal weights are assigned at every time step irrespective of the 338 magnitude of load.
where P(t j ) represents the resulting load at j th time step and t refer to the unit thickness of the test configuration. Thus, virtual normal strains are zero, leading to zero internal virtual work from these components. The only non-zero internal virtual work contribution comes from σ 12 , which does not 342 contain high stress gradients over the field of view. are distinctly different (Fig. 15) as the evolution of equivalent plastic strain ratesε p are different
348
for the same applied global strain rate.
349
The cost function φ (Eqn. 11) is minimized for all the three loading profiles, I, II and III 350 using the stresses computed from the kinematic fields and a suitable guess for the set of material 351 parameters. As discussed in Section 2, at the outset, ξ is set to be equal to 7, which leaves 7 material 352 parameters to be obtained by the optimization procedure. Since φ is non-quadratic, the influence of Figure 15: Deformation resistance s (top) is heterogeneous. s increases much more rapidly at P compared to Q due to the larger magnitudes ofε p at P than at Q, where all strain components are very small (Fig. 12) .
the initial guess on the solution must be studied. This is done by using a set of 12 different initial guesses obtained via Latin Hypercube sampling 2 (73) of the 7-dimensional parameter space.
355
As done in Section 3, the optimization is first attempted using the Matlab built-in function 356 fminsearch. However, it is not straightforward to handle upper and lower bounds on this function.
357
Therefore, a gradient-based method, fmincon, with the interior point algorithm is used to minimize integrals, it is also seen that some of the initial guesses (e.g., the 2 nd , 5 th , 6 th , 7 th , 9 th , 11 th and 12 th and a) that were identified by the one-element study as having a strong influence on φ as well as 379 2 Latin hypercube sampling is a technique of generating random sample sets in a higher dimensional parameter space. The randomness should obey the following restriction: if N sample sets are to be generated in M−dimensional parameter space, then the range of each parameter is divided into N equally spaced intervals and the N samples are then chosen so that every interval is represented by a sample and is non-repeating among different samples in the particular parameter space. For instance, in a 2-dimensional space, if equally spaced intervals are represented by columns and the sample sets by rows, then a sample is present in every column and row.
those (h 0 , n, C and s 0 ) that were identified as not, are seen to be sensitive to the initial guess. This dependence on initial guess is not surprising considering that a gradient based optimization scheme 381 is used. For every initial guess and loading profile, each computed parameter is normalized by its 382 true value and trends are analyzed with respect to the loading profile. It is also observed from box 383 plots 3 (Fig. 17) , that all three profiles yield parameters with significant variability. the other parameters too due to the use of a gradient based optimization algorithm.
393
In order to confirm this hypothesis, a second set of optimizations was carried out after fixing 
For this cost function φ 1 , the influence of the loading profile becomes much stronger when the pa- The same initial guess is provided to I, II and III loading profiles while C and s 0 are kept fixed at their true values, but using cost function φ 1 instead of φ (see Fig. 19 ). The converged material parameters for all the cases indicates that loading profile III converges to the true set for all 12 initial guess sets while II converges in 10 out of 12 guess sets; while non-uniqueness is observed for loading profile I. is quite plausible that differences in microstructure in the test specimens is a prominent factor.
436
Additionally, since the constitutive equation is highly nonlinear, the issue of uniqueness discussed 437 in the present study may also be expected to be an important contributor to this discrepancy. Each 438 of these cited studies appears to arrive at an optimal value of the material parameters, but due to the 439 lack of uniqueness, each set of parameters produces a significantly different macroscopic response. that the VFM cost-function is not sensitive to the loading direction.
462
• The single-element study also shows that the cost function is sensitive tos, m, a and ξ , but 463 not so sensitive to parameters h 0 , s 0 , C or n.
464
• Due to the form of the Anand model constitutive equations, one can obtain the four parame-
465
terss, h 0 , h 0 and ξ to only within a multiplicative constant.
466
• The formulation of the cost function to be minimized plays an important role in the inverse 
474
• In order to obtain material parameters from a gradient based optimization technique, the cost 475 function should be formulated such that it is almost equally sensitive to all the parameters.
476
As the functional form of a constitutive model directly affects this issue, care needs to be 477 exercised during the development of the constitutive model.
478
• More complicated loading profiles with stress jumps, multiple strain rates, cyclic loading, etc. are likely to reduce non-uniqueness in the computed parameters.
480
• The gradient-based optimization scheme employed may be substituted by a global optimiza- and θ is the temperature. The evolution equation for the Cauchy stress is given through
where σ σ σ ∇ is the Jaumann derivative of the Cauchy stress σ σ σ , L is the elasticity tensor, D is the rate
496
of deformation tensor and D p is the plastic part of D. The flow rule is given by
where σ σ σ is the deviatoric part of the Cauchy stress,ε p = f(q, θ , s) > 0 is the equivalent plastic strain 498 rate, i.e., a function of von-Mises stress q, internal variable s and temperature θ . The evolution of 499 s is given by
During finite deformations, material frame-indifference restricts the form of constitutive model 501 so that no stress increment is measured by a co-rotational observer for pure rotation. Since the 502 basis also spins along with the material, the rotation tensor, Q(ζ ) used to ensure material frame-503 indifference is to be found through the solution of the initial value problem (79)
with the initial conditions Q(t) = I and W(ζ ) represents a spin tensor at time ζ . Using Q(ζ ), Lush 
From Eqns. (16) and (17),
It is assumed that the field values (σ σ σ k , s k ) at time t k are known and the objective is to determine the 
where σ σ σ k+1 * =σ σ σ k + L [δ E] is the trial Cauchy stress, withσ σ σ k = Q k+1 σ σ σ k (Q k+1 ) T representing 515 the co-rotational Cauchy stress at time t k , q k+1 * denotes the trial equivalent stress, while δ E = 516 Q k+1 t k+1 t kD dt (Q k+1 ) T . Taking the deviatoric part of Eqn. (21) and using the fact that the incremental plastic strain direction is along the deviatoric stress tensor, i.e., perpendicular to the yield surface, one obtains 519 q k+1 = q k+1 * − 3µδt ε p k+1 (23)
Thus, the problem reduces to solving for s k+1 and q k+1 from the pair of scalar equations (22-23).
520
The radial-return factor is then obtained as 
The pseudo-code of the stress-updating algorithm for the Anand model modified for plane stress 527 situations is shown in Algorithm 1.
528
input : Logarithmic strain at k and k + 1 increments E k , E k+1 ; Cauchy stress σ σ σ k , deformation gradient F k+1 , material parameters p p p, plane stress tolerance β , no. of elements N e , trial out-of-plane elastic strain (E * ) e 33 = 0 output: kinetic field at increment k + 1 Trial incremental stress, δ σ σ σ k+1 * = λ tr(E k+1 − E k )I + 2µ(E k+1 − E k ) for i ← 1 to N e do while σ k+1 33 ≥ β do Relative deformation gradient, F r k+1 = F k+1 (F k ) −1 ;
Cauchy-Green left stretching tensor, V r k+1 = F r k+1 F r k+1 T ;
Incremental rotation, Q k+1 = V r k+1 F r k+1 −1 ;
Co-rotational Cauchy stress,σ σ σ k = Q k+1 σ σ σ k Q k+1 T ;
Trial Cauchy stress, σ σ σ k+1 * =σ σ σ k + δ σ σ σ k+1 * ; Co-rotational logarithmic strain,Ẽ k+1 = Q k+1 E k Q k+1 T + E k+1 − E k ; Trial deviatoric stress, σ σ σ * * * 
