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ンとして，具体的なデータ由来の質問の分類 2種 (Question Word Pattern 10/200)と，理論











は，もっとも具体的な質問パターンである，Question Word Pattern 200のみであった．従っ
て，質問の答えに相当するほどに有効な質問パターンは，少なくともQuestion Word Pattern










































































































































































































したがって答えは常に文章中のスパンとして与えられる．評価指標には Exact Match (EM)
と,より柔軟な評価指標である F1 scoreの 2つが用いられる. EMは抜き出した回答推測が
真の答えと寸分違わず一致する場合についての評価であるのに対し, F1 score は回答推測
と真の答えが部分的に一致している場合も考慮に入れた評価である. 人間による回答結果
は EMスコアが 82.304, F1スコアが 91.221であった. 2016年に公開されて以降現在に至る
までそのベストスコアが更新され続け，2018年に人間のスコアを上回るモデルが公開され


























English Wikipediaやニュース記事 (CNN/Daily Mail) Website，子供用文学，中高生用理科
のテスト など 7つの異なるドメインから取得した文章が含まれている．回答形式が自由
記述形式であることから，SQuADとは異なり，YES/NO回答や，「答えはわからない」と
回答するような質問応答が含まれている．また， [19] は SQuADと比べ，文章の長さが
CoQAの方が長いこと，一方質問の単語数はCoQAの方が短いことを指摘している．評価
指標は 2.1.1 における F1スコアのみを用いて評価する．また，文章の 7つのドメインの
うち 2つはテストセットにしか含まれず，学習用データにも含まれるドメインによる評価
（in-dmain）と，テストセットにしか含まれないドメインデータによる評価（out-of-dmain），
















図 2.2: CoQAにおける文章,質問,回答例 (出典 [2])
c，参照文の長さを rとした場合の n-gram比較における算出式を以下に示す．




BrevityPenalty : BP =
{
1 (c > r)







i生成文 iと参照文 iで一致した n− gram数∑

























































































現在の (i番目の) QAターンにおける対話型質問 Q¯iの生成は，次のように定式化する．




対話履歴を示し，以下のように定式化される．Hi = ((Q1, A1), · · · , (Qi−1, Ai−1)). Ai は生
成する質問 Q¯iに対応する答えを表す．
3.2.1 質問焦点推定
質問焦点 Fiは，対応する文章 P の一部分として配置できると仮定する．これは，生成
される質問の回答がこの文章領域で見つかることを意味する．質問焦点の推定は，Ncで分







化し，各質問パターン Tiは，質問パターンセット TQ = {T1、· · ·、TNT }で定義された要素
として示す．質問パターンセットとして，分類方法および粒度の異なる 4種 (Question word




Eq. 3.1で定式化された対話型質問の生成は，推定された質問焦点 Fi と識別された質問
パターン Ti を組み込むことにより，以下のようにさらに条件付けることができる．
Q¯i = arg max
Qi
Prob(Qi|P,Hi, Fi, Ti) (3.2)
この工程では、従来の LSTMを用いたエンコーダーデコーダーモデル [6]を採用している．
3.3 モデルの詳細説明
ここでは，提案モデルの 3つの構成要素 (1)質問焦点推定, (2)質問パターン同定,および
(3)質問表層生成について詳しく説明する．
以下の説明では，現在のタイムステップが t = iであると仮定する．質問生成システム
全体への入力は，対象の文章 P と，現時刻の対話履歴 Hiである．
文章 P は、一連のNcチャンク (P1, · · · , PNC )に分割される．i番目のQAターン対話履
歴Hiは， Hi = ((Q1, A1), · · · , (Qi−1, Ai−1))として定義され，セパレータで区切られた質
問と答えの単語列として以下のように実装する．ただし，以後 Hi = (wHi1 · · ·wHin )と略し
て使用する．Hi = (· · · , wtq1 · · ·wtq|Q| , 〈sep〉 , wta1 , · · · , wta|A| , · · · ).
i番目のQAターンの質問焦点 Fiは 1チャンクとして推定される．したがって，Fiはm
個の単語列であり，次のように表される: Fi = (wF1 , · · · , wFm)
生成される質問に対応する質問パターン Tiは，言語表現の事前定義セット TQから選択




質問焦点推定モデルの図を図 3.2に示す．これは，embedding layer, contextual layers, at-
tention layer, modeling layer, and output layerから構成される．
図 3.2: 質問焦点推定モデル
embedding layerは，文章に含まれるチャンクPcをベクトル列に変換する．Epc = (epc1 · · · epcm) ∈
Rm×d epci は，Epcに含まれる i番目の単語の d-次元ベクトルを表す．contextual layerは，2つ
の Bi-GRUを使用して実装され，1つは文章チャンク用，もう1つは対話履歴用である．チャ
ンクPcの contextual layerへの入力は，Epcと fQFi−1の連結であり，後者のベクトル fQFi−1は、
前のタイムステップ (t = i−1)で質問の焦点を指定する役割を果たしている．現在の対話履
歴EHiの単語ベクトル表現も contextual layerに送られる．attention Layerでは，対話履歴か
































ンクの文脈表現間の相互作用を捕捉する．結果として得られるM ci ∈ Rm×2∗v，(c = 1...NC)
はコン文章全体と対話履歴に関連する単語の文脈情報が含まれていることを期待する．







[EFi ;fNEFi ]と表現される．これは，元の質問焦点EFiが固有名詞タグ fNEFi ∈ Rm×18によっ
て拡張された表現である．固有名詞タグとして， spaCy 1における 18種類を用いた．
attention layer と modeling layer によって得られた，質問焦点と対話履歴の文脈表現は



























まず, 今回独自に作成，使用する Question word pattern10 および Question word pattern
200について説明する．これらは最も具体的な質問パターンであると言える．次に. Answer
Classという質問パターンを説明し，最後に Question Conceptual Classについて説明する．
これらは質問応答のために作成された質問の分類手法であり，前者は質問の答えに注目し
た分類方法，後者は質問の概念的な内容に注目した分類手法である．
4.1 Question Word Pattern 10/200（クラス数: 11/201）
この質問パターンは，質問に頻出する単語に注目した分類である．頻出する単語とは，





頭から 1-gram, 2-gram, 3-gram,多い方から 200番目までの 200クラスの分類である．実際
には，UNKOWNクラスも含めた 201クラスとなる．これを Question Word Pattern 200と
名付ける．具体的なパターンとその数および頻度を表 4.1に示す．
もう 1つは，先頭から 1-gram，多い方から 10番目までを取り出した 11クラスの分類で
21
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ある．これを Question Word Pattern 10 とする．後述する質問間の依存関係を考慮しない
場合の学習時には一部のデータがサンプルに偏らないよう，サンプルの最大数がそれぞれ
5000, 500となるように調節して学習を行った．
表 4.1: Question Word Pattern 200の具体例，データ数と学習時に使用した数
Pattern Raw count train data
what 32098 500
who 15692 500
· · · · · · · · ·
what did 5636 500
what did he 1801 500
· · · · · · · · ·
UNKOWN 2898 500
4.2 Answer Class（クラス数: 6）




は上位 6クラス (ABBREV, ENTITY, DESCRIPTION, HUMAN, LOCATION, NUMERIC)を
質問パターンセットとして用い，以降 Answer Classと呼ぶ．上位 6クラスおよび下位 40ク
ラスを図 4.1に示す
図 4.1: Answer Classの説明
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タセットからランダムに取り出した 100個の質問に対し Answer Classのラベル付けをした．
これを CoQAの質問分類テストセットとして用いた結果，CoQAに対するこの識別器の精
度は 70.6% であった．CoQA データセット中の Answer Class の各クラス数および頻度を
表 4.2に示す．なお，依存関係を考慮しない場合の質問パターン学習時にはサンプルの最
大数を 5000として学習を行った．
表 4.2: Answer Class実際の数と学習時に使用した数







4.3 Question Conceptual Class（クラス数: 7）
この質問パターンは，Lehnert [23]によって定義された，質問の概念的な内容に注目した
分類である．表 4.3に具体的なクラスとその説明を示す．
Krishna & Iyyer [24]がCoQAを含む3つの質問応答データセット（CoQA，QuAC，SQuAD）











表 4.3: Question Conceptual Classの説明
Conceptual Class Question Ask for... Sample Templates
specific concept completion fill in the blank information Where/When/Who
general concept completion
verification Yes-No answers first words is VERB
causal
the reason for occurrence of





instrumental a procedure/mechanism How question with VERB
quantification an amount How many/long...
表 4.4: Question Conceptual Class実際の数と学習時に使用した数
Pattern Raw count train data (%)
specific concept completion 16666 5000

















具体例を図 5.1 に示す．図には上部の文章に関連する質問応答対話が 1ターン目から 6
ターン目まで表示されている．このうち，2ターン目の質問 ”Where?”はその直前（1ター
ン目）の質問応答 （”What are the candidates running for?”，”Governor” ) を受けて，答え
の ”Governor”に関してどこの知事なのかという，補足情報を得るために発生していること
がわかる．また，同様に 4ターン目の質問 ”Who is his opponent?” および 5ターン目の質
問 ”What party does he belong to?”はどちらも，3ターン目の答え，民主党の候補者である
”Terry McAuliffe”に関連する情報を獲得するために発生している．これら 2, 4,5ターン目
の質問のような，前の質問に起因して発生した質問を，前時刻の対話との間に関係のある
質問とする．





















































長くなり生成は困難になる．Nc = 5, 10の場合でそれぞれ予備実験を行った結果，最終的






















表 6.1: 質問焦点のみを使用した質問生成結果 BLEUスコア
入力テキスト 精度 [%] B1 B2 B3 B4
文章全体 - 30.19 12.85 0.32 0.13
ランダム 20 33.83 16.08 0.59 0.13
推定した質問焦点 57.88 34.72 17.88 0.70 0.17











表 6.2: 真値の質問フォーカス，質問パターンを使用した質問生成結果 BLEUスコア
パターン クラス数 B1 B2 B3 B4
Question Word Pattern 200 201 56.22 38.84 18.69 7.10
Question Word Pattern 10 11 34.49 7.82 2.53 1.00
Li’s Answer Class 6 25.33 2.73 0.736 0.301
Question Conceptual Class 7 24.03 3.13 0.750 0.318









果である．表 6.3および表 6.4の Question Word Pattern 200の行がNAとなっている．これ













Pattern 200およびQuestion Conceptual Class以外の 2つの質問パターンで，前時刻に依存











表 6.3: 推定した質問焦点，質問パターンを使用した質問生成結果 BLEUスコア
パターン B1 B2 B3 B4
Question Word Pattern 200 NA NA NA NA
Question Word Pattern 10 24.652 1.980 0.451 0.363
Question Conceptual Class 20.583 2.560 0.526 0.257
Answer Class 26.004 1.885 0.550 0.263
質問パターンを使わない 34.19 16.30 0.71 0.21
表 6.4: 質問パターン同定結果
パターン クラス数 依存考慮なし [%] 依存あり [%]
Question Word Pattern 200 201 0.45 NA
Question Word Pattern 10 11 8.984 20.312
Question Conceptual Class 7 45.266 45.112





















表 6.5: 質問焦点，質問パターンを使用した質問生成結果 BLEUスコア
パターン 入力 B1 B2 B3 B4
質問パターンを使わない - 34.19 16.30 0.71 0.21
Question Word Pattern 200 真値 56.22 38.84 18.69 7.10推定 NA NA NA NA
Question Word Pattern 10 真値 34.49 7.82 2.53 1.00推定 24.652 1.980 0.451 0.363
Question Conceptual Class 真値 24.03 3.13 0.750 0.318推定 20.583 2.560 0.526 0.257
Answer Class 真値 25.33 2.73 0.736 0.301推定 26.004 1.885 0.550 0.263
CFNet [3] - 37.38 22.81 16.25 -
MCF [11] - 45.70 25.87 16.33 10.56
6.3.2 生成された質問の例


































はQuestion Word Pattern 200/10，Question Conceptual Class, Answer Class,の 4種類を用い
た．このうち，正しい質問パターンを入力した場合に大きく質問生成の精度が向上したの
は，比較的具体的な表現を用いた Question Word Pattern200/10であり，特に最も具体的な
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