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A B S T R A C T
The development of cloud services produced a massive migration of data to such services.
The fact that the cloud provides a mean for users to access their data in every device
(personal computer, mobile phone, tablet, etc.) just by having an Internet connection made
it widely used. Using a cloud service brings several advantages to users. For example,
the ease with which data is accessed and shared among different users, combined with the
malleability and scalability provided by cloud storage, made cloud a target for enterprises
to maintain their projects remotely and thus save money storing them in local servers.
Nevertheless, having data stored and managed remotely rises several security issues. In
order to be trustable, a cloud provider must ensure that data is properly secure in terms
of privacy, confidentiality and integrity. Recent attacks on largely used cloud providers
(Greene, 2015) have made cloud services questionable in terms of information security,
reducing the confidence placed on them.
This master thesis addresses one security challenge that cloud is facing, namely the com-
putation over data. Computation should be made over encrypted data so that the cloud
provider does not learn anything about the original data nor the result of the computation.
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R E S U M O
O desenvolvimento dos servic¸os cloud gerou uma migrac¸a˜o massiva de dados para os mes-
mos. O facto da cloud fornecer um servic¸o acessı´vel a partir de qualquer dispositivo (com-
putador pessoal, telemo´vel, tablet, etc.) atrave´s do acesso a` Internet fez com que a sua
utilizac¸a˜o aumentasse. Estes servic¸os trazem bastantes vantagens para os utilizadores. A
facilidade em aceder e partilhar os dados pelos diferentes utilizadores combinada com
a maleabilidade e escalabilidade oferecidas pela cloud, faz com que este servic¸o se torne
numa plataforma bastante pretendida pelas empresas para armazenar os seus projetos re-
motamente e, desta forma reduzir custos associados aos servidores locais.
No entanto, armazenar dados remotamente provoca o aparecimento de questo˜es acerca
de seguranc¸a e privacidade. De forma a garantir confiabilidade no servic¸o, o fornecedor
cloud tem de garantir que os dados estejam seguros em termos de privacidade, confiden-
cialidade e integridade. Ataques recentes a fornecedores de servic¸os cloud (Greene, 2015)
levantaram questo˜es em termos de seguranc¸a da informac¸a˜o, provocando um decre´scimo
na confianc¸a depositada nestes servic¸os.
Esta dissertac¸a˜o aborda um desafio de seguranc¸a que a cloud esta´ a enfrentar, a computac¸a˜o
sobre dados. Esta computac¸a˜o tem de ser feita sobre dados cifrados para que o fornecedor
de cloud na˜o tenha acesso ao valor real da informac¸a˜o nem ao resultado da computac¸a˜o.
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I N T R O D U C¸ A˜ O
contextualizac¸a˜o
Nos dias de hoje, somos confrontados com problemas que, para serem resolvidos, exigem
ma´quinas com grande capacidade de processamento o que implica um investimento avul-
tado na aquisic¸a˜o de computadores. Para contornar esta limitac¸a˜o, existe a possibilidade
de requisitar ma´quinas remotas capazes de efetuar uma grande quantidade de ca´lculos
em pouco tempo, quando comparadas com os computadores utilizados no nosso dia-a-dia.
Como exemplo real disso, temos a Amazon Elastic Cloud Computing (EC2) que disponibiliza
o acesso a super-computadores de forma a corresponder a`s exigeˆncias do cliente.
Contudo, para que haja confianc¸a em ma´quinas remotas (cloud), e´ necessa´rio garantir a
privacidade dos dados, independentemente do service provider. Para conseguirmos garantir
que entidades na˜o autorizadas na˜o tenham acesso a` informac¸a˜o, podemos recorrer a` crip-
tografia, que hoje em dia se encontra num nı´vel seguro. E´, tambe´m, importante proteger
estes dados de forma a que na˜o fiquem danificados.
Com o objetivo de combinar seguranc¸a e disponibilidade, existem algoritmos capazes de
cifrar a informac¸a˜o sem que a possibilidade de computac¸a˜o sobre a mesma seja posta em
causa. Ou seja, e´ possı´vel haver computac¸a˜o sobre dados cifrados. No entanto, a seguranc¸a
e a performance podem ser vistas como propriedades inversamente proporcionais, isto e´,
quanto maior a seguranc¸a maior sera´ a exigeˆncia em termos da computac¸a˜o da informac¸a˜o,
e por isso, a performance podera´ diminuir.
O trabalho realizado nesta dissertac¸a˜o contribuiu para o projeto europeu SafeCloud 1 cujo
objetivo e´ oferecer uma plataforma de computac¸a˜o segura altamente escala´vel.
motivac¸a˜o
Nos u´ltimos anos, tem-se verificado um crescimento no interesse em servic¸os baseados na
cloud. Estas plataformas sa˜o capazes de oferecer computac¸a˜o e armazenamento em grande
1 http://www.safecloud-project.eu/
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escala sem que se perca a disponibilidade destes servic¸os. O custo deste servic¸o e´ baixo
quando olhamos para o proveito tirado a partir destas plataformas.
Existem acontecimentos que fazem baixar a confianc¸a dos utilizadores nestas tecnologias,
tais como ataques a servic¸os cloud com a intenc¸a˜o de invadir a privacidade dos utilizadores
(Greene, 2015). Por outro lado, os governos teˆm posto em pra´tica programas de vigilaˆncia
que invadem a privacidade dos dados alojados nos servidores cloud. Com isto, os clientes
destas plataformas levantam questo˜es em termos de seguranc¸a e privacidade, ja´ que, na˜o
e´ deseja´vel o acesso de dados pessoais por parte de entidades na˜o autorizadas. O facto de
ser um servic¸o remoto retira, por si so´, alguma confianc¸a ao utilizador, ja´ que este na˜o tem
a garantia formal da localizac¸a˜o dos dados, nem quem tem acesso aos mesmos.
Por isso, existe uma preocupac¸a˜o em desenvolver sistemas capazes de oferecer computac¸a˜o
e armazenamento de forma segura e privada, isto e´, conseguir realizar estas tarefas sem que
a informac¸a˜o seja revelada a entidades na˜o autorizadas, como administradores dos fornece-
dores de servic¸o ou outros utilizadores maliciosos. Com estas garantias, seria possı´vel que
a confianc¸a nestes servic¸os aumentasse.
Com o estado da evoluc¸a˜o da tecnologia, existe uma necessidade de gerir grandes vo-
lumes de dados. Para isso, e´ necessa´rio desenvolver ferramentas que consigam garantir a
privacidade dos dados em plataformas que sejam capazes de gerir quantidades enormes
de informac¸a˜o. As bases de dados na˜o-relacionais sa˜o plataformas que conseguem cor-
responder a esta exigeˆncia em termos de volume de dados. Assim, podemos juntar as
propriedades de seguranc¸a a um sistema facilmente escala´vel.
As soluc¸o˜es existentes passam por utilizar algoritmos criptogra´ficos para codificar a
informac¸a˜o, podendo assim ser garantida a confidencialidade e/ou integridade da mesma.
No contexto de sistema de dados, existe a necessidade de, por vezes, efetuar ca´lculos ou
comparac¸o˜es sobre os dados presentes nas bases de dados. Caso estes dados se encontrem
cifrados, sera´ necessa´rio que estes sejam decifrados para assim serem executados os pedi-
dos do cliente. Este processo de decifragem tera´ que ocorrer do lado do cliente, ja´ que de
outra forma a privacidade dos mesmos era posta em causa. Esta soluc¸a˜o traz transtorno ao
cliente, ja´ que desta forma transfere todas as computac¸o˜es para o seu lado, desperdic¸ando
assim os recursos oferecidos pela cloud.
Este processo de decifragem local podera´ ser evitado utilizando cifras que permitam
computac¸a˜o sobre os dados cifrados, fazendo com que toda a computac¸a˜o seja efetuada do
lado do servidor. Isto pode implicar um leak de informac¸a˜o, que em alguns casos, podera´
na˜o ser crucial para garantir a privacidade total da informac¸a˜o. Por exemplo, se o servidor
executar uma query em que necessite de comparar dois valores, ele ira´ saber qual o maior
desses dois valores em termos de valor real de texto limpo, pois a propriedade de ordem de
um nu´mero pode ser preservada no processo de cifragem para casos como este. No entanto,
nunca sabera´ qual o real valor da informac¸a˜o, ja´ que esta na˜o e´ decifrada para fazer a
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comparac¸a˜o dos dois valores. O leak dos dados tambe´m pode afetar os valores armazenados,
mesmo que estes na˜o sejam usados em computac¸o˜es, ja´ que a preservac¸a˜o da ordem e´ va´lida
para os valores armazenados. Esta soluc¸a˜o, baseada numa base de dados com valores
cifrados, provoca uma diminuic¸a˜o na performance do sistema quando comparamos com a
versa˜o que possui valores em texto limpo. Isto deve-se ao facto da execuc¸a˜o de queries sobre
criptogramas ser mais custosa. Contudo, esta diminuic¸a˜o nunca chega a ter a proporc¸a˜o
dos processos associados a` decifragem dos dados para a computac¸a˜o.
Uma outra soluc¸a˜o incide na divisa˜o da informac¸a˜o, de forma a que quem tenha acesso
a uma parte dos dados, na˜o tem acesso a` informac¸a˜o total. Aqui tambe´m sera´ permitido
processamento sobre a informac¸a˜o armazenada, sem que seja necessa´ria a junc¸a˜o de todas
as partes, atrave´s da comunicac¸a˜o entre os intervenientes na divisa˜o dos dados. Esta te´cnica
e´ conhecida como secret sharing e consiste na distribuic¸a˜o de um segredo entre um grupo
de participantes em que cada um dos quais recebe uma parte (share) desse segredo. Uma
share sozinha na˜o e´ capaz de revelar qualquer informac¸a˜o acerca do segredo. O segredo so´
pode ser reconstruido quando for combinado um nu´mero suficiente de shares. Este nu´mero
na˜o tem necessariamente de ser igual ao nu´mero de parties. Esta te´cnica e´ u´til, ja´ que
oferece, ao mesmo tempo, disponibilidade e confidencialidade. Dos va´rios esquemas de
secret sharing existentes, o mais conhecido pertence a Shamir (Shamir, 1979). Aqui o segredo
partilhado pelas parties pode ser recuperado sem que seja necessa´rio o acesso a todas as
shares distribuı´das. Esta caracterı´stica e´ u´til, ja´ que por vezes o acesso a alguma share pode
ser dificultado.
objetivos
O principal objetivo desta dissertac¸a˜o reside na ana´lise de va´rias abordagens de OPE exis-
tentes e de outras ainda na˜o implementadas. Para o caso das te´cnicas ja´ implementadas,
sera´ feita uma ana´lise pra´tica de resultados e performance, para ale´m da ana´lise teo´rica,
enquanto que nas restantes apenas sera´ feita uma ana´lise teo´rica.
Numa primeira fase e´ realizado o isolamento das bibliotecas dos respetivos sistemas
para que possam ser analisadas ao pormenor. Esta ana´lise incidira´ na execuc¸a˜o destas
bibliotecas de forma isolada para assim ser possı´vel a observac¸a˜o dos criptogramas gerados
e dos tempos de execuc¸a˜o. Ira´ ser feita tambe´m uma ana´lise ao co´digo para assim serem
percetı´veis os ca´lculos presentes por tra´s dos processos de cifragem e decifragem.
Depois de testadas as bibliotecas, o passo seguinte passara´ por permitir uma integrac¸a˜o
das bibliotecas com o projeto global. Como o motor de base de dados utilizado no projeto
e´ o HBase, tera´ que ser feita uma ligac¸a˜o entre este e as bibliotecas testadas, ja´ que a base
de dados HBase esta´ escrita na linguagem JAVA e as bibliotecas encontram-se escritas na
linguagem C/C++. De forma a contornar esta adversidade ira´ recorrer-se ao Java Native
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Interface (JNI), pois esta framework permite que um programa escrito em JAVA possa invocar
func¸o˜es escritas em C/C++.
No final, tendo a certeza do correto funcionamento das bibliotecas e da respetiva invocac¸a˜o
por parte do JAVA, as bibliotecas sera˜o integradas no projeto SafeCloud de forma a serem
feitos mais testes de performance e confiabilidade, desta vez num ambiente mais formal.
Tambe´m sera´ analisado o impacto da utilizac¸a˜o do JNI.
Com isto, espera-se que a base de dados seja capaz de executar as range queries de forma
eficaz e sem erros.
estrutura do documento
Este documento encontra-se dividido em 5 capı´tulos, pelo que o primeiro e´ este, a introduc¸a˜o.
No pro´ximo capı´tulo, estado da arte, ira˜o ser abordados conceitos importantes para a
dissertac¸a˜o. Sera´ feita uma ana´lise ao armazenamento da informac¸a˜o ja´ que e´ necessa´rio
para um contexto real. De seguida sera´ abordada a seguranc¸a da informac¸a˜o apresen-
tando te´cnicas padra˜o para privacidade dos dados, esquemas de autenticac¸a˜o e normas
de seguranc¸a. Para terminar o capı´tulo, ira´ ser levantado o tema da funcionalidade sobre
dados cifrados.
No capı´tulo seguinte ira˜o ser focadas as te´cnicas que permitem range queries sobre dados
cifrados. Sera´ usada uma abordagem teo´rica para a apresentac¸a˜o das mesmas.
A validac¸a˜o experimental vem a seguir e nela podemos observar os resultados obtidos e
algumas concluso˜es acerca dos mesmos.
Por fim, sera˜o apresentadas as concluso˜es acerca do trabalho realizado e novos rumos
que possam ser seguidos com este tema.
2
E S TA D O D A A RT E
armazenamento de dados
Cloud
O se´culo XXI tem sido palco de desenvolvimentos nota´veis. Este avanc¸o traz vantagens e
desvantagens. Neste caso de estudo importa incidir no enorme crescimento em termos de
poder de computac¸a˜o e de capacidade de armazenamento, e na seguranc¸a destes sistemas.
Como exemplo da evoluc¸a˜o em termos computacionais, temos, para comparac¸a˜o, os nossos
computadores convencionais dos dias de hoje e os computadores existentes na de´cada an-
terior. Esta evoluc¸a˜o tambe´m se verificou nos supercomputadores, como podemos verificar
na figura 1 .
Figura 1: Crescimento dos supercomputadores ao longo dos anos. (TOP500, 2016)
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A figura reflete o crescimento dos supercomputadores, ao longo de aproximadamente
20 anos, em treˆs perspetivas, a evoluc¸a˜o do melhor supercomputador, o crescimento do
computador que se encontra na posic¸a˜o 500 em cada ano e o somato´rio de os supercompu-
tadores presentes no top500, sendo que a medic¸a˜o dos supercomputadores e´ feita atrave´s
do poder computacional em Flop/s.
No entanto, e´ impensa´vel, para cada utilizador, adquirir fisicamente estas super ma´quinas
capazes de executar informac¸a˜o gigantesca, ja´ que isso implica grandes gastos e dificilmente
se consegue compensar estes gastos. Para ale´m disso, existem outros fatores que fazem com
que a compra destas ma´quinas na˜o seja renta´vel. Por um lado a utilizac¸a˜o do hardware rara-
mente poderia atingir os 100%, caso contra´rio os recursos disponı´veis na˜o seriam suficientes
para a quantidade de informac¸a˜o necessa´ria. Mas por outro lado, o facto de na˜o atingir o
ma´ximo do seu desempenho resulta num desperdı´cio de recursos. O cena´rio ideal e´ mesmo
um servic¸o malea´vel com as necessidades de computac¸a˜o.
Figura 2: Despedı´cio e escassez de recursos nas ma´quinas. Armbrust et al. (2010)
Na figura 2, no gra´fico da esquerda, podemos observar um caso em que existe des-
perdı´cio de recursos que na˜o esta˜o a ser utilizados representado pela sombra a verde. Por
outro lado, no gra´fico da direita, temos um exemplo de escassez de servic¸os, ja´ que a
capacidade e´ ultrapassada.
Para contornar esta e outras limitac¸o˜es, foi introduzido o conceito de cloud. Este servic¸o
consiste na utilizac¸a˜o de recursos que sa˜o geridos por empresas especializadas nesta a´rea.
Estes recursos sa˜o, normalmente, fornecidos por no´s capazes de oferecer enormes quanti-
dades de memo´ria e grandes capacidades em termos de computac¸a˜o de informac¸a˜o. Este
servic¸o e´ caracterizado por ser flexı´vel, isto e´, o cliente vai moldando a quantidade de
servic¸o exigida consoante a utilizac¸a˜o que necessitar. Esta caraterı´stica pode prevenir a
pra´tica de falsos investimentos, como por exemplo, investir a mais em ma´quinas e utilizar
apenas partes delas. Por outro lado, esta particularidade tambe´m e´ capaz de evitar um in-
vestimento insuficiente. Tudo depende do sucesso do cliente e das suas necessidades. Para
ale´m da elasticidade, notamos tambe´m uma sensac¸a˜o de recursos infinitos, ja´ que, excetu-
ando casos extremos, podemos sempre requisitar mais recursos. O facto deste servic¸o estar
disponı´vel em qualquer parte do mundo, e´ tambe´m uma mais-valia. Esta caracterı´stica
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permite, tambe´m, aceder aos servic¸os cloud a partir de qualquer dispositivo mo´vel, com
acesso a` internet, ja´ que para usufruir dos recursos pretendidos so´ e´ necessa´rio acesso a`
Internet. Com isto observamos que a evoluc¸a˜o de toda a tecnologia contribui tambe´m para
uma maior utilizac¸a˜o da cloud.
O suporte e a transpareˆncia sa˜o outras caracterı´sticas presentes nestes servic¸os. Sem-
pre que ha´ algum contratempo com as ma´quinas requisitadas, existem sempre especialistas
capazes de resolver estes problemas. Posto isto, o cliente na˜o tem de se preocupar com qual-
quer tipo de manutenc¸a˜o. No que toca a software podemos verificar este mesmo privile´gio,
ja´ que na˜o ha´ qualquer preocupac¸a˜o no que toca a problemas de software relacionados com
os servic¸os de cloud, tais como bugs ou licensas. Os service providers, por norma, teˆm dis-
ponı´vel software open source como opc¸a˜o, mas caso o cliente opte por software licenciado
podera´ ter custos extra associados. A localizac¸a˜o dos data centers responsa´veis pelo servic¸o
requisitado pelo cliente pode ser um problema em termos de disponibilidade, no entanto,
este fator na˜o pode interferir na qualidade e quantidade do servic¸o mesmo que os fornece-
dores de Internet sejam diferentes. Assim, podemos afirmar que a gesta˜o dos data centers
e´ totalmente transparente para o cliente. A configurac¸a˜o inicial dos servidores tambe´m
pode ser evitada ja´ que com a cloud temos os servic¸os prontos a utilizar. A aquisic¸a˜o de
um data center implica uma instalac¸a˜o inicial que leva algum tempo e a manutenc¸a˜o po-
dera´ fazer com que o data center fique inopera´vel durante tempo indeterminado. Como os
servic¸os cloud sa˜o taxados, maioritariamente, em func¸a˜o do tempo, os prejuı´zos podera˜o
ser menores caso o servic¸o fique fora de servic¸o.
A cloud e´ constituı´da pelo hardware e software do data center. Existem 2 grandes tipos de
cloud. Um deles e´ conhecido como cloud pu´blica. Este e´ caracterizado por ser um servic¸o
em que ha´ partilha de data centers entre os utilizadores, isto e´, uma ma´quina pode servir
va´rios clientes, no entanto, os recursos pedidos pelo cliente na˜o sa˜o afetados. Um outro tipo
existente e´ a cloud privada. Aqui referimo-nos aos data centers internos de uma empresa ou
entidade. Isto na˜o quer dizer que tem de haver uma aquisic¸a˜o dos data centers. Apenas e´
acordada um compromisso de exclusividade dos data centers. Esta exclusividade permite
um aumento da seguranc¸a, ja´ que na˜o ha´ partilha de recursos entre os va´rios utilizadores.
Para que este servic¸o seja renta´vel existem algumas preocupac¸o˜es na o´tica de um ser-
vice provider. A construc¸a˜o destes data centers em localizac¸o˜es estrate´gicas de baixo custo,
permitem baixar custos de electricidade, largura de banda, software e hardware em econo-
mias de larga escala. Estes fatores, combinados com multiplexagem estatı´stica, que e´ capaz
de aumentar a utilizac¸a˜o dos servic¸os, contribuem para uma oferta razoa´vel de recursos
com custos na˜o muito elevados para o cliente. A multiplexagem estatı´stica e´ um modelo
utilizado no transporte de pacotes na Internet.
Por vezes as empresas ou entidades trabalham com dados sensı´veis, em que uma das
prioridades e´ manter a privacidade dos mesmos. Por este motivo, e´ essencial que haja
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confianc¸a nos service providers para fazer a migrac¸a˜o destes dados para a cloud. No entanto,
existem fatores que fazem decrescer esta confianc¸a. Para ale´m dos ataques existentes a estas
plataformas, ha´ tambe´m a possibilidade do acesso a` informac¸a˜o pela backdoor por parte dos
administradores. Outra propriedade capaz de interferir na seguranc¸a do servic¸o e´ o nı´vel
de abstrac¸a˜o que a cloud oferece para o cliente. Quanto mais baixo este for, mais exposta
fica a cloud, e por isso, a seguranc¸a ira´ diminuir tambe´m.
Para combater este decre´scimo existem algumas medidas capazes de aumentar a seguranc¸a
da informac¸a˜o. Uma delas passa pela possibilidade de contratar uma outra entidade, para
ale´m do fornecedor de servic¸o cloud, capaz de ficar responsa´vel pela seguranc¸a do sistema.
Por outro lado, os pro´prios service providers tambe´m podem adotar te´cnicas capazes de
aumentar a fiabilidade do servic¸o. A virtualizac¸a˜o e´ uma das medidas que podem ser
adotadas. E´ uma te´cnica poderosa capaz de impedir a maioria das tentativas de ataque
por parte de utilizadores a outros utilizadores ou a outras insfrastruturas cloud subjacentes.
Esta te´cnica tambe´m garante protec¸a˜o do utilizador contra o fornecedor de servic¸o cloud.
O provider encontra-se na camada mais baixa da stack do software, e consequentemente, co-
nhece bem as te´cnicas utilizadas para garantir seguranc¸a. Uma outra te´cnica passa pela
virtualizac¸a˜o da memo´ria, ja´ que e´ difı´cil para um provider ter acesso ao conteu´do presente
na memo´ria de uma ma´quina virtual. Apesar desta garantia de seguranc¸a, nem todos os
dados sa˜o virtualiza´veis e nem toda a virtualizac¸a˜o e´ esta´vel. Por outro lado, para o caso
de um disco rı´gido, na˜o se pode dizer o mesmo quanto a` dificuldade de acesso aos dados,
ja´ que a privacidade da informac¸a˜o aqui armazenada pode ser posta em causa sem que
o disco perca a memo´ria, ou podem existirem bugs de permisso˜es capazes de colocar os
dados expostos indevidamente.
Como medida de seguranc¸a standard temos a cifragem dos dados ao nivel do utiliza-
dor. Aqui garantimos que entidades na˜o autorizadas, na˜o consigam ter acesso ao valor
dos dados, a na˜o ser que possuam a key. No entanto, isto traz-nos problemas em ter-
mos de computac¸a˜o, ja´ que a cifragem dos dados torna-os indistinguı´veis e sem qualquer
informac¸a˜o sobre o seu valor. Por exemplo, para serem executadas queries Search Query
Language (SQL), por vezes, e´ necessa´rio fazer comparac¸o˜es de valores ou somas. Com o
objectivo de possibilitar estas operac¸o˜es sobre dados cifrados existem te´cnicas de cifragem
capazes de permitir alguma computac¸a˜o, como cifras homomo´rficas e OPE. (Armbrust
et al., 2010)
Bases de dados
Base de dados e´ um conjunto de informac¸a˜o organizada. A organizac¸a˜o e´ feita de forma a
que a informac¸a˜o armazenada tenha sentido e, desta forma, facilite uma pesquisa sobre os
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dados. Sa˜o a base do armazenamento de informac¸a˜o ha´ de´cadas e sa˜o utilizadas sempre
que e´ necessa´rio armazenar alguns dados.
Esta tera´ de ser populada com dados para posteriormente responder a pedidos feitos por
parte de um utilizador com o objetivo de obter a informac¸a˜o que se encontra armazenada.
Para se fazer a solicitac¸a˜o destes dados, por vezes, e´ necessa´rio mais do que um simples
pedido, como o caso de comparac¸o˜es feitas acerca da informac¸a˜o alojada neste sistema de
dados. Por exemplo, numa tabela onde residem va´rias informac¸o˜es de pessoas, podem
ser pretendidas apenas as linhas das pessoas que possuam uma certa idade. Para isso e´
necessa´rio analisar cada linha e fazer comparac¸o˜es em cada uma. E´ importante realc¸ar os 2
principais paradigmas de sistemas de armazenamento de dados.
Um deles e´ o relacional. Uma base de dados relacional armazena a informac¸a˜o u´til e,
para ale´m disso, guarda as relac¸o˜es existentes entre essa informac¸a˜o. Aqui os dados esta˜o
organizados em tabelas (ou relac¸o˜es) constituı´das por va´rias colunas (cada coluna contem
informac¸a˜o com as mesmas caracterı´sticas) e por va´rias linhas (uma linha corresponde a
uma entrada ou item). Cada linha possui um identificador u´nico. Como exemplo pode-
se equacionar um caso com va´rios clientes de uma loja. Para que os dados destes clientes
sejam guardados de forma organizada sugere-se que seja feita uma tabela em que cada linha
corresponde a` informac¸a˜o de um cliente e cada coluna diz respeito ao tipo de informac¸a˜o
(nome, telefone, idade...).
O outro paradigma e´ a base de dados na˜o relacional, tambe´m conhecida como Not only
SQL (NoSQL). Sa˜o bases de dados vocacionadas para gerir grandes volumes de dados.
Como se pode observar no nome, a principal caracterı´stica das bases de dados desta natu-
reza reside no facto de na˜o existir relac¸o˜es entre a informac¸a˜o armazenada. Existem 3 tipos
populares de bases de dados NoSQL (key-value stores, Column-oriented databases e Document-
based stores). Tal como o nome indica, o key-value stores e´ um tipo que que guarda values
indexados por uma key. E´ o tipo que mais se assemelha ao SQL. O tipo Column-oriented
databases contem uma coluna extensı´vel de dados relacionados, como alternativa ao arma-
zenamento de conjuntos de informac¸a˜o numa tabela estruturada de colunas e linhas com
campos uniformes para cada registo, como e´ utilizado em bases de dados relacionais. Por
fim, o tipo Document-based stores guarda e organiza os dados como uma colec¸a˜o de docu-
mentos, em vez de serem utilizadas tabelas estruturadas com campos uniformes para cada
entrada. Neste tipo, os utilizadores podem adicionar um nu´mero varia´vel de campos, de
tamanho varia´vel, tambe´m num documento. (Leavitt, 2010)
Neste ambiente ja´ na˜o se observam as propriedades Atomicidade, Consisteˆncia, Isola-
mento e Durabilidade (ACID). Aqui a preocupac¸a˜o e´ garantir um servic¸o facilmente es-
cala´vel, insistindo, por isso, em caracterı´sticas como disponibilidade e particionamento dei-
xando de parte alguma consisteˆncia. (Mohamed et al., 2014)
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Como o objetivo do projeto e´ a criac¸a˜o de uma ferramenta altamente escala´vel com a
capacidade de gerir grandes volumes de dados, o paradigma na˜o relacional sera´ a escolha
mais acertada. O HBase (George, 2011) e´ um exemplo deste paradigma. Para ale´m de ser
na˜o relacional, este sistema e´ caracterizado por ser uma base de dados distribuı´da. Esta
plataforma, que faz parte do projeto open-source Apache Hadoop, esta´ escrita em JAVA e corre
em cima de Hadoop Distributed Filesystem (HDFS) permitindo que algumas funcionalida-
des do projeto BigTable sejam utilizadas no Hadoop. Ou seja, permite que haja toleraˆncia a
falhas no armazenamento de enormes quantidades de dados esparsos (pequenas porc¸o˜es
de informac¸o˜es retiradas de um conjunto gigantesco de dados irrelevantes ou do vazio,
como por exemplo fazer procuras em que se pretende os 50 maiores items num grupo de 2
bilio˜es de items ou procurar items diferentes de zero que representam menos do que 0.1%
de um conjunto).
Figura 3: Esquema HBase
O HBase oferece funcionalidades como compressa˜o, operac¸o˜es em memo´ria e Bloom fil-
ters (Chang et al., 2008). Estes u´ltimos sa˜o constituı´dos por uma estrutura probabilı´stica
capaz de aumentar a eficieˆncia na pesquisa. Esta estrutura, quando questionada acerca da
veracidade de um elemento fazer parte de um conjunto ou na˜o, apenas responde ”possi-
velmente esta´ no conjunto”ou ”definitivamente na˜o se encontra no conjunto”. As tabelas
do HBase podem servir como input e output para tarefas relacionadas com o MapReduce
executadas no Hadoop e podem ser acedidas atrave´s de uma JAVA API referente ao HBase.
O acesso tambe´m e´ possibilitado atrave´s de outras APIs tais como REST, Avro ou Thrift. O
armazenamento de dados e´ feito atrave´s da relac¸a˜o chave-valor orientado por coluna. Esta
plataforma e´ indicada para operac¸o˜es de escrita e leitura em grandes conjuntos de dados
com alto de´bito e baixas lateˆncias.
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Figura 4: Teorema de CAP
O teorema de CAP foi apresentado em 2000, pelo professor Eric Brewer. Segundo este
teorema, um sistema distribuı´do na˜o pode ter as treˆs propriedades representadas na figura
4 simultaneamente.
• Consisteˆncia Um read devolve o u´ltimo write feito
• Disponibilidade Um pedido tem sempre uma resposta.
• Toleraˆncia a falhas O sistema continua em funcionamento mesmo que haja interrupc¸o˜es
na comunicac¸a˜o entre os no´s
O sistema HBase e´ do tipo CP, ou seja, e´ um sistema capaz de garantir consisteˆncia e
possui toleraˆncia a falhas. (Han et al., 2011)
Esta plataforma e´ utilizada por grandes nomes na indu´stria tais como Facebook (Metz,
2010) e Netflix (Izrailevsky, 2011).
seguranc¸a da informac¸a˜o
A informac¸a˜o pode ser considerada como algo essencial e poderoso para a entidade que a
mantiver. Como tal, pode ser necessa´rio garantir que esta seja preservada em seguranc¸a,
para assim na˜o perder o valor. Para atingir esta seguranc¸a, a criptografia pode ser a chave
do sucesso. Esta seguranc¸a pode implicar diferentes requisitos, tais como privacidade, au-
tenticidade, autorizac¸a˜o, certificac¸a˜o ou uma confirmac¸a˜o acerca da recec¸a˜o de uma mensa-
gem. Nesta dissertac¸a˜o vai ser focada, principalmente, a privacidade/confidencialidade da
informac¸a˜o. No entanto, a a´rea de criptografia abrange todos os requisitos e pode ser capaz
de os garantir a todos. E´ atrave´s da cifragem da informac¸a˜o que a criptografia consegue
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garantir a privacidade dos dados, deixando estes totalmente impercetı´veis a entidades na˜o
autorizadas. Apesar de garantir a privacidade dos dados, as cifras standard retiram funcio-
nalidade sobre estes, ja´ que num contexto de cloud ou base de dados, e´ impossı´vel executar
computac¸o˜es sobre criptogramas.
Standard Encryption
Na criptografia temos algumas te´cnicas standard bastante utilizadas no dia-a-dia por serem
consideradas seguras. Por seguras entendemos que na˜o sa˜o quebra´veis. A quantidade de
tempo que permanecem inquebra´veis define a sua qualidade. Estas te´cnicas sa˜o conhe-
cidas como cifras e sa˜o constituı´das por func¸o˜es matema´ticas injetivas que transformam
uma mensagem em texto limpo num criptograma. Os detalhes destas transformac¸o˜es sa˜o
conhecidos, apenas existe uma propriedade que na˜o e´ pu´blica, a chave que pode ser carac-
terizada por ser sime´trica ou assime´trica. Se a chave for sime´trica, temos um sistema em
que a cifragem e a decifragem utilizam a mesma chave, sendo nomeada de chave secreta.
Num esquema de chave assime´trica, possuimos duas chaves diferentes, a chave pu´blica que
serve para cifrar a informac¸a˜o e a chave privada que interve´m no processo de decifragem.
Figura 5: Esquema de uma cifra
Um tipo de cifra bastante utilizada em criptografia e´ conhecido como cifra por blocos. A
func¸a˜o de cifragem e´ um poligrama, e trabalha sobre blocos de tamanho fixo (64/128 bits).
Para ale´m do processo normal de cifragem sa˜o necessa´rias tarefas extra para que os blocos
sejam produzidos sempre com tamanho apropriado. Para isso, as unidades de partic¸a˜o e
padding (enchimento) sa˜o responsa´veis por manter os tamanhos dos blocos constantes. No
processo de decifragem e´ aplicada aos blocos do criptograma a func¸a˜o inversa a` cifragem,
sendo o padding e a partic¸a˜o revertidos no final.
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Figura 6: Esquema de uma cifra de blocos
O Advanced Encryption Standard (AES) e´ uma te´cnica considerada standard pela ageˆncia
norte-americana National Institute of Standards and Technology (NIST). Esta cifra por blo-
cos veio substituir o ja´ obsoleto Data Encryption Standard (DES). Originalmente conhecido
como algoritmo Rijndael, esta te´cnica foi desenvolvida por uma universidade Belga com
o intuito de vencer um concurso e ficar como te´cnica padra˜o em criptografia. O Rijndael
utiliza operac¸o˜es alge´bricas de forma inteligente, conseguindo garantir seguranc¸a atrave´s
de operac¸o˜es complexas, mas com uma implementac¸a˜o eficiente tanto em software como em
hardware. Este e´ caracterizado por ser uma cifra com tamanho de bloco varia´vel (Nb × 32
bits, Nb = 4, 6 e 8), sendo o tamanho de chave, tambe´m, varia´vel (Nk × 32 bits, Nk = 4,
6 e 8). O AES fixa o Nb de Rijndael em 4. O funcionamento desta cifra baseia-se no pro-
cessamento de um estado 4× 4 bytes. O AES e´ composto por rounds, sendo que o nu´mero
de rounds depende de Nb e Nk. (Daemen and Rijmen, 1999). Cada round e´ uma rede de
substituic¸a˜o-permutac¸a˜o e o estado de um round passa pela mesma sequeˆncia de operac¸o˜es:
• AddRoundKey Cada byte e´ combinado com a chave do round, derivada do algoritmo
de key schedule
• SubBytes Operac¸a˜o na˜o linear em que cada byte e´ substituı´do por um valor constante
de uma S-box
• ShiftRows As linhas da matriz sa˜o rodadas de forma diferente (no AES shifts sa˜o 0,
-1, 2 e 3 para a direita).
• MixColumns Cada coluna e´ sujeita a uma transformac¸a˜o linear invertı´vel. Esta
operac¸a˜o e´ equivalente a uma multiplicac¸a˜o de matrizes.
As duas primeiras operac¸o˜es visam principalmente a mistura e as duas u´ltimas a difusa˜o.
A criptoana´lise de uma cifra e´ feita atrave´s na noc¸a˜o de ataque. Estes ataques podem clas-
sificados de va´rias formas tais como ataque de criptograma escolhido INDistinguishability
under Chosen Ciphertext Attack (IND-CCA), texto limpo escolhido INDistinguishability
under Chosen-Plaintext Attack (IND-CPA), entre outros. O objetivo e´ recuperar o texto
limpo para um novo criptograma ou recuperar a pro´pria chave, sendo este u´ltimo mais
complicado.
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Func¸o˜es de Hash Criptogra´ficas
Uma func¸a˜o de hash criptogra´fica e´ um tipo de func¸a˜o de hash 1 com propriedades u´teis
no mundo da criptografia. A grande caracterı´stica desta func¸a˜o reside no facto de ser uma
func¸a˜o one-way, isto e´, uma func¸a˜o cuja sua inversa e´ invia´vel. A u´nica forma para que
seja feita a correspondeˆncia entre um output e um input, passa por recorrer a` forc¸a bruta,
gerando outputs a partir de inputs escolhidos ate´ se chegar a` correspondeˆncia. Uma outra
soluc¸a˜o para atacar func¸o˜es de hash reside na utilizac¸a˜o de rainbow tables 2. Neste tipo de
func¸o˜es o input costuma ser constituı´do pela mensagem e o output intitula-se como digest
da mensagem.
A seguintes propriedades teˆm de ser verificadas numa func¸a˜o de hash
• Tem de ser determinı´stica, ou seja, a mesma mensagem tem de gerar o mesmo digest
• Tem de ser eficiente, sendo que a sua computac¸a˜o tem de ser ra´pida
• Tem de ser impossı´vel gerar mensagens a partir do seu valor de hash
• Uma pequena alterac¸a˜o na mensagem original devera´ mudar o valor de hash de tal
forma que este novo valor de hash na˜o tenha qualquer relac¸a˜o com o antigo
• Tem de ser impossı´vel encontrar duas mensagens com o mesmo valor de hash
Estas de func¸o˜es de hash criptogra´ficas sa˜o implementadas em aplicac¸o˜es que teˆm como
objetivo oferecer seguranc¸a da informac¸a˜o. Estas aplicac¸o˜es podem gerar assinaturas digi-
tas, Message Authentication Codes (MACs) ou outras formas de autenticac¸a˜o. Estas func¸o˜es
tambe´m podem ser usadas para mapear dados numa tabela de hash, identificar impresso˜es
digitais e ficheiros, identificar dados duplicados e detetar corrupc¸a˜o de dados.
Cifras sime´tricas autenticadas
Esquemas de cifras sime´tricas autenticadas (Bellare and Namprempre, 2000) sa˜o meca-
nismos de chave sime´trica em que a mensagem M e´ transformada no criptograma C de
forma a que a privacidade e autenticidade da mensagem nunca possam ser colocadas em
causa. O principal objetivo de um esquema de cifragem sime´trico e´ garantir privacidade
da informac¸a˜o. A cifragem autenticada vem adicionar, a essa privacidade, a garantia de
autenticidade das mensagens.
1 Uma func¸a˜o de hash tem como func¸a˜o mapear dados com tamanhos arbitra´rios para dados de tamanho fixo.
2 Uma rainbow table e´ uma tabela pre´-computada, usada para reverter func¸o˜es de hash criptogra´ficas, frequente-
mente utilizadas para atacar hashes de palavras-passe
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A arquitetura destes esquemas foi alvo das atenc¸o˜es durante alguns anos. Os primei-
ros esquemas de cifras sime´tricas autenticadas baseavam-se numa simples adic¸a˜o de re-
dundaˆncia a`s mensagens, antes de serem cifradas. No entanto, muitos desses esquemas
foram quebrados, devido a` sua simplicidade. Um paradigma popular tem o nome de ge-
neric compisition, onde um esquema de cifragem sime´trica, responsa´vel pela privacidade, e´
combinado com um esquema de autenticac¸a˜o de mensagens, cujo objectivo individual e´ ga-
rantir a autenticidade das mensagens. Por exemplo, como esquema de cifragem podemos
ter uma cifra por blocos CBC e para autenticac¸a˜o de mensagens pode ser utilizado HMAC
ou CBC-MAC.
Quando se fala em integridade existem duas noc¸o˜es importantes. Uma delas, a Integrity
of Plaintexts (INT-PTXT), garante que um criptograma, quando decifrado, origina uma men-
sagem cujo remetente e´ o responsa´vel pela sua codificac¸a˜o. Este conceito e´ considerado um
requisito de seguranc¸a natural. A outra noc¸a˜o, a Integrity of Ciphertexts (INT-CTXT) asse-
gura que um criptograma na˜o e´ produzido por outra entidade para ale´m do seu remetente.
Esta noc¸a˜o e´ considerada mais forte, em termos de seguranc¸a, do que a anterior.
A garantia de integridade, por si so´, na˜o garante a privacidade da informac¸a˜o num
sistema. No caso de serem enviadas mensagens com forte autenticac¸a˜o MAC, se estas
estiverem em texto limpo, apesar de garantida a integridade com a autenticac¸a˜o, o conteu´do
da mensagem esta´ completamente exposto.
Figura 7: Relac¸o˜es entre os va´rios conceitos de seguranc¸a acerca de criptografia sime´trica
(Bellare and Namprempre, 2000)
A figura 7 mostra as relac¸o˜es existentes entre as va´rias noc¸o˜es mencionadas anterior-
mente. Uma ”implicac¸a˜o”A → B significa que todo o esquema presente em A, tambe´m
esta´ presente em B. A ”separac¸a˜o”A 6→ B indica que existe, pelo menos, um esquema pre-
sente em A que na˜o esta´ presente em B. Apenas esta˜o representados um pequeno conjunto
de relac¸o˜es de forma explicita, no entanto a relac¸a˜o entre duas noc¸o˜es pode ser derivada
a partir das relac¸o˜es que esta˜o indicadas na figura 7. Por exemplo, IND-CCA na˜o implica
INT-CTXT ∧ IND-CPA, visto que segundo o esquema da figura 7, temos INT-CTXT ∧ IND-
CPA→ IND-CCA, ou seja, esta implicac¸a˜o iria contrariar o esquema. As linhas a tracejado
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indicam as ligac¸o˜es existentes, em que a junc¸o˜es feitas entre a privacidade e autenticidade
(INT-CTXT ∧ IND-CPA e INT-PTXT ∧ IND-CPA) na˜o interveˆm.
A ”na˜o-maleabilidade”na˜o garante qualquer tipo de integridade das mensagens, isto e´, a
”na˜o-maleabilidade”apenas previne a gerac¸a˜o de criptogramas a partir de outros criptogra-
mas, enquanto que a integridade implica que seja impossı´vel gerar criptogramas a partir
de novas mensagens, mesmo que estas na˜o tenham qualquer relac¸a˜o com as mensagens
subjacentes a qualquer criptograma. Ha´ que salientar que a integridade das mensagens
na˜o implica integridade dos criptogramas.
Composic¸a˜o gene´rica
Existem va´rias formas de se construir esquemas de cifras sime´tricas autenticadas. Para este
caso vamos considerar a Generic Composition. Esta consiste na combinac¸a˜o simples entre
um esquema de cifragem sime´trica padra˜o e um esquema de autenticac¸a˜o de mensagens.
No caso de um esquema de cifragem, a representac¸a˜o deste pode ser feita atrave´s das
letras SE . Ainda no mesmo esquema os algoritmos de cifragem e decifragem sa˜o repre-
sentados pelas letras E e D, respetivamente. Para o caso da autenticac¸a˜o de mensagens, a
representac¸a˜o e´ feita pela sigla MA . Neste esquema, os algoritmos tagging e tag-verifying
sa˜o representados pelas letras T e V , respetivamente.
Na composic¸a˜o gene´rica sa˜o combinados esquemas de cifragem e esquemas de autenticac¸a˜o
de mensagens de forma a que sejam criados esquemas de cifragem sime´trica autenticados.
Estes podem ser INT-PTXT ∧ IND-CPA ou INT-CTXT ∧ IND-CPA, por exemplo. Esta
composic¸a˜o e´ chamada de gene´rica, pois nos algoritmos de cifragem autenticada sa˜o sem-
pre utilizadas caixas negras, ou seja, os algoritmos na˜o sa˜o especificados. Em cada caso,
Ke e´ a chave de cifragem e Km e´ a chave para autenticac¸a˜o de mensagem. As chaves sa˜o
escolhidas de forma independente uma da outra.
• Encrypt-and-MAC (E&M): E(Ke||Km, M) = E(Ke, M)||T (Km, M). 3 - Cifrar o texto
limpo e juntar o MAC do texto limpo. A decifragem e a verificac¸a˜o sa˜o feitas deci-
frando, primeiro, o criptograma e, depois, e´ verificada a tag.
• MAC-then-encrypt (MtE): E(Ke||Km, M) = E(Ke, M||T (Km, M)) - Anexar o MAC a`
mensagem e cifrar tudo junto. Os processos de decifragem e de verificac¸a˜o sa˜o cons-
tituı´dos, primeiramente pela descodificac¸a˜o do criptograma para se obter a mensagem
e a tag, e por fim, pela verificac¸a˜o da tag obtida.
• Encrypt-then-MAC (EtM): E(Ke||Km, M) = C||T (Km, C) em que C = E(Ke, M) - Cifra-
gem da mensagem para se obter o criptograma C e depois e´ anexado o MAC a C. A
3 ”||”indica uma operac¸a˜o que combina va´rias strings numa so´, de tal forma que as strings constituintes so´ sa˜o
recupera´veis a partir da string final (Se o comprimento das strings for fixo e conhecido, a concatenac¸a˜o sera´
suficiente para esta operac¸a˜o)
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decifragem e verificac¸a˜o sa˜o compostas pela verificac¸a˜o da tag, seguida da decifragem
do criptograma.
Indistinguibilidade de criptogramas
Indistinguibilidade de criptogramas e´ uma propriedade que impede o adversa´rio de fazer
correspondeˆncia entre criptogramas e mensagens em texto limpo. Se falarmos de seguranc¸a
num criptossistema e se apenas nos referirmos a` indistinguibilidade, um criptossistema e´
considerado seguro se, dada uma cifragem de uma mensagem escolhida aleatoriamente a
partir de um espac¸o de 2 mensagens, geradas pelo adversa´rio, este na˜o consegue adivinhar
a escolha, por parte do sistema, da mensagem cifrada com uma probabilidade maior do
que a escolha aleato´ria. Neste exemplo de 2 mensagens, a probabilidade de acertar e´ de
1
2 . Caso a probabilidade do adversa´rio conseguir distinguir a mensagem cifrada seja maior
do que 12 , enta˜o este adversa´rio tem uma vantagem em identificar a mensagem e por isso o
sistema na˜o e´ considerado seguro em termos de indistinguibilidade. Com isto entende-se
que um adversa´rio na˜o pode retirar informac¸o˜es extra, acerca do texto limpo, a partir do
criptograma. Portanto, a probabilidade de um adversa´rio conseguir distinguir mensagens
cifradas na˜o pode ser maior do que a probabilidade de uma escolha totalmente aleato´ria.
Existem va´rias definic¸o˜es dentro do ramo da indistinguibilidade. Cada uma delas possui
um nı´vel de seguranc¸a pro´prio. Algumas das definic¸o˜es existentes sa˜o IND-CPA, IND-CCA
e INDistinguishability adaptive Chosen Ciphertext Attack (IND-CCA2). Qualquer uma das
definic¸o˜es assuguram a garantia da anterior, isto e´, um sistema seguro sob IND-CCA, e´
seguro sob IND-CPA. O mesmo se verifica para o IND-CCA2, ja´ que um sistema seguro sob
esta definic¸a˜o e´ seguro sob IND-CPA e IND-CCA. A propriedade de indistinguibilidade sob
ataque de texto limpo escolhido IND-CPA e´ considerada uma garantia mı´nima obrigato´ria
por grande parte dos criptossistemas de chave pu´blica seguros.
De forma a generalizar as va´rias definic¸o˜es vamos considerar um esquema criptogra´fico
que possui um gerador de chaves KG, capaz de gerar pares de chaves (KE, KD), um algo-
ritmo de cifragem E e um algoritmo de decifragem D. A cifragem e´ sempre revertı´vel, no
entanto as chaves para cifrar e decifrar podem ser diferentes (criptografia de chave pu´blica):
D(KD, E(KE, M)) = M. Sempre que e´ feita a alusa˜o a um adversa´rio, e´ subentendido que
as operac¸o˜es feitas pelo mesmo sa˜o realizadas em tempo polinomial.
Ataques sob texto limpo escolhido (CPA)
Num ataque sob texto limpo escolhido (Chosen-Plaintext Attack (CPA)), o adversa´rio pode
gerar um certo nu´mero de mensagens e obter os criptogramas correspondentes. Isto pode
ser formalizado se o adversa´rio tiver total acesso ao ora´culo de cifragem, que e´ visto como
uma ”caixa negra”. CPA tornou-se ainda mais importante no contexto de criptografia de
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chave pu´blica. A partir do momento em que a chave e´ pu´blica, os adversa´rios podem cifrar
qualquer mensagem que pretendam. (Anderson, 2008)
Estes ataques sa˜o vulgares em va´rios cena´rios de contexto real. Isto pode ser demons-
trado olhando para a histo´ria militar da Segunda Guerra Mundial. Em Maio de 1942, os
criptoanalistas da marinha norte-americana descobriram que as tropas japonesas planea-
ram um ataque na ilha Midway, situada no oceano Pacı´fico. Eles conseguiram revelar este
segredo intercetando uma mensagem cifrada que continha o fragmento ”AF”, que acre-
ditavam que correspondia a` mensagem ”Midway island”. No entanto, as tentativas para
convencer os responsa´veis dos planeamentos foram todas fracassadas. Ningue´m acredi-
tava que Midway poderia ser um alvo. Posto isto, os criptoanalistas preparam um outro
plano. Eles pediram a`s forc¸as norte-americanas presentes em Midway que enviassem uma
mensagem na˜o cifrada dizendo que havia pouca a´gua pota´vel naquela zona. Os japone-
ses intercetaram a mensagem e informaram os seus superiores que ”AF”tinha pouca a´gua
pota´vel. Com isto os criptoanalistas da marinha tinham a prova de que ”AF”corresponderia
a Midway e as forc¸as norte-americanas treˆs porta-avio˜es para aquela localizac¸a˜o. Com isto,
os norte-americanos conseguiram salvar Midway e ainda provocaram grandes perdas a`s
forc¸as japonesas. Esta batalha foi considerada o ponto de viragem da guerra entre os Esta-
dos Unidos e o Japa˜o no Pacı´fico.
Voltando ao tema de CPA, os criptoanalistas da marinha fizeram, exatamente, um ata-
que sob texto limpo escolhido. Embora de maneira indireta, eles foram capazes de ”soli-
citar”aos japoneses que cifrassem a palavra Midway com o objetivo de obter informac¸a˜o
acerca de outro criptograma gerado a partir desta palavra que seria novamente intercetado.
Se o algoritmo de cifragem usado pelos japoneses fosse seguro contra ataques sob texto
limpo escolhido, a estrate´gia dos norte americanos na˜o teria resultado, pois os criptogra-
mas teriam de ser diferentes (e a histo´ria poderia ser bem diferente!). Ha´ que salientar que
nunca foi intenc¸a˜o dos japoneses atuarem como um ”ora´culo de cifragem”para os Estados
Unidos, e portanto foram eles a sentirem a necessidade de seguranc¸a contra CPA.
Ataques sob texto limpo escolhido na˜o sa˜o perigosos apenas para aplicac¸o˜es militares.
Existem va´rios casos em quem o adversa´rio consegue influenciar as mensagens que sa˜o
cifradas por uma entidade honesta, apesar de ser bastante incomum existirem casos em
que o adversa´rio tem total controlo da escolha da informac¸a˜o a ser cifrada. Considerando
o caso em que temos va´rios servidores a comunicarem entre si de forma segura, cifrando a
informac¸a˜o. Contudo, as mensagens trocadas entre os servidores sa˜o baseadas em pedidos,
internos ou externos, que eles receberam, que por sua vez, feitos por utilizadores que po-
dem ser considerados como adversa´rios do sistema. Portanto, estes adversa´rios conseguem
influenciar a informac¸a˜o que e´ cifrada por estes servidores. Assim, estes sistemas teˆm que
se precaver destes ataques e protegerem-se contra ataques sob texto limpo escolhido. (Katz
and Lindell, 2008)
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Ataques sob criptograma escolhido (CCA)
Chosen-Ciphertext Attack (CCA) e´ um modelo de ataque em que o adversa´rio pretende ob-
ter informac¸a˜o parcial acerca de um criptossistema. O adversa´rio escolhe um criptograma
e consegue obter a mensagem decifrada correspondente a esse criptograma, sem conhecer
a chave que foi usada neste processo. Existe a possibilidade de serem submetidos um ou
mais criptogramas para o ora´culo de decifragem. Atrave´s deste processo, o adversa´rio pode
conseguir descobrir a chave secreta usada.
Existem va´rios esquemas que sa˜o vulnera´veis a Ataques sob criptograma escolhido, CCA.
Um deles e´ o criptossistema de El Gamal (ElGamal, 1985) que e´ semanticamente4 seguro
contra CPA, no entanto, e´ vulnera´vel a CCA. Outro esquema vulnera´vel a CCA e´ o plain
RSA. Esta vulnerabilidade pode ser demonstrada atrave´s do exemplo em que o adversa´rio
deseja saber a decifragem m ≡ cd( mod n) de um criptograma c. Este, pode escolher
um inteiro aleato´rio s e pedir a decifragem ”inocente”da mensagem c′ ≡ sec mod n. A
partir da resposta m′ ≡ (c′)d, e´ fa´cil recuperar a mensagem original, ja´ que m ≡ m′s−1(
mod n). Outra vulnerabilidade atualmente desvendada e´ o facto do bit menos significante
de RSA ser ta˜o seguro como toda a mensagem. Em particular, existe um algoritmo que
consegue decifrar o criptograma se existir um outro algoritmo que consiga prever o bit
menos significativo de uma mensagem, fornecendo apenas o criptograma e a chave pu´blica.
Consequentemente, na˜o e´ necessa´rio para um adversa´rio conseguir a mensagem completa
decifrada num CCA. Se forem revelados alguns bits por cada criptograma escolhido pode
ser suficiente para que o ataque resulte. (Bleichenbacher, 1998)
Se um sistema for vulnera´vel a este tipo de ataques, tem de haver uma preocupac¸a˜o extra
para evitar situac¸o˜es em que o adversa´rio consiga decifrar criptogramas escolhidos por ele,
ou seja, negar o acesso ao ora´culo de decifragem. Esta preocupac¸a˜o pode ser bastante com-
plicada, uma vez que criptogramas escolhidos de forma parcial podem provocar ataques
subtis. Uma forma de dar a volta a esta vulnerabilidade passa por assinar as mensagens e
assim provar a identidade do autor das mensagens. Isto faz com que so´ sejam permitidos
ataques quando na˜o e´ utilizado hashing na mensagem a ser assinada. Optimal Asymme-
tric Encryption Padding (RSA-OAEP) ou Cramer-Shoup sa˜o exemplos de esquemas seguros
contra este tipo de ataques.
Este tema e o anterior sera˜o mais aprofundados nas secc¸o˜es seguintes.
IND-CPA
A ideia ba´sica por tra´s de um ataque chosen-plaintext encontra-se na permissa˜o dada ao ad-
versa´rio em cifrar va´rias mensagens escolhidas on-the-fly de forma adaptativa. O adversa´rio
4 Seguranc¸a semaˆntica: De acordo com esta definic¸a˜o, um adversa´rio na˜o pode ter qualquer tipo de informac¸a˜o
acerca de uma mensagem cifrada. Esta garantia apenas e´ va´lida quando estamos perante um adversa´rio
completamente passivo.
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A pode interagir livremente com um encryption oracle, que e´ visto como uma ”caixa ne-
gra”que cifra mensagens escolhidas por A. Este processo e´ feito usando uma chave secreta
k que permanece inco´gnita para o adversa´rio. QuandoA interage com o ora´culo fornecendo
a mensagem m em texto limpo como input, o ora´culo retorna o criptograma c ← Enck(m)
como resposta. Para Enc ser considerada uma func¸a˜o pseudo-aleato´ria, o ora´culo usa novos
coins aleato´rios cada vez que responde a uma query.
A definic¸a˜o de seguranc¸a exige que A na˜o pode conseguir distinguir a cifragem de duas
mensagens arbitra´rias, mesmo no caso em que A tem acesso ao ora´culo de cifragem.
Neste caso, voltamos ao exemplo dado anteriormente. O adversa´rio gera 2 mensagens
com o mesmo comprimento. O sistema criptogra´fico escolhe, aleatoriamente, uma das
mensagens para cifrar. O adversa´rio tenta adivinhar qual das mensagens foi escolhida, a
partir do criptograma que e´ retornado pelo sistema.
A seguranc¸a neste modelo e´ expressa como a ma´xima vantagem de um adversa´rio no
seguinte jogo:
• O adversa´rio recebe uma chave pu´blica que vai tentar atacar
• Quando estiver preparado, o adversa´rio vai escolher duas mensagens em texto limpo
(x0, x1)
• O adversa´rio recebe um criptograma correspondente a uma das mensagens (xb)
• O adversa´rio tem de adivinhar o valor de b em que b ∈ 0, 1
Se o adversa´rio tiver acesso ao ora´culo de cifragem, ele pode cifrar as mensagens que
pretender e assim comparar com o criptograma que foi cifrado pelo sistema. Isto faz com
que o adversa´rio consiga acertar no criptograma com a probabilidade de 1, caso o algoritmo
seja determinı´stico. Consideremos o caso em que o adversa´rio gera duas mensagens, m0
e m1, e recebe do ora´culo um criptograma referente a uma das duas mensagens geradas,
c← Enck(mb). Como o adversa´rio tem acesso ao ora´culo Enck(·), ele pode cifrar as pro´prias
mensagens obtendo assim c0 ← Enck(m0) e c1 ← Enck(m1). Desta forma, pode comparar
c0 e c1 com o c devolvido pelo criptossistema. Se c = c0, enta˜o b = 0 e se c = c1, enta˜o
b = 1. No entanto, na˜o ha´ nenhum esquema criptogra´fico determinı´stico que pode ser
seguro contra IND-CPA. Em vez disso, um esquema seguro contra IND-CPA tem de ser
probabilı´stico. Ou seja, o ora´culo necessita de usar fresh coins aleato´rios, cada vez que e´ exe-
cutada uma query, para que os criptogramas gerados sejam sempre distintos. Desta forma,
o adversa´rio na˜o consegue fazer a correspondeˆncia entre as mensagens e o criptograma
dado pelo criptossistema, no caso do exemplo dado anteriormente.
O conceito principal introduzido por este cena´rio e´ o de polynomial bound. A seguranc¸a
do sistema e´ definida pela probabilidade de acertar na mensagem cifrada em tempo u´til.
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O facto das mensagens possuı´rem o mesmo comprimento, previne de casos em que o
adversa´rio compara o comprimento dos criptogramas. (Katz and Lindell, 2008)
A vantagem de um adversa´rio neste tipo de ataques pode ser definida pela seguinte
fo´rmula:
Advind−cpaSE (A) = Pr[Exp
ind−cpa−1
SE (A) = 1]− Pr[Expind−cpa−0SE (A) = 1] (1)
IND-DCPA
O conceito de INDistinguishability under Distinct Chosen-Plaintext Attack (IND-DCPA) foi
proposto (Bellare et al., 2004) com o intuito de definir a seguranc¸a de esquemas de cifragem
sime´tricos determinı´sticos. A principal raza˜o para a necessidade deste conceito e´ o facto
de um algoritmo criptogra´fico sime´trico revelar a igualdade de mensagens. Adaptando a
situac¸a˜o anterior ao IND-DCPA, temos o adversa´rio A limitado a submeter queries distintas
para o ora´culo. Caso contra´rio, estamos perante um ataque trivial. Isto e´, supondo que A
submete as queries (m10, m
1
1), ...., (m
q
0, m
q
1), e´ exigido que m
1
b, ....m
q
b sejam todas distintas para
b ∈ 0, 1. (Bellare et al., 2004)
A vantagem do adversa´rio A pode ser enunciada da seguinte forma:
Advind−dcpaMA (A) = Pr[Exp
ind−dcpa−1
MA (A) = 1]− Pr[Expind−dcpa−0MA (A) = 1] (2)
IND-OCPA
Como qualquer criptograma gerado por um esquema OPE revela informac¸o˜es acerca da
ordem do valor do texto limpo, existe a necessidade de estender a definic¸a˜o de IND-CPA.
Em particular, existira´ uma maior exigeˆncia nas queries feitas pelo adversa´rio A para ter o
mesmo ”order pattern”. Ou seja, esta definic¸a˜o exige que os criptogramas de uma sequeˆncia
de mensagens na˜o pode revelar mais nada a na˜o ser a ordem dos mesmos.
Qualquer query (m0, m1) que seja submetida ao ora´culo satisfaz a seguinte propriedade:
|m0| = |m1|. As mensagens teˆm de ter o mesmo ”order pattern”, isto e´, mi0 < mj0 se e so´
se mi1 < m
j
1 para todo 1 ≤ i, j ≤ q. (Boldyreva et al., 2009) Para um adversa´rio A, a sua
vantagem num esquema OPE pode ser definida pela seguinte fo´rmula:
Advind−ocpaOPE (A) = Pr[Exp
ind−ocpa−1
OPE (A) = 1]− Pr[Expind−ocpa−0OPE (A) = 1] (3)
IND-CCA
Nesta definic¸a˜o, para ale´m do adversa´rio conseguir submeter mensagens com o objetivo de
as cifrar, tambe´m podem ser submetidos criptogramas para serem decifrados. Isto significa
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que o adversa´rio consegue cifrar e decifrar todo o tipo de mensagens antes de obter o
criptograma que ele tem de adivinhar.
A seguranc¸a neste modelo e´ expressa como a ma´xima vantagem de um adversa´rio no
seguinte jogo:
• O adversa´rio tem acesso a um ora´culo onde pode submeter criptogramas para serem
decifrados
• Quando estiver preparado, o adversa´rio vai escolher dois criptogramas (x0, x1)
• O adversa´rio recebe a mensagem em texto limpo, correspondente a um dos criptogra-
mas (xb)
• O adversa´rio tem de adivinhar o valor de b em que b ∈ 0, 1
IND-CCA considera a possibilidade de va´rias interac¸o˜es entre o sistema e o adversa´rio,
o que implica que a seguranc¸a na˜o vai enfraquecendo com o tempo. Outra consequeˆncia
do IND-CCA e´ a na˜o-maleabilidade, ou seja, o criptograma na˜o pode ser alterado para ser
decifrado em M′ 6= M. (Katz and Lindell, 2008)
Fo´rmula:
Advind−ccaΠ (A) = Pr[K
$←− K : AEK(·),DK(·) =⇒ 1]− Pr[K $←− K : AEK($|·|) =⇒ 1] (4)
IND-CCA2
Esta definic¸a˜o acaba por ser ideˆntica a` anterior, no entanto existe uma ligeira diferenc¸a.
Neste caso, o adversa´rio pode cifrar e decifrar apo´s receber o C. No entanto, na˜o pode
decifrar o C.
• O adversa´rio tem acesso a um ora´culo onde pode submeter criptogramas para serem
decifrados
• Quando estiver preparado, o adversa´rio vai escolher dois criptogramas (x0, x1)
• O adversa´rio recebe a mensagem em texto limpo, correspondente a um dos criptogra-
mas (xb)
• O adversa´rio pode submeter mais criptogramas para o ora´culo
• O adversa´rio tem de adivinhar o valor de b em que b ∈ 0, 1
IND-CCA2 sugere que decifrar criptogramas depois de conhecer o criptograma C conse-
gue dar uma vantagem significativa em alguns esquemas criptogra´ficos, desde que os pedi-
dos para decifrar sejam influenciados pelo criptograma recebido. (Bleichenbacher, 1998)
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Fo´rmula:
Advind−cca2Π (A) = Pr[K
$←− K : AEK(·),DK(·) =⇒ 1]− Pr[K $←− K : AEK($|·|),DK(·) =⇒ 1] (5)
IND-CCA3
A definic¸a˜o e´ igual a` apresentada anteriormente, IND-CCA2, execepto num aspecto: Aqui,
o adversa´rio na˜o pode decifrar criptogramas. Em vez disso, este tem acesso a um ora´culo
que retorna sempre INVALID.
Vamos considerar o adversa´rio A um algoritmo com a acesso a um ora´culo e Π =
(K, E ,D) um esquema criptogra´fico. A medida da vantagem (authenticated) INDistin-
guishability adaptive Chosen Ciphertext Attack (IND-CCA3) pode ser definida pela se-
guinte fo´rmula:
Advind−cca3Π (A) = Pr[K
$←− K : AEK(·),DK(·) =⇒ 1]− Pr[AEK($|·|),⊥(·) =⇒ 1] (6)
Tal como se sucede em IND-CCA2, o ora´culo EK(.), com um input M, retorna o cripto-
grama EK(M), e o ora´culo EK($| · |), com um input M, retorna o criptograma de |M| bits
aleato´rios. O ora´culo DK(·), com um input C retorna o texto limpo DK(C). O ora´culo ⊥(·)
retorna INVALID para qualquer input que lhe seja dado.
Para esta e para as definic¸o˜es anteriores, assume-se sempre que o adversa´rio produz que-
ries bem estruturadas, na˜o repete uma query e nunca solicita a decifragem do criptograma
C, sendo este o resultado da u´ltima cifragem feita. As 2 primeiras suposic¸o˜es sa˜o gene´ricas,
enquanto que a terceira previne uma distinc¸a˜o trivial por parte do adversa´rio.
(Shrimpton, 2004)
De notar que as te´cnicas standard cumprem todos os requisitos em termos de seguranc¸a,
no entanto na˜o permitem computac¸a˜o provocando assim limitac¸o˜es na a´rea de computac¸a˜o
remota. Para contornar esta adversidade existem te´cnicas capazes de preservar algumas
propriedades no processo de cifragem, como e´ o caso do OPE. Desta forma, as queries sa˜o
executadas, apenas, do lado do servidor, sem expor a informac¸a˜o a entidades externas.
funcionalidade sobre dados cifrados
De forma a contornar o facto da standard encryption na˜o permitir computac¸a˜o, foram criadas
te´cnicas de cifragem capazes de contornar este problema, tais como o OPE. Este esquema,
de cara´cter determinı´stico, e´ capaz de preservar a ordem nume´rica do texto limpo nos crip-
togramas. A histo´ria desta te´cnica e´ longa e vai ate´ aos tempos da Primeira Guerra Mundial
onde eram utilizadas comunicac¸o˜es em co´digo. As mensagens eram cifradas e decifradas de
acordo com um livro em que continha o texto limpo e o criptograma correspondente. Tanto
os criptogramas como as correspondeˆncias em texto limpo eram organizadas por ordem
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nume´rica ou alfabe´tica. Desta forma, apenas era necessa´ria uma co´pia destas informac¸o˜es
para se proceder a` cifragem e/ou decifragem. (Bauer, 2013)
No entanto, so´ em 2004 e´ que foi feita uma proposta formal de OPE (Agrawal et al.,
2004), cujo principal objetivo era oferecer uma soluc¸a˜o capaz de resolver os problemas rela-
cionados com a performance quando eram executadas range queries sobre dados cifrados, ja´
que ate´ aqui era necessa´rio proceder-se a` decifragem da informac¸a˜o para que estas queries
fossem executadas. Para ale´m disso, com esta te´cnica, uma base de dados presente num ser-
vidor remoto na˜o confia´vel poderia conseguir realizar comparac¸o˜es de cara´cter nume´rico
ou alfabe´tico com criptogramas sem os decifrar, na˜o pondo em causa a privacidade da
informac¸a˜o. Era possı´vel aliar a seguranc¸a com a eficieˆncia.
Para ale´m de oferecer range queries eficientes, OPE tambe´m contribui para que a indexac¸a˜o
e o processamento de queries sejam realizados com a mesma exatida˜o e eficieˆncia que se
pode observar em bases de dados com texto limpo, visto que para uma query apenas e´
necessa´rio cifrar a e b e o servidor consegue localizar os dados desejados em tempo lo-
garı´tmico atrave´s de estruturas baseadas em a´rvores. Depois da primeira publicac¸a˜o, OPE
foi sugerido para ser utilizado em agregac¸a˜o de informac¸a˜o cifrada em sensores de rede (Gi-
rao et al., 2005). Tambe´m foi recomendado o uso desta te´cnica como ferramenta para aplicar
te´cnicas de processamento de sinal na protec¸a˜o de conteu´do multime´dia (Erkin et al., 2007).
Esta te´cnica tambe´m e´ usada no contexto de servidores de email, aplicac¸o˜es web, Customer
Relationship Management (CRM) software, entre outras. (Kaur and Singh, 2013)
Em termos de ana´lise de seguranc¸a, o cena´rio ideal para um esquema OPE passa por na˜o
revelar mais informac¸a˜o para ale´m da ordem do valor em texto limpo, ja´ que esta ”fuga”de
informac¸a˜o e´ necessa´ria para que as range queries sejam executadas sobre os criptogramas.
Existiram va´rias propostas de OPE em que eram tidos em conta, apenas adversa´rios com
formas especı´ficas no roubo da informac¸a˜o e, portanto na˜o eram dadas garantias para ad-
versa´rios mais gerais. A primeira proposta que encarou o problema de forma rigorosa,
(Boldyreva et al., 2009), demonstrou que era impensa´vel alcanc¸ar o cena´rio ideal em es-
quemas OPE, sobre certas suposic¸o˜es. Em consequeˆncia disto, os autores deste esquema,
demonstraram, mais tarde, que este algoritmo revelava pelo menos metade dos bits do texto
limpo (Boldyreva et al., 2011). Para ale´m desta, foram apresentadas, posteriormente, pro-
postas que garantiam total seguranc¸a para esquemas OPE. Exemplo disso, temos a CryptDB
(Popa et al., 2011), que apresenta uma te´cnica OPE com as garantias ideias de seguranc¸a
(Popa et al., 2013). Isto quer dizer que os criptogramas apenas revelam a ordem do texto
limpo, mantendo todas as outras informac¸o˜es privadas. Outra proposta e´ o Order Revea-
ling Encryption (ORE) (Boneh et al., 2015). Esta, mais recente, apresenta tambe´m grandes
garantias de seguranc¸a no que toca a te´cnicas OPE.
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Tal como as outras te´cnicas criptogra´ficas, OPE segue a seguinte propriedade:
m = Dec(K, Enc(K, m)) (7)
Isto significa que uma mensagem m cifrada com a chave K, quando decifrada com a
mesma chave tem de corresponder a` mensagem original sem qualquer alterac¸a˜o. A seguinte
propriedade apenas e´ seguida pelas te´cnicas OPE:
Enc(K, m1) > Enc(K, m2) i f f m1 > m2 (8)
Ou seja, a ordem nume´rica da mensagem em texto limpo corresponde a` ordem nume´rica
das cifras, permitindo assim que possam ser realizadas comparac¸o˜es sem decifrar a informac¸a˜o.
(Boldyreva et al., 2009)
conclusa˜o
Neste capı´tulo foi apresentado, inicialmente, o funcionamento do armazenamento de da-
dos, desde as infraestruturas e intermedia´rios ate´ a` organizac¸a˜o da informac¸a˜o. O armaze-
namento de informac¸a˜o sera´ a base para por em pra´tica os esquemas criptogra´ficos.
Depois disto, foi demonstrado o standard das te´cnicas criptogra´ficas e os padro˜es de
seguranc¸a. Foram apresentadas as vertentes de privacidade e autenticidade. Os esquemas
mais poderosos existentes sa˜o considerados seguros, no entanto na˜o permitem funcionali-
dade sobre os dados cifrados. A secc¸a˜o seguinte apresenta formas de conseguir funciona-
lidade sobre dados cifrados, mais propriamente, executar range queries sobre os mesmos,
abdicando um pouco da performance observada nas cifras standard.
3
A P L I C A C¸ O˜ E S P R A´ T I C A S PA R A P E S Q U I S A S S O B R E D A D O S
C I F R A D O S
Neste capı´tulo sera˜o apresentados algoritmos capazes de executar range queries sobre dados
cifrados, sem os decifrar. A primeira te´cnica a ser apresentada foi proposta por Boldyreva
em 2009, o OPE. Depois sera˜o abordadas as te´cnicas Modular Order-Preserving Encryption
(MOPE) e Mutable Order-Preserving Encoding (mOPE), que foram lanc¸adas em 2011 e 2013,
respetivamente. Por fim sera´ apresentada uma proposta recente, de 2015, a ORE.
order-preserving symmetric encryption (ope)
Este esquema (Boldyreva et al., 2009) foi o primeiro a tratar do problema de range queries
sobre dados cifrados de forma rigorosa. Os seus autores demonstraram que e´ invia´vel
alcanc¸ar a seguranc¸a ideal em OPE, sobre certas suposic¸o˜es implı´citas (Boldyreva et al.,
2011). Posto isto, eles ofereciam garantias mais fracas em termos de seguranc¸a e mais tarde
foi demonstrado que existiam fugas de informac¸a˜o em pelo menos metade dos bits do texto
limpo.
A cifragem e decifragem deste esquema consiste num mapeamento baseado numa distribuic¸a˜o
probabilı´stica hipergeome´trica, que passo a explicar na secc¸a˜o seguinte.
HyperGeometric Distribuition
De forma a mostrar a relac¸a˜o entre uma distribuic¸a˜o hipergeome´trica e uma func¸a˜o order-
preserving vamos considerar um gra´fico em que o eixo do x e´ composto por inteiros de
1 ate´ M e o eixo do y = f (x) possui inteiros de 1 ate´ N. Dado S, um conjunto de M
inteiros distintos pertencentes a [N], pode ser construı´da uma func¸a˜o order-preserving de
[M] para [N] mapeando cada i ∈ [M] com o ie´simo elemento mais pequeno de S. Assim,
uma combinac¸a˜o M-out-of-N corresponde a uma func¸a˜o de order-preserving. Por outro lado,
considera-se uma func¸a˜o de order-preserving de [M] para [N]. A imagem desta func¸a˜o f
define conjunto de M objetos distintos de [N], por isso uma func¸a˜o de order-preserving
corresponde a uma combinac¸a˜o u´nica M-out-of-N.
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Posto isto, chega-se a esta igualdade, definida para M, N ∈ N para qualquer x, x + 1 ∈
[M], y ∈ [N]:
Pr
f
$←−OPF[M],[N] [ f (x) ≤ y < f (x + 1] =
(xy).(
N−y
M−x)
(NM)
(9)
Considerando o seguinte modelo de bolas e sacos: imaginando o caso em que temos 100
bolas num saco, das quais 20 sa˜o pretas e as restantes 80 sa˜o brancas. Se tirarmos 1 bola
do saco, e´ intuitivo que a probabilidade dessa bola ser preta e´ 20%. Imaginemos agora que
eram retiradas y bolas do saco sem reposic¸a˜o. O nu´mero de bolas pretas retiradas seria X e
este segue uma distribuic¸a˜o hipergeome´trica. Este X e´ definido pela seguinte equac¸a˜o em
que x e´ a probabilidade pretendida (X = x), N e´ o nu´mero total de bolas, M e´ o nu´mero de
bolas pretas e y a amostra de bolas a serem retiradas:
PHG(x; N, M, y) =
(xy).(
N−y
M−x)
(NM)
(10)
O ca´lculo do coeficiente binomial e´ dado pela seguinte equac¸a˜o:(
x
y
)
=
y!
x!(y− x)! f or 0 ≤ x ≤ y (11)
Intuitivamente, as equac¸o˜es 9 e 10 implicam que possa ser construı´da uma func¸a˜o de
order-preserving f de [M] para [N] como uma experieˆncia envolvendo N bolas, das quais M
sa˜o pretas. Retirando as bolas do saco de forma aleato´ria e sem reposic¸a˜o, se a ye´sima bola
retirada for preta, enta˜o o ponto menos unmapped do domı´nio e´ mapeado por y em f . E´
evidente que esta experieˆncia e´ ineficiente para ser realizada diretamente. No entanto, foi
usada a distribuic¸a˜o hipergeome´trica para projetar procedimentos que fazem lazy sample
(func¸a˜o que esta´ na base das func¸o˜es de cifragem e de decifragem da informac¸a˜o) de forma
eficiente e recursiva a uma func¸a˜o de order-preserving e o seu inverso.
Em 1985, foi publicado um algoritmo eficiente capaz de gerar valores aleato´rios de acordo
com a distribuic¸a˜o hipergeome´trica (Kachitvichyanukul and Schmeiser, 1985). Este algo-
ritmo e´ caracterizado por ser exato, isto e´, na˜o e´ uma aproximac¸a˜o por uma distribuic¸a˜o
relacionada. E´ importante referir que este algoritmo e´ determinı´stico, ou seja, tem sempre
o mesmo output para o mesmo input. O output deste algoritmo corresponde ao nu´mero de
bolas pretas no nosso exemplo, seguindo uma distribuic¸a˜o hipergeome´trica.
No contexto da criptografia, podemos afirmar que o conjunto de todas as bolas corres-
ponde ao espac¸o de criptogramas e o espac¸o de mensagens e´ representado pelo nu´mero de
bolas pretas.
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TapeGen
De forma a ser fornecida toda a aleatoriedade para o algoritmo de HyperGeometric Distri-
buition (HGD), foi criada a func¸a˜o TapeGen, que tanto fornece input para a func¸a˜o de HGD,
como influencia o output das func¸o˜es de cifragem e de decifragem. A func¸a˜o TapeGen
tambe´m e´ varia´vel em termos de tamanho de input e output. Foi proposto uma Length
Flexible PseudoRandom Function (LF-PRF) que usa uma Variable-Input-Length Pseudo-
Random Function (VIL-PRF), F e um Variable-Output-Length PseudoRandom function Ge-
nerator (VOL-PRG), G. Foi provado, tambe´m, que se F for uma VIL-PRF e se G for um
VOL-PRG, enta˜o TapeGen e´ uma LF-PRF. A seguinte equac¸a˜o define o TapeGen:
TapeGen(1l , K, x) = G(1l , F(K, x)) (12)
Nesta equac¸a˜o, o 1l e´ o generator output length, K e´ uma chave escolhida uniformemente
e aleatoriamente a partir do espac¸o de chaves e x e´ o input. Os autores recomendam que
F seja instanciado com Cipher-based Message Authentication Code (CMAC) e que G seja
instanciado com AES128 em counter-mode, por exemplo. Na equac¸a˜o seguinte podemos
observar uma instanciac¸a˜o concreta do TapeGen:
TapeGen(K, x) = AES128CTR(CMAC(K, x), T) (13)
Em que o T e´ uma string com tamanho l.
Cifragem
Vamos agora observar a fase de cifragem deste modelo. O pseudo-co´digo e´ apresentado no
algoritmo 1. A letra D representa o domı´nio do texto limpo enquanto que R corresponde
ao domı´nio dos criptogramas. O nu´mero que vai ser cifrado e´ representado pela letra m.
Visto que o algoritmo e´ recursivo, vamos considerar o momento de primeira chamada de
func¸a˜o, para explicac¸a˜o do mesmo.
Na linha 1, a cardinalidade dos conjuntos D eR e´ atribuı´da a`s varia´veis M e N, respetiva-
mente. De seguida, na linha 2 calcula-se o valor mı´nimo dos conjuntos D e R, decrementa-
se uma unidade e os valores obtidos sa˜o guardados nas vara´veis r e d, por esta ordem. Feito
isto, calcula-se o valor de y somando a varia´vel r com metade do valor de N. Seguindo o
exemplo anteriormente dado, vamos assumir que N tem o valor de 100 e que as bolas sa˜o
numeradas de 1 a 100. Consequentemente, o valor de y sera´ de 50. Como no exemplo
anterior o nu´mero de bolas pretas era de 20, o M tera´ este valor e por isso vamos avanc¸ar
para a linha 9, ja´ que na˜o vai entrar no if por ter um valor diferente de 1. Agora, ira´ ser
usada a func¸a˜o TapeGen para gerar um token, cc, que vai ser usado na func¸a˜o HG.
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Tal como foi explicado na secc¸a˜o 3.1, a func¸a˜o HG recebe como argumentos o nu´mero de
elementos do maior conjunto, o nu´mero de elementos do conjunto menor e o nu´mero de
extrac¸o˜es. De forma a aumentar o nı´vel de abstrac¸a˜o, as vara´veis anteriormente dadas, N e
M sa˜o substituı´das por D e R.
Sera´ agora calculada a amostra por parte da func¸a˜o HG e sera´ atribuı´da a` varia´vel x. A
func¸a˜o sera´ invocada da seguinte forma, para este exemplo: HG((1, . . . , 100), (1, . . . , 20), 50;
cc). Neste caso o resultado sera´ de 10 com 20% de probabilidade, 9 e 11 com 17.5% de
probabilidade e assim sucessivamente seguindo a distribuic¸a˜o hipergeome´trica. Para a
mesma chave K e o mesmo nu´mero m, sera´ gerado o mesmo token cc. Como a func¸a˜o HG e´
de cara´ter determinı´stica, o x tera´ sempre o mesmo valor para diferentes execuc¸o˜es e para
o mesmo K e m. Isto permite que o processo de cifragem seja determinı´stico.
O algoritmo fara´ agora uma comparac¸a˜o entre o m e o x. Se o m for menor ou igual
a x, os domı´nios de texto limpo e criptogramas sera˜o redefinidos para {d + 1, . . . , x} e
{r + 1, . . . , y} e a func¸a˜o de cifragem sera´ chamada novamente para estes novos intervalos.
Caso o m seja maior do que x, o D e o R sera˜o modificados de forma a que armazenem
os intervalos {x + 1, . . . , d + M} e {y + 1, . . . , r + N}. As chamadas recursivas da func¸a˜o
de cifragem so´ ira˜o terminar quando o domı´nio do espac¸o de mensagens apenas contiver 1
elemento, que correspondera´ ao m.
Antes de retornar o criptograma final, sera´ gerado um token de forma aleato´ria que sera´
usado para escolher um valor dos elementos restantes do conjunto R. Este valor correspon-
dera´ ao resultado do processo de cifragem.
Algorithm 1 Encryption HGD - EncHGK (D,R, m)
1: M← |D|; N ← |R|
2: d← min(D)− 1; r ← min(R)− 1
3: y← r + dN/2e
4: if |D| = 1 then
5: cc $←− TapeGen(K, 1lR , (D,R, 1||m))
6: cc cc←− R
7: return c
8: end if
9: cc $←− TapeGen(K, 1l1 , (D,R, 0||y))
10: x $←− d + HG(MN, y− r; cc)
11: if m ≤ x then
12: D ← {d + 1, . . . , x}
13: R ← {r + 1, . . . , y}
14: else
15: D ← {x + 1, . . . , d + M}
16: R ← {y + 1, . . . , r + N}
17: end if
18: return EncHGK (D,R, m)
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Decifragem
O processo de decifragem e´ ideˆntico ao seu processo inverso apresentado anteriormente,
principalmente no facto de tambe´m ser processada uma pesquisa bina´ria no domı´nio,
de maneira a encontrar a mensagem em texto limpo correspondente ao criptograma. O
pseudo-co´digo encontra-se no algoritmo 2.
Na linha 12, e comparando com a linha 10 do processo de cifragem, o criptograma c
e´ comparado com y para selecionar a direc¸a˜o da pesquisa, direita ou esquerda. De facto,
e´ intuitivo perceber que os passos da pesquisa sobre o domı´nio sera˜o os mesmos que os
observados no algoritmo de cifragem.
Avanc¸ando para a u´ltima iterac¸a˜o, na linha 4, se o domı´nio do conjunto de mensagens
apenas contiver um elemento, a decifragem chega ao fim. O u´nico elemento presente neste
conjunto corresponde ao m. No entanto, antes deste valor ser retornado, e´ feita uma u´ltima
verificac¸a˜o. E´ atribuı´do ao w o criptograma gerado a partir do m descoberto e e´ feita uma
comparac¸a˜o com o c inicialmente dado.
Algorithm 2 Decryption HGD
1: DecHGK (D,R, c)
2: M← |D|; N ← |R|
3: d← min(D)− 1; r ← min(R)− 1
4: y← r + dN/2e
5: if |D| = 1 then m← min(D)
6: cc $←− TapeGen(K, 1lR , (D,R, 1||m)
7: w $←− R
8: if w = c then return m
9: elsereturn ⊥
10: end if
11: end if
12: cc $←− TapeGen(K, 1l1 , (D,R, 0||y))
13: x $←− d + HG(MN, y− r; cc)
14: if c ≤ y then
15: D ← {d + 1, . . . , x}
16: R ← {r + 1, . . . , y}
17: else
18: D ← {x + 1, . . . , d + M}
19: R ← {y + 1, . . . , r + N}
20: end if
21: return DecHGK (D,R, c)
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Garantias de seguranc¸a
Este esquema na˜o vai ao encontro da seguranc¸a ideal. Para esta ser alcanc¸ada seria ne-
cessa´rio satisfazer as noc¸o˜es standard de seguranc¸a como IND-CPA. Para ale´m deste algo-
ritmo ser determinı´stico, tambe´m permite fugas de informac¸a˜o acerca de relac¸o˜es de ordem
nume´rica, sobre o texto limpo. Por exemplo, um adversa´rio contra um esquema OPE que
executa 2 pares de queries com ordem oposta consegue, trivialmente, quebrar IND-CPA, ja´
que os criptogramas teˆm a mesma ordem que os textos na˜o cifrados. No entanto, apesar de
na˜o conseguir alcanc¸ar esta noc¸a˜o de seguranc¸a, a intenc¸a˜o e´ conseguir a melhor noc¸a˜o de
seguranc¸a possı´vel, com uma abordagem ao caso de deterministic public-key encription (Bel-
lare et al., 2007), (Boldyreva et al., 2008), (Bellare et al., 2008), on-line ciphers (Bellare et al.,
2001) e deterministic authenticated encryption (Rogaway and Shrimpton, 2007).
Uma abordagem para dar a volta a este problema e´ tentar enfraquecer a definic¸a˜o de
IND-CPA. Para o caso da deterministic authenticated encryption, isto foi feito por (Bellare et al.,
2004), que formaliza uma noc¸a˜o chamada IND-DCPA. Este conceito foi, consequentemente,
aplicado em co´digos de autenticac¸a˜o de mensagens (Bellare, 2006). Visto que esta cifragem
e´ caracterizada por ser determinı´stica, a igualdade dos textos limpos sera´ posta em causa.
IND-DCPA na˜o permite que o adversa´rio, utilizado na experieˆncia IND-CPA, fac¸a queries
a` sua left-right-encryption-oracle na forma de (x10, x
1
1), . . . , (x
q
0, x
q
1) tal que x
1
0, . . . , x
q
0 sera˜o to-
dos distintos e x11, . . . , x
q
1 tambe´m sa˜o todos distintos entre si. Esta noc¸a˜o foi generalizada
com o termo INDistinguishability under Ordered Chosen-Plaintext Attack (IND-OCPA),
questionando acerca das relac¸a˜o em vez de satisfazer as mesma relac¸o˜es de ordem.
Em vez de tentar restringir, ainda mais, o adversa´rio na definic¸a˜o de IND-OCPA, uma ou-
tra alternativa passa pela abordagem a`s func¸o˜es pseudo-aleato´rias (PRFs) ou a`s permutac¸o˜es
(PRPs), exigindo que nenhum adversa´rio consiga distinguir entre o acesso ora´culo ao algo-
ritmo de cifragem do esquema e o objeto ”ideal”correspondente. Neste caso, este u´ltimo e´
uma func¸a˜o de order-preserving aleato´ria com o mesmo domı´nio e contra-domı´nio. Desde
que as func¸o˜es de order-preserving sejam injetivas, tambe´m faz sentido focar na noc¸a˜o de
seguranc¸a mais forte que adicionalmente permite o acesso ao ora´culo por parte do ad-
versa´rio ao algoritmo de decifragem ou a` func¸a˜o inversa, respetivamente. Esta noc¸a˜o tem a
designac¸a˜o de Pseudorandom Order-Preserving Function under Chosen-Ciphertext Attack
(POPF-CCA).
Uma outra propriedade verificada neste esquema e´ a distaˆncia entre valores. Nas comparac¸o˜es
de ordem feita entre os criptogramas, para ale´m de ser conhecido qual o maior criptograma,
e´ possı´vel saber se um criptograma e´ muito ou pouco maior do que o outro. Isto porque
o mapeamento e´ feito num domı´nio limitado e atrave´s da ana´lise dos bits dos criptogra-
mas consegue-se saber a diferenc¸a entre os mesmos. Por exemplo, se tivermos os seguintes
criptogramas 11001 e 11000, sabemos que os valores esta˜o pro´ximos ja´ que so´ diferem no
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u´ltimo bit. Para o caso de termos os seguintes criptogramas 11001 e 00100, sabemos que
esta˜o distantes ja´ que o bit da esquerda diz-nos que um se encontra na segunda metade do
domı´nio e o outro na primeira metade.
A primeira versa˜o da CryptDB usava esta te´cnica para cifrar a informac¸a˜o cujo objetivo
final era executar range queries. Na CryptDB, este algoritmo foi melhorado usando a´rvores
de procura bina´ria AVL para batch encryption, como por exemplo, loads da base de dados,
tornando, assim, o sistema mais eficiente.
modular order-preserving encryption (mope)
Este esquema (Boldyreva et al., 2011) e´ uma extensa˜o ao esquema anteriormente apresen-
tado, que aumenta a seguranc¸a adicionando um offset modular secreto a cada valor, antes
do processo de cifragem. Seja j o offset a ser adicionado, e x a mensagem a ser cifrada
temos: MOPE(x) = OPE(x + j), sendo o OPE o esquema apresentado em 3.1. Este offset e´
o mesmo para todas as mensagens e o seu valor e´ gerado aleatoriamente. Desta forma, a
localizac¸a˜o dos pontos referentes aos dados sa˜o escondidos, ja´ que o offset altera a mesma.
No entanto, na˜o e´ possı´vel disfarc¸ar a distaˆncia entre os pontos.
Este esquema tambe´m veio introduzir novas definic¸o˜es de seguranc¸a para OPE. A pri-
meira e´ mencionada como Window One-Wayness. Esta adaptac¸a˜o e´ mais forte e mais
gene´rica no que toca a` definic¸a˜o padra˜o de one-wayness 1. Para 1 ≤ r ≤ M e z ≥ 1, e´ dado
ao adversa´rio um conjunto de z criptogramas de mensagens (uniformemente) aleato´rias
e e´ pedido ao adversa´rio que adivinhe o intervalo de tamanho r em que esta´ inserida a
mensagem subjacente. Caso r = 1, a definic¸a˜o vai ao encontro da definic¸a˜o ja´ existente de
one-wayness (para va´rios criptogramas). A vantagem do adversa´rio contra o esquema de
cifragem sime´trico SE [M],[N] e´:
Advr,z−wow
[M],[N] (A) = Pr[Exp
r,z−wow
SE [M],[N](A) = 1] (14)
em que o ensaio Expr,z−wowSE [M],[N](A) = 1 e´ definido da seguinte forma:
Expr,z−wowSE [M],[N](A)
K $←− K; m $←− Comb[M]z ; c← Enc(K, m)
(mL, mR)
$←− A(c)
Return 1 se (mR−mL) mod M+ 1 ≤ r e se existir m ∈ m tal que qualquer m ∈ [mL, mR]
ou (mL > mR e m ∈ [mL, M] ∪ [1, mR])
Return 0 noutro caso
1 Uma func¸a˜o one-wayness e´ caracterizada por ser facilmente computada e dificilmente revertida
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A outra definic¸a˜o e´ conhecida como Window Distance One-Wayness e inside no facto do
OPE expor a distaˆncia entre as mensagens. Para se perceber ate´ que ponto esta exposic¸a˜o
e´ feita, o adversa´rio tenta adivinhar o intervalo de tamanho r que corresponde a` distaˆncia
entre dois das z mensagens aleato´rias, em que 1 ≤ r ≤ M e z ≥ 2. Se r = 1 o adversa´rio tera´
de adivinhar o exato valor entre 2 dos z criptogramas. A vantagem do adversa´rio contra o
esquema de cifragem sime´trico SE [M],[N] e´:
Advr,z−wdow
[M],[N] (A) = Pr[Exp
r,z−wdow
SE [M],[N] (A) = 1] (15)
em que o ensaio Expr,z−wdowSE [M],[N] (A) = 1 e´ definido da seguinte forma:
Expr,z−wdowSE [M],[N] (A)
K $←− K; m $←− Comb[M]z ; c← Enc(K, m)
(d1, d2)
$←− A(c)
Return1 se (d2 − d1) + 1 ≤ r e se existir mi, mj ∈ m distintos com mj − mi mod M ∈
[d1, d2]
Return 0 noutro caso
mutable order-preserving encoding (mope)
Com o objectivo de combater as falhas verificadas em propostas anteriores, foi criado o
primeiro esquema de OPE com seguranc¸a ideal. A prioridade desta plataforma e´ fazer
com que os criptogramas na˜o revelem mais nenhuma informac¸a˜o para ale´m da ordem dos
valores do texto limpo. Foi o primeiro esquema que conseguiu alcanc¸ar o cena´rio ideal, no
entanto, e´ afetado em termos de eficieˆncia.
Esta tecnologia consegue alcanc¸ar um cena´rio ideal e rigoroso em termos de garantias de
seguranc¸a. Estas garantias sa˜o definidas como IND-OCPA (Bellare et al., 2007), e asseguram
que os adversa´rios na˜o conseguem mais nenhuma informac¸a˜o acerca do criptograma para
ale´m da ordem dos valores do texto limpo, que e´ o mı´nimo exigido para o OPE.
Este esquema e´ designado por mOPE devido a` ”mutabilidade”dos criptogramas verifi-
cada e e´ utilizada a palavra enconding em vez de encryption para enfatizar o afastamento
perante o modelo standard de cifragem.
Intuitivamente, mOPE funciona sobre uma a´rvore balanceada de procura contendo todos
os valores cifrados pela aplicac¸a˜o. A codificac¸a˜o do valor em termos de order-preserving
e´ o path a partir da raiz ate´ ao valor nessa a´rvore de procura. Portanto, se x e´ menor
do que y, o path para x estara´ a` esquerda do path para y. Este path e´ representado por
uma codificac¸a˜o bina´ria em que o valor codificado do path aumenta da esquerda para a
direita na a´rvore. A a´rvore de procura encontra-se no mesmo servidor na˜o-confia´vel que
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armazena os dados cifrados, e os clientes de confianc¸a cifram os valores inserindo-os na
a´rvore usando um protocolo interativo. O tamanho do path corresponde a´ profundidade
da a´rvore. De forma a prevenir que este path na˜o tome proporc¸o˜es excessivamente longas,
mOPE faz rebalanceamento da a´rvore. Isto faz com que a localizac¸a˜o dos criptogramas
seja atualizada ja´ que o path pode ser modificado com o rebalanceamento, no entanto e´
garantido que apenas um nu´mero pequeno de valores ja´ cifrados atualiza os criptogramas
para cada novo valor codificado.
mOPE esta´ relacionado com os esquemas criptogra´ficos capaz de executar range queries
sobre dados cifrados, no entanto existe uma diferenc¸a quando comparado com estes esque-
mas. O mOPE na˜o preserva a ordem dos valores em texto limpo no criptograma. Em vez
disso, este esquema cifra, separadamente, os valores referentes a` informac¸a˜o e os valores
alusivos a`s queries e fornece um algoritmo capaz de fornecer a ordem entre o valor da query
e o valor da informac¸a˜o, por cada pedido. Este algoritmo nunca fornece informac¸a˜o acerca
da comparac¸a˜o entre duas queries ou entre dois valores. Idealmente, na˜o fornece qualquer
tipo de outra informac¸a˜o. O facto dos criptogramas na˜o preservarem a ordem por eles
pro´prios faz com que esquemas como este na˜o possam ser usados sobre software com o
objetivo de usar range queries sobre dados cifrados (OPE) sem uma adaptac¸a˜o pre´via.
Modelo
Este esquema assenta num modelo cliente servidor em que o cliente e´ de confianc¸a, ja´ que e´
o dono da informac¸a˜o, ao contra´rio do servidor que na˜o e´ considerado confia´vel. Para que
haja seguranc¸a e computac¸a˜o ao mesmo tempo, apenas uma propriedade pode ser revelada,
a ordem real dos valores. Esta garantia tem de prevalecer nos dois modelos de seguranc¸a, o
modelo ativo e o passivo. Como exemplo de um cena´rio ideal de OPE, podemos considerar
a cifragem dos valores 56, 20, 30, 5 e 60. Uma forma perfeita de codificar estes valores era
cifra´-los de maneira a que os criptogramas gerados fossem 4, 2, 3, 1 e 5, respetivamente.
Desta forma era garantido que a ordem dos criptogramas prevalecia e que nada mais do
que isso era revelado. No entanto, esta forma de cifragem na˜o revela preocupac¸a˜o acerca
de futuras cifragens de valores, ja´ que se o pro´ximo valor a ser cifrado for, por exemplo, o
nu´mero 25, na˜o consegue ter um criptograma que preserve a sua ordem, neste exemplo.
De forma a contornar este problema, os autores desta tecnologia providenciam ao cliente
uma leitura dos valores anteriormente cifrados de forma a levar as comparac¸o˜es para o
lado de cliente, revelando ainda menos informac¸a˜o ao servidor acerca dos valores reais. E´
garantido que o nu´mero destas interac¸o˜es na˜o ultrapasse o logaritmo do nu´mero total de
codificac¸o˜es.
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Arquitetura do sistema
A arquitetura base desta plataforma e´ constituı´da por B-tree’s. A escolha recaiu para esta
estrutura, ja´ que com B-tree’s qualquer operac¸a˜o feita nas a´rvores (insert, delete ou lookup)
tem um custo logarı´tmico para o pior caso. Para ale´m disso, sa˜o permitidas atualizac¸o˜es
de criptogramas de forma eficiente com base em resumos de transformac¸o˜es concisas e e´
facilitada a verificac¸a˜o caso um servidor malicioso tenha produzido respostas corretas.
No entanto, a explicac¸a˜o do funcionamento deste esquema foi feita, pelos autores, utili-
zando a´rvores bina´rias de procura de modo a simplificar a exposic¸a˜o. Estas a´rvores esta˜o
organizadas da seguinte forma: cada nodo conte´m a` sua esquerda os nodos com valores in-
feriores e a` sua direita nodos com valores superiores. Estes valores referidos correspondem
ao valor do nu´mero em texto limpo. Todas as te´cnicas utilizadas extendem-se para a´rvores
bina´rias de modo simples.
Cada nodo da a´rvore possui um criptograma cifrado de forma determinı´stica. A organizac¸a˜o
dos nodos na a´rvore e´ feita consoante o valor dos criptogramas em texto limpo, isto e´, a
posic¸a˜o do nodo na a´rvore e´ definida atrave´s do valor do nu´mero em texto limpo. Con-
forme podemos observar na imagem 8, os nodos a` esquerda sa˜o sempre menores do os
nodos a` direita. Na imagem temos os valores em texto limpo, mas estes na˜o esta˜o presen-
tes na a´rvore no contexto real, apenas servem para facilitar a compreensa˜o do processo da
a´rvore.
De forma a evitar a decifragem dos nu´meros do lado do servidor e a fazer inserc¸o˜es
corretas e´ feita uma interac¸a˜o com o cliente a cada inserc¸a˜o. Imaginemos que era preten-
dido inserir-se o nu´mero 55 na a´rvore da imagem 8. No primeiro passo o cliente pede o
criptograma presente no nodo da raiz da a´rvore. E´ retornado o valor ”x93d12a”e o cliente
decifra este criptograma obtendo o valor 32. Feita a comparac¸a˜o entre o 32 e o 55 e´ pedido
ao servidor o filho direito do nodo em que esta´ presente o 32. E´ retornado o criptograma
”x27716c”que da´ origem ao nu´mero 69 em texto limpo. Como 55 e´ menor que 69, e´ pedido
ao servidor o nodo filho que se encontra a` esquerda. Como na˜o existe qualquer nodo a`
esquerda, o servidor informa o cliente do sucedido. Desta forma, o cliente consegue saber
o path onde tem de inserir o nu´mero 55. Cifra-o de forma determinı´stica e ordena a inserc¸a˜o
na posic¸a˜o correta. Nesta interac¸a˜o o servidor apenas tem informac¸a˜o acerca do resultado
das comparac¸o˜es feitas entre o valor a inserir e os criptogramas presentes na a´rvore, na˜o
conseguindo qualquer tipo de outra informac¸a˜o acerca do valor a ser inserido ou sobre os
criptogramas presentes nas a´rvores.
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Figura 8: Codificac¸a˜o das a´rvores na CryptDB (Popa et al., 2013)
Codificac¸a˜o bina´ria
A codificac¸a˜o bina´ria e´ feita atrave´s do caminho feito desde a raiz da a´rvore ate´ ao nodo
em questa˜o. Atrave´s deste sera´ possı´vel fazer comparac¸a˜o entre os valores pretendidos
da a´rvore. Para que isto seja possı´vel, e´ necessa´rio arranjar uma forma de dar valores ao
caminho. Assim, cada vez que o caminho da esquerda e´ tomado para chegar ao nodo,
da´-se o valor de 0, por outro lado, se o caminho da direita for o escolhido e´ dado o valor
de 1. Chegando ao nodo e´ feita uma concatenac¸a˜o de todos os bits resultantes das escolhas
feitas ao longo do caminho ate´ ao nodo. Por exemplo, na figura 8, o path correspondente
ao valor 10 e´ 00, que convertido para decimal da´ origem ao valor 0. Ja´ o 25 tem o caminho
correspondente de 01, que em decimal tem o valor de 1. Ora, podemos observar que a
ordem e´ conservada na codificac¸a˜o bina´ria.
Neste modelo podemos observar uma adversidade, os nodos na˜o se encontram todos a`
mesma profundidade. Isto provoca uma diferenc¸a em termos de comprimentos nos cami-
nhos. Por exemplo, a raiz da a´rvore (32) na˜o possui qualquer valor em termos de caminho,
e sendo assim, e´ impossı´vel fazer-se comparac¸o˜es entre caminhos. De forma a contornar
esta adversidade, foi estabelecido um comprimento padra˜o para todos os caminhos de to-
dos os nodos da a´rvore (32 ou 64 bits). Para que isto possa ser cumprido por todos os
nodos, e´ acrescentado um sufixo a todos os caminhos:
OPEencoding = [path]10...0 (16)
E´ acrescentada uma quantidade necessa´ria de zeros ate´ que o path fique com o compri-
mento estabelecido. Voltando ao exemplo da 8, seja m = 5 o comprimento do caminho, nos
casos do 10 e do 25, a ordem na˜o e´ alterada. Para este caso o caminho do 10 fica 00100,
que em decimal da´ origem ao valor 8. No caso do 25, temos agora o caminho 01100, que
corresponde ao valor 24, que e´ maior do que 8. Para o valor da raiz da a´rvore temos o
caminho 10000, que corresponde ao valor 32, que e´ efetivamente maior que os 2 anteriores.
Com isto fica provado que a ordem e´ preservada.
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Balanceamento da a´rvore
Para que a profundidade da a´rvore tenha sempre valores logarı´tmicos em relac¸a˜o ao nu´mero
total de valores armazenados, e´ necessa´rio efetuar balanceamentos ocasionais. Para o caso
de se verificar um nodo com demasiados filhos, pode ser feita uma divisa˜o no ramo em
que o filho deste nodo ganha um nodo filho (que e´ o antigo pai). Na figura 9 podemos ver
um exemplo simples que ajuda a perceber o balanceamento feito. Se existir, ainda, um de-
sequilı´brio na a´rvore, este balanceamento propaga-se pelos nodos filhos ate´ ser alcanc¸ado
o equilı´brio.
Figura 9: Balanceamento de a´rvores
Este balanceamento pode provocar uma alterac¸a˜o no caminho de um nodo, e consequen-
temente, uma alterac¸a˜o na codificac¸a˜o de um valor. Por este motivo e´ necessa´rio que haja
uma atualizac¸a˜o nos valores de codificac¸a˜o armazenados no servidor. Existe uma te´cnica
capaz de reduzir o custo desta atualizac¸a˜o. Esta tem o nome de transformation summary e
permite que sejam efetuadas operac¸o˜es de balanceamento concisas em O(log n) e identifica
com precisa˜o o alcance dos valores afetados. Com isto, as atualizac¸o˜es de codificac¸o˜es po-
dem ser efetuadas, de forma eficiente, numa passagem sobre o alcance dos valores afetados.
Por outro lado, com este balanceamento e´ garantido que o comprimento das codificac¸o˜es
nunca atinjam comprimentos muito grandes, ja´ que o comprimento do caminho ate´ um
nodo corresponde a` profundidade desse nodo e este balanceamento consegue, em alguns
casos, reduzir esta profundidade.
Codificac¸a˜o obsoleta
O balanceamento pode fazer com que o valor de codificac¸a˜o fique obsoleto. Por exemplo,
um valor pode ficar obsoleto, quando, primeiramente, e´ pedido o valor de codificac¸a˜o
de um determinado nodo e depois disso sa˜o efetuadas operac¸o˜es que envolvem inserts
e balanceamentos da a´rvore. Desta forma, o caminho para o nodo pode ser alterado e,
portanto, a codificac¸a˜o tambe´m e´ alterada. Todas as computac¸o˜es executadas com este
valor incorreto podem dar origem a erros.
De forma a prevenir estas situac¸o˜es foi criada uma tabela para mapear os criptogramas e
os valores de codificac¸a˜o correspondentes. Um exemplo para uma OPE Table pode ser visto
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na figura 8. Sempre que ha´ uma inserc¸a˜o ou um balanceamento, esta tabela e´ atualizada
com os novos valores de codificac¸a˜o. Esta atualizac¸a˜o apenas e´ u´til para o servidor, ja´ que
o cliente na˜o tem acesso nem necessita das codificac¸o˜es, apenas insere e pede criptogramas.
Com isto, o servidor e´ capaz de executar operac¸o˜es OPE sem necessitar de recorrer ao
cliente.
Garantias de seguranc¸a
Este esquema e´ IND-OCPA. O mOPE alcanc¸a o cena´rio ideal apresentado em (Boldyreva
et al., 2009), ou seja, nenhumas informac¸o˜es acerca do valor real inserido sa˜o expostas a
na˜o ser as propriedades de ordem. Com o intuito de demonstrar a seguranc¸a do sistema,
vamos considerar qualquer adversa´rio Adv e duas sequeˆncias de valores v = (v1, ..., vn) e
w = (w1, ..., wn). O adversa´rio tem acesso a todas as interac¸o˜es feitas entre o cliente e o
servidor. Os criptogramas enviados sa˜o cifrados com um esquema de cifragem DET, ou
seja, as garantias de seguranc¸a deste esquema assumem que as cifragens sa˜o computaci-
onalmente indistinguı´veis de valores aleato´rios. Para o caso da cifragem dos valores de
v e w a aprendizagem do adversa´rio pode basear-se em va´rias propriedades. Para isso,
procede-se indutivamente sobre o nu´mero de valores a serem cifrados. O caso base da´-se
quando nenhum valor foi cifrado ainda e, nesta altura, o adversa´rio na˜o possui qualquer
informac¸a˜o acerca dos valores. Apo´s i iterac¸o˜es o adversa´rio obte´m a mesma informac¸a˜o
para ambos os casos (v e w), e mesmo apo´s i + 1 iterac¸o˜es, na˜o ha´ nada de novo em termos
de aprendizagem para o adversa´rio.
Focando agora na parte da codificac¸a˜o, existem 2 resultados possı´veis. O primeira da´-se
quando o valor da codificac¸a˜o ja´ se encontra na tabela. Como v e w teˆm a mesma relac¸a˜o
de ordem (ja´ que vi = vj ⇐⇒ wi = wj), enta˜o o w tambe´m ja´ ira´ ter o valor de codificac¸a˜o
na tabela. Como na˜o ha´ interac¸o˜es entre o cliente e o servidor, na˜o existem mais nenhuma
informac¸a˜o que o adversa´rio tenha acesso.
No segundo resultado, temos o valor vi sem valor de codificac¸a˜o na tabela. Neste caso
existira˜o trocas de informac¸a˜o entre servidor e cliente de forma a definir a posic¸a˜o do valor
na a´rvore (optar pela direita ou esquerda, em cada nodo). Estas deciso˜es sera˜o as u´nicas
informac¸o˜es a que o adversa´rio tem acesso.
Em ambos os casos, o adversa´rio obte´m a mesma informac¸a˜o para ambos os valores dos
dois conjuntos, ou seja, na˜o tem qualquer informac¸a˜o que permita fazer uma distinc¸a˜o
entre os criptogramas do conjunto v e w.
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order revealing encryption (ore)
ORE (Boneh et al., 2015) e´ uma te´cnica recente, caracterizada por ser uma generalizac¸a˜o do
original OPE. No contexto de OPE lidamos com criptogramas nume´ricos que preservam
a ordem do valor do texto limpo para serem feitas comparac¸o˜es diretas com os criptogra-
mas respondendo a`s range queries feitas. No entanto, com esta te´cnica, existem algumas
mudanc¸as relativamente ao OPE. Com o ORE, os criptogramas na˜o teˆm uma forma es-
pecı´fica e a comparac¸a˜o e´ feita atrave´s de uma func¸a˜o que recebe 2 criptogramas e retorna
o resultado da comparac¸a˜o feita segundo os valores em texto limpo, mas sem os decifrar.
Com este esquema e´ alcanc¸ada seguranc¸a contra ataques IND-OCPA.
O esquema ORE e´ um tuplo de algoritmosΠ = (ORE.Setup, ORE.Encrypt, ORE.Compare)
que sa˜o definidos no domı´nio D com as seguintes propriedades:
• ORE.Setup(1λ)→ sk a chave sk e´ gerada atrave´s desta func¸a˜o que recebe um paraˆmetro
de seguranc¸a, λ.
• ORE.Encrypt(sk, m)→ ct Dada um chave sk e uma mensagem m, a func¸a˜o ORE.Encrypt
gera um criptograma ct.
• ORE.Compare(ct1, ct2) → b Este algoritmo retorna o resultado da comparac¸a˜o feita
entre os dois criptogramas, ct1 e ct2. O output e´ o seguinte: b ∈ 0, 1.
Nesta te´cnica na˜o observamos nenhuma func¸a˜o de decifragem. Uma soluc¸a˜o capaz de
resolver esta omissa˜o, reside na junc¸a˜o de de um criptograma da mensagem seguro sobre
CPA, a` cifragem em ORE. Assim pode-se proceder a` decifragem direta do criptograma
anexado obtendo a mensagem pretendida.
Esta te´cnica difere do OPE na forma dos criptogramas. Enquanto que a construc¸a˜o de um
criptograma em OPE depende da chave, da mensagem e da aleatoriedade dada, em ORE o
bit anterior tambe´m interfere na cifragem da mensagem. Como exemplo, temos o caso de
dois criptogramas cifrados, c1 = 11001100 e c2 = 10001100. Em OPE atrave´s da localizac¸a˜o
destes dois criptogramas no espac¸o dos criptogramas podemos ter uma pequena noc¸a˜o do
valor dos criptogramas e da distaˆncia dos mesmo. Em ORE apenas temos informac¸a˜o acerca
do valor em texto limpo atrave´s dos dois primeiros bits. O resto dos bits sa˜o cifrados com
a influeˆncia do bit anterior fazendo com que o seu real valor na˜o corresponda diretamente
ao valor do criptograma. Consequeˆncia disto, e´ a necessidade da existeˆncia de uma func¸a˜o
pro´pria capaz de executar a comparac¸a˜o entre os dois criptogramas.
conclusa˜o
Neste capı´tulo foram apresentadas te´cnicas que permitem funcionalidade sobre dados ci-
frados, mais propriamente, te´cnicas que permitem a execuc¸a˜o de range queries sem decifrar
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a informac¸a˜o. A te´cnica OPE, foi a primeira a tratar do problema de forma se´ria e com
seguranc¸a razoa´vel. Esta te´cnica e´ caracterizada por permitir funcionalidade direta sem que
hajam alterac¸o˜es do lado da base de dados, ja´ que os criptogramas preservam a ordem das
mensagens em texto limpo. Os mesmo autores lanc¸aram a glsmope11, que e´ uma adaptac¸a˜o
do OPE. Como foram feitas pequenas alterac¸o˜es apenas, esta te´cnica na˜o foi estudada com
grande profundidade. Em 2013, surgiu uma te´cnica diferente do OPE, o mOPE. Neste es-
quema, ja´ foram feitas grandes transformac¸o˜es trazendo novas implicac¸o˜es. Mudanc¸as no
esquema de base de dados e existeˆncia de comunicac¸a˜o constante sa˜o exigeˆncias para que
esta te´cnica funcione de forma correta. Por fim foi estudada a te´cnica ORE. Uma te´cnica
recente ainda, que demorou a estabilizar e por isso, tambe´m foi feito um estudo superficial
acerca da mesma.
4
VA L I D A C¸ A˜ O E X P E R I M E N TA L
Neste capı´tulo sera´ demonstrado o trabalho desenvolvido em termos pra´ticos. As te´cnicas
MOPE e ORE apenas possuem uma abordagem teo´rica, pelo que na˜o sera˜o demonstrados
resultados acerca destes esquemas. A justificac¸a˜o para esta omissa˜o reside na semelhanc¸a
de MOPE e OPE, pelo que os resultados na˜o iriam diferenciar de forma a serem tiradas
concluso˜es. No caso do ORE, o facto deste esquema ser recente, tirou a possibilidade de
serem feitos testes com estas te´cnicas. No entanto, sera˜o apresentados os resultados acerca
dos testes feitos a`s te´cnicas OPE e mOPE.
Estas bibliotecas foram integradas com um sistema key-value storage, o HBase. Como este
motor de base de dados se encontra na linguagem JAVA, a comunicac¸a˜o entre as bibliotecas
e o sistema de dados e´ feita atrave´s do JNI, visto que estas bibliotecas se encontram imple-
mentadas na linguagem C por razo˜es de eficieˆncia. Esta integrac¸a˜o entre as bibliotecas e o
sistema de dados consiste na definic¸a˜o de interfaces JNI, sendo que esta framework provoca
um pequeno decre´scimo, em termos de performance, no sistema. Por isso, sera´ avaliado
o custo computacional provocado pelo JNI. De forma a conseguir-se quantificar este custo,
foram realizados testes com uma interface simples em JAVA que, atrave´s do JNI, recorre a`s
bibliotecas para fazer cifragens e decifragens de mensagens. Para se comparar os resulta-
dos obtidos com esta interface, foram realizados testes, sem qualquer componente em JAVA,
ou seja, foi criada uma uma outra interface utilizando a mesma linguagem das bibliotecas.
Desta forma, consegue-se avaliar o overhead provocado pelo JNI.
Ambas as te´cnicas, OPE e mOPE, foram submetidas a testes ideˆnticos, na mesma ma´quina.
As especificac¸o˜es e o ambiente de testes podem ser observados na tabela 2.
Processador Intel R© CoreTM i7-4720HQ Quad Core 6M Cache 2.6 - 3.6 GHz
Memo´ria RAM 8GB DDR3 1600MHz
Sistema Operativo Ubuntu 16.04.2 LTS
Compilador C/C++ 5.4.0
Compilador JAVA 1.8.0 131
Versa˜o openssl 1.0.2g
Versa˜o NTL 9.6.4
Tabela 2: Especificac¸o˜es da ma´quina de teste
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De forma a avaliar a perda de performance, em relac¸a˜o a esquemas que na˜o permitem
funcionalidade, foram realizados testes com AES-CBC para que se consiga ter uma base
para comparac¸a˜o. Para a contagem do tempo foi utilizada a biblioteca time.h em C/C++
e em JAVA recorreu-se a` func¸a˜o currentTimeMillis() do System para fazer a contagem do
tempo.
Com o intuito de tornar os resultados mais realistas, foram utilizados diferentes tama-
nhos de mensagens e criptogramas, e foram feitas va´rias execuc¸o˜es, sendo que o valor da
mediana foi a refereˆncia usada nos resultados demonstrados. As mensagens usadas no pro-
cesso de cifragem na˜o foram geradas aleatoriamente, ja´ que assim e´ possı´vel ter um maior
controlo sobre estas e gerar as mesmas mensagens para os va´rios esquemas. A mensagem
usada para o processo de cifragem foi incrementada em cada iterac¸a˜o para assim na˜o se-
rem repetidas as cifragens da mesma mensagem e cada execuc¸a˜o era constituı´da por 1000
iterac¸o˜es (1000 cifragens e 1000 decifragens).
implementac¸o˜es open-source
Standard Encryption (AES-CBC)
O AES, apresentado na secc¸a˜o 2.2.1, e´ uma cifra por blocos, considerada standard pela
ageˆncia norte-americana NIST. Por este motivo, esta te´cnica foi usada como esquema base
para a comparac¸a˜o dos resultados obtidos com te´cnicas que permitem funcionalidade sobre
dados cifrados. O modo de operac¸a˜o da cifra por blocos e´ o Cipher Block Chaining (CBC).
Neste modo, o primeiro bloco e´ combinado com um vetor de inicializac¸a˜o aleato´rio. Os
blocos seguintes esta˜o sempre dependentes do criptograma gerado no bloco anterior a si.
Para a cifragem e decifragem dos dados foi usada a biblioteca openssl, tornando, assim
possı´vel a utilizac¸a˜o da cifra AES-CBC. Esta biblioteca na˜o e´ intuitiva, pelo que houve
um esforc¸o extra para que esta funcionasse neste contexto. Houve a preocupac¸a˜o de ser
feita uma interface gene´rica e coesa com as restantes te´cnicas testadas. A utilizac¸a˜o da
interface do openssl exige o cumprimento de alguns passos. Primeiramente comec¸ou-se por
criar um contexto criptogra´fico e gerar um vetor de inicializac¸a˜o. Feito isto, procedeu-se a`
inicializac¸a˜o, em que e´ indicada a cifra a ser utilizada pela interface e e´ dado o contexto
criado anteriormente e o vetor de inicializac¸a˜o. Concluı´da a inicializac¸a˜o da operac¸a˜o (de
cifragem ou decifragem, dependendo da func¸a˜o), a interface esta´ pronta a cifrar/decifrar
o texto limpo/criptograma pretendido. Por fim, e´ dado o passo final que corresponde a`
libertac¸a˜o da memo´ria alocada e verificac¸a˜o do sucesso da operac¸a˜o.
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OPE
Esta te´cnica consiste no mapeamento de uma mensagem no espac¸o de criptogramas, de
modo a preservar a ordem original. Para a implementac¸a˜o desta te´cnica, foi isolado o
co´digo presente na CryptDB, onde na primeira versa˜o da mesma, este esquema era utili-
zado para tratar das range queries sobre dados cifrados. Para ale´m do isolamento do co´digo
de cifragem, foi tambe´m isolado o algoritmo sampling do HGD, presente no OPE, e compa-
rado com o paper original (Kachitvichyanukul and Schmeiser, 1985). Para ale´m de facilitar
a compreensa˜o do co´digo, os testes feitos com o HGD permitiram tambe´m um maior co-
nhecimento acerca do mapeamento feito e do comportamento da func¸a˜o hipergeome´trica.
Para se conseguir lidar com grades nu´meros de forma precisa, esta te´cnica recorre a` biblio-
teca NTL 1. O facto do co´digo presente da CryptDB na˜o ser modular, dificultou a tarefa de
isolamento pois foi exigido um trabalho extra na compreensa˜o e modulac¸a˜o do co´digo. A
adaptac¸a˜o feita no aˆmbito desta dissertac¸a˜o, fez com que o co´digo desenvolvido possa ser
adaptado para outras plataformas, de forma simples. Esta adaptac¸a˜o consistiu sobretudo
na resoluc¸a˜o de dependeˆncias e na transformac¸a˜o para um sistema mais gene´rico.
ZZ
OPE:: encrypt(const ZZ &ptext) {
ope_domain_range dr =
search ([& ptext ](const ZZ &d, const ZZ &) { return ptext < d; });
auto v = sha256 ::hash(StringFromZZ(ptext));
v.resize (16);
blockrng <AES > aesrand(aesk);
aesrand.set_ctr(v);
ZZ nrange = dr.r_hi - dr.r_lo + 1;
return dr.r_lo + aesrand.rand_zz_mod(nrange);
}
No co´digo acima apresentado, temos a func¸a˜o responsa´vel pelo processo de cifragem. E´
feita uma pesquisa com o objetivo de mapear a mensagem num domı´nio de criptogramas.
Feita esta pesquisa, atrave´s da func¸a˜o search, e´ adicionado um fator aleato´rio de forma a
tornar mais segura a cifragem. E´ garantido que o valor aleato´rio somado na˜o provoque um
resultado final fora do intervalo em que o criptograma foi mapeado.
Para calcular o valor da func¸a˜o hipergeome´trica, referente ao intervalo dado, e´ invocada
a func¸a˜o HGD, cuja declarac¸a˜o pode ser observada de seguida:
1 http://www.shoup.net/ntl/
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HGD(rgap , ndomain , nrange -ndomain , prng);
if (go_low(d_lo + dgap , r_lo + rgap))
return lazy_sample(d_lo , d_lo + dgap - 1, r_lo , r_lo + rgap - 1, go_low ,
prng);
else
return lazy_sample(d_lo + dgap , d_hi , r_lo + rgap , r_hi , go_low , prng);
O mapeamento e´ feito de forma recursiva (co´digo em cima), em que os domı´nios se dividem
a meio ate´ atingir o caso de paragem (co´digo em baixo). Dependendo do valor de domı´nio e
de range e´ feita a escolha da direita ou da esquerda do domı´nio do criptograma, para serem
usados na pro´xima iterac¸a˜o, invocando novamente a mesma func¸a˜o com novos valores.
if (ndomain == 1)
return ope_domain_range(d_lo , r_lo , r_hi);
Quando chegamos ao caso de paragem, e´ devolvido um objeto com todos os valores ne-
cessa´rios para gerar o criptograma final.
Para o funcionamento correto do co´digo acima descrito, e´ necessa´rio inicializar o objecto,
dando-lhe as informac¸a˜o necessa´rias para esta tarefa (chave e tamanhos de mensagem e
criptogramas). De seguida, as mensagens podem ser geradas na forma de string, no entanto,
e´ necessa´rio converter para o tipo ZZ, que e´ caracterı´stico da biblioteca NTL. Feito isto,
pode-se proceder a` cifragem e decifragem de mensagens. Estes passos esta˜o representados
na seguinte porc¸a˜o de co´digo:
int main(int argc , char** argv) {
OPE * ope = new OPE(string(key , AES_KEY_BYTES), ptextsize , ctextsize);
ZZ dataZZ = ZZFromString(data);
ZZ enc = ope ->encrypt(dataZZ);
ZZ dec = ope ->decrypt(enc);
}
mOPE
Como no OPE, o co´digo para esta te´cnica foi retirado da plataforma CryptDB. Foram apli-
cadas modificac¸o˜es de forma a funcionar de forma independente. O paradigma relativo a
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este esquema indica um ambiente cliente-servidor, sendo que o servidor mante´m o estado
e, armazena os criptogramas e a a´rvore relativa a` ordem das mensagens. O cliente limita-se
a fazer pedidos e a responder ao servidor com as indicac¸o˜es acerca do caminho para percor-
rer a a´rvore. Por este motivo, foi simulado, de forma pra´tica, um ambiente cliente-servidor
para ir ao encontro do paradigma. Esta implementac¸a˜o foi feita atrave´s de um sistema
cliente-servidor, em que a comunicac¸a˜o e´ feita atrave´s de sockets em C.
A func¸a˜o de cifragem (co´digo abaixo) baseia-se numa procura na a´rvore presente no
servidor. Caso, na˜o seja encontrado o valor pretendido na a´rvore, e´ feita uma inserc¸a˜o deste
mesmo valor na a´rvore e e´ feita uma nova procura do mesmo, para assim ser retornado
o criptograma. Tambe´m se pode observar a forma de como e´ feita a travessia na a´rvore.
O lado do cliente e´ o responsa´vel pelas comparac¸o˜es feitas entre os valores presentes na
a´rvore e valor que se pretende cifrar. Todos os reads e writes sa˜o referentes a`s comunicac¸o˜es
entre cliente e servidor.
(Cliente)
uint64_t encrypt(V pt) const {
uint64_t v = 0;
uint64_t nbits = 0;
try
{
for (;;)
{
msg.action = ’l’; msg.v = v; msg.nbits = nbits;
r = write(addr , &msg , sizeof(struct args));
r = read(addr , &res_lookup , sizeof(uint64_t));
V xct = res_lookup;
V xpt = block_decrypt(xct);
if (pt == xpt)
break;
if (pt < xpt)
v = (v << 1) | 0;
else
v = (v << 1) | 1;
nbits ++;
}
}
catch (ope_lookup_failure &)
{
msg.v = v; msg.nbits = nbits; msg.ct = block_encrypt(pt); msg.action =
’i’;
r = write(addr , &msg , sizeof(struct args));
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r = read(addr , &res_insert , sizeof(uint64_t));
return encrypt(pt);
}
throw_c(nbits <= 63);
return (v << (64 - nbits)) | (1ULL << (63 - nbits));
}
O co´digo abaixo representado refere-se a` inicializac¸a˜o e, cifragem e decifragem dos dados,
na parte do cliente. A func¸a˜o encrypt esta´ representado no co´digo acima.
(Cliente)
int main(int argc , char** argv) {
OpeTrees ot(key);
ct = ot.encrypt(pt);
dec = ot.decrypt(ct);
}
Em baixo temos o modo de funcionamento do servidor que se encontra a` espera de
mensagens por parte do cliente para assim proceder a` realizac¸a˜o das tarefas pedidas pelo
servidor. A func¸a˜o process msg server e´ responsa´vel por diferenciar os pedidos feitos pelo
cliente e executar as tarefas pretendidas.
(Servidor)
int main(int argc , char** argv) {
ope_server <uint64_t > ope_serv;
connected_socket = connect_client ();
while (1){
r = read(connected_socket , &msg , sizeof(struct args));
if (r == 0)
break;
process_msg_server(msg , &ope_serv , connected_socket);
bzero(&msg , sizeof(char));
}
}
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integrac¸a˜o com o hbase
De forma a conseguir integrar as bibliotecas com o HBase, foi necessa´rio recorrer a` framework
JNI e a` ferramenta maven.
O facto das bibliotecas de cifragem e decifragem dos dados estarem escritas na linguagem
C, exige uma forma de comunicac¸a˜o entre o sistema de dados, escrito em JAVA e as bibli-
otecas. O JNI e´ uma framework que faz a integrac¸a˜o entre o co´digo escrito na linguagem
JAVA com co´digo escrito noutras linguagens, tais como C/C++. Esta ferramenta previne
situac¸o˜es, como esta, em que as bibliotecas esta˜o escritas noutra linguagem em relac¸a˜o a`
aplicac¸a˜o original.
Foi, enta˜o, usado o JNI para ser desenvolvida uma interface capaz de garantir a comunicac¸a˜o
entre o sistema de dados e as bibliotecas. Esta interface e´ constituı´da pelas principais
func¸o˜es necessa´rias para executar tarefas como inicializac¸a˜o de objetos e, cifragem e deci-
fragem de mensagens. Para ale´m da criac¸a˜o da interface, houve tambe´m uma adaptac¸a˜o
das bibliotecas para que todas as funcionalidades necessa´rias estejam disponı´veis na inter-
face. No inı´cio existiram algumas dificuldades no que toca ao tipo de dados usados para
a partilha de varia´veis, ja´ que os esquemas usados tinham algumas particularidades. No
caso do OPE, e´ usada uma biblioteca para tratar grandes nu´meros, o NTL. A biblioteca
OPE retorna o resultado da cifragem e decifragem num tipo de dados caracterı´stico do
NTL, no entanto o NTL apenas esta´ disponı´vel para C/C++. Foi, enta˜o necessa´rio a con-
versa˜o das mensagens (texto limpo e criptogramas) para String de forma a que possam ser
lidas e tratadas do lado do JAVA. Para ale´m da conversa˜o para String, todas as mensagens
enviadas para o lado JAVA eram submetidas sobre a forma de byte array de forma a criar
uma aplicac¸a˜o gene´rica. Para o caso do mOPE a grande dificuldade residiu em enviar
o objeto que contem a a´rvore para o lado do JAVA e na forma de armazenamento deste
mesmo objeto. Foi utilizado o conceito de objeto gene´rico para o armazenamento da a´rvore
do lado do JAVA. Para o envio e´ utilizado o mesmo conceito, sendo utilizado o tipo jobject,
caracterı´stico do JNI, para a comunicac¸a˜o entre as linguagens.
Para ale´m de ser feita a ponte entre as linguagens, foi tambe´m necessa´rio ligar estes
esquemas com o projeto global. Foi, enta˜o, criado um projeto maven 2 para cada esquema,
de forma a ser possı´vel integrar as bibliotecas com o motor de base de dados. Maven
e´ uma ferramenta usada para fazer build em projetos de grande escala JAVA de forma
automa´tica. Este projeto criado disponibiliza as func¸o˜es essenciais para o funcionamento
dos esquemas, possibilitando a invocac¸a˜o das mesmas por parte de outros projetos maven
integrados. Este sistema de dados (HBase) foi fornecido pelo HASLab 3. A junc¸a˜o do maven
com o jni no mesmo projeto foi um processo complexo, ja´ que na˜o e´ comum juntar estas
duas tecnologias. Para a execuc¸a˜o de aplicac¸o˜es que usem a framework jni, sa˜o necessa´rias
2 https://maven.apache.org/
3 http://haslab.uminho.pt/
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algumas particularidades na compilac¸a˜o e execuc¸a˜o. Na compilac¸a˜o e´ necessa´rio a gerac¸a˜o
de um ficheiro .so (shared object) no lado do C, para que o JAVA consiga aceder a`s bibliotecas.
No lado JAVA e´ necessa´rio a utilizac¸a˜o do javah para que seja gerado um ficheiro header da
linguagem C, necessa´rio para a comunicac¸a˜o entre as duas linguagens.
Por fim, e para garantir o funcionamento em va´rias plataformas, foi feito um docker 4.
Nele foram introduzidos todos os softwares necessa´rio para o correto funcionamento da
aplicac¸a˜o, bem como a instalac¸a˜o de dependeˆncias.
discussa˜o de resultados
Overhead JNI
Como e´ expecta´vel, esta interface ira´ provocar um decaimento em termos de perfomance do
sistema. No entanto, como podemos comprovar, esse decaimento e´ tolera´vel e na˜o afeta
muito a performance sistema.
Figura 10: Execuc¸a˜o da biblioteca OPE sem o JNI e com o JNI
Este aumento na ordem dos 10% de tempo deve-se a va´rios fatores:
• Os me´todos nativos em C/C++ na˜o foram compilados para correr na JVM. As biblio-
tecas foram compiladas, primeiramente, para gerar uma biblioteca dinaˆmica.
4 Docker e´ uma ferramenta capaz de criar uma camada de abstrac¸a˜o de um sistema operativo virtual em que
sa˜o indicados todas as verso˜es do software necessa´rio e dependeˆncias para o funcionamento da aplicac¸a˜o em
questa˜o
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• A transfereˆncia de dados entre as linguagens sa˜o lineares ao tamanho dos mesmos.
• Se for passado um objeto ou se for necessa´rio uma callback, o co´digo nativo C podera´
estar a fazer chamadas a` JVM.
• As strings em JAVA esta˜o codificadas. O acesso ou a criac¸a˜o das mesmas pode ser
dispendioso.
Comparac¸a˜o de performance
Como as te´cnicas sa˜o diferentes, existira´, tambe´m, diferenc¸as nos tempos de execuc¸a˜o. E´,
por isso, fundamental analisar estes dados e perceber o porqueˆ dos mesmos.
Figura 11: Comparac¸a˜o das diferentes te´cnicas em termos de tempo de execuc¸a˜o
Como era expecta´vel, uma cifra que na˜o permitem funcionalidade sobre dados cifrados
obte´m melhores resultados do que as restantes, ja´ que a existeˆncia de funcionalidade sobre
dados cifrados retira eficieˆncia ao sistema.
Quando comparamos as 2 cifras que permitem funcionalidade podemos ver que o mOPE
e´ cerca de 10 vezes mais ra´pido que o OPE. O esquema mOPE possui va´rias comunicac¸o˜es
entre cliente e servidor para tomar as deciso˜es acerca do caminho a percorrer na a´rvore, no
entanto, nestes resultados na˜o sa˜o considerados tempos de lateˆncia, que possam existir no
contexto real, relativos a` comunicac¸a˜o.
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Figura 12: Comparac¸a˜o da capacidade de cifragem por unidade de tempo
Na figura 12, pode ser vista uma outra perspetiva em termos de comparac¸a˜o de perfor-
mance. Embora, a ordem entre os esquemas seja a mesma, pode ser observado o nu´mero
de mensagens que um esquema pode conseguir cifrar, e assim, calcular se esse nu´mero
de mensagens e´ suficiente para as necessidades do sistema em que o esquema pode ser
introduzido.
A performance das duas te´cnicas foi analisada, no entanto existem outros aspetos, tais
como a disponibilidade do servidor para manter estado e a capacidade dos canais de
comunicac¸a˜o, que importa considerar na escolha de um esquema para um sistema.
5
C O N C L U S A˜ O
Foram abordadas, teo´rica e praticamente, va´rias te´cnicas pragma´ticas capazes de permitir
funcionalidade em dados cifrados. Foi feita uma avaliac¸a˜o te´cnica e uma ana´lise acerca da
implementac¸a˜o existente. Depois da adaptac¸a˜o dos esquemas e da criac¸a˜o de um ambiente
homoge´neo em cada uma das te´cnicas, foram tiradas concluso˜es acerca da viabilidade do
sistema e do tempo de execuc¸a˜o em termos de cifragem e decifragem de dados.
Apesar dos resultados experimentais ditarem que umas te´cnicas sa˜o mais eficientes no
processo de cifragem do que outras, a escolha do esquema de cifragem para um sistema na˜o
se pode basear apenas neste fator. Como se observou no capı´tulo anterior, a te´cnica mOPE
obteve melhores resultados em termos de performance, no entanto esta te´cnica tem outras
implicac¸o˜es. Uma delas reside no facto de ter bastante comunicac¸a˜o quando comparada
com OPE (apenas solicita a cifragem de uma mensagem e recebe o criptograma). Outra
particularidade que caracteriza o esquema mOPE e´ o facto de exigir a manutenc¸a˜o de um
estado. Para ale´m disso, o balanceamento das a´rvores tambe´m e´ outro procedimento na˜o
avaliado, visto que e´ impossı´vel prever os dados que va˜o ser inseridos e, consequentemente,
o nu´mero de balanceamentos que esses dados podem originar. Segundo os autores (Popa
et al., 2013), em me´dia, sa˜o actualizados entre 2 e 4 nodos por cada cifragem, provocando
um decre´scimo do throughput na ordem dos 15%. Por isso, a escolha de uma te´cnica para
um sistema esta´ totalmente dependente do ambiente em que este ira´ estar e dos recursos
dados pelo mesmo.
A existeˆncia de funcionalidade sobre dados cifrados e´ algo via´vel com os recursos dis-
ponı´veis nos dias de hoje. No entanto, esta a´rea ainda e´ vista como dispendiosa para o cli-
ente, e no ponto de vista deste, a seguranc¸a na˜o e´ 100% garantida. Esta inseguranc¸a deve-se
ao facto de este tema, ainda, ser bastante recente, no que toca a implementac¸o˜es. Por isso,
e´ necessa´rio um amadurecimento deste tipo de esquemas para ser alcanc¸ada estabilidade e
assim, ser conquistada a confianc¸a dos utilizadores. So´ assim pode ser padronizado e con-
sequentemente aumentar a utilizac¸a˜o destas te´cnicas. Uma outra contrariedade consiste no
trade-off existente entre performance e funcionalidade, isto e´, o cliente tem de optar por dei-
xar de parte alguma performance para obter funcionalidade nos dados. Exemplo disso sa˜o
os tempos verificados com o esquema AES que na˜o permite funcionalidade, mas e´ eficiente,
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tendo registado os melhores tempos de execuc¸a˜o. Os tempos verificados nas cifras que
permitem funcionalidade acabam por perder alguma performance, mas em contra partida
permitem funcionalidade sobre dados cifrados.
O trabalho desenvolvido conseguiu provar que a funcionalidade sobre dados cifrados,
para ale´m ser uma pra´tica via´vel, e´ algo que pode trazer bastantes vantagens ao cliente,
tais como implementar seguranc¸a sem modificar os sistemas de dados existentes nos dias
de hoje. A criac¸a˜o de um ambiente gene´rico para a cifragem dos dados, no aˆmbito desta
dissertac¸a˜o, tambe´m facilita a implementac¸a˜o dos esquemas em qualquer sistema de dados,
ja´ que problemas como a diferenc¸a de linguagens entre o sistema de dados e as bibliotecas
ou a integrac¸a˜o com o sistema de dados podem ser ultrapassados de forma eficaz.
trabalho futuro
O trabalho futuro passa pelo estudo e implementac¸a˜o de novas te´cnicas funcionais, como o
ORE. Desta forma, podem ser encontradas te´cnicas capazes de ter melhores resultados em
termos de performance. Este estudo e´, tambe´m, importante pois pode permitir a descoberta
de novas formas de permitir funcionalidade sobre dados cifrados.
Outro ponto interessante passa pela melhoria do sistema ja´ existente em termos de per-
formance. Para isso, testes com novos tipos de dados ou melhoramentos dos algoritmos de
cifragem sa˜o passos importantes para a descoberta de algumas lacunas a nı´vel de eficieˆncia.
A aplicac¸a˜o destas te´cnicas noutros sistemas de dados, para ale´m do HBase, seria tambe´m
um to´pico pertinente no contexto desta dissertac¸a˜o. Para ale´m de ser provada a generalizac¸a˜o
do co´digo desenvolvido, poderia ser descoberto um sistema capaz de executar as queries de
forma mais ra´pida.
Todos os pontos enumerados podem, de alguma forma, contribuir para o desenvolvi-
mento do tema principal desta dissertac¸a˜o, a computac¸a˜o sobre dados cifrados.
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