Nonuniform sampling and multiscale computation by Engquist, Björn & Frederick, Christina
ar
X
iv
:1
30
9.
23
49
v2
  [
ma
th.
NA
]  
24
 A
ug
 20
14
NONUNIFORM SAMPLING AND MULTISCALE COMPUTATION∗
BJO¨RN ENGQUIST† AND CHRISTINA FREDERICK†
Abstract. In homogenization theory and multiscale modeling, typical functions satisfy the
scaling law fǫ(x) = f(x, x/ǫ), where f is periodic in the second variable and ǫ is the smallest relevant
wavelength, 0 < ǫ≪ 1. Our main result is a new L2-stability estimate for the reconstruction of such
bandlimited multiscale functions fǫ from periodic nonuniform samples. The goal of this paper is to
demonstrate the close relation between and sampling strategies developed in information theory and
computational grids in multiscale modeling. This connection is of much interest because numerical
simulations often involve discretizations by means of sampling, and meshes are routinely designed
using tools from information theory. The proposed sampling sets are of optimal rate according to
the minimal sampling requirements of Landau [17].
Key words. Shannon’s sampling theorem, nonuniform periodic sampling, multiscale functions,
heterogeneous multiscale method
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1. Introduction. Multiscale modeling and computation has recently been a
very active research field. A major concern is that in direct numerical simulation
the smallest important scales must be resolved over the length of the largest scales in
each dimension. In applications such as material science, chemistry, fluid dynamics,
and biology, the problems contain a large variety of scales. It is therefore necessary to
design numerical methods that efficiently capture fine scale features on the underlying
computational mesh.
Shannon’s sampling theorem [25] is often cited in the numerical analysis of linear
or nonlinear systems that are discretized on a uniform grid. In order to ensure that the
solution to the discretized problem can be represented, the grid must be sufficiently
dense. Shannon’s theorem implies that if the size of the computational domain is 1
and 0 < ǫ≪ 1 is the smallest important wavelength, then at least 2ǫ−1 unknowns are
required in each dimension.
As a consequence, full resolution may require a prohibitively high computational
cost. Many different numerical frameworks have been proposed to handle this prob-
lem, for example the heterogeneous multiscale method (HMM) [1, 6]. HMM provides
a framework for capturing large scale features on coarse grids with spacing ∆x > ǫ
by incorporating local simulations on grids with much finer resolution δx < ǫ. A key
observation in this paper is that the grids used in these multiscale methods are very
well matched with nonuniform sampling strategies for bandlimited functions [2, 20].
Our goal is to extend the previous numerical analysis to the discretization of
systems involving functions of the type studied in homogenization theory and multi-
scale modeling. The emphasis here is to make a connection between the two fields by
viewing this class of functions from the perspective of information theory. When the
frequency components of a function lie in a set of disjoint intervals that are spaced
O(ǫ−1) apart, it is known that unique recovery is guaranteed from a clustered samples
with sufficient density. We interpret the sampling density requirements in terms of
the grid spacing in a macro-micro coupled mesh. The main theoretical contribution
of this paper is Theorem 4.1, which provides a new L2 stability estimate for the re-
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2Fig. 1. HMM for ordinary differential equations. The diagram represents the macro-
micro coupling in an HMM scheme for ODEs given in [8]. Here, the solution is calculated on a
local microscopic mesh in order to approximate the solution on the macroscopic grid.
T = tn
tn+ηT = tn
T = tn+1
construction of functions with structured bandlimitation from periodic nonuniform
samples.
In the next section we briefly present an example of a HMM scheme for differential
equations that serves as the main motivation for this work. Section 3 is devoted to
a brief background of relevant issues in sampling theory for bandlimited functions.
In §4 we place multiscale functions in this context and state the main theorem. The
proposed sampling strategy for this class of functions is given in §5, and in §5.1 we
prove the L2 stability of the reconstruction. We conclude in §6.
2. Functions from multiscale computation. In homogenization theory and
in convergence analysis of HMM, the basic objects of study are functions that contain
variations on multiple scales. In this paper we represent the multiscale nature of a
function using the superscript ǫ, where ǫ is a small parameter that represents the
ratio of scales in the problem. The next example demonstrates the role of multiscale
functions in the numerical treatment of differential equations.
Example 1 (HMM for highly oscillatory systems). Consider stiff ordinary dif-
ferential equations (ODEs) of the form
duǫ
dt
= gǫ(uǫ, t),(2.1)
where uǫ is a solution that oscillates on the time scale of O(ǫ), 0 < ǫ≪ 1.
Assume that as ǫ→ 0, uǫ → U ∈ C1(R) and that U is given by
d
dt
U = g¯(U, t).(2.2)
This “effective” system can be solved using HMM [1, 8] even if the form of g¯
is not explicitly known. The right hand side of (2.2) can be approximated using
averaged solutions to the full system. Figure 1 represents an HMM-type scheme for
approximating the solution U of (2.2). The top directed axis represents the coarse
grid that holds values of U . In the lower axis, local solutions to (2.1) are computed
using an initial condition determined by U(tn). Then, g¯ is evaluated by averaging the
solutions with a compactly supported kernel.
HMM captures the effective behavior of the system by exploiting known features
of the solutions, such as scale separation or periodicity. A simple case is a model
solution that varies on two distinct scales. The construction of a typical two-scale
3function uǫ begins with a “slowly” varying function u(x, y). A “fast” variable is
introduced through the transformation y → x/ǫ, resulting in the representation
uǫ(x) = u(x, x/ǫ) where u(x, y) is periodic in y, 0 < ǫ≪ 1.
The relevant functions are often of lower regularity, and in order to connect to infor-
mation theory, we will approximate them by bandlimited functions, described in the
next section.
3. Classical sampling theory for bandlimited functions. We begin by
defining the class of bandlimited functions.
Definition 3.1. Let F ⊂ Rd be a bounded, measurable set. The space of
F−bandlimited functions is defined by
B (F) := {g ∈ L2(Rd) | gˆ(ξ) = 0 for all ξ 6∈ F},
where the Fourier transform is given by gˆ(ξ) =
∫
Rd
g(x)e2πixξdx.
The celebrated sampling theorem that Shannon used in his theory of communica-
tion [26, 25] provides a characterization of one-dimensional bandlimited signals. We
shall now state the classical sampling theorem adapted to our mathematical frame-
work.
Theorem 3.2 (Classical sampling theorem). Let W > 0 and choose ∆x to be a
fixed constant that satisfies 0 < ∆x ≤ 1/2W . Then,
∀f ∈ B ([−W,W ]) , f(x) =
∞∑
j=−∞
f (j∆x)
sinπ(x− j∆x)
π(x − n∆x)
,(3.1)
where the convergence of the sum is in the L2−norm and uniformly on R.
We refer to the set X = {xj} as a sampling set, and the function values f(y), y ∈
X as samples. When the adjacent points in X are equidistant, xj+1 − xj = ∆x for
all j, then X is called a uniform sampling set with sampling rate 1∆x . Theorem 3.2
guarantees the recovery of a bandlimited function from its uniform samples provided
that the sampling rate is greater than or equal to twice the highest frequency. The
sampling rate 1∆x = 2W is known as the Nyquist rate.
Uniform sampling theory has been developed in more general contexts, including
sampling of bandpass signals f ∈ B ([−W +W0,W +W0]) [15], the d−dimensional
uniform sampling theorem of Middleton and Peterson [22], and the sampling theorem
for locally compact abelian groups [14].
In this work, we are interested in sampling signals that arise in important ap-
plications, including image processing, geophysics, and optical tomography. Due to
the nature of the acquisition of measurements, it is not always possible to sample a
function uniformly. Therefore, it is important to study the theory of nonuniform or
irregular sampling.
Irregular sampling involves the reconstruction of a bandlimited function from
nonuniformly spaced samples. For a review of the nonuniform sampling literature,
see [20], and for theoretical and numerical aspects, see [9, 11]. Of interest is periodic
nonuniform sampling, in which the sampling sets have the form X = ∪kXk,
Xk := {j∆x+ kδx | j ∈ Z
d}, k ∈ Zd.(3.2)
4This type of sampling is well studied in the signal processing literature [18, 24, 27,
30, 31]. One major challenge in the design of nonuniform sampling strategies from a
practical point of view is the stability of the reconstruction [19].
Definition 3.3. Let F ⊂ R be a bounded, measurable set. For a given sampling
strategy, a sampling set X = {xj} is a set of stable sampling for B(F) if there exists
a constant C > 0 such that∫ ∞
−∞
|g(x)|2dx ≤ C
∑
j
|g(xj)|
2 for all g ∈ B(F).
Uniqueness and stability results for the nonuniform sampling of bandlimited func-
tions are provided by Beurling and Landau [3, 17, 16]. In these works, a bound is
obtained on the minimum sampling density required for the stable reconstruction of
a bandlimited function.
Definition 3.4. For a sampling set X ⊂ R, the lower Beurling density is
determined by the sum of the bandwidths of a function,
D−(X) = lim
r→∞
inf
y∈R
|X ∩ [y, y + r]|
r
,
where the numerator is set to be the number of points in X in each interval of length
r.
Landau proved that if X is a sampling set for a class of functions f ∈ B (T ),
T ⊂ R, then D−(X) ≥ λ(T ), where λ is the Lebesgue measure. For certain multiband
functions with large spectral gaps, this lower bound indicates the possibility of stable
sampling at a rate that is much lower than the Nyquist rate.
There is an enormous volume of literature on sampling theory and its various
generalizations and extensions [12, 21, 28]. There are very similar nonuniform sam-
pling theorems using bunched samples to reconstruct functions that have spectral gaps
[2, 27, 29]. The result presented here differs from these results in terms of conditions
on the spectral gaps or the notion of stability.
4. Main result. The main theorem describes a sampling result for a class of
multiscale functions with structured bandlimitation. Specifically, we assume that f ǫ
and f are square-integrable functions satisfying
f ǫ(x) = f(x, x/ǫ) where f(x, y) is Y -periodic in y, 0 < ǫ≪ 1,(4.1)
fˆ(ξ) = 0 for all ξ 6∈ [−N,N ]d × [−M,M ]d; 0 < 2N <
1
ǫ
, M ≥ 1,(4.2)
where Y = [0, 1]d. We will later show that f ǫ contains spectral gaps with magnitude
proportional to ǫ−1 and the Fourier transform satisfies
fˆ ǫ(ξ) = 0 for all ξ 6∈
M⋃
|m|=0
(
[−N,N ]d +
m
ǫ
)
; 0 < 2N <
1
ǫ
, M ≥ 1.(4.3)
This specific structure will allow us to develop an optimal sampling strategy (see
Figure 2 for an example in one dimension). We will now state the main nonuniform
sampling result for multiscale functions in the case d = 1. The proof will be given in
later sections.
5Fig. 2. Multiband spectrum and nonuniform sampling set (d = 1). The diagrams below
represent the spectral support of a one-dimensional function satisfying (4.1) and (4.2) (top) and a
periodic nonuniform sampling set with macroscale spacing ∆x and microscale spacing δx (bottom).
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Theorem 4.1. Let f ǫ ∈ L2(R) (0 < ǫ≪ 1) be a function with Fourier transform
fˆ ǫ satisfying (4.3). Define the nonuniform sampling set X := ∪kXk,
Xk := {j∆x+ kδx | j ∈ Z}, k = 0, 1, . . . P,(4.4)
where the microscale spacing δx and the macroscale spacing ∆x satisfy
0 < δx ≤ ǫ/(2M + 1), ǫ < ∆x ≤ 1/2N.
If P = 2M , then the function f ǫ can be uniquely reconstructed from the samples f ǫ(y),
y ∈ X and the following stability estimate holds:
‖f ǫ‖2L2(R) ≤ C
∑
y∈X
|f ǫ(y)|2,(4.5)
for a positive constant C = C(δx/ǫ),
C(δx/ǫ) =
1
2N
(
sin (π(ǫ−1 −∆x−1)δx)
)−2M
.(4.6)
If we set ∆x = 12N , then D
−(X) = 2M+1∆x = (2M + 1)2N . The computed lower
Beurling density of of the set X is therefore equal to the minimal average sampling
rate for functions in the space B
(
∪Mm=−M [−N +m/ǫ,N +m/ǫ]
)
.
Remark 1. Multiscale problems can be divided into different groups based on
common features of the problems, [5]. The sampling analysis in this paper relates to,
so called, type B problems. For this group microscale information is required through-
out the entire computational domain. Localized microscale simulations, spread all
over the domain, supply missing information to the more efficient macroscale solver.
Type A problems require microscale resolution with a microscale solver only in a fixed
number of local domains. This could be in order to resolve isolated defects such as
dislocations, cracks, and viscous shock profiles. Outside of these local domains, the
macroscale solver is used.
6There are also links to information theory for type A problems involving functions
of the following form
f ǫ(t) = f(t, t/ǫ), lim
|y|→∞
f(t, y) =
{
f+, t, y > 0
f−, t, y < 0,
.(4.7)
This is essentially a smooth function f− that has a fast transition at zero and then
is smooth again as f+. Sampling theory for this type of warped signal is analyzed
in [4, 13]. A basic step in this analysis is determining an invertible transformation γ
such that hǫ(t) := f ǫ(γ(t)) is a bandlimited function. The related sampling set {tj}
for hǫ can be mapped back to the set {γ−1(tj)} that clusters points densely transition
area.
4.1. Multiband structure of f ǫ. In this section we derive the spectral prop-
erty (4.3) for functions f ǫ ∈ L2(Rd) that satisfy scale separation (4.1) and bandlimi-
tation (4.2). We begin with an example from [7] of basic multiscale functions in one
dimension that satisfy scale separation and periodicity.
Example 2 (d = 1). Let f(x, y) ∈ L2(R×R) be function that is bandlimited and
1-periodic in both variables. Then, f(x, y) is represented by a finite Fourier series,
f(x, y) =
N∑
n=0
M∑
m=0
fn,me
2πi(nx+my).(4.8)
The multiscale function f ǫ(x) = f(x, x/ǫ) has Fourier transform
fˆ ǫ(k) =
N∑
n=0
M∑
m=0
fn,mδ(k − n−mǫ
−1),
where δ(x) is the Dirac delta function. Then, the support of the Fourier transform
can be computed,
fˆ ǫ(k) = 0, k 6= n+mǫ−1, 0 ≤ n ≤ N, 0 ≤ m ≤M.
Now, removing the assumption that f(x, y) is periodic in x, tools from Fourier
analysis can be applied to construct multiscale functions from locally periodic func-
tions of two variables. The next lemma provides the specific structure of the spectrum
of bandlimited multiscale functions.
Lemma 4.2. Let f ǫ and f be square-integrable functions satisfying (4.1) and
(4.2). The Fourier transform fˆ ǫ satisfies
fˆ ǫ(ξ) = 0, ξ 6∈
M⋃
|m|=0
[
−N +
m
ǫ
,N +
m
ǫ
]d
.(4.9)
Proof. For every fixed x ∈ Rd, the Fourier series expansion of the periodic function
f(x, ·) has the form
f (x, y) =
M∑
|m|=0
cm (x) e
2πi〈m,y〉; cm (x) =
∫
Y
f (x, y) e−2πi〈m,y〉dy.(4.10)
7The sum is finite because f is bandlimited in the second variable. It is readily seen
that the Fourier coefficients cm(x) are [−N,N ]
d−bandlimited functions,
cˆm (ξ) =
∫
Y
∫
Rd
f (x, y) e−2πi(〈m,y〉+〈ξ,x〉)dxdy = fˆ (ξ,m) = 0 for all ξ 6∈ [−N,N ]d.
Substituting
(
x, xǫ
)
for (x, y) in (4.10) results in the representation
f ǫ (x) =
M∑
|m|=0
cm (x) e
2πi〈m,x/ǫ〉; cm ∈ B
(
[−N,N ]d
)
.(4.11)
For ξ ∈ Rd, the Fourier transform fˆ(ξ) can be expressed as fˆ ǫ (ξ) =
M∑
|m|=0
cˆm
(
ξ − mǫ
)
,
and since cˆm(ξ −
m
ǫ ) = 0 for ξ 6∈ [−N +
m
ǫ , N +
m
ǫ ]
d, the result follows.
The terms with nonzero multi-indices in the union (4.9) are created by shifting
the set [−N,N ]d by an integer multiple of 1ǫ in at least one dimension, and since
it is assumed that 1ǫ − 2N > 0, the shift results in a positive distance between the
sets. This nonoverlapping property will allow for the design of nonuniform sampling
schemes as in [7] for a broader class of functions.
5. Nonuniform sampling strategy. In this section we derive sufficient condi-
tions on ∆x and δx in order to ensure that a finite collection of sampling sets Xk,
defined by (3.2), can guarantee the recovery of functions f ǫ with multiband structure
(4.3). A simple case is the class of periodic functions defined in Example 2.
Example 3. Let f ǫ(x) = f(x, x/ǫ) where f(x, y) ∈ L2(R × R) is a bandlimited
function that is periodic in both variables, and assume, for simplicity, that ǫ = 1/L1
for a positive integer L1. According to Theorem 3.2, the stable reconstruction of f
ǫ
from uniform samples requires a sampling rate of O(ǫ−1).
In the nonuniform sampling set used in [7], the sampling points {xj,k} are clus-
tered in groups with ∆x = 1/L2, for L2, L1/L2 positive integers,
xj,k = j∆x+ kδx 1 ≤ j ≤ J, 1 ≤ k ≤ K (δx < ∆x).
Evaluating the expression (4.8) at each sampling point results in a system of equations
N∑
n=0
M∑
m=0
fn,me
2πi(nxj,k+mxj,k/ǫ) = f ǫ(xj,k).
This system is invertible when J > N and K > M and the conditions δx < ǫ/M
and ∆x < 1/N are satisfied. This shows that it is possible to take advantage of the
special structure of f ǫ and uniquely reconstruct the function from samples taken from
nonuniform sampling set with O(N) density.
Now, removing the assumption that f(x, y) is periodic in x, we develop a nonuni-
form sampling strategy. The proofs involve a modification of arguments from [2],
where the lattice formed by the union of uniform sampling sets (3.2) fails the required
admissibility conditions.
We will first define a sampling operator that constructs functions using a Shannon-
type reconstruction formula. For a function g ∈ L2(Rd), and a uniform sampling set
of the form X = {x0 + j∆x | j ∈ Z
d} for some x0 ∈ R
d, we formally define the
8sampling operator SX by
SXg(x) =
∑
y∈X
g(y)ϕs(x − y), ϕs(z) =
1
λ(Ωs)
∫
Ωs
e2πi〈z,ξ〉dξ,(5.1)
where Ωs = [−
1
2∆x ,
1
2∆x ]
d.
Due to higher dimensional generalizations of Shannon’s sampling theorem [14, 22],
the sampling operator is well defined for g ∈ B
(
[−N,N ]d
)
when ∆x ≤ 12N , and in this
case SXg = g. We show next that the operator is well defined for a class of functions
that are undersampled by the set X , that is, the sampling rate is sub-Nyquist.
Lemma 5.1. Let f ǫ and f be square-integrable functions satisfying (4.1) and
(4.2). Then, the function SXkf
ǫ corresponding to Xk, defined by (3.2), is square-
integrable and satisfies
SXkf
ǫ(y) = f ǫ(y) for all y ∈ Xk.(5.2)
Proof. Due to (4.11), f ǫ(x) =
∑M
|m|=0 cm(x)e
2πi〈m,x/ǫ〉, where cm ∈ B
(
[−N,N ]d
)
.
Applying the sampling operator to each cm results in(
SXkcme
2πi〈m,·/ǫ〉
)
(x) =
∑
y∈Xk
cm(y)e
2πi〈m,y〉/ǫϕs(x− y).(5.3)
The function defined by c˜m = cm(x + kδx) also lies in the space B
(
[−N,N ]d
)
, and
we can bound the magnitude of the terms in the sum (5.3) by∑
y∈Xk
|cm(y)e
2πi〈m/ǫ,y〉ϕs(x− y)| =
∑
y∈X0
|cm(y + kδx)e
2πi〈m/ǫ,y+kδx〉ϕs(x− y − kδx)|
≤

∑
y∈X0
|c˜m(y)|
2


1/2
<∞.
The last statement holds because of the Cauchy Schwartz inequality and the square
integrability of c˜m. Therefore the series (5.3) is uniformly absolutely-convergent and
‖SXkcme
2πi〈m,·/ǫ〉‖2L2(Rd) ≤

∑
y∈X0
|c˜m(y)|
2

 ‖ϕs‖2L2(Rd) <∞.
Summing over m,
M∑
|m|=0
(
SXkcme
2πi〈m,·/ǫ〉
)
(x) =
M∑
|m|=0
∑
y∈Xk
cm(y)e
2πi〈m,y〉/ǫϕs(x− y)
=
∑
y∈Xk
M∑
|m|=0
cm(y)e
2πi〈m,y〉/ǫϕs(x− y)
=
∑
y∈Xk
f ǫ(y)ϕs(x− y) = SXkf
ǫ(x).
The function SXkf
ǫ(x) is a finite sum of square-integrable functions, and is therefore
also square-integrable.
9Then, the statement (5.2) holds due to the calculations ϕs(0) =
1
λ(Ωs)
∫
Ωs
dξ = 1
and ϕs(y) =
1
λ(Ωs)
∫
Ωs
e2πi〈n∆x,ξ〉dξ =
∫
[− 1
2
, 1
2
]d e
2πi〈n,ξ′〉dξ′ = 0 for y = n∆x, n 6= 0.
The next lemma provides the explicit form of the function reconstructed from
sub-Nyquist sampling of f ǫ. The assumption that the macroscale spacing is large
with respect to the smallest scale, ∆x > ǫ, ensures the existence of unique constants
Lm ∈ Z
d and αm ∈ [0, 1/∆x)
d that satisfy
m
ǫ
=
Lm
∆x
+ αm.
This representation will allow us to allow for sampling rates 1∆x that are not necessarily
integer multiples of the highest frequencies.
Lemma 5.2. Let f ǫ satisfy the assumptions of Lemma 5.1. The function SXkf
ǫ,
k ∈ Z has the explicit form
SXkf
ǫ(x) =
M∑
|m|=0
cm(x)e
2πi(〈αm,x〉+〈Lm/∆x,kδx〉).(5.4)
Moreover, the reconstruction of SXkf
ǫ is stable,
‖SXkf
ǫ‖2L2(Rd) = ∆x
d
∑
y∈Xk
|f ǫ(y)|2 ≤
1
(2N)d
∑
y∈Xk
|f ǫ(y)|2.(5.5)
Proof. In the proof of Lemma 5.1, it is shown that the function SXkf
ǫ is well
defined, square-integrable, and can be expressed in terms of its sampled Fourier coef-
ficients
SXkf
ǫ(x) =
M∑
|m|=0
SXkc
ǫ
m(x),(5.6)
where cǫm(x) = cm(x)e
2πi〈m/ǫ,x〉 is a function in the space B
(
[−N + mǫ , N +
m
ǫ ]
d
)
.
Define the shifted function dm(x) = cm(x+ kδx)e
2πi〈m/ǫ,kδx〉. Then, for each m,
SXkc
ǫ
m(x) =
∑
y∈Xk
cm(y)e
2πi〈m/ǫ,y〉ϕs(x− y)
=
∑
y∈X0
dm(y)e
2πi〈αm,y〉
1
λ(Ωs)
∫
Ωs
e2πi〈x−y−kδx,ξ〉dξ
=
∫
Ωs

 1
λ(Ωs)
∑
y∈X0
dm(y)e
−2πi〈y,ξ−αm〉

 e2πi〈x−kδx,ξ〉dξ
=
∫
Ωs

 ∑
z∈Ω−1s
dˆm (ξ − αm + z)

 e2πi〈x−kδx,ξ〉dξ(5.7)
=
∫
Ωs
dˆm(ξ − αm)e
2πi〈x−kδx,ξ〉dξ
= dm(x− kδx)e
2πi〈αm,x−kδx〉
= cm(x)e
2πi(〈αm,x〉+〈Lm/∆x,kδx〉).(5.8)
10
Here, the set Ω−1s = {l/∆x | l ∈ Z
d} is called the reciprocal lattice.
Since the functions cm and ϕs are both square integrable, the sums converge
uniformly and the exchange between sum and integral is justified. The Poisson sum-
mation formula in Rd is used for (5.7) [23]. Then, substituting (5.8) in (5.6) proves
the reconstruction formula. For stability,
‖SXkf
ǫ‖2L2(Rd) = ‖
∑
y∈Xk
f ǫ(y)ϕs(· − y)‖
2
L2(Rd) = ∆x
d
∑
y∈Xk
|f ǫ(y)|2.
The expression (5.4) plays an important role in the proof of the main result.
5.1. Proof of Theorem 4.1. The stable reconstruction formula for multiscale
functions f ǫ is derived using an approach similar to [7]. In the proof, we will need
to estimate of the norm of the inverse of Vandermonde matrices. Gautschi proved in
[10] that for arbitrary wl ∈ C, with wl 6= wl′ if l 6= l
′, there holds
max
l
∏
l′ 6=l
max(1, |wl′ |)
|wl − wl′ |
≤ ‖V −1‖∞ ≤ max
l
∏
l′ 6=l
1 + |wl′ |
|wl − wl′ |
,(5.9)
where V is a Vandermonde matrix with elements w0, . . . wP ∈ C. The upper bound
is obtained if wl = |wl|e
iθ, l = 0, . . . , P for some fixed θ ∈ R.
Now we will prove the main result, Theorem 4.1.
Proof. The set of equations from (5.4) form the linear system
SXkf
ǫ(x) =
M∑
m=−M
cαm(x)e
2πiLm
∆x
kδx, k = 0, 1, . . . P.
where cαm(x) = cm(x)e
2πiαmx. When P = 2M , the corresponding Vandermonde
matrix V contains the elements Vmk = w
k
m−M for wm = e
2πiLm
∆x
δx. If w−M , . . . wM
are distinct elements, the system is invertible.
First, w0 = 1. Since 0 <
LMδx
∆x ≤
Mδx
ǫ ≤
M
2M+1 <
1
2 , the elements w1, . . . , wM are
distinct nodes distributed on the upper half plane of the unit circle, and the elements
w−M , . . . , w−1 are distinct nodes distributed on the lower half plane of the unit circle.
This ensures the existence of V −1. As a result, the reconstruction formula for f ǫ is
well defined:
f ǫ(x) =
M∑
m=−M
cαm(x)e
2πiLm
∆x
x(5.10)
=
2M∑
j=0
(
P∑
k=0
(V −1)jkSXkf
ǫ(x)
)
e2πi
Lj
∆x
x.(5.11)
Stability is shown using some properties of Vandermonde matrices and (5.9). The
upper bound on |wl − wl′ | can be computed
|wl − wl′ | ≤ |e
2πiMδx/ǫ − 1| < |e2πi
M
2M+1 − 1| < 2.(5.12)
Now we compute the smallest distance between adjacent nodes. In the first case, for
−M ≤ l < M − 1,
|wl+1 − wl| = |e
2πi( 1
ǫ
−(αl+1−αl))δx − 1| > |e2πi(
1
ǫ
− 1
∆x
)δx − 1|.
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The distance between adjacent nodes wM and w−M is
|wM − w−M | = |e
2πi2Mδx/ǫ−(αM−α−M )δx − 1|
= |e2πi(1−2Mδx/ǫ+(αM−α−M )δx) − 1|
> |e2πi(
1
ǫ
− 1
∆x
)δx − 1|.
Since ∆x > ǫ, the last term in both cases is nonzero. Then, we have the estimate
1
22M
< ‖V −1‖∞ ≤
(
2
|e2πi(
1
ǫ
− 1
∆x
)δx − 1|
)2M
=
1(
sin (π(1ǫ −
1
∆x)δx)
)2M .
Since (1ǫ −
1
∆x)δx <
δx
ǫ <
1
2M+1 <
1
2 , the denominator is bounded away from zero. A
final stability estimate for the reconstruction of f ǫ from sampling sets Xk, k = 0, . . . P
is
‖f ǫ‖2L2 ≤ ‖V
−1‖∞‖
∑
k
SXkf
ǫ(x)‖2L2 < C(δx/ǫ)
∑
y∈∪kXk
|f ǫ(y)|2,
where the stability constant is
C(δx/ǫ) ≤
1
2N (sin (π (ǫ−1 −∆x−1) δx))2M
.
Therefore, reconstruction is more stable when the nodes wm are maximally spaced
apart on the unit circle, which occurs when δx/ǫ is close to 12M+1 .
Remark 2. The results can easily be generalized to functions f(x, y) that are
bandlimited to a subset of [−N,N ]d × [−M,M ]d. As an example, we consider a
function with only two frequency bands.
Let f ǫ ∈ L2(R) be a multiscale function of the form
f ǫ(x) = c0(x) + c1(x)e
2πix/ǫ; c0, c1 ∈ B ([−N,N ]) ,
where ∆xǫ = L1 ∈ Z. Then, applying the sampling operator for the sets X0 := {j∆x |
j ∈ Z} and X1 := {j∆x+ δx | j ∈ Z} results in the reconstructed functions
SX0f
ǫ(x) = c0(x) + c1(x),
SX1f
ǫ(x) = c0(x) + c1(x)e
2πiδx/ǫ.
We have a Vandermonde system with V =
(
1 1
1 w1
)
, where w1 = e
2πiδx/ǫ. Taking
the inverse results in
V −1 =
1
w1 − 1
(
w1 −1
−1 1
)
,
‖V −1‖∞ =
2
|w1 − 1|
=
1
sin(πδx/ǫ).
Therefore,
‖f ǫ‖2L2 ≤ ‖V
−1‖∞‖SX0f
ǫ + SX1f
ǫ‖2L2(R)
≤
1
2N sin(πδx/ǫ)
∑
y∈X0∪X1
|f ǫ(y)|2.
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Then if δx = 12ǫ , the stability constant is equal to C =
1
2N .
Remark 3. The uniform sampling theorem in higher dimensions is described
in [22], along with an optimal sampling rate. To the best knowledge of the authors,
the theory for sub-Nyquist sampling of multiband functions in higher dimensions is
incomplete. The lemmas in previous sections allow us to adapt Theorem 4.1 for
d ≥ 1. In the case of d = 1, we showed sufficient conditions on the sampling sets
that resulted in an invertible Vandermonde matrix V . In higher dimensions, the
fundamental theorem of algebra does not hold and the invertibility of the system is
not guaranteed. Therefore, new theory is needed to determine whether the system
produced from nonuniform periodic sampling in higher dimensions allows for the
stable reconstruction of multiband functions.
6. Conclusions. In this paper we show the L2-stability of periodic nonuniform
sampling for a class of functions studied in homogenization theory and multiscale
analysis. These functions are of the type f ǫ(x) = f(x, x/ǫ), where f(x, y) is periodic
in the second variable and the parameter ǫ, 0 < ǫ≪ 1 represents the ratio of scales in
the problem. We view these functions in the setting of information theory by making
the further assumption that f belongs to the class of bandlimited functions.
Then, applying tools from sampling theory, it is shown that f ǫ is uniquely deter-
mined by sampling sets of the form
f ǫ(z), z ∈ {j∆x+ kδx | j ∈ Z, 0 ≤ k ≤ P − 1},
where P is the number of frequency bands in the spectrum of f ǫ. This matches
well with grids used in multiscale simulations of coupled models on different scales.
Here, a solver coupling the macro and micro scales would find a compromise between
the effective solution on a macroscale grid of size ∆x and the full direct numerical
simulation on a fine scale grid with spacing δx < ∆x. The new stability estimate
provides a guideline for choosing the macroscale spacing ∆x and micro scale spacing
δx so that the average sampling rate attains the minimal sampling rate of Landau
[17].
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