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$G=(V, E)$ $V=\{1,2, \ldots, n\}$ $E=\{1,2, \ldots, m\}$
$\Pi=\{C_{1}, C_{2}, \ldots, C_{k}\}$ $V= \bigcup_{p=1}^{k}C_{p}$ , $p,$ $q\in\{1,2, \ldots, k\}$ $C_{p}$ $C_{q}=\emptyset,$
$p\in\{1,2, \ldots, k\}$ $C_{p}\neq\emptyset$ $\Pi$ $V$
$C_{p}$ $C_{p}$ $C_{q}$
$E(C_{p}, C_{q})$ $C_{p}=C_{q}$ $E(C_{p})$
$\Pi$ $\mu(\Pi)$
$\mu(\Pi)=\sum_{p=1}^{k}(\frac{|E(C_{p})|}{m}-(\frac{|E(C_{p})|+\sum_{q=1}^{k}|E(C_{p},C_{q})|}{2m})^{2})$ .
$|\cdot|$ $G$ $(i,j)$ $e_{ij}$ , $i$
$d_{i}$ , $i$ $\pi(i)$
$\mu(\Pi)=\frac{1}{2m}\sum_{i\in Vj}\sum_{\in V}(e_{ij}-\frac{d_{i}d_{j}}{2m})\delta(\pi(i), \pi(j))$,
$\delta$ (MM) $\mu(\Pi)$
$V$ $(e_{ij}-dd\vec{2m})$ $w_{ij}$ $w_{ij}$
(MM)
maximize $\frac{1}{m}\sum_{i\in Vj\in}\sum_{V;i<j}w_{ij}\delta(\pi(i), \pi(j))+\frac{1}{m}\sum_{i\in V}w_{ii}$
subject to $\Pi$ is a partition of $V.$
(MM) 2
$\mathcal{P}$ $V$
$\mathcal{P}$ $2^{n}-1$ $\mathcal{P}$ $C$ 0-1
$z_{C}$
$z_{C}=\{\begin{array}{l}1when C\in\Pi 0 otherwise.\end{array}$
$i\in V$ $C\in \mathcal{P}$ $a_{iC}$
$a_{iC}=\{\begin{array}{l}1 when i\in C0 otherwise.\end{array}$
$ac=(a_{iC}, \ldots, a_{nC})^{T}$ $C$ incidence vector $C=\{i\in V|a_{iC}=1\}$
$C\in \mathcal{P}$ $f_{C}$









subject to $\sum_{C\in p}a_{iC}z_{C}=1$ $(\forall i\in V)$






[4, 5, 13]. $(P)$ $z_{C}\in\{0,1\}$ $0\leq z_{C}\leq 1$ $LP$




subject to $\sum_{C\in p}a_{iC}z_{C}=1$ $(\forall i\in V)$





subject to $\sum_{i\in V}^{i\in V}a_{iC}\lambda_{i}\geq f_{C}$ $(\forall C\in \mathcal{P})$
$\lambda_{i}\in \mathbb{R} (\forall i\in V)$ .







$\lambda_{i}\geq 0 (\forall i\in V)$ .
$()$ $\mathcal{F}(\cdot)$ $\omega(\cdot)$ $(RP)$ $(P)$
$\omega(P)\leq\omega(RP)$ $\omega(P)\leq\omega(RD)$










subject to $\sum_{i\in V}^{i\in V}a_{iC}\lambda_{i}\geq f_{C}$ $(\forall C\in C)$
$\lambda_{i}\geq 0 (\forall i\in V)$ .
$\lambda^{*}(C)$ $(RD(C))$ $C\in \mathcal{P}\backslash C$ $\sum_{i\in V}a_{iC}\lambda_{i}\geq f_{C}$




$C\in \mathcal{P}\backslash C$ $\gamma_{C}(C)\geq 0$ $\lambda^{*}(C)$ $(RD)$





$\mathcal{P}$ $\gamma_{C}(C)$ 0-1 2
(Separation Problem)
$(SP(C))$
minimize $\sum_{i\in V}\lambda_{i}^{*}(C)y_{i}-\frac{1}{m}\sum_{i\in Vj\in}\sum_{V;i<j}$wijyiyj
subject to $y_{i}\in\{0,1\}$ $(\forall i\in V)$ .
$(SP(C))$ $y^{*}$ $\mathcal{P}$ $\gamma_{C}(C)$ incidence vector $(SP(C))$
$y^{*}$ $(RD(C))$
$\sum_{i\in V}y_{i}^{*}\lambda_{i}\geq f^{*}.$
$f^{*}= \frac{1}{m}\sum_{i\in V}\sum_{j\in V;i<j}w_{ij}y_{i}^{*}y_{j}^{*}$









If $\omega(SP(C))\geq 0$ then
$C^{\star}arrow C,$ $\omega^{\star}arrow\omega(RD(C))$ $C^{\star}$ $\omega^{\star}$
else













$aiC^{Z}C=1$ $(\forall i\in V)$





$\omega(RD(C^{\star}))-\omega(P(C^{\star}))$ $\omega(P(C^{\star}))$ $\omega(P)$ $(P(C^{\star}))$
4.2
Step2 $(SP(C))$ 0-1 2
$(SP(C))$ $(SP(C))$
5.1
1. $LB$ $\omega(P)$ $LB>\omega(RD(C))$ $C\in \mathcal{P}\backslash C$
$\gamma c(C)<0$
19
Proof. $(RP)$ $(P)$ $\omega(RP)\geq\omega(P)\geq LB$
$C\in \mathcal{P}\backslash C$ $\gamma c(C)\geq 0$ $\omega(RD(C))=\omega(RD)$ $\omega(RD(C))\geq LB$

















$(P)$ $\ell(P)$ ( 5.2 )
if $\ell(P)>LB$ then $LBarrow\ell(P)$ .
Step 3
$(SP(C))$ ( 5.1 )
$y^{*}$ , $\alpha(SP(C))$
Step 4
if $\alpha(SP(C))\geq 0$ then
$karrow k+1.$
else














1 -0.0213 -0.0087 -0.0070 2:
500 0.4241 0.4430 0.3276 name $n$ $m$ $\omega(P)$
1000 0.4241 0.4470 0.3276 Dolphins 62 159 0.5285
Football 115 613 0.60452000 0.4241 0.4549 0.3276
Jazz 198 2742 0.44483000 0.4241 0.4587 0.3276
4000 0.4241 0.4605 0.3276
5000 0.4241 0.4605 0.3276
6000 0.4241 0.4609 0.3276
“Dolphins” “Jazz” 500 $\omega(RD(C))$
“Dolphins”, “Football” “Jazz”






1 $(SP(C))$ $y^{*}$ $f^{*}$
$y_{i}^{*}=1$ $i$ $=0$ $(SP(C))$
$V^{(1)}=\{i\in V|y_{i}^{*}=1\}$ 2






subject to $y_{i}\in\{0,1\}$ $(\forall i\in V\backslash V^{(1)})$
$y_{i}=0 (\forall i\in V^{(1)})$ .
$V^{(h)}=\{i\in V|y_{i}^{(l)}=1$ for some $l<h\}$
$y^{(0)}=y^{*},$ $V^{(0)}=\emptyset$
$(SP(C, V^{(h)}))$
minimize $\sum_{i\in V}\lambda_{i}^{*}(C)y_{i}-\frac{1}{m}\sum_{i\in Vj\in}\sum_{V;i<j}w_{ij}y_{i}y_{j}$
subject to $y_{i}\in\{0,1\}$ $(\forall i\in V\backslash V^{(h)})$
$y_{i}=0 (\forall i\in V^{(h)})$ .
$\alpha(AP(C, V^{(h)}))$ $h$




Step 4 of the Multiple-Cutting-Planes-at-a-Time Algorithm $(MCP)$
Step 4








Step 3 $(SP(C))$ $LP$ $(RD(C))$
$(P)$
5.1





$N(y)$ $y_{q}$ 1 $y_{q}$
$N(y)$ $y^{(q)}$ $y$ $y^{(q)}$ $(SP(C))$
$v(y, y^{(q)})$
$v(y, y^{(q)})=(1-2y_{q})( \lambda_{q}^{*}(C)-\frac{1}{m}\sum_{i\in V\backslash \{q\}}w_{iq}y_{i})$ . (5.1)
(5.1) & $N$ (









$V^{*} arrow\min\{v(y, y^{(q)})\},$ $y^{*}arrow$ argmin $\{v(y, y^{(q)})\}$
if $v^{*}\geq 0$ then
$y$
else













$rarrow 100,$ $darrow 1$ , FixedIter $arrow$ 10, $tarrow 0$
Step 1
$tarrow t+1$ $N(y)$ $y^{*}$
Step 2
$\rho$ $[-r, r]$ $\tilde{v}(y, y^{*})$
if $\tilde{v}(y, y^{*})<0$ then $yarrow y^{*}$
Step 3









$SCP$ $MCP$ $LP$ $(RD(C))$
$(P)$
$SCP,$ $MCP$ Step 1 $(RD(C))$ $\lambda^{*}(C)$
$(RP(C))$ $z^{*}(C)$
$z_{C}(C)( \sum_{C\in C}a_{iC}\lambda_{i}^{*}(C)-f_{C})=0 (\forall C\in C)$ ,




$\overline{z}_{C}=\{\begin{array}{l}1 (z_{C}^{*}(C)>0)0 (z_{C}^{*}(\mathcal{C})=0) .\end{array}$ (5.2)
2 $V$ [13]. $\{C_{1}, C_{2}, \ldots, C_{k}\}$





CPU: Intel Core2 Duo,
3.$06GHz$ processor, :4. $OGB$ Java $LP$
$IP$ CPLEX12.3 4 3
3 $C$ 1










$\overline{instance}$exec. $|C^{\star}|$ $\omega(RD(C^{\star}))$ $LB$ $\omega(P(C^{\star}))$ gap $($% $)$ time(s)
1 801 0.5285 0.5285 0.5285 0.000 13
Dolphins 2 832 0.5285 0.5285 0.5285 0.000 12
3 818 0.5285 0.5285 0.5285 0.000 11
1 4699 0.6045 0.6045 0.6045 0.000 269
Football 2 4378 0.6045 0.6045 0.6045 0.000 242
3 4628 0.6045 0.6045 0.6045 0.000 287
1 22447 0.4441 0.4441 0.4441 0.157 13806
Jazz 2 23510 0.4442 0.4441 0.4441 0.157 14614
3 24383 0.4442 0.4442 0.4442 0.134 18005





$4.6\cross 10^{18}$ 1/1 $0^{}$















$0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000$
iteration







$-01$ $0 5000 10000 15000 20000 250\infty$





[1] G. Agarwal and D. Kempe, “Modularity-maximizing graph communities via mathematical programming,”
The European Physical Joumal, B.66, pp.409-418, 2008.
[2] D. Aloise, S. Cafieri, G. Caporossi, P. Hansen, L. Liberti, and S. Pellon, “Column generation algorithms for
exact modularity maximization in networks,” Physical Review, E.82, 2012.
[3] U. Brandes, D. Delling, M. Gaertler, R. Gorke, M. Hoefer, Z. Nikoloski, and D. Wagner, “On modularity
clustering,” IEEE Transactions on Knowledge and Data Engineering, 20, pp. 172-188, 2008.
[4] A. Caprara, M. Fischetti, and P. Toth, “Heuristic method for the set covering problem,” Operations Research,
47, pp.730-743, 1999.
[5] A. Caprara, P. Toth, and M. Fischetti, “Algorithms for the set covering problem,” Annals of Operations
Research, 98, pp.353-371, 2000.
[6] I. Charon and O. Hudry, “Application of the noising method to the travelling salesman problem,” European
Journal of Operations Research, 125, pp.266-277, 2000.
[7] I. Charon and O. Hudry, “The noising methods: $A$ generalization of some metaheuristics,” European Journal
of Operations Research, 135, pp.86-101, 2001.
[8] A.Clauset, M.Newman and C.Moore, “Finding community structure in very large networks,” Physical Review,
E.70, 2004.
[9] $O$ . du Merle, D. Villeneuve, J. Desrosiers, and P. Hansen, “Stabilized column generation,” Discrete Mathe-
matics, 194, pp.229-237, 1999.
[10] M. Gr\"otschel and Y. Wakabayashi, “A cutting plane algorithm for a clustering problem,” Mathematical
Programming, 45, pp.59-96, 1989.
[11] M. E. J. Newman and M. Girvan, “Finding and evaluating community structure in networks,” Physical
Review, E.69, 2004.
[12] M. E. J. Newman, “Modularity and community structure in networks,” Proceedings of the National Academy
of Science, pp.8577-8582, 2006.
[13] S. Umetani and M. Yagiura, “Relaxation heuristics for the set covering problem,” Journal of the Operations
Research Society of Japan, 50, pp.350-375, 2007.
[14] G.Xu, S.Tsoka and L.Papageorgiou, “Finding community structures in complex networks using mixed integer
optimization,” The eurpean Physical Journal, B.50, pp.231-239, 2007.
27
