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Abstract
Using the spectral measure µS of the stopping time S, we define the
stopping element XS as a Daniell integral
∫
Xt dµS for an adapted stochas-
tic process (Xt)t∈J that is a Daniell summable vector-valued function.
This is an extension of the definition previously given for right-order-
continuous sub-martingales with the Doob-Meyer decomposition property.
The more general definition of XS necessitates a new proof of Doob’s
optional sampling theorem, because the definition given earlier for sub-
martingales implicitly used Doob’s theorem applied to martingales. We
provide such a proof, thus removing the heretofore necessary assumption
of the Doob-Meyer decomposition property in the result.
Another advancement presented in this paper is our use of unbounded
order convergence, which properly characterizes the notion of almost ev-
erywhere convergence found in the classical theory. Using order projec-
tions in place of the traditional indicator functions, we also generalize the
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notion of uniformly integrable sequences. In an essential ingredient to our
main theorem mentioned above, we prove that uniformly integrable se-
quences that converge with respect to unbounded order convergence also
converge to the same element in L1.
Keywords: Vector lattice, Riesz space, stochastic process, stopping time,
stopped process.
AMS Classification: 46B40, 46G10, 47N30, 60G20.
1 Introduction
In this paper we study the stopped process of a stochastic process in Riesz
spaces. The notion of a stopped process is fundamental to the study of stochas-
tic processes, since it is often used to extend results that are valid for bounded
processes to hold also for unbounded processes. In [8] we defined stopped pro-
cesses for a class of submartingales and we expressed the need to get a definition
applicable to more general processes. In this paper we introduce a much more
general definition of stopped processes using the Daniell integral. The definition
applies to every Daniell integrable process with reference to a certain spectral
measure; this class of processes includes the important class of right-continuous
processes.
Considering the classical case, let (Ω,F, P ) be a probability space, and let
(Xt = X(t, ω))t∈J,ω∈Ω be a stochastic process in the L
1(Ω,F, P ) adapted to the
filtration (Ft) of sub-σ-algebras of F. If the real valued non-negative stochastic
variable S(ω) is a stopping time for the filtration, then the stopped process is
the process (see [14, Proposition 2.18])
(Xt∧S)t∈J = (X(t ∧ S(ω), ω))t∈J, ω∈Ω.
The paths of this process are equal to Xt(ω) up to time S(ω), and from then on
they remain constant with value XS(ω) = X(S(ω), ω).
The difficulty encountered in the abstract case is to define, what we shall call
the stopping element, XS, needed in the definition of the stopped process Xt∧S.
We note that XS can be interpreted as an element of a vector-valued functional
calculus on E induced by the vector function t 7→ Xt, in the same way as, in
the case of a real-valued function t 7→ f(t) the element f(X), X ∈ E, is an
element of the functional calculus on E induced by f. The latter element can be
obtained as a limit of simple elements of the form
∑n
i=1 f(ti)(Ei+1 − Ei), with
Ei elements of the spectral system of X with reference to a weak order unit
E (by taking f(t) = t, the reader will recognize this as Freudenthal’s spectral
theorem). The element f(X) can then be interpreted as an integral
∫
R
f(t) dµE(t),
with µE the spectral measure that is the extension to the Borel algebra in
R of the (vector-) measure defined on left-open right-closed intervals (a, b] by
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µE [(a, b]] = Eb −Ea (see [19, Sections IV.10, XI.5-7]). Our approach will be to
define a similar functional calculus for vector-valued functions, and we do this
by employing the vector-valued Daniell integral as defined in [9].
Having a more general definition of XS implies that a new proof of Doob’s
optional sampling theorem is needed. The reason is that a special case of Doob’s
theorem (for martingales) is implicitly contained in the definition of XS as given
in [8]. Having obtained such a proof also proves that the definition given in [8]
is a valid definition for the case considered there.
A novelty in this paper is that we do not use order convergence in the defini-
tion of a continuous stochastic process, but unbounded order (uo-) convergence.
This gives us a better model of the classic case, where convergence of a stochastic
process is defined to mean that for almost every ω the pathsXt(ω) of the process
are continuous functions of t. It is known that uo-convergence in function spaces
is the correct notion to describe almost everywhere convergence. The fact, from
integration theory, stating that a sequence that is pointwise almost everywhere
convergent and uniformly integrable, is convergent in L1, is also generalized.
This generalization is needed in the proof of Doob’s optional sampling theorem.
We finally remark that we use, following [9, 17], the Daniell integral for
vector-valued functions in our work. It turns out that Daniell’s integral fits in
perfectly in the Riesz space setting in which we describe stochastic processes.
In fact, Daniell’s original 1918 paper [4] was the first paper using, what we call
today, Riesz space theory.
2 Preliminaries
Let E be a Dedekind complete, perfect Riesz space with weak order unit E.
We assume E to be separated by its order continuous dual E∼00. For the theory
of Riesz spaces (vector lattices) we refer the reader to the following standard
texts [2, 15, 16, 18, 21, 22]. For results on topological vector lattices the standard
references are [1, 6]. We denote the universal completion of E, which is an f -
algebra that contains E as an order dense ideal, by Eu (the fact that it is an ideal
follows from [1, Lemma 7.23.15 and Definition 7.23.19]). Its multiplication is an
extension of the multiplication defined on the principal ideal EE and E is the
algebraic unit and a weak order unit for Eu (see [21]). The set of order bounded
band preserving operators, called orthomorphisms, is denoted by Orth(E). We
refer to [5, 13] for the definition and properties of the sup-completion Es of a
Dedekind complete Riesz space E. It is a unique Dedekind complete ordered cone
that contains E as a sub-cone of its group of invertible elements and its most
important property is that it has a largest element. Being Dedekind complete
this implies that every subset of Es has a supremum in Es. Also, for every
C ∈ Es, we have C = sup{X ∈ E : X ≤ C} and E is a solid subset of Es.
A conditional expectation F defined on E is a strictly positive order contin-
uous linear projection with range a Dedekind complete Riesz subspace F of E.
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It has the property that it maps weak order units onto weak order units. It
may be assumed, as we will do, that FE = E for the weak order unit E. The
space E is called F-universally complete (respectively, F-universally complete in
Eu) if, whenever Xα ↑ in E and F(Xα) is bounded in E (respectively in E
u),
then Xα ↑ X for some X ∈ E. If E is F-universally complete in E
u, then it is
F-universally complete.
We shall henceforth tacitly assume that E is F-universally complete in Eu.
For an order closed subspace F of E, we shall denote the set of all order
projections in E by P and its subset of all order projections mapping F into
itself, by PF. This set can be identified with the set of all order projections of
the vector lattice F (see [7]).
B.A. Watson [20] proved that if G is an order closed Riesz subspace of E
with F ⊂ G, then there exists a unique conditional expectation FG on E with
range G and FFG = FGF = F (see [8, 20]). We shall also use the fact (see [8,
Theorem 3.3 and Proposition 3.4]) that Z = FG(X), if and only if we have
F(PZ) = F(PX) holds for every projection P ∈ PG .
The conditional expectation F may be extended to the sup-completion in the
following way: For every X ∈ Es, define FX by supα FXα ∈ E
s for any upward
directed net Xα ↑ X , Xα ∈ E. It is well defined (see [12]). We define dom
+
F :=
{0 ≤ X ∈ Es : F(X) ∈ Eu}. Then dom+ F ⊂ Eu (see [10, Proposition 2.1]) and
we define domF = dom+ F − dom+ F. Since we’re assuming E is F-universally
complete in Eu, we have dom F = E.
If XY ∈ domF (with the multiplication taken in the f -algebra Eu), where
Y ∈ E and X ∈ F = R(F), we have that F(XY ) = XF(Y ). This fundamental
fact is referred to as the averaging property of F (see [7]).
Let Φ be the set of all φ ∈ E∼00 satisfying |φ|(E) = 1 and extend |φ| to E
s
by continuity. Define P to be the set of all Riesz seminorms defined on E by
pφ(X) := |φ|(F(|X |) where φ ∈ Φ.We define the space L
1 := (E, σ(P)) and have
that L1 := {X ∈ Eu : pφ(X) <∞ for all φ ∈ Φ}, equipped with the locally solid
topology σ(L1,P) (for the proof see [13]).
We next define the space L2 to consist of all X ∈ L1 satisfying |X |2 ∈
L1, where the product is taken in the f -algebra Eu. Thus, L2 := {X ∈ Eu :
|φ|(F(|X |2)) < ∞ for all φ ∈ Φ}. For X ∈ L2 we define the Riesz seminorm
qφ(X) := (|φ|(F(|X |
2))1/2, and we denote the set of all these seminorms by Q,
and we equip L2 with the weak topology σ(Q).
The spaces L1 and L2 are topologically complete (see [11] and [13] and
note that this may not be true without the assumption that E is F-universally
complete in Eu).
A filtration on E is a set (Ft)t∈J of conditional expectations satisfying Fs =
FsFt for all s < t. We denote the range of Ft by Ft. A stochastic process in E
is a function t 7→ Xt ∈ E, for t ∈ J, with J ⊂ R
+ an interval. The stochastic
process (Xt)t∈J is adapted to the filtration if Xt ∈ Ft for all t ∈ J.
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We shall write Pt to denote the set of all order projections that maps Ft
into itself and we recall that FtP = PFt holds for all P ∈ Pt. The projections in
Pt are the events up to time t and Pt is a complete Boolean algebra.
Let (Ft)t∈J be a filtration on E. We recall that
Ft+ :=
⋂
s>t
Fs,
and the filtration is called right continuous if Ft+ = Ft for all t ∈ J. Since
we’re assuming that E is F-universally complete in Eu, there exists a unique
conditional expectation Ft+ from E onto Ft+ satisfying FFt+ = Ft+F = F
(see [8, Proposition 3.8]). The set of order projections in the space Ft+ will be
denoted by Pt+.
If (Xt) is a stochastic process adapted to (Ft,Ft), we call (Xt,Ft,Ft) a super-
martingale (respectively submartingale) if Ft(Xs) ≤ Xt (respectively Ft(Xs) ≥
Xt) for all t ≤ s. If the process is both a sub- and a supermartingale, it is called
a martingale. A stochastic process (Xt) is said to be uo-convergent to X ∈ E
as t tends to s, if
o− lim
t→s
|Xt −X | ∧ Z = 0
for every positive Z ∈ E.
We call a stochastic process uo-continuous in a point s if
uo− lim
t→s
Xt = Xs.
In function spaces uo-convergence corresponds to pointwise almost everywhere
convergence. Hence, the use of uo-convergence to define continuity in the ab-
stract case, yields a direct generalization of the notion of path-wise continuity.
The definitions of right-uo-continuity and left-uo-continuity in a point s use
uo-convergence from the right or from the left respectively.
The band generated by (tE − X)+ in E is denoted by B(tE>X) and the
projection of E onto this band by P(tE>X). The component of E in B(tE>X) is
denoted by Eℓt , i.e., E
ℓ
t = P(tE>X)E. The system (E
ℓ
t )t∈J is an increasing left-
continuous system, called the left-continuous spectral system of X. Also, if E
r
t is
the component of E in the band generated by (X− tE)+ and Ert := E−E
r
t , the
system (Ert ) is an increasing right-continuous system of components of E, called
the right-continuous spectral system of X (see [15, 8]). The next definition was
given in [8].
Definition 2.1 A stopping time for the filtration (Ft,Ft)t∈J is an orthomor-
phism S ∈ Orth(E) such that its right continuous spectral system (Srt ) of pro-
jections satisfies Srt ∈ Pt. It is called an optional time if the condition holds for
its left-continuous system (Sℓt)t∈J .
We recall the fact that a stopping time is also an optional time and that
the two concepts coincide for right-continuous filtrations. We shall use the
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following notation: Cℓt := S
ℓ
tE and C
r
t := S
r
tE. The processes C
ℓ
S
:= (Cℓt )t∈J
and Cr
S
:= (Crt )t∈J are processes of components of E. We have the following
reformulation of the definition:
Proposition 2.2 The orthomophism S is a stopping time for the filtration
(Ft,Ft) if and only if the stochastic process C
r
S
is adapted to the filtration. Sim-
ilarly, S is an optional time if and only if the stochastic process Cℓ
S
is adapted
to the filtration.
We recall (see [8]) that the set of events (order projections) determined prior
to the stopping time S is defined to be the family of projections
PS := {P ∈ P : PS
r
tFt = FtPS
r
t for all t}.
PS is a complete Boolean sub-algebra of P and P ∈ PS if and only if PS
r
t ∈ Pt
for every t ∈ J. The set
CS := {PE : P ∈ PS},
is a Boolean algebra of components of E and we denote by FS the order closed
Riesz subspace of E generated by CS. By [8, Proposition 5.4], there exists a
unique conditional expectation FS that maps E onto FS with the property that
F = FFS = FSF.
Similarly, if S is an optional time for the filtration (Ft,Ft), we find in [8]
that the Boolean algebra PS+ of events determined immediately after S is the
Boolean algebra of projections given by
PS+ := {P ∈ P : PS
r
tFt+ = Ft+PS
r
t for all t}.
This is again a complete Boolean algebra of projections and
CS+ := {PE : P ∈ PS+}
is a complete Boolean algebra of components of E.We define the space FS+ to be
the Dedekind complete Riesz space generated by CS+. Since the space contains
F0, there exists a unique conditional expectation, denoted by FS+, that maps E
onto FS+ with the property that F = FFS+ = FS+F.
Our aim is now to define the stopping element XS for a stopping time S, and
having done that, the process (Xt∧S) will be called the stopped process.
3 Definition of the stopping element XS
Let J = [a, b] and consider the optional time S for the filtration (Ft,Ft)t∈J
defined on E with spectral interval contained in J. Its left continuous spectrum
of band projections (Sℓt)t∈J is then adapted to the filtration meaning that S
ℓ
t is a
band projection in the Dedekind complete space Ft. Therefore, the component
Cℓt of E is an element of Ft.We define a vector measure µS on the intervals [s, t)
by defining
µS[ti−1, ti) := C
ℓ
ti − C
ℓ
ti−1 .
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We refer the reader to [19, Section XI.5] for a proof that this defines a σ-additive
measure on the algebra of all finite unions of disjoint sub-intervals of the form
[s, t) in J (and can be extended to σ-additive measure on the σ-algebra of Borel
subsets of J).
Next, let π = {a = t0 < t1 < · · · < tn = b} be a partition of J. We define L
to be the Riesz space of all right-continuous simple processes of the form
Xπt :=
∑
ti∈π
Xtiχ[ti−1,ti), Xti ∈ Fti ,
where π varies over all partitions of J and χS is the indicator function of the
set S.
We note that the process (Xπt )t∈J is not in general adapted to the filtration
(Ft,Ft), because X
π
ti−1 = Xti and Xti need not be an element of Fti−1 . We have
that Xπt ∈ Fti for all ti−1 ≤ t < ti.
The next proposition holds.
Proposition 3.1 With pointwise ordering, L is a Riesz subspace of the
Dedekind complete Riesz space EJ of all E-valued functions defined on the in-
terval J.
Let
IS(X
π
t ) :=
∑
ti∈π
Xti(C
ℓ
ti − C
ℓ
ti−1 ) =
∑
ti∈π
XtiµS[ti−1, ti),
where the product of X ∈ E and the component C = PE, P ∈ P, is defined to
be PX. We can therefore also write
IS(X
π
t ) :=
∑
ti∈π
(Sℓti − S
ℓ
ti−1)Xti .
Proposition 3.2 The operator IS : L→ E has the following properties.
(1) IS is positive and linear;
(2) IS is σ-order continuous, i.e., if Xn,t ∈ L and Xn,t ↓n 0 for each t ∈ J,
then IS(Xn,t) ↓n 0;
(3) IS is a lattice homomorphism.
The operator IS is therefore a positive vector-valued Daniell integral defined on
L.
Proof. Property (1) needs no proof. To prove (2), let Xn,t ∈ L satisfy Xn,t ↓ 0
for every t ∈ [a, b]. Let
X1,t =
N∑
i=1
ξiχ[ti−1,ti)(t), ξi ∈ Fi,
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and let ǫ > 0 be arbitrary. For each i, 1 ≤ i ≤ N, let
B1,i := B(ξi>ǫE) = B(X1,tχ[ti−1,ti)(t)>ǫE),
i.e., the band generated by (ξi − ǫE)
+ in E. We also define
Bn,i := B(Xn,tχ[ti−1,ti)(t)>ǫE) for n ≥ 1,
and we denote the band projection onto Bn,i by Pn,i for each i and n. Then,
since Xn,t ↓ for all t, we have that
Bn+1,i ⊂ Bn,i ⊂ B1,i for 1 ≤ i ≤ N.
For n ≥ 1, let Bn,i ⊂ J be defined by
Bn,i := {t ∈ [ti−1, ti) : Pn,iXn,t > 0}.
The definition of the simple function Xn,t implies that each Bn,i is a finite union
of left-closed right-open intervals, and note also that by the definition of Pn,i,
we have for every t ∈ Bn,i, Pn,iXn,t > ǫE. Since, for every fixed t ∈ J we have
that Xn,t ↓ 0, it follows that Bn,i ↓ 0. The vector measure µS is a σ-additive
measure and it follows, since µS(J) = C
ℓ
b − C
ℓ
a ∈ E, that µS(Bn,i) ↓ 0. Then,
IS(Xn,tχ[ti−1,ti)(t)) = IS[(Pn,iXn,t + P
d
n,iXn,t)(χBn,i(t) + χBcn,i(t))]
≤ (Pn,iξi + ǫE)µS(Bn,i) + ǫ(Pi − Pi−1)E
≤ (ξi + ǫE)µS(Bn,i) + ǫ(Pi − Pi−1)E.
It therefore follows, for each ǫ > 0 and i, 1 ≤ i ≤ N, that
o− lim
n→∞
IS(Xn,tχ[ti−1,ti)(t)) ≤ ǫ(Pi − Pi−1)E.
Summing over i, we get
inf
n
IS(Xn,t) ≤ ǫ(Pb − Pa)E.
This holds for every ǫ > 0 and so IS(Xn,t) ↓ 0.
We now prove (3). Let X = Xπt and Y = Y
π
t be two elements of L written
with the same partition π of J. Then, with ∆Sℓti := (S
ℓ
ti − S
ℓ
ti−1)
IS(X ∨ Y ) =
n∑
i=1
∆Sℓti(Xti ∨ Yti) =
n∑
i=1
∆SℓtiXti ∨∆S
ℓ
tiYti
=
n∨
i=1
∆SℓtiXti ∨∆S
ℓ
tiYti =
n∨
i=1
∆SℓtiXti ∨
n∨
i=1
∆SℓtiYti = IS(X) ∨ IS(Y ).
Thus IS is a Riesz homomorphism. 
Applying the Daniell extension procedure to the primitive positive integral
IS, we obtain an integral defined on the Riesz space LS of all Daniell S-summable
vector-valued functions that has the special property that it is a Riesz homo-
morphism.
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Theorem 3.3 An adapted left-continuous process (Xt) that is bounded by an S-
summable vector valued function X is S-summable. In particular, if |Xt| ≤ME,
M ≥ 0, then X = (Xt) is S-summable.
Proof. Let πn = {a = t
(n)
0 < t
(n)
1 < . . . < t
(n)
2n = b} be a diadic partition of [a, b].
Define the element Xn by
Xn(t) :=
2n∑
i=1
X
t
(n)
i−1
χ
[t
(n)
i−1,t
(n)
i
)
(t). (3.1)
Then Xn(t) belongs to L and we claim that Xn(t) converges to Xt in every
point t ∈ [a, b].
Fix an element t0 ∈ [a, b]. Then, for each n we have that t0 ∈ [t
(n)
i−1, t
(n)
i ) ∈ πn
for a unique i, 1 ≤ i ≤ 2n, and Xn(t0) = Xt(n)
i−1
. If, at some stage, t0 is the
left endpoint of an interval [t
(n′)
i−1 , t
(n′)
i ), then, for all finer partitions, it will
remain the left endpoint of some interval in that partition and so Xn(t0) = Xt0
for all n ≥ n′. We may therefore assume that t0 > t
(n)
i−1 for all n (here, by
abusing the notation, t
(n)
i−1 will always denote the left endpoint of the unique
interval of πn to which t0 belongs; i will therefore also depend on n). Since
t
(n)
i − t
(n)
i−1 < (b−a)2
−n, we have that t
(n)
i−1 ↑ t0 as n tends to infinity, and by the
left continuity of (Xt) we have that Xn(t0) = Xt(n)
i−1
converges to Xt0 in order
as n→∞.
Since (Xt) is bounded by an S-summable function X, the Lebesgue domina-
tion theorem for the Daniell integral implies that (Xt) is summable and that,
with convergence in order,
lim
n→∞
IS(Xn(t)) = IS(Xt). 
Definition 3.4 For X ∈ LS we define
XS := IS(Xt).
For the proof of the next result we need the following fact about unbounded
order convergence.
Proposition 3.5 Let E be a Dedekind complete Riesz space with weak order
unit E. Then the following are equivalent
(1) The sequence (Xn) ⊂ E is uo-convergent to X ∈ E.
(2) (|Xn −X | ∧ kE) is order convergent to 0 in E for every k ∈ N.
(3) The sequence (Xn) is order convergent to X in E
u.
Proof. The implication (1) =⇒ (2) is clear.
9
(2) =⇒ (3): For every k ∈ N, there exists a sequence (V
(k)
n ) in E such that
V
(k)
n ↓n 0 and
|X −Xn| ∧ kE ≤ V
(k)
n .
Let
B(k) :=
⋂
n∈N
B(kE>|X−Xn|)
and let Pk be the projection onto B
(k). We note that B(k) is an increasing
sequence of bands and so also is the sequence of projections Pk. We also have
that
Pk(|X −Xn|) = Pk(|X −Xn| ∧ kE) ≤ PkV
(k)
n for all n.
We now put Q1 := P1, Q2 := (P2 − P1), . . .Qn := (Pn − Pn−1), . . . . Then (Qn)
is a sequence of disjoint projections. We define
Vn := sup
k∈N
QkV
(k)
n for all n.
This supremum exists in Eu for each n ∈ N. Now, since E is a weak order we
have for every n ∈ N that
|X −Xn| ∧ kE ↑ |X −Xn|,
and so
|X −Xn| = sup
k∈N
Qk(|X −Xn|) ≤ sup
k∈N
QkV
(k)
n = Vn ↓ 0 in E
u.
Hence, (Xn) is order convergent to X in E
u.
(3) =⇒ (1): By assumption there exists a sequence (Zn) in E
u such that
|X −Xn| ≤ Zn ↓ 0. Consider an arbitrary U ∈ E. Then
|X −Xn| ∧ U ≤ Zn ∧ U ∈ E,
since, E, being Dedekind complete, is an ideal in Eu (see our remark in section
2). Moreover, since Zn ↓ 0 in E
u, it follows that Zn ∧ U ↓ 0 in E by the order
denseness of E in Eu. Therefore (1) holds. 
Proposition 3.6 Let (Xnt ) be a sequence in LS that is uo-convergent to Xt ∈ LS
in each point t ∈ J. Then (Xn
S
) is uo-convergent to XS.
Proof. The constant vector-valued functions t 7→ kE are in L and therefore
Daniell integrable. This shows that the sequence |Xnt −Xt|∧kE, which is order
convergent to 0 in each point t, is pointwise bounded by the integrable function
t 7→ kE. Therefore Lebesgue’s dominated convergence theorem for the Daniell
integral implies that IS(|X
n
t −Xt| ∧ kE) is order convergent to 0. But, since IS
is a Riesz homomorphism,
IS(|X
n
t −Xt| ∧ kE) = |IS(X
n)− IS(X)| ∧ IS(kE) = |IS(X
n)− IS(X)| ∧ kE,
which shows that Xn
S
= IS(Xn)
uo
→ IS(X) = XS. 
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4 Uniform Integrability
In this section we generalize the notion of uniform integrability. There are
several ways in which one can do this, due to the different modes of convergence
we have. It seems that convergence in L1 is the right notion to use in our case.
The role of the integral is played by a conditional expectation F that is defined
on the Dedekind complete Riesz space E. Our assumptions on E are as we stated
them in section 2. We recall that the Riesz semi-norm pφ is defined as
pφ(X) := |φ|(F(|X |)), φ ∈ Φ
and the topology of L1 is the locally solid topology σ(L1,P).
Definition 4.1 . The sequence (Xn) in E is called L
1-uniformly integrable
whenever we have that, for every pφ ∈ P ,
pφ(P(|Xn|≥λE)|Xn|)→ 0 as 0 ≤ λ ↑ ∞ uniformly in n. (4.1)
This means that for every ǫ > 0 and for every pφ ∈ P there exists some λ0
(depending on ǫ and pφ) such that for all λ ≥ λ0, we have we have that
pφ(P(|Xn|≥λE)|Xn|) < ǫ for all n ∈ N.
A stronger notion, that can be called order-uniformly integrable is to have
sup
n∈N
F(P(|Xn|≥λE)|Xn|) ↓ 0 as λ ↑ ∞.
If (Xn) is order-uniformly integrable, we have for every n that
pφ(P(|Xn|≥λE)|Xn|) ≤ pφ(sup
n∈N
F(P(|Xn|≥λE)|Xn|)) ↓ 0.
It follows that pφ(P(|Xn|≥λE)|Xn|) → 0 uniformly in n as λ ↑ ∞. Thus, order-
uniform integrability of (Xn) implies L
1-uniform integrability of (Xn).
We note that for each fixed n we have that P(|Xn|>λE) ↓ 0 as λ ↑ ∞. There-
fore, for each fixed n, P(|Xn|>λE)|Xn| ↓0 as λ ↑ ∞ and since F is order continu-
ous, also F(P(|Xn|>λE)|Xn|) ↓ 0 as λ ↑ ∞ for each fixed n. Therefore, if (Xn) has
only a finite number of non-zero elements, it is clear (see [15, Theorem 16.1])
that (Xn) is order-uniformly integrable.
If (Xn) is a bounded sequence in L
2, i.e., if for every q ∈ Q there exists
a constant Mφ such that qφ(Xn) ≤ Mφ for all n ∈ N, then, by the Cauchy-
inequality,
pφ(P(|Xn|>λE)|Xn|) ≤ qφ(P(|Xn|>λE)E)qφ(Xn) ≤ qφ(P(|Xn|>λE)E)Mφ.
Therefore, if qφ(P(|Xn|>λE)E) → 0 uniformly in n as λ ↑ ∞, then (Xn) is L
1-
uniformly integrable. The next proposition can be compared to [3, Theorem
I.2.1].
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Proposition 4.2 Let 0 ≤ X ∈ E, let (Pt)0≤t<∞ be projections in P. Then,
given any pφ ∈ P and ǫ > 0, there exists a δ > 0 such that pφ(PtE) < δ, implies
that pφ(PtX) < ǫ. Thus, if pφ(PtE) converges to 0, then pφ(PtX) converges to
0.
Proof. Assume that the proposition is false. Then there exists an element φ ∈ Φ
and some ǫ > 0 such that, for every k, there exists a projection Ptk satisfying
pφ(PtkE) < 2
−k and pφ(PtkX) > ǫ. Define
Qk := Ptk ∨ Ptk+1 ∨ . . . ,
Then Qk ↓ and
pφ(QkX) ≥ pφ(PtkX) > ǫ. (4.2)
But,
pφ(QkE) ≤
∞∑
j=k
pφ(PtjE) ≤ 2
1−k ↓ 0, as k →∞.
Since F is strictly positive, pφ = |φ|F is strictly positive on the carrier band Cφ
of φ. Therefore, QkE ↓ 0 on Cφ. But then QkX ↓ 0 on Cφ and by the order
continuity of pφ, it follows that pφ(QkX) ↓ 0. This contradicts (4.2). 
The next theorem is also a generalization of a well-known fact about uniform
integrability.
Theorem 4.3 The sequence (Xn) in E is uniformly integrable if and only if it
satisfies the following conditions:
(1) (Xn) is a bounded set in L
1
(2) For every pφ ∈ P , pφ(P|Xn|) → 0 uniformly in n as pφ(PE) → 0, i.e.,
given ǫ > 0 and pφ ∈ P , there exists a δ > 0 such that, if pφ(PE) ≤ δ,
then pφ(P|Xn|) < ǫ for all n ∈ N.
Proof. Suppose that (Xn) is a bounded set in L
1 and that it is uniformly
continuous, i.e., that (Xn) satisfies condition (2). Then we have by Chebyshev’s
inequality, we have
F(P(|Xn|≥tE)E) ≤
1
t
F(|Xn|),
which implies that
pφ(P(|Xn|≥tE)E) ≤
1
t
pφ(Xn) ≤Mφ,
for a number Mφ ≥ 0. By the boundedness of (Xn) in L
1, it follows that
pφ(P(|Xn|≥tE)E)→ 0 uniformly in n. It follows by (2) that
pφ(P|Xn|)→ 0 uniformly in n
12
and so (Xn) is uniformly integrable.
Conversely, if (Xn) is uniformly integrable, we have for every pφ ∈ P that
pφ(P|Xn|) = pφ(PP(|Xn|≥tE)|Xn|) + pφ(PP(|Xn|<tE)|Xn|)
≤ pφ(P(|Xn|≥tE)|Xn|) + tpφ(PE). (4.3)
By the uniform integrability, we can choose, for given ǫ > 0, a number t0 such
that the first term is less that ǫ/2 for all n. We then have, for φ(PE) < ǫ/2t0
that pφ(P|Xn|) < ǫ for all n, thus proving that condition (2) holds.
Taking the projection P in (4.3) equal to the identity I, it follows that for large
t (depending on pφ) we have
pφ(|Xn|) ≤ ǫ+ t =Mφ <∞.
Since this holds for arbitrary pφ ∈ P , the set (Xn) is bounded in L
1. 
Corollary 4.4 If (Xn) and (Yn) are uniformly integrable sequences, then (Xn+
Yn) is also uniformly integrable. In particular, if X ∈ E then (Xn + X) is
uniformly integrable.
Proof. It is clear that if (Xn) and (Yn) are bounded sequences in L
1 then
(Xn + Yn) is also a bounded sequence in L
1. Also, since they are uniformly
integrable, they are uniformly continuous, i.e., condition (2) in Theorem 4.3
above holds for both of them. But then, for every pφ ∈ P , we have that if
pφ(PE)→ 0, then
pφ(P|Xn + Yn|) ≤ pφ(P|Xn|) + pφ(P|Yn|)→ 0
uniformly in n. By Theorem 4.3, this implies that (Xn + Yn) is uniformly inte-
grable. 
Below we denote unbounded order convergence of a sequence (Xn) to an
element X by Xn
uo
→ X.
Lemma 4.5 If Xn
uo
→ 0 and (Xn) is uniformly integrable, then Xn → 0 in L
1.
Proof. Suppose that Xn
uo
→ 0 and that (Xn) is uniformly integrable. Let
ǫ > 0 and pφ ∈ P be given. Then, it follows from the uniform integrability, that
pφ(Xn) = pφ(P(|Xn|≥λE)Xn) + pφ(P(|Xn|<λE))Xn)
≤ pφ(P(|Xn|≥λE)Xn) + pφ(|Xn| ∧ λE)
< ǫ/2 + pφ(|Xn| ∧ λ0E),
for some λ0 > 0 and for all n ∈ N. Since Xn
uo
→ 0 by assumption, and since pφ
is order continuous, there exist some N ∈ N such that for all n ≥ N we have
that the last term above is less that ǫ/2. Thus, pφ(Xn) → 0 and this holds for
every pφ ∈ P . 
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Theorem 4.6 If Xn
uo
→ X and (Xn) is uniformly integrable, then Xn → X in
L1.
Proof. Suppose that Xn
uo
→ X and that (Xn) is uniformly integrable. For each
n ∈ N define Cn := Xn−X . Then Cn
uo
→ 0, and by Corollary 4.4, we know that
(Cn) is uniformly integrable. Thus, by Lemma 4.5, it is true that Cn → 0 in
L1. But this is equivalent to Xn → X in L
1. 
Conclusion If the sequences (XSn) and (XTn) are uniformly integrable and
uo-converge in E to XS and XT, respectively, then it is easy to see that for any
band projection P we have that P(XSn)
uo
→ P(XS) and P(XTn)
uo
→ P(XT). It
is also easy to see that (P(XSn)) and (P(XTn)) are also uniformly integrable.
Therefore, by Theorem 4.6 we have XSn → XS and PXTn → PXT in L
1. This
fact will be used in the proof of Doob’s optional sampling theorem below.
Definition 4.7 (see [14, Problem 3.11]) Let (Fn) be a decreasing sequence of
Dedekind complete Riesz subspaces of E, i.e.,
Fn+1 ⊆ Fn ⊆ E,
with Fn the range of a conditional expectation Fn : E→ Fn satisfying FnFm =
FmFn = Fm if m > n. The process (Xn) with Xn ∈ Fn and Fn+1(Xn) ≥ Xn+1
is called a backward submartingale.
We note that F∞ :=
⋂
n Fn is a Dedekind complete Riesz space that is contained
in each of the spaces Fn and so there exists a conditional expectation F∞ :
E → F∞ with the property that for each n we have F∞Fn = FnF∞ = F∞.
Furthermore, applying F∞ to both sides of the inequality in the definition, we
find that for all n, F∞(Xn) ≥ F∞(Xn+1), i.e., the sequence (F∞(Xn)) is a
decreasing sequence. It is also easy to show by induction that for all n one has
Fn(X1) ≥ Xn.
Example 4.8 Let (Xt,Ft)t∈J be a submartingale. With J = [a, b], we have
for any sequence of real numbers tn ↓ a, that (Xtn ,Ftn)n∈N) is a backward
submartingale. In this case, F∞ = Fa = F.
Since we work in the setting where we do not have an integral, but a fixed
conditional expectation F, we shall assume for all backward submartingales
considered that F∞ = F.
Proposition 4.9 Let (Xn) be a backward submartingale with F∞ = F. If the
sequence (F(Xn)) is bounded below, i.e., if
Y = inf
n∈N
F(Xn) exists in E,
then the sequence (Xn) is uniformly integrable.
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Proof. By Jensen’s inequality, (X+n ,Fn) is also a backward submartingale.
Hence, for λ > 0, we find by the Chebyshev inequality that for each n,
λF(P(|Xn|>λE)E) ≤ F(|Xn|) = −F(Xn) + 2F(X
+
n ) ≤ −Y + 2F(X
+
1 ).
It follows that
lim
λ→∞
pφ(P(|Xn|>λE)E) = 0 uniformly in n, (4.4)
and therefore also
lim
λ→∞
pφ(P(X+n >λE)E) = 0 uniformly in n. (4.5)
Using the backward submartingale property of (X+n ), we have
F(P(X+n>λE)X
+
n ) ≤ F(P(X+n>λE)FnX
+
1 )
= FFn(P(X+n >λE)X
+
1 ) = F(P(X+n>λE)X
+
1 ). (4.6)
Hence, we have for any pφ ∈ P , that
pφ(P(X+n >λE)X
+
n ) ≤ pφ(P(X+n>λE)X
+
1 ). (4.7)
We now apply Proposition 4.2 to find for every ǫ > 0, a δ > 0 such that, if
pφ(P(X+n>λE)E) < δ, then pφ(P(X+n >λE)X
+
1 ) < ǫ. From (4.5), there exist some
λ0 such that, for λ > λ0, pφ(P(X+n>λE)E) < δ, for all n ∈ N. It then follows
from (4.7) that for all λ > λ0, we have pφ(P(X+n >λE)X
+
n ) < ǫ for all n ∈ N. This
shows that the backwards submartingale (X+n ) is uniformly integrable.
We next show that the sequence (X−n ) is also uniformly integrable. Note
that P(X−n >λE) = P(Xn<−λE) and that for m < n, we have Xn ≤ FnXm. Now,
0 ≥ F(P(Xn<−λE)Xn) = F(Xn)− F(P(Xn≥−λE)Xn)
≥ F(Xn)− F(P(Xn≥−λE)FnXm)
≥ F(Xn)− F(P(Xn≥−λE)Xm)
= F(Xn)− F(Xm) + F(P(Xn<−λE)Xm). (4.8)
Since the sequence F(Xn) ↓n Y, (Xn) is convergent in L
1 and therefore a Cauchy
sequence. For a given ǫ > 0, we can choose m = m(ǫ) such that for all n > m,
we have
pφ(Xm −Xn) < ǫ/2.
Also, by Proposition 4.2, there exists a δ > 0, such that pφ(P(|Xn|>λE)E) < δ,
implies that pφ(P(|Xn|>λE)Xm) < ǫ/2 and using (4.4), we can find a λ0 such that
for all λ > λ0, we have for all n ∈ N that pφ(P(|Xn|>λE)E) < δ and therefore for
all n ∈ N that pφ(P(|Xn|>λE)Xm) < ǫ/2 if λ > λ0. But, P(X−n >λE) ≤ P(|Xn|>λE)
and therefore, there exists a λ such that for all λ > λ0,
pφ(P(X−n >λE)Xm) < ǫ/2 for all n ∈ N.
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We now use the inequality in (4.8): For all n > m(ǫ) we have
F(P(X−n >λE)X
−
n ) = |F(P(X−n >λE)Xn)|
= −F(P(Xn<−λE)Xn) (4.9)
≤ (F(Xm)− F(Xn))− F(P(Xn<−λE)Xm) (4.10)
and so, for all n > m we get
pφ(P(X−n >λE)X
−
n ) ≤ pφ(Xm −Xn) + pφ(P(X−n >λE)Xm) < ǫ/2 + ǫ/2 = ǫ
for all λ > λ0.
For n = 1, 2, . . . ,m we have that pφ(P(X−n >λE)X
−
n ) ↓ 0 as λ → ∞ so we
can find λn such that for λ > λn, we have pφ(P(X−n >λE)X
−
n ) < ǫ. If λ >
max{λ0, λ1, . . . , λm} we have that
pφ(P(X−n >λE)X
−
n ) < ǫ for all n ∈ N
Thus, (X−n ) is uniformly integrable. Our final result, that (Xn) = (X
+
n −X
−
n )
is uniformly integrable, follows from Corollary 4.4. 
5 The optional sampling theorem
As remarked in the introduction, we have to prove the optional sampling theo-
rem using Definition 3.4.
Theorem 5.1 Let (Xt)t∈J be a right-uo-continuous submartingale and let S ≤
T be two optional times of the filtration (Ft,Ft). Then, if either
1. T is bounded or
2. (Xt) has a last element,
we have
FS+XT ≥ XS.
If S and T are stopping times, one has
FSXT ≥ XS.
Proof. Let πn = {a = t0 < t1 < . . . < t2n = b} be a diadic partition of J = [a, b]
and define the sequence (Sn) by putting
Sn =
2n∑
i=1
ti(S
ℓ
ti − S
ℓ
ti−1) =
2n∑
i=1
ti∆S
ℓ
i =
2n∑
i=1
tiS
ℓ
ti(S
ℓ
ti−1)
d (5.1)
and similarly,
Tn =
2n∑
j=1
tj(T
ℓ
tj − T
ℓ
tj−1 ) =
2n∑
j=1
tj∆T
ℓ
j
2n∑
i=1
tjT
ℓ
tj (T
ℓ
tj−1 )
d. (5.2)
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We now write them both as sums with respect to the partition {∆Sℓi∆T
l
j}
n
i,j=1,
i.e., we get
Sn =
2n∑
i=1
2n∑
j=1
sij∆T
ℓ
j∆S
ℓ
i , sij = ti and Tn =
2n∑
i=1
2n∑
j=1
tij∆T
ℓ
j∆S
ℓ
i , tij = tj . (5.3)
Now, S ≤ T implies that for each fixed n, Sn ≤ Tn and so sij ≤ tij ; this implies
that ti∆T
ℓ
j∆S
ℓ
i ≤ tj∆T
ℓ
j∆S
ℓ
i for all i, j such that ∆T
ℓ
j∆S
ℓ
i 6= 0.
Each Sn and each Tn is a stopping time for the filtration and by Freudenthal’s
theorem, Sn ↓ S and Tn ↓ T.
With these definitions for Sn and Tn, we have that
XSn =
2n∑
i=1
2n∑
j=1
∆Tℓj∆S
ℓ
iXti and XTn =
2n∑
i=1
2n∑
j=i
∆Tℓj∆S
ℓ
iXtj . (5.4)
Next, we put
FSn :=
2n∑
i=1
2n∑
j=1
Fti∆T
ℓ
j∆S
ℓ
i . =
2n∑
i=1
Fti∆S
ℓ
i . (5.5)
It is readily checked that FSn is a strictly positive, order continuous projection
that maps E onto E, i.e., FSn is a conditional expectation. Its range is the
direct sum
2n⊕
i=1
∆SℓiFti
of the bands ∆SℓiFti (since Fti and ∆S
ℓ
i commute), and the projections in E that
belong to this space are exactly those projections in E that belong to Pt for all
t such that Sn ≤ tE. Therefore, the space FSn , which is by definition the space
generated by these projections, is equal to the space
⊕2n
i=1∆S
ℓ
iFti . Moreover,
FFSn =
2n∑
i=1
FFti∆S
ℓ
i = F
2n∑
i=1
∆Sℓi = F,
and similarly FSnF = F. Therefore, FSn is the unique conditional expectation
with range FSn satisfying these two conditions.
For each fixed i, consider the sum
2n∑
j=i
Fti∆T
ℓ
j∆S
ℓ
iXtj = Fti∆T
ℓ
2n∆S
ℓ
iXt2n + . . .+ Fti∆T
ℓ
ti∆S
ℓ
iXti (5.6)
and note that, in the first term,
∆Tℓ2n∆S
ℓ
i = ∆S
ℓ
i(T
ℓ
t2n
(Tℓt2n−1)
d) = ∆Sℓi(T
ℓ
t2n−1
)d ∈ Pt2n−1 .
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Therefore,
Fti∆T
ℓ
2n∆S
ℓ
iXt2n = FtiFt2n−1∆T
ℓ
2n∆S
ℓ
iXt2n
= Fti∆T
ℓ
2n∆S
ℓ
iFt2n−1Xt2n
≥ Fti∆T
ℓ
2n∆S
ℓ
iXt2n−1 .
Substituting this inequality in Equation (5.6), and repeating the process we
finally arrive at
2n∑
j=i
Fti∆T
ℓ
j∆S
ℓ
iXtj ≥ Fti∆S
ℓ
i(
2n∑
j=i
∆Tℓj)Xti = Fti∆S
ℓ
i(
2n∑
j=i
∆Tℓj)Xti = ∆S
ℓ
iXti .
(5.7)
Thus,
FSn(XTn) =
2n∑
i=1
2n∑
j=i
Fti∆T
ℓ
j∆S
ℓ
iXtj ≥
2n∑
i=1
∆SℓiXti = XSn . (5.8)
(This is Doob’s optional sampling theorem for this special case.)
For every P ∈ PSn , we therefore have that
F(PXTn) = FFSnPXTn = FP(FSnXTn) ≥ F(PXSn). (5.9)
By [8, Proposition 5.15], we have that PS+ =
∞⋂
n=1
PSn . Therefore, by (5.9),
F(PXTn) ≥ F(PXSn) holds for all P ∈ PS+. (5.10)
If S is a stopping time, it follows from [8, Proposition 5.9] that since S ≤ Sn, we
have PS ⊂ PSn and so this inequality holds in that case also for all P ∈ PS.
Applying the arguments above to Sn ≤ Sn+1 we get as in (5.8) that
FSn(XSn+1) ≥ XSn for all n,
which implies that (Sn,FSn) is a backward submartingale and so (F(XSn)) is
a decreasing sequence and, using (5.4), F(XSn) ≥ F(Xa) for all n. Applying
Proposition 4.9, we have that the sequence (XSn) is uniformly integrable. The
same is true for the sequence (XTn).
We now note that
XSn = IS(X
n), and XTn = IT(X
n),
with
Xnt =
2n∑
i=0
Xtiχ[ti−1,ti)(t).
Our assumption that X = (Xt) is uo-right-continuous, implies that in each point
t we have that Xnt is uo-convergent to Xt. Now let k ∈ N and define the constant
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process (kEt = E). This process is Daniell integrable since IS(kE) = kE ∈ E.
Consider the process Xn ∧ kE = (Xnt ∧ kEt) = (X
n
t ∧ kE). Then X
n ∧ kE
converges in order pointwise to X ∧ kE. By Lebesgue’s dominated convergence
theorem, we get that IS(X
n ∧ kE) is order convergent to IS(X ∧ kE). But, IS is
a Riesz homomorphism, so we get that
IS(X
n ∧ kE) = IS(X
n) ∧ IS(kE) = IS(X
n) ∧ kE.
Therefore, by Proposition (3.5), XSn = IS(X
n) is uo-convergent to IS(X) = XS
and the same holds for IT(X
n) and IT(X). By our result for a uo-convergent se-
quence that is uniformly integrable we have that pφ(PXSn) converges to pφ(PXS)
and also pφ(PXTn) converges to pφ(PXT), for every P ∈ PS+ and for every
pφ ∈ P . Recalling that pφ = |φ|F for φ ∈ Φ, this implies, using (5.10), that
|φ|F(PXT) ≥ |φ|F(PXS), for every P ∈ PS+.
But since E∼00 separates the points of E, we get
F(PXT) ≥ F(PXS), for every P ∈ PS+,
and thus
FFS+(PXT) = FP(FS+XT) ≥ FP(XS).
Since this holds for every P ∈ PS+, we have that
FS+XT ≥ XS.
This proves the theorem if S,T are optional times. In the case that they are
stopping times, the theorem holds since the inequalies hold for all P ∈ PS. 
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