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Abstract
This work is motivated by the need to study the impact of data un-
certainties and material imperfections on the solution to optimal con-
trol problems constrained by partial differential equations. We consider
a pathwise optimal control problem constrained by a diffusion equation
with random coefficient together with box constraints for the control. For
each realization of the diffusion coefficient we solve an optimal control
problem using the variational discretization [M. Hinze, Comput. Optim.
Appl., 30 (2005), pp. 45-61]. Our framework allows for lognormal co-
efficients whose realizations are not uniformly bounded away from zero
and infinity. We establish finite element error bounds for the pathwise
optimal controls. This analysis is nontrivial due to the limited spatial
regularity and the lack of uniform ellipticity and boundedness of the dif-
fusion operator. We apply the error bounds to prove convergence of a
multilevel Monte Carlo estimator for the expected value of the pathwise
optimal controls. In addition we analyze the computational complexity of
the multilevel estimator. We perform numerical experiments in 2D space
to confirm the convergence result and the complexity bound.
Keywords: PDE-constrained optimization, uncertainty quantification, lognor-
mal random fields, control constraints, variational discretization
Mathematics Subject Classification: 35R60, 49J20, 60H35, 65C05, 65N30
1 Introduction
Optimization problems constrained by partial differential equations (PDEs)
arise from many applications in engineering and science, e.g. the optimal control
of fluid flows, or shape optimization. Since the boundary conditions or material
parameters are often not precisely known we consider optimal control problems
(OCPs) constrained by PDEs with random or parametrized coefficients. By
this we mean that the coefficients, source terms and/or boundary values as-
sociated with the PDE are modeled as random fields or parameter-dependent
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({ahmad.ali,michael.hinze}@uni-hamburg.de).
∗Zentrum Mathematik M2, TU Mu¨nchen, Boltzmannstr. 3, 85748 Garching, Germany
(elisabeth.ullmann@ma.tum.de).
1
ar
X
iv
:1
60
2.
08
94
3v
1 
 [m
ath
.O
C]
  2
9 F
eb
 20
16
functions where we postulate a certain probability distribution for the parame-
ters. The motivation for this setup is uncertainty quantification (UQ) in complex
PDE-based simulations where it is crucial to account for imprecise or missing
information in the input data.
Elliptic PDEs with random coefficients are well studied to date and there
is a large body of literature on efficient approximation techniques and solvers,
see e.g. [2, 26], [39, Chapter 9] and the references therein. However, PDE-
constrained optimization problems with random coefficients have been studied
only very recently. We consider a distributed control problem with tracking-type
cost functional constrained by an elliptic PDE with a random coefficient together
with box constraints for the control. A similar problem setup with elliptic and
parabolic PDE constraint has been considered in [7] and [9], respectively.
For each fixed realization of the random coefficient in the PDE constraint
we solve an OCP. We then estimate the statistics, e.g. the expected value
or variance of the ensemble of pathwise optimal controls. This allows us to
study the sensitivity of the controls with respect to random fluctuations in the
PDE constraint and provides practical information on the design of control
devices subject to uncertain inputs. It is clear, however, that the expected
value of the pathwise optimal controls does not solve an OCP in general and
is not necessarily a robust control. We give further motivation and background
information on various OCPs with random coefficients in §2.
In this paper we describe and analyze a multilevel Monte Carlo (MLMC)
estimator for the expected value of the pathwise optimal controls. MLMC is
an efficient and versatile alternative to standard Monte Carlo (MC) estimation.
It has been successfully used to estimate the statistics of output functionals
generated by elliptic PDEs with random coefficients; see e.g. the pioneering
works [3, 16]. In further developments, MLMC has been used for e.g. mixed
finite element (FE) approximations of random diffusion problems [23], random
obstacle problems [6, 32], Markov chains [18], or for the approximation of the
distribution function of random variables [21].
The basic idea of MLMC is variance reduction. The MLMC estimator em-
ploys a hierarchy of approximations to the desired output quantity associated
with certain levels. From one level to the next the approximation quality of the
output increases but so does the cost to compute it. By a clever combination of
additive corrections with decreasing variance the total cost of the MLMC esti-
mator can be reduced dramatically compared to standard MC. By construction,
the variance of the corrections is large on coarse levels and small on fine lev-
els. Hence the MLMC estimator requires a large number of inexpensive output
samples with a coarse resolution and only a modest number of highly resolved,
expensive output samples. In our setting the levels are defined by FE discretiza-
tions of the pathwise optimal control problems on nested triangulations of the
computational domain.
The major contribution of this work is a careful error analysis of the MLMC
approximation to the expected value of the pathwise optimal controls. This
requires bounds on the FE error and the sampling error. We extend the clas-
sical FE analysis of PDE-based OCPs with deterministic inputs (see e.g. [29])
to a setting with random PDE coefficients. Along the way we make novel
contributions. For example, we prove that the pathwise optimal controls are
realizations of a well-defined random field. This requires nontrivial arguments
from set-valued analysis. We mention that other statistical information, e.g. the
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variance of the optimal controls, could also be estimated using the multilevel
Monte Carlo framework (cf. [6]).
To analyze the total approximation error we begin by carrying out a FE
error analysis for a fixed realization of the random PDE coefficient. Then we
extend the error estimates to the entire sample space using Ho¨lder’s inequality.
This procedure is well established by now and follows e.g. [11, 44]. However,
it is nontrivial for two reasons. First, it requires the careful tracking of all
constants in the standard FE error estimates. These “generic” constants are
usually not precisely specified in deterministic analyses. In our setting they
cannot be ignored since they depend on the realization of the random coefficient
in the PDE constraint. Second, we assume that the realizations of the random
coefficient are not uniformly bounded over the sample space and are only Ho¨lder
continuous with exponent 0 < t ≤ 1. Hence the underlying elliptic PDE in
the pathwise OCP is not uniformly elliptic with respect to the random inputs.
This scenario is typical for lognormal coefficients a where log(a) is a mean-zero
Gaussian random field with a certain non-smooth covariance function.
The FE error analysis of PDE-based OCPs relies heavily on the FE error as-
sociated with the state approximation. Of course, the limited smoothness of the
PDE coefficient results in a limited regularity of the state; standard textbook
H2-regularity is only achieved for t = 1. This reduces the convergence rate of
the L2-error of the pathwise optimal control. This situation is not ideal since
the variance reduction and hence the efficiency of the MLMC estimator is deter-
mined by the FE error convergence rate of the output quantity of interest; the
faster the FE error decays the larger is the variance reduction. For this reason
we employ the variational discretization [28] for the control together with piece-
wise linear continuous finite elements for the state. Then it can be proved that
the L2-error of the (pathwise) optimal control converges with rate 2s for any
0 < s < t. This is in fact the optimal rate in our this setting. Alternatively, for
the classical discretizations with piecewise constant or piecewise linear contin-
uous controls the L2-error of the pathwise optimal control converges only with
the rates s and 3s/2, respectively, in the best case (cf. [42] and [29, § 3.2.6]).
The remainder of this paper is organized as follows. In §2 we review OCPs
with random coefficients and comment on the state of the art. In §3 we formulate
the pathwise OCP together with the state equation and first order optimality
conditions. The regularity of the state and the optimal control is also investi-
gated. In §4 we focus on the discretization of the pathwise OCP. We discuss the
variational discretization and prove an priori estimate for the L2-error of the
pathwise optimal controls. In §5 we describe MC and multilevel MC estimators
for the expected value of the pathwise optimal controls and analyze the compu-
tational costs of these estimators. Finally, in §6 we discuss a 2D test problem.
We confirm numerically the L2-error bound for the expectation of the controls
and the complexity bound for the MLMC estimator.
2 Background
Various formulations for PDE-constrained OCPs with random coefficients have
appeared in the literature to date. These can be distinguished by assumptions
on the optimal control (deterministic or stochastic) and the form of the cost
functional whose minimum is sought. In the following we give an informal
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overview to put our work in context. In addition we comment on solvers for
these problems.
Consider a cost functional J = J(u, y(u), a) where u denotes the control, y
denotes the state and a is some parameter associated with the PDE constraint.
Note that we could write J in reduced form as a function of the control only.
In our setting, a is a random function with realizations denoted by aω. We
distinguish the following problem formulations:
(a) Mean-based control, see [7, 8, 9]: Replace a by its expected value E[a].
Minimize J(u, y(u),E[a]) by a deterministic optimal control.
(b) Individual or “pathwise” control, see [7, 9, 40, 41]: Fix aω, minimize
J(u, y(u), aω) and obtain a realization u
∗
ω of the stochastic optimal control
u∗. In a postprocessing step, compute the statistics of u∗, e.g. E[u∗].
(c) Averaged control, see [37, 46]: Control the averaged (expected) state by
minimizing J(u,E[y(u)], a) using a deterministic optimal control.
(d) Robust deterministic control, see [8, 10, 19, 24, 25, 31, 33, 34, 35, 38, 43]:
Minimize the expected cost E[J(u, y(u), a)] by a deterministic optimal
control.
(e) Robust stochastic control, see [4, 5, 13, 14, 15, 36, 45]: Minimize the
expected cost E[J(u, y(u), a)] by a stochastic optimal control.
The mean-based control problem (a) does not account for the uncertainties in
the PDE and it is not clear if the resulting deterministic optimal control is ro-
bust with respect to the random fluctuations. The pathwise control problem
(b) is highly modular and can be combined easily with sampling methods, e.g.
Monte Carlo or sparse grid quadrature. However, the expected value E[u∗] does
not solve an OCP and is in general not a robust control. The average control
problem (c) introduced by Zuazua [46] seeks to minimize the distance of the
expected state to a certain desired state. This is an interesting alternative to
the robust control problem in (d) where the expected distance of the (random)
state to a desired state is minimized. Since the cost functional in (c) uses a
weaker error measure than the cost functional in (d) the average optimal con-
trol does not solve the robust control problem in general. Stochastic optimal
controls in (e) are of limited practical use since controllers typically require a
deterministic signal. This can, of course, be perturbed by a known mean-zero
stochastic fluctuation which models the uncertainty in the controller response.
For these reasons, deterministic, robust controls in (d) are perhaps most useful
in practice and have attracted considerable attention compared to the other
formulations. However, the robust OCP in (d) or the average OCP in (c) in-
volve an infinite number of PDE constraints which are coupled by a single cost
functional. The approximate solution of such problems is extremely challenging
and requires much more computational resources than e.g. a deterministic OCP
with a single deterministic PDE constraint. For this reason it is worthwhile to
explore alternative problem formulations.
In this paper we consider a pathwise control problem of the form (b). (The
precise problem formulation is given in §3.3.) We are interested in the statistical
properties of the pathwise optimal controls, e.g. the expected value E[u∗] or
variance var[u∗]. Observe that E[u∗] can be used as initial guess for the robust
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control problem in (d) if the variance var[u∗] = E[u∗ − E[u∗]]2 is small. This is
justified by the Taylor expansion
E[Ĵ(u∗)] = Ĵ(E[u∗]) +
1
2
d2Ĵ
du2
(E[u∗]) var[u∗] + higher order moments,
where we have used the reduced cost functional Ĵ = Ĵ(u) and the assumption
that Ĵ is smooth. However, we re-iterate that E[u∗] is in general not the solution
of an optimization problem.
The control problems (a)–(e) have been tackled by a variety of solver method-
ologies. We mention stochastic Galerkin approaches in [31, 36, 38, 43], stochastic
collocation in [7, 9, 15, 33, 34, 35, 43, 45], low-rank, tensor-based methods in
[4, 5, 19], and reduced basis/POD methods in [10, 13, 14, 24, 40, 41]. In this
paper, we employ multilevel Monte Carlo to estimate the expected value of the
pathwise controls, see §5.2.
3 The problem setting
3.1 Notation
In the sequel, (Ω,A,P) denotes a probability space, where Ω is a sample space,
A ⊂ 2Ω is a σ-algebra and P : A → [0, 1] is a probability measure. Given a
Banach space (X, ‖ · ‖X), the space Lp(Ω, X) is the set of strongly measurable
functions v : Ω→ X such that ‖v‖Lp(Ω,X) <∞, where
‖v‖Lp(Ω,X) :=

(∫
Ω
‖v(ω)‖pXdP(ω)
)1/p
for 1 ≤ p <∞,
esssupω∈Ω‖v(ω)‖X for p =∞.
For Lp(Ω,R) we write Lp(Ω). For a bounded Lipschitz domain D ⊂ Rd, the
spaces C0(D¯) and C1(D¯) are the usual spaces of uniformly continuous func-
tions and continuously differentiable functions, respectively, with their standard
norms. The space Ct(D¯) with 0 < t < 1 denotes the space of Ho¨lder continuous
functions with the norm
‖v‖Ct(D¯) := sup
x∈D¯
|v(x)|+ sup
x,y∈D¯,x6=y
|v(x)− v(y)|
|x− y|t .
For k ∈ N, the space Hk(D) is the classical Sobolev space, on which we define
the norm and semi-norm, respectively, as
‖v‖Hk(D) :=
( ∑
|α|≤k
∫
D
|Dαv|2 dx
)1/2
and |v|Hk(D) :=
( ∑
|α|=k
∫
D
|Dαv|2 dx
)1/2
.
Recall that, for bounded domains D ⊂ Rd, the norm ‖ · ‖Hk(D) and semi-norm
| · |Hk(D) are equivalent on the subspace Hk0 (D) of Hk(D). For r := k + s with
0 < s < 1 and k ∈ N, we denote by Hr(D) the space of all functions v ∈ Hk(D)
such that ‖v‖Hr(D) <∞, where the norm ‖ · ‖Hr(D) is defined by
‖v‖Hr(D) :=
(
‖v‖2Hk(D) +
∑
|α|=k
∫
D
∫
D
|Dαv(x)−Dαv(y)|2
|x− y|d+2s dx dy
)1/2
.
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Finally, for any two positive quantities a and b, we write a . b to indicate that
a
b is uniformly bounded by a positive constant independent of the realization
ω ∈ Ω or the discretization parameter h.
3.2 The state equation
Let D ⊂ Rd, d = 1, 2, 3 denote a bounded convex domain with Lipschitz bound-
ary ∂D. For simplicity we assume that D is polyhedral. We consider the
following linear elliptic PDE with random coefficients:
−∇ · (a(ω, x)∇y(ω, x)) = u(x) in D,
y(ω, x) = 0 on ∂D,
(3.1)
for P-a.s. ω ∈ Ω, where (Ω,A,P) is a probability space. The σ-algebra A
associated with Ω is generated by the random variables {a(·, x) : x ∈ D}. The
differential operators ∇· and ∇ are with respect to x ∈ D. Let us formally
define for all ω ∈ Ω,
amin(ω) := min
x∈D¯
a(ω, x) and amax(ω) := max
x∈D¯
a(ω, x).
We make the following assumptions on the data.
A1. amin ≥ 0 almost surely and a−1min ∈ Lp(Ω), for all p ∈ [1,∞),
A2. a ∈ Lp(Ω, Ct(D)) for some 0 < t ≤ 1 and for all p ∈ [1,∞),
A3. u ∈ L2(D).
Notice that Assumption A2 implies that the quantities amin and amax are well
defined and that amax ∈ Lp(Ω) for all p ∈ [1,∞) since amax(ω) = ‖a‖C0(D¯).
Moreover, together with Assumption A1, it follows that amin(ω) > 0 and
amax(ω) <∞ for almost all ω ∈ Ω.
From now on, for simplicity of notation, the subscript ω denotes the de-
pendence on ω. The variational formulation of (3.1), parametrized by ω ∈ Ω,
is ∫
D
aω∇yω · ∇v dx =
∫
D
uv dx ∀ v ∈ H10 (D). (3.2)
We say that for any ω ∈ Ω, yω is a weak solution of (3.1) if and only if yω ∈
H10 (D) and satisfies (3.2). For completeness we restate here a special case of
[44, Theorem 2.1] on the regularity of the solution to (3.2).
Theorem 3.1 Let Assumptions A1-A3 hold for some 0 < t ≤ 1. Then, for
P-a.s. ω ∈ Ω, there exists a unique weak solution yω ∈ H10 (D) to (3.1). It holds
|yω|H1(D) .
‖u‖L2(D)
amin(ω)
, (3.3)
and
‖yω‖H1+s(D) . C3.1(ω)‖u‖L2(D), (3.4)
for all 0 < s < t except s = 12 , where
C3.1(ω) :=
amax(ω)‖aω‖2Ct(D¯)
amin(ω)4
.
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Moreover, y ∈ Lp(Ω, H1+s(D)), for all p ∈ [1,∞). If t = 1, then y ∈ Lp(Ω, H2(D))
and the bound (3.4) holds with s = 1.
Proof. Let’s define for P-a.s. ω ∈ Ω the bilinear form bω : H10 (D)×H10 (D)→ R
and the linear functional l : H10 (D)→ R by
bω(y, v) :=
∫
D
aω∇y · ∇v dx, and l(v) :=
∫
D
uv dx. (3.5)
It is clear that Assumption A3 implies l ∈ H−1(D) (the dual space of H10 (D)).
Moreover, from Assumptions A1-A2 we have
|bω(y, v)| ≤ amax(ω)|y|H1(D)|v|H1(D) ∀ y, v ∈ H10 (D), (3.6)
|bω(y, y)| ≥ amin(ω)|y|2H1(D) ∀ y ∈ H10 (D).
Hence, according to the Lax-Milgram lemma, there exists a unique yω ∈ H10 (D)
such that
bω(yω, v) = l(v) ∀ v ∈ H10 (D), and |yω|H1(D) .
‖u‖L2(D)
amin(ω)
.
For the H1+s(D) regularity of yω and the estimate (3.4), we refer the reader
to [44]. From (3.4), Assumptions A1-A2 and the Ho¨lder inequality, it follows
that y ∈ Lp(Ω, H1+s(D)). This completes the proof.
In the light of Theorem 3.1, we introduce the following weak solution oper-
ator of (3.1) for P-a.s. ω ∈ Ω
Sω : L
2(D)→ H10 (D) (3.7)
such that yω := Sωu is the weak solution of (3.1) for a given right hand side
u ∈ L2(D) and a realization aω. Obviously, the operator Sω is bounded and
linear.
3.3 The optimal control problem
For P-a.s. ω ∈ Ω, we consider the following optimal control problem parametrized
by ω ∈ Ω
(Pω) min
u∈Uad
Jω(u) :=
1
2
‖Sωu− z‖2L2(D) +
α
2
‖u‖2L2(D)
where Sω : L
2(D) → H10 (D) is the weak solution operator of the elliptic PDE
(3.1) as introduced in (3.7), Uad ⊂ L2(D) is the closed convex set of admissible
controls defined by
Uad := {u ∈ L2(D) : ua ≤ u(x) ≤ ub a.e. in D} (3.8)
with −∞ ≤ ua ≤ ub ≤ ∞ are given. Finally, the desired state z ∈ L2(D) is
a given deterministic function and α > 0 is a given real number. To begin we
establish the existence and uniqueness of the solution to (Pω).
Theorem 3.2 Suppose that Uad is non-empty. Then, for P-a.s. ω ∈ Ω, there
exists a unique global solution uω ∈ Uad for the Problem (Pω).
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Proof. For a fixed ω ∈ Ω, the Problem (Pω) is a deterministic infinite dimen-
sional optimization problem. Since the set Uad is closed and convex and the
cost functional Jω is strictly convex, due to the linearity of Sω and α > 0, it is
enough to consider a minimizing sequence and argue in a classical way to ver-
ify the existence of a global solution for (Pω). The uniqueness follows from the
strict convexity of Jω. For the details we refer the reader to [[29], Chapter 1].
The subscript in uω is only to indicate that uω is the solution of (Pω) for a
given ω ∈ Ω. The next result gives the first order optimality conditions of (Pω).
For the proof we refer the reader to [[29], Chapter 1].
Theorem 3.3 A feasible control uω ∈ Uad is a solution of (Pω) if and only if
there exist a state yω ∈ H10 (D) and an adjoint state pω ∈ H10 (D) such that there
holds ∫
D
aω∇yω · ∇v dx =
∫
D
uωv dx ∀ v ∈ H10 (D),∫
D
aω∇pω · ∇v dx =
∫
D
(yω − z)v dx ∀ v ∈ H10 (D),∫
D
(pω + αuω)(u− uω) dx ≥ 0 ∀u ∈ Uad.
Now we define a map u∗ : Ω×D → R where u∗(ω, ·) is the solution of (Pω)
for the given ω ∈ Ω. Precisely, let
u∗ : Ω×D → R such that u∗(ω, ·) := min
u∈Uad
Jω(u) for P-a.s. ω ∈ Ω. (3.9)
Next we prove that u∗ is a random field and establish some properties of it.
Theorem 3.4 For each ω ∈ Ω the map ω 7→ u∗(ω, ·) is measurable.
Proof. Subsequently, we write J(ω, u) instead of Jω(u) for any (ω, u) ∈ Ω ×
L2(D) for convenience.
Recall that for a fixed control u ∈ L2(D) the map Ω 3 ω 7→ Sωu ∈ L2(D)
is measurable. This implies, by [17, Proposition 1.2], that Ω 3 ω 7→ ‖Sωu −
z‖L2(D) ∈ R is measurable as well. From this, we can easily see that the map
J : Ω × L2(D) → R defined in Problem (Pω) is Carathe´odory, i.e., for every
u ∈ L2(D), J(·, u) is measurable and for every ω ∈ Ω, J(ω, ·) is continuous.
Since J is Carathe´odory, we deduce from [1, Theorem 8.2.11] that the set valued
map R defined by
Ω 3 ω 7→ R(ω) := {u ∈ Uad : J(ω, u) = min
v∈Uad
J(ω, v)},
is measurable and there exists a measurable selection of R by [1, Theorem 8.1.3].
However, since Theorem 3.2 guarantees that for every ω ∈ Ω, the set R(ω)
has a unique element which we denote by u∗(ω, ·), we conclude that the map
Ω 3 ω 7→ u∗(ω, ·) ∈ L2(D) is the measurable selection of R. This is the desired
conclusion.
8
Theorem 3.5 Let Assumptions A1-A3 hold for some 0 < t ≤ 1 and let u∗ be
the random field defined in (3.9). Then for any u ∈ Uad there holds
‖u∗(ω, ·)‖L2(D) . C3.5(ω) :=
√(
2
αamin(ω)2
+ 1
)
‖u‖2L2(D) +
2
α
‖z‖2L2(D).
(3.10)
Moreover, u∗ ∈ Lp(Ω, L2(D)) for all p ∈ [1,∞).
Proof. We begin by establishing the bound in (3.10). From the optimality of
u∗(ω, ·) together with the estimate (3.3) it follows that for any u ∈ Uad there
holds
α
2
‖u∗(ω, ·)‖2L2(D) ≤ J(ω, u∗(ω, ·)) ≤ J(ω, u) =
1
2
‖Sωu− z‖2L2(D) +
α
2
‖u‖2L2(D)
.
(
1
amin(ω)2
+
α
2
)
‖u‖2L2(D) + ‖z‖2L2(D),
from which we obtain the desired result. Finally, from the estimate (3.10)
together with Assumption A1 and the Ho¨lder inequality it follows that u∗ ∈
Lp(Ω, L2(D)) for all p ∈ [1,∞). This completes the proof.
Remark 3.6 Under the assumptions of Theorem 3.5 and assuming that either
the bounds ua and ub are finite, or Uad is bounded, or 0 ∈ Uad, it is possible to
prove that u∗ ∈ L∞(Ω, L2(D)).
Remark 3.7 The estimate in (3.10) holds for any u ∈ Uad. In the proof of
Theorem 4.10 we will see that it is desirable to choose u ∈ Uad such that the
constant C3.5(ω) in (3.10) is small. This can be achieved by using the projection
of 0 onto Uad, that is u := min{max{0, ua}, ub} in (3.10).
4 Finite element discretization
Let Th be a triangulation of D with maximum mesh size h := max
T∈Th
diam(T )
such that
D¯ =
⋃
T∈Th
T¯ .
In addition, we assume that the triangulation is quasi-uniform in the sense that
there exists a constant κ > 0 (independent of h) such that each T ∈ Th is
contained in a ball of radius κ−1h and contains a ball of radius κh. Finally, we
define the space of linear finite elements
Xh := {vh ∈ C0(D¯) : vh is a linear polynomial on each T ∈ Th and vh|∂D = 0}.
4.1 The discrete state equation
For P-a.s. ω ∈ Ω, the finite element discretization of (3.2) is defined as follows:
Find yω,h ∈ Xh such that∫
D
aω∇yω,h · ∇vh dx =
∫
D
uvh dx ∀vh ∈ Xh. (4.1)
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Theorem 4.1 Let Assumptions A1-A3 hold for some 0 < t ≤ 1. Then, for
P-a.s. ω ∈ Ω, there exists a unique solution yω,h ∈ Xh to (4.1). Moreover,
|yω,h|H1(D) .
‖u‖L2(D)
amin(ω)
.
Proof. The result follows from applying the Lax-Milgram Lemma as in the
proof of Theorem 3.1.
Thanks to Theorem 4.1, we introduce the following solution operator of (4.1)
for P-a.s. ω ∈ Ω
Sω,h : L
2(D)→ Xh (4.2)
such that yω,h := Sω,hu is the solution of (4.1) for a given u ∈ L2(D) and a real-
ization aω. Notice that the operator Sω,h is bounded and linear. The following
result provides the error estimate in H1(D) associated with approximating Sωu
by Sω,hu.
Theorem 4.2 Let Assumptions A1-A3 hold for some 0 < t ≤ 1. Then
|Sω,hu− Sωu|H1(D) . C4.2(ω)‖u‖L2(D)hs, (4.3)
for P-a.s. ω ∈ Ω and for all 0 < s < t except s = 12 , where
C4.2(ω) :=
(a3max(ω)
a9min(ω)
) 1
2 ‖aω‖2Ct(D¯).
If t = 1, the above estimate holds with s = 1.
Proof. The statement follows by combining Theorem 2.2 and Theorem 2.1 in
[44].
In the next theorem we investigate the error in the difference Sωu − Sω,hu
in L2(D), but before that we need the following lemma which can be found for
instance in [27, Chapter 8].
Lemma 4.3 Let v ∈ H10 (D) ∩H1+s(D) for some 0 < s ≤ 1. Then
inf
vh∈Xh
|v − vh|H1(D) . ‖v‖H1+s(D)hs,
where the hidden constant is independent of v and h.
Theorem 4.4 Let Assumptions A1-A3 hold for some 0 < t ≤ 1. Then
‖Sω,hu− Sωu‖L2(D) . C4.4(ω)‖u‖L2(D)h2s, (4.4)
for P-a.s. ω ∈ Ω and for all 0 < s < t except s = 12 , where
C4.4(ω) :=
(a7max(ω)
a17min(ω)
) 1
2 ‖aω‖4Ct(D¯).
Moreover,
‖Shu− Su‖Lp(Ω,L2(D)) ≤ ch2s, for all p ∈ [1,∞), (4.5)
with c > 0 independent of ω and h. If t = 1, the above two estimates hold with
s = 1.
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Proof. The key idea is a duality argument. For P-a.s. ω ∈ Ω, let eω :=
Sω,hu− Sωu and let y˜ω ∈ H10 (D) be the solution of the problem
bω(y˜ω, v) = (eω, v)L2(D) :=
∫
D
eωv dx ∀ v ∈ H10 (D),
where bω is the bilinear form defined in (3.5). Observe that y˜ω ∈ H1+s(D)
according to Theorem 3.1. Moreover, from the Galerkin orthogonality there
holds
bω(eω, vh) = 0 ∀ vh ∈ Xh.
Hence, we have
‖eω‖2L2(D) = (eω, eω)L2(D) = bω(y˜ω, eω) = bω(y˜ω − vh, eω)
≤ amax(ω)|y˜ω − vh|H1(D)|eω|H1(D) (using (3.6))
≤ amax(ω)‖y˜ω‖H1+s(D)|eω|H1(D)hs (using Lemma 4.3)
. amax(ω)C3.1(ω)‖eω‖L2(D)|eω|H1(D)hs (using (3.4))
. amax(ω)C3.1(ω)‖eω‖L2(D)C4.2(ω)‖u‖L2(D)h2s (using (4.3)).
Dividing both sides of the previous inequality by ‖eω‖L2(D) gives the estimate
(4.4) from which we get (4.5) after applying the Ho¨lder inequality together with
the Assumptions A1-A2. This completes the proof.
Remark 4.5 The order of convergence O(h2s) in the estimate (4.4) is obtained
while assuming that the integrals in (4.1) are computed exactly. In general, those
integrals can’t be computed exactly, instead, they are approximated by quadrature
which introduces another sort of error that one should consider. However, it is
still possible to achieve the order O(h2s) in (4.4) even with quadrature provided
that a(ω, ·) belongs to at least C2s(D¯) as it was explained in [11, § 3.3]. It is im-
portant to mentioned this at this stage because all the upcoming error estimates
related to the optimal control problem are heavily depending on (4.4).
4.2 The discrete optimal control problem
In this section we discretize the problem (Pω) via the variational discretization
approach developed in [28]. For P-a.s. ω ∈ Ω, the variational discretization of
(Pω) reads
(Pω,h) min
u∈Uad
Jω,h(u) :=
1
2
‖Sω,hu− z‖2L2(D) +
α
2
‖u‖2L2(D),
where Sω,h : L
2(D) → Xh is the solution operator of (4.1) as introduced in
(4.2). The key idea of the variational discretization is to discretize only the state
equation by finite elements (usually piecewise linear continuous FEs) while the
control is still sought in Uad. Hence problem (Pω,h) is again an optimization
problem in infinite dimensions. Thus all techniques we used previously to study
problem (Pω) can also be used for (Pω,h). A detailed study of the variational
discretization together with its numerical implementation and comparisons to
classical discretizations can be found in [28] and [29, Chapter 3].
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Analogously to Theorem 3.2, one can show that for P-a.s. ω ∈ Ω the problem
(Pω,h) admits a unique global solution which we denote by uω,h. The next
theorem gives the first order optimality conditions of (Pω,h). For the proof we
refer the reader to [29, Chapter 3].
Theorem 4.6 A feasible control uω,h ∈ Uad is a solution of (Pω,h) if and only
if there exist a state yω,h ∈ Xh and an adjoint state pω,h ∈ Xh such that there
holds ∫
D
aω∇yω,h · ∇vh dx =
∫
D
uω,hvh dx ∀ vh ∈ Xh,∫
D
aω∇pω,h · ∇vh dx =
∫
D
(yω,h − z)vh dx ∀ vh ∈ Xh,∫
D
(pω,h + αuω,h)(u− uω,h) dx ≥ 0 ∀u ∈ Uad.
The next result provides a key ingredient to establish the error estimate in
approximating the solution of (Pω) by the one of (Pω,h) for a given ω ∈ Ω.
Theorem 4.7 For P-a.s. ω ∈ Ω, let (uω, yω, pω) ∈ L2(D) ×H10 (D) ×H10 (D)
satisfy the optimality conditions of (Pω) and let (uω,h, yω,h, pω,h) ∈ L2(D) ×
Xh ×Xh satisfy the optimality conditions of (Pω,h). Then
α
2
‖uω − uω,h‖2L2(D) +
1
2
‖yω − yω,h‖2L2(D) ≤
1
2
‖Sωuω − Sω,huω‖2L2(D)
+
1
2α
‖Sω(yω − z)− Sω,h(yω − z)‖2L2(D).
Proof. For a given ω ∈ Ω, the systems in Theorem 3.3 and Theorem 4.6 are
deterministic. Hence, it is sufficient to apply [29, Theorem 3.4].
Analogously to the random field u∗ defined in (3.9), we introduce the discrete
random field u∗h : Ω×D → R whose realization u∗h(ω, ·) is the solution of (Pω,h)
for the given ω ∈ Ω and mesh size h. Precisely, let
u∗h : Ω×D → R such that u∗h(ω, ·) := min
u∈Uad
Jω,h(u) for P-a.s. ω ∈ Ω. (4.6)
That u∗h is indeed a random field can be proved analogously to the proof of
Theorem 3.4. Next, we establish some properties of u∗h.
Theorem 4.8 Let Assumptions A1-A3 hold for some 0 < t ≤ 1 and let u∗h be
the random field defined in (4.6). Then for any u ∈ Uad there holds
‖u∗h(ω, ·)‖L2(D) . C4.8(ω) :=
√(
2
αamin(ω)2
+ 1
)
‖u‖2L2(D) +
2
α
‖z‖2L2(D).
(4.7)
Moreover, u∗h ∈ Lp(Ω, L2(D)) for all p ∈ [1,∞).
Proof. The proof is very similar to that of Theorem 3.5 with few obvious
modifications.
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Remark 4.9 u∗h ∈ L∞(Ω, L2(D)) can be proved analogously to Remark 3.6.
We can now show that the random field u∗h converges to u
∗ in Lp(Ω, L2(D))
as the discretization parameter h tends to zero and we derive the corresponding
error estimate.
Theorem 4.10 Let Assumptions A1-A3 hold for some 0 < t ≤ 1 and let
u∗, u∗h ∈ Lp(Ω, L2(D)) be the random fields defined in (3.9) and (4.6), respec-
tively. Then
‖u∗(ω, ·)− u∗h(ω, ·)‖L2(D) . C4.10(ω)h2s, (4.8)
for almost all ω ∈ Ω and for all 0 < s < t except s = 12 , where
C4.10(ω) :=
1
α
√
α‖u∗(ω, ·)‖2L2(D) + max(1, a−1min(ω))2
(‖u∗(ω, ·)‖L2(D) + ‖z‖L2(D))2×C4.4(ω).
Moreover,
‖u∗ − u∗h‖Lp(Ω,L2(D)) ≤ C(α, z, Uad)h2s, for all p ∈ [1,∞), (4.9)
with C(α, z, Uad) > 0 independent of ω and h and depending only on the deter-
ministic data α, z and Uad. If t = 1, the above two estimates hold with s = 1.
Proof. We start the proof by recalling that for a given ω ∈ Ω the realizations
u∗(ω, ·), u∗h(ω, ·) are, by definition, the solutions of (Pω) and (Pω,h), respectively.
Hence, utilizing Theorem 4.7 we obtain
α
2
‖u∗(ω, ·)− u∗h(ω, ·)‖2L2(D) ≤
1
2
‖Sωuω − Sω,huω‖2L2(D)
+
1
2α
‖Sω(yω − z)− Sω,h(yω − z)‖2L2(D), (4.10)
where we define here and subsequently uω := u
∗(ω, ·) and yω := Sωuω.
We start by estimating the first term in (4.10). To achieve this, we see that
from Theorem 4.4 we have
‖Sωuω − Sω,huω‖L2(D) . C4.4(ω)‖uω‖L2(D)h2s.
The second term can be estimated as follows:
‖Sω(yω − z)− Sω,h(yω − z)‖L2(D) . C4.4(ω)‖yω − z‖L2(D)h2s (from Theorem 4.4)
. C4.4(ω)
(‖yω‖L2(D) + ‖z‖L2(D))h2s
. C4.4(ω)
(
a−1min(ω)‖uω‖L2(D) + ‖z‖L2(D)
)
h2s (using (3.3))
. C4.4(ω) max(1, a−1min(ω))
(‖uω‖L2(D) + ‖z‖L2(D))h2s.
Inserting the above estimates into (4.10) gives the estimate (4.8) from which
one obtains (4.9) after using the Ho¨lder inequality together with Assumptions
A1-A2 as well as recalling (3.10). This completes the proof.
5 Monte Carlo FE Methods
In this section we study the approximation of the expected value E[u∗] of the
random field u∗ defined by (3.9) via multilevel Monte Carlo methods. We start
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first by reviewing the classical Monte Carlo method, but before that we make
the following assumptions and notation.
Let {Thl}Ll=0 be a sequence of triangulations of D such that Thl is obtained
from Thl−1 via uniform refinement with hl = 12hl−1 = 2−lh0 for l = 1, . . . , L,
where hl denotes the maximum mesh size of Thl and h0 is the mesh size of an
initial coarse triangulation Th0 . For any triangulation Thl we assume that
D¯ =
⋃
T∈Thl
T¯ , hl := max
T∈Thl
diam(T ), l = 0, . . . , L.
Furthermore, on each Thl we construct the space of linear finite elements Xhl
defined by
Xhl := {v ∈ C0(D¯) : v is a linear polynomial on each T ∈ Thl and v|∂D = 0}.
Denoting by Nl the inner nodes in the triangulation Thl , we have dim(Xhl) = Nl,
where dim(Xhl) denotes the dimension of the space Xhl . It is clear that for the
spaces Xhl constructed this way there holds
Xh0 ⊂ Xh1 ⊂ · · · ⊂ XhL .
Finally, adopting the convention hl ≈ N−
1
d
l with d being the dimension of
the computational domain D, we make the following assumption on the com-
putational cost of solving the problem (Pω,hl).
A4. For a given ω ∈ Ω and mesh size hl, the solution of (Pω,hl) satisfying the
estimate (4.8) can be computed with a computational cost Cl which is
asymptotically, as l→∞, bounded by
Cl . h−γl ≈ N
γ
d
l
with some real number γ > 0, where Nl := dim(Xhl) and d is the dimen-
sion of the computational domain D.
It is worth to mention that the ideal value of γ in the previous assumption would
be γ = d, in this case for instance, doubling the number of unknowns Nl should
result in doubling the computational cost Cl.
5.1 The classical Monte Carlo method
Let u∗ ∈ L2(Ω, L2(D)) be the random field defined by (3.9). The classical Monte
Carlo estimator to E[u∗] is the sample average EM [u∗] defined by
EM [u
∗] :=
1
M
M∑
i=1
u∗ωi , (5.1)
where u∗ωi := u
∗(ωi, ·), i = 1, . . . ,M are M independent identically distributed
samples of u∗. Notice that, for a fixed M , the estimator (5.1) can be interpreted
as a L2(D)-valued random variable. The next result gives the statistical error
associated with the estimator (5.1).
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Theorem 5.1 Let u ∈ L2(Ω, L2(D)). Then, for any M ∈ N, we have
‖E[u]− EM [u]‖L2(Ω,L2(D)) ≤M− 12 ‖u‖L2(Ω,L2(D)). (5.2)
Proof. Using the fact that uωi := u(ωi, ·), i = 1, . . . ,M are independent, iden-
tically distributed random samples, we obtain
E
[‖E[u]− EM [u]‖2L2(D)] = E[∥∥∥E[u]− 1M
M∑
i=1
uωi
∥∥∥2
L2(D)
]
=
1
M2
E
[∥∥∥ M∑
i=1
(
E[u]− uωi
)∥∥∥2
L2(D)
]
=
1
M2
M∑
i=1
E
[∥∥∥E[u]− uωi∥∥∥2
L2(D)
]
=
1
M
E
[∥∥E[u]− u∥∥2
L2(D)
]
=
1
M
(
E
[‖u‖2L2(D)]− ‖E[u]‖2L2(D))
≤ 1
M
E
[‖u‖2L2(D)].
Taking the square root of both sides of the previous inequality gives the desired
result.
It might be difficult in practice to obtain samples from the random field u∗
since it is not known most of the time. To overcome this problem we consider
sampling from its finite element approximation u∗hL at a given level L ∈ N. We
use the classical finite element Monte Carlo estimator to E[u∗] defined by
EM [u
∗
hL ] :=
1
M
M∑
i=1
u∗ωi,hL , (5.3)
where u∗ωi,hL := u
∗
hL(ωi, ·), i = 1, . . . ,M are M independent identically dis-
tributed samples of u∗hL . The next theorem states the error estimate associated
with (5.3).
Theorem 5.2 Let Assumptions A1-A3 hold for some 0 < t ≤ 1. Then
‖E[u∗]− EM [u∗hL ]‖L2(Ω,L2(D)) ≤ C(α, z, Uad)(M−
1
2 + h2sL )
for all 0 < s < t except s = 12 where C(α, z, Uad) > 0 is a constant independent
of hL and depending only on the data α, z and on Uad. If t = 1, the above
estimate hold with s = 1.
Proof. We start the proof by using the triangle inequality to obtain
‖E[u∗]−EM [u∗hL ]‖L2(Ω,L2(D)) ≤ ‖E[u∗]−E[u∗hL ]‖L2(Ω,L2(D))+‖E[u∗hL ]−EM [u∗hL ]‖L2(Ω,L2(D)).
The task is now to estimate the two terms on the right hand side of the previous
inequality. The estimate for the first term follows from Theorem 4.10 after
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utilizing the Cauchy-Schwarz inequality. In fact, we have
‖E[u∗]− E[u∗hL ]‖L2(Ω,L2(D)) = ‖E[u∗ − u∗hL ]‖L2(Ω,L2(D)) = ‖E[u∗ − u∗hL ]‖L2(D)
≤ E[‖u∗ − u∗hL‖L2(D)] ≤ ‖u∗ − u∗hL‖L2(Ω,L2(D))
≤ C(α, z, Uad)h2sL .
For the second term, we use Theorem 5.1 together with the bound (4.7) to
obtain
‖E[u∗hL ]− EM [u∗hL ]‖L2(Ω,L2(D)) ≤M−
1
2 ‖u∗hL‖L2(Ω,L2(D))
≤ C(α, z, Uad)M− 12 .
Combining the estimates of the two terms gives the desired result.
The previous theorem tells us that the total error resulting from using (5.3)
as an approximation to E[u∗] can be decomposed into two parts; a statistical
part which is of order M−1/2 and a discretization part of order h2sL . This
suggests that the number of samples M should be related to the mesh size hL
in order to achieve a certain overall error. We state this more rigorously in the
next theorem and we give the total computational cost of using (5.3).
Theorem 5.3 Let Assumptions A1-A4 hold for some 0 < t ≤ 1. Then, the
MC estimator (5.3) with the following choice of number of samples
M = O(h−4sL ),
yields the error bound
‖E[u∗]− EM [u∗hL ]‖L2(Ω,L2(D)) ≤ C(α, z, Uad)h2sL (5.4)
for all 0 < s < t except s = 12 , with a total computational cost CL which is
asymptotically, as L→∞, bounded by
CL . h−γ−4sL , (5.5)
for some C(α, z, Uad) > 0 depending on the data α, z and on Uad. If t = 1, the
above estimates (5.4) and (5.5) hold with s = 1.
Proof. The estimate (5.4) follows from Theorem 5.2 after choosing M ≈ h−4sL .
To obtain the bound (5.5), it is sufficient to multiply the computational cost of
one sample from Assumption A4 by the total number of samples M ≈ h−4sL .
5.2 The multilevel Monte Carlo method
We start by observing that the random field u∗hL can be written as
u∗hL =
L∑
l=0
(u∗hl − u∗hl−1),
where u∗h−1 := 0. The linearity of the expectation operator E[·] implies
E[u∗hL ] =
L∑
l=0
E[u∗hl − u∗hl−1 ]. (5.6)
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In the multilevel Monte Carlo method, we approximate E[u∗hl − u∗hl−1 ] in (5.6)
by the classical Monte Carlo estimator (5.3) with a number of samples Ml that
depends on the mesh level l. Therefore, the MLMC estimator to E[u∗] reads
EL[u∗hL ] :=
L∑
l=0
EMl [u
∗
hl
− u∗hl−1 ], (5.7)
where the samples over all levels are independent of each other. The next
theorem gives the error estimate associated with the estimator (5.7).
Theorem 5.4 Let Assumptions A1-A3 hold for some 0 < t ≤ 1. Then
‖E[u∗]− EL[u∗hL ]‖L2(Ω,L2(D)) ≤ C(α, z, Uad)
(
h2sL +
L∑
l=0
M
− 12
l h
2s
l
)
, (5.8)
for all 0 < s < t except s = 12 , where C(α, z, Uad) > 0 depends on the data α, z
and on Uad. If t = 1, the above estimate holds with s = 1.
Proof. Throughout the proof, we use the notation ‖ ·‖V := ‖ ·‖L2(Ω,L2(D)). We
start by observing that using the triangle inequality together with (5.6), (5.7)
gives
‖E[u∗]− EL[u∗hL ]‖V ≤ ‖E[u∗]− E[u∗hL ]‖V + ‖E[u∗hL ]− EL[u∗hL ]‖V
≤ I + II, (5.9)
where we define
I := ‖E[u∗]−E[u∗hL ]‖V and II :=
L∑
l=0
‖E[u∗hl−u∗hl−1 ]−EMl [u∗hl−u∗hl−1 ]‖V .
The aim is now to estimate the terms I and II. We start by estimating I. To
this end, it is enough to argue like in the proof of Theorem 5.2 to obtain
‖E[u∗]− E[u∗hL ]‖V ≤ C(α, z, Uad)h2sL .
To estimate the term II, we utilize Theorem 5.1, the triangle inequality, Theo-
rem 4.10 and the fact that hl−1 = 2hl to get
L∑
l=0
‖E[u∗hl − u∗hl−1 ]− EMl [u∗hl − u∗hl−1 ]‖V ≤
L∑
l=0
M
− 12
l ‖u∗hl − u∗hl−1‖V
≤
L∑
l=0
M
− 12
l
(
‖u∗hl − u∗‖V + ‖u∗ − u∗hl−1‖V
)
≤ C(α, z, Uad)
L∑
l=0
M
− 12
l (h
2s
l + h
2s
l−1)
= C(α, z, Uad)
L∑
l=0
M
− 12
l (1 + 2
2s)h2sl .
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Hence, combining the estimates of the terms I, II and inserting them in (5.9)
gives
‖E[u∗]− EL[u∗hL ]‖V ≤ C(α, z, Uad)
(
h2sL +
L∑
l=0
M
− 12
l h
2s
l
)
,
which is the desired result and the proof is complete.
The previous theorem holds for any choice of {Ml}Ll=0 in (5.7), where Ml is
the number of samples over the refinement level l. However, it is desirable that
{Ml}Ll=0 is chosen in such a way that the statistical error and the discretization
error in (5.8) are balanced. The next theorem suggests a choice of {Ml}Ll=0
such that the overall error in (5.8) is of order h2sL and it gives the associated
computational cost.
Theorem 5.5 Let Assumptions A1-A4 hold for some 0 < t ≤ 1. Then, the
MLMC estimator (5.7) with the following choice of {Ml}Ll=0 where
Ml =

O(h−4sL h
γ+4s
2
l ), 4s > γ
O
(
(L+ 1)2h−4sL h
γ+4s
2
l
)
, 4s = γ
O(h
− γ+4s2
L h
γ+4s
2
l ), 4s < γ
yields the error bound
‖E[u∗]− EL[u∗hL ]‖L2(Ω,L2(D)) ≤ C(α, z, Uad)h2sL (5.10)
for all 0 < s < t except s = 12 , with a total computational cost CL which is
asymptotically, as L→∞, bounded by
CL .

h−4sL , 4s > γ
(L+ 1)3h−4sL , 4s = γ
h−γL , 4s < γ.
(5.11)
Here, C(α, z, Uad) > 0 depends on the data α, z and on Uad. If t = 1, the above
estimates (5.10) and (5.11) hold with s = 1.
Proof. We give the proof only for the case 4s > γ; the other two cases 4s = γ
and 4s < γ can be treated analogously. To verify the estimate (5.10) it is enough
to utilize Theorem 5.4 together with the choice
Ml ≈ h−4sL h
γ+4s
2
l , l = 0, . . . , L, (5.12)
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and the approximation hl ≈ 2−l to obtain
‖E[u∗]− EL[u∗hL ]‖L2(Ω,L2(D)) ≤ C(α, z, Uad)
(
h2sL +
L∑
l=0
M
− 12
l h
2s
l
)
= C(α, z, Uad)
(
h2sL + h
2s
L
L∑
l=0
h
4s−γ
4
l
)
= C(α, z, Uad)
(
h2sL + h
2s
L
L∑
l=0
2−(
4s−γ
4 )l
)
= C(α, z, Uad)h
2s
L
(
1 +
2−(
4s−γ
4 )(L+1) − 1
2−
4s−γ
4 − 1
)
≤ C(α, z, Uad)h2sL .
It remains to verify the asymptotic upper bound for the total computational
cost (5.11). To achieve this, we see that from Assumption A4 together with the
choice (5.12) and hl ≈ 2−l, we have
CL =
L∑
l=0
MlCl .
L∑
l=0
h−4sL h
γ+4s
2
l h
−γ
l = h
−4s
L
L∑
l=0
h
4s−γ
2
l ≈ h−4sL
L∑
l=0
2−(
4s−γ
2 )l
≈ h−4sL
2−(
4s−γ
2 )(L+1) − 1
2−(
4s−γ
2 ) − 1
. h−4sL , as L→∞,
which is the desired result.
Importantly, by comparing the total cost of MC in (5.5) and MLMC in (5.11)
we see that the multilevel estimator achieves the same accuracy as classical
Monte Carlo at a fraction of the cost.
We remark that the hidden constant in O(·) in the sequence {Ml}Ll=0 from
Theorem 5.5 plays a crucial rule in determining the size of the statistical error.
This can be seen in (5.8) where it is clear that the larger the value of the constant
in O(·), the smaller the statistical error. In order to obtain a minimal choice of
{Ml}Ll=0 we adapt the strategy presented in [32, Remark 4.11], that is, {Ml}Ll=0
is chosen to be the solution of the following minimization problem
(PN) min
M¯∈Mad
J (M¯) :=
L∑
l=0
MlCl (5.13)
where
Mad :=
{
(M1, . . . ,ML) ∈ NL : Ml ≥ 1 for l = 0, . . . , L and
L∑
l=0
M
− 12
l h
2s
l ≤ c0h2sL , for fixed c0 > 0
}
.
The problem (PN) is a convex minimization problem. Moreover, for a fixed
c0 > 0, the set Mad is non-empty since {Ml}Ll=0 from Theorem 5.5 belongs to
Mad if the hidden constant in O(·) is large enough. It should be clear that
the solution {M∗l }Ll=0 of (PN) is also satisfying (5.12) since J ({M∗l }Ll=0) ≤
J ({Ml}Ll=0) =: CL.
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Remark 5.6 Observe that the admissible set of controls Uad is a convex set.
However, it is clear that the MLMC estimate for E[u∗] in (5.7) is in general not
admissible since the corrections in (5.7) are computed using different realizations
of the random coefficient. In contrast, the classical MC estimate in (5.1) is
always admissible since it is a convex combination of admissible controls. This
has already been observed in the context of random obstacle problems [6, 32].
6 Numerical Example
In this section we verify numerically the assertion of Theorem 5.5, namely, the
order of convergence (5.10) and the upper bound (5.11) for the computational
cost. For this purpose, we consider the optimal control problem
min
u∈Uad
Jω(u) =
1
2
‖yω − z‖2L2(D) +
α
2
‖u‖2L2(D) (6.1)
subject to
−∇ · (a(ω, x)∇y(ω, x)) = u(x) in D,
y(ω, x) = 0 on ∂D,
where we define D := (−0.5, 0.5) × (−0.5, 0.5) ⊂ R2 and Uad := L2(D). The
data is chosen as follows:
α = 10−2,
z(x) = sin(2pix1) cos(pix2),
a(ω, x) = eκ(ω,x), (6.2)
with the random field κ defined by
κ(x, ω) :=0.84 cos(0.42pix1) cos(0.42pix2)Y1(ω) + 0.45 cos(0.42pix1) sin(1.17pix2)Y2(ω)
+0.45 sin(1.17pix1) cos(0.42pix2)Y3(ω) + 0.25 sin(1.17pix1) sin(1.17pix2)Y4(ω),
where Yi ∼ N(0, 1), i = 1, . . . , 4, are independent normally distributed random
variables. In fact, the random field κ approximates a Gaussian random field
with zero mean and covariance function C(x, x˜) = e−‖x−x˜‖1 , x, x˜ ∈ D, where
‖ · ‖1 denotes the l1-norm in R2. The terms in κ are the four leading terms
in the associated Karhunen-Loe`ve expansion, see [20] for more details. As a
consequence, the random field a in (6.2) is a (truncated) lognormal field.
Assumptions A1–A2 are satisfied for all t < 1/2 for any lognormal random
field a where log(a) has a Lipschitz continuous, isotropic covariance function
and a mean function in Ct(D), see [11, Proposition 2.4]. The property 1/amin ∈
Lp(Ω) for all p ∈ [1,∞) is proved in [12, Proposition 2.3]. In our example the
covariance function of κ is in fact analytic inD×D. This gives realizations of κ =
log(a) (and thus a) which belong to C1(D) almost surely. Hence Assumption
A2 is satisfied for t = 1.
For a given realization of the coefficient a(ω, x), the problem in (6.1) is
discretized by means of the variational discretization as described in §4. The
resulting discrete optimality system is solved numerically by a semi-smooth
Newton method, see for instance [30]. All the computations are done using a
Matlab implementation running on 3.40 GHz 4×Intel Core i5-3570 processor
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with 7.8 GByte of RAM. For solving the linear system in each iteration of the
semi-smooth Newton method, we use the Matlab backslash operation. Note that
the linear system is a 3×3 block system of order O(Nl) with sparse blocks. Hence
the backslash costs about O(N1.5l ) = O(h
−1.5d
l ) operations in d-dimensional
space. A numerical study in [30] reveals that the number n of semi-smooth
Newton iterations is independent of the mesh size hl; in fact it depends on the
input data, the tolerance, and the initial guess. In our context this means that
n depends on the realization aω of the diffusion coefficient, on the parameter α
and on the desired state z in the cost functional in (6.1). Since α and z are in
general supplied by the user we do not consider variations of these parameters
here. For our numerical example we found that n does not vary significantly
across the realizations aω, see §6.1. In summary, assuming that the number of
semi-smooth Newton iterations is independent of the realizations aω and the
level l, the cost to obtain one sample of the optimal control is O(h−1.5dl ). Hence
Assumption A4 is satisfied with γ = 1.5× d. We mention that it is possible to
achieve the ideal value γ = d by using a multigrid based method (see e.g. [22]).
6.1 FE convergence rate and computational cost
Observe that Theorem 5.5 requires the values of γ and s a priori. These can
be estimated easily via numerical computations as illustrated in Figure 1. The
value of γ for our solver can be deduced from Figure 1a where we plot of the
average cost (CPU-time in seconds) for computing uhl , the solution of (6.1),
for a given realization a(ω, x) and mesh size hl versus the number of degrees of
freedom Nl in the mesh when hl = 2
−l for l = 0, . . . , 8. We see in the figure
that the asymptotic behavior of the average cost is O(N1.2l ) and thus γ ≈ 2.4.
This is slightly better than γ = 1.5× d = 3 which we expect in 2D space. Here,
the average cost at a given Nl is considered to be the average of the total CPU-
time in seconds required to solve (6.1) for 500 independent realizations of the
coefficient a(ω, x) at the given mesh size hl. To confirm that the cost per sample
does not vary significantly across the realizations aω we plot the CPU-time in
seconds with respect to Nl for individual realizations of aω in Figure 3.
The value of s can be obtained from Figure 1b where we plot E500[‖uω,h∗ −
uω,hl‖L2(D)] versus h−1l = 2l for l = 0, . . . , 7. Here, E500[·] denotes the sample
average of 500 independent samples. Furthermore, uω,hl is the solution of (6.1)
at a given mesh size hh and realization of a(ω, x). The control uω,h∗ with
h∗ := 2−8 is a reference solution since the exact solution of (6.1) is not known.
We see clearly from the plot that the asymptotic behavior of the error is O(h2l )
as hl → 0, and thus s = 1. In fact, this quadratic order of convergence should
be expected since the realizations of (6.2) belong to Ct(D) with t = 1 and
according to Theorem 4.10 we have s = 1 if t = 1. Furthermore, we observe
that the error enters the asymptotic regime when the mesh size is h2 = 2
−2 or
smaller. This suggests that in the MLMC estimator (5.6) one should choose the
mesh size h0 of the coarsest level to be h0 = 2
−2. Finally, for all the experiments
used in Figure 1, the triangulation of the domain D for l = 0 consists of four
triangles with only one degree of freedom located at the origin.
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6.2 Multilevel Monte Carlo simulation
Having estimated the values of γ and s, we are in a position to verify the error
estimate (5.10) and the upper bound for the computational cost in (5.11) for
the MLMC estimator EL[u∗hL ], where u
∗
hL is the random field associated to (6.1)
as defined in (4.6). To this end, let {Thl}Ll=0, for L = 1, . . . , 5, be sequences of
triangulations of the domain D as described at the beginning of §5. Here, we
choose the mesh size h0 of the initial coarse triangulation Th0 to be h0 = 2−2
(see the previous paragraph for the reason of this choice). Since the expected
value E[u∗] is not known explicitly, we consider the MLMC estimator EL
∗
[u∗hL∗ ]
to be the reference expected value where L∗ = 6 and hL∗ = 2−8.
It is clear that the asymptotic behavior of the error E[u∗] − EL[u∗hL ] in
the L2(Ω, L2(D))-norm and in the L2(D)-norm is the same. To simplify the
computations we thus calculate the error in the L2(D)-norm. Finally, for any
given value of L, we obtain the sequence {Ml}Ll=0 of number of samples per
refinement level through solving (5.13) with the choice c0 =
1
2 by the fmincon
function from the Matlab Optimization Toolbox. We round non-integer values
in the sequence using the ceiling function. In Table 1, we report the sequences
{Ml}Ll=0, for L = 1, . . . , 5, used in computing EL[u∗hL ], where Ml is the number
of samples for a refinement level with mesh size hl = 2
−(2+l).
Figure 2a presents the plot of the CPU-time (in seconds) for the computation
of EL[u∗hL ] vs. the number of degrees of freedom NL in triangulations with
mesh size hL = 2
−(2+L), for L = 1, . . . , 5. It is clear from the figure that the
computational cost is asymptotically bounded by O(N2L) as L → ∞. Since
NL = O(h
−2
L ), this confirms the theoretical cost bound in (5.11) in the case
4s > γ (recall that s = 1 and γ ≈ 2.4 in problem (6.1)). In fact, the theoretical
cost bound is sharp in this case.
Note that we did not verify the cost bound for the MC estimator in (5.5)
due to limited computational time. In our example the MC estimator requires
O(h−2.4L ) more operations on level L than the MLMC estimator to achieve the
same accuracy.
In addition we report the error associated with EL[u∗hL ] in Figure 2b. We
can see clearly that the best fitting curve for the error behaves like O(h2L) as
L→∞. This is predicted by (5.10).
Table 1: The sequences {Ml}Ll=0, for L = 1, . . . , 5, used in computing EL[u∗hL ],
where Ml is the number of samples over a refinement level with mesh size hl =
2−(2+l).
L M0 M1 M2 M3 M4 M5
1 183 24
2 4815 631 83
3 102258 13387 1753 230
4 1948277 255053 33390 4372 573
5 34878076 4565950 597737 78251 10244 1342
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(a) The average cost (CPU-time in seconds) of computing uhl the
solution of (6.1) for a given realization of a(ω, x) vs. the number of
degrees of freedom Nl when hl = 2
−l for l = 0, . . . , 8.
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(b) The average error E500[‖uω,h∗ − uω,hl‖L2(D)] vs. h−1l = 2l for
l = 0, . . . , 7, where uω,hl is the solution of (6.1) for a given realization
a(ω, x) and uω,h∗ the reference solution with h
∗ = 2−8.
Figure 1: The computations of s and γ for the estimate (4.8) and Assump-
tion A4, respectively.
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(a) The cost (CPU-time in seconds) of computing EL[u∗hL ] vs. the
number of degrees of freedom NL when hL = 2
−(L+2) for L = 1, . . . , 5.
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(b) The error ‖EL∗ [u∗hL∗ ] − EL[u∗hL ]‖L2(D) vs. h−1L = 2(L+2) for
L = 1, . . . , 5, where EL
∗
[u∗hL∗ ] with L
∗ = 6 is the reference expected
value.
Figure 2: The error order of convergence and the computational cost upper
bound for the MLMC estimator EL[u∗hL ], where u
∗
hL is the random field associ-
ated to (6.1) as defined in (4.6).
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Figure 3: The cost (CPU-time in seconds) of computing uhl the solution of (6.1)
for a given realization of a(ω, x) vs. the number of degrees of freedom Nl when
hl = 2
−l with l = 0, . . . , 8 for 500 independent realizations.
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