Abstract This work is aimed at comparing several methods for the measurement of physical properties for molten Sn and Sn-Ag alloys, namely, surface tension, density, and viscosity. The method used for viscosity in this work is the modified capillary method. For surface tension and density, the data used for comparison were previously measured using the maximum bubble pressure method and the dilatometer technique, respectively, for four Sn-Ag alloys having (3.8, 32, 55, and 68) at% Ag. The results are compared with those obtained using a new method based on a fluid draining from a crucible under the influence of gravity, designated the Roach-Henein (RH) method. This new method enables the determination of these three physical properties in one set of measurements. Liquid Sn was used as well as two liquid Sn-Ag alloys having (3.8 and 34.6) at% Ag with the RH method. It was determined that the RH method may be used to simultaneously obtain surface tension, viscosity, and density and that the errors associated with these measurements were similar to those obtained using traditional and separate techniques. Comparisons of the measured viscosity and surface tension to those predicted using thermodynamic models will also be presented. Finally a comparison of mixing model predictions with the experimentally measured alloy surface tension and viscosity is also presented. Volume of liquid drawn into the reservoir at the start of measurement, m 3
Introduction
Over the past few years, efforts have been underway worldwide to eliminate lead from solders due to its toxicity. In proposing a new lead-free solder material, several physical properties must be evaluated including the liquid density, viscosity, and gas-liquid surface tension as a function of temperature.
In previous studies carried out by Moser et al. [1] on tin and liquid Sn-Ag alloys, the surface tension was measured using the maximum bubble-pressure method, the density was determined using the dilatometric technique, and the viscosity was reported using the capillary method that was previously used by Ga˛sior et al. [2] on Pb-Sn alloys. Roach and Henein [3, 4] have developed a new method enabling the simultaneous measurement of surface tension, viscosity, and density in one run for fluids, herein referred to as the RH method. The method is based on a fluid exiting a crucible as a stream flowing under gravity. The model developed can be used to calculate these physical properties from only one experiment at a desired temperature. It was reported in Roach and Henein [4, 5] that for liquid Al, the values of surface tension and density are reasonable, but the value of the viscosity differed from published values by nearly an order of magnitude. It was hypothesized that this may have been due to the fact that in the gravity flow method, the fluid flow is under turbulent conditions; therefore, the measured viscosity may be related to a turbulent dynamic viscosity. Hence, the values obtained were much lower than those reported by Rothwell [6] and by Kisun'ko et al. [7] .
It was, therefore, decided to undertake parallel measurements of viscosity on tin and tin-silver alloys and to carry out a comparison of the surface tension and density with previously published measurements by Moser et al. [1] . Such a comparison of measurements will also provide a broader base of experimental results to compare against thermodynamic models of the physical properties of these alloys. This would also enable the extension of the data available in the SURDAT database [8] .
Viscosity Measurements: Modified Capillary (MC) Method
The measurement of viscosity is based on the Hagen-Poisseulle (H-P) formula of capillary flow, which states that the volume of liquid flowing under laminar conditions out of a capillary is inversely proportional to the viscosity of the fluid and the capillary length but directly proportional to the pressure difference between the end of the capillary and the surface of the liquid in the reservoir as well as to the radius of the capillary raised to the fourth power:
where V is the liquid volume (m 3 ) that flows out during time t (s), p is the pressure difference (Pa), r is the capillary radius (m), η is the viscosity (mPa · s), and l is the capillary length (m). The viscosity can be calculated by rearranging Eq. 1 as shown in
Thus, if V, t, and p are measured in an experiment, the Hagen-Poisseulle law in the form of Eq. 2 may be applied to obtain η. However, this only applies in the case when the liquid flows out from the capillary induced by a constant difference in pressure p between the end of the capillary and the surface of the liquid in the reservoir. This is the case when the pressure is significantly higher than the hydrostatic pressure in the reservoir.
In the case of free outflow of liquid induced by a changing hydrostatic pressure (the lowering height of liquid column H in the reservoir) both the volume, V , and pressure difference, p, are functions of time. Thus, V = V (t), p = p(t), and H = H (t) are all functions of time and Eq. 1 takes the following form: Since the hydrostatic pressure changes with the height of the liquid column, H (t), in the reservoir (Fig. 1 ), Eq. 3 can be expressed in the following form:
Multiplying both sides of Eq. 4 by dt and dividing by H (t), π , and R 2 , the following equation is obtained:
Defining α, a constant, to be given by,
Eq. 5 can be re-written as
Integrating Eq. 7 over the limits H = H s at t = 0 and H = H f at t = t as shown in
Rearranging Eq. 9,
which can be used to calculate the height of the liquid in the reservoir after time t (Fig. 1) . Hence, after measuring the time of outflow of different volumes from the reservoir through the capillary, and assuming the parameter α of Eq. 10, the viscosity can be calculated from Eq. 6. The experiment is carried out in such a way, that during time, t, the outflow of a particular liquid volume is contained between heights H s and H f of the reservoir (Fig. 1) . H m is the average height of liquid represented by the change of height from H s to H f during time t and can be calculated as an area S under the curve given by Eq. 10 divided by the time of liquid outflow t. S, then, can be expressed as the following integral:
After dividing by t, the average height, H m , is given by
Incorporating Eqs. 9 and 10 into Eq. 12, the average height, H m , can be calculated from the initial height, H s (t = 0) and final height, H f (t = t) as follows:
Thus, the liquid volume V that flows into the bottom under a changing hydrostatic pressure p 1 (t) may be written as
Taking into consideration the Hagenbach correction η H [9] of the kinetic energy decrease of the liquid stream, which can be calculated from the following formula:
and substituting Eq. 14 into Eq. 2, the following equation is obtained:
Thus, the viscosity of the liquid with density ρ can be calculated. Note that from the experiment, the time, t, of the outflow of liquid volume, V (contained between heights H s and H f ) through the capillary of radius, r , and length, l, must be measured.
Before starting the experiment, liquid is induced into the capillary and reservoir with the aid of a vacuum pump. Thus, the height of the liquid in the bottom tank will increase over the duration of the experiment. A correction of the pressure change p 2 (t) connected with the increase of liquid level in the bottom tank, into which the liquid from the reservoir flows must be incorporated into the model. The change of pressure p 2 (t) can be expressed according to a similar analysis presented above: (17) in which N is the depth of capillary immersion before the suction of liquid up to the reservoir (m),
is the depth of capillary immersion at the beginning of the measurement, e.g., after the suction of liquid of volume V into the reservoir (t = 0) (m), N f = N − N s is the depth of capillary immersion at the end of the experiment (m), i.e., after the flow of the liquid of volume V, V s is the volume of liquid drawn into the reservoir (m 3 ), Φ is the diameter of the bottom tank (crucible) (m) (Fig. 1) ,
where
and
Thus, Eq. 20 represents the pressure change brought about by the level of liquid in the bottom tank changing due to drawing in of liquid from the capillary. This is valid provided that the volume of liquid leaving the reservoir of diameter 2R and entering the bottom tank of diameter Φ are the same. Then the increase of the liquid level height in time t may be expressed as a ratio of the volume of liquid which arrives into the bottom tank divided by its area. This leads to the relationship describing the change of immersion of the capillary (depth) in time t of the outflow of liquid followed with the substitution with an average value N m given by
in which the depth N s at the beginning of the measurement (m) is
V s is the volume of liquid sucked into the reservoir at the start of the measurement (m 3 ), Φ is the diameter of the bottom tank (m), and N m is the substitute depth of measurement (m). Finally, the pressure difference p, which is used in Eq. 1, can be calculated from the formula,
The derived relations were tested by measuring the viscosity of carbon tetrachloride, methyl alcohol, and mercury. The measurements of liquid height changes in the reservoir after time t are recorded and the results are shown in Fig. 2 . They fully confirm the above relation, which describes the liquid column height in the reservoir after time t, because each curve can be represented with an equation of the general form,
where B is a starting liquid height H s in the reservoir (Fig. 1) . The viscosity can be determined using Eq. 6 and the measured α parameter. The measurement results for the mentioned earlier liquids, except for mercury, are presented in Fig. 3 (crosses) in reference to literature data (full line) [10] . Very good agreement between experimentally determined viscosity data and that published in the literature is seen in Fig. 3 . Note that the derived relations apply only for the case of laminar flow of liquid through the capillary, i.e., for a Reynolds number Re < 2300, influenced by hydrostatic pressure. The Reynolds number in the experiments oscillated in the range of 1600 to 2000. For the case of mercury, the viscosity value was obtained with a high error because it had a much higher Reynolds number (turbulent outflow), and thus it was not included in the plot (Fig. 3) .
Before the start of the experiment with a metal or alloy, it was placed in the bottom tank, a graphite crucible, above which the reservoir with the capillary of known dimensions was installed. Both elements were positioned in an alundum tube with a wound coil. Next, the device was hermetically sealed, air pumped out from the experimental space, and then it was back-filled with a protective atmosphere (mixture of argon and hydrogen). The protective atmosphere was passed through the apparatus during heating for several hours. In turn, using a micrometer screw, the lower crucible was lifted until it met the bottom of the capillary, which resulted in a fast increase of the gas pressure flowing out of the capillary. The capillary was then immersed to a specified depth, and the apparatus was thermally equilibrated for an hour. Next the 4 Viscosity of tin versus temperature using MC method compared with average data from Chhabra and Sheth [11] (dashed line), and with Gebhardt et al. [12] [11, 12] . The viscosity as a function of temperature is expressed by an Arrhenius equation, and the results are shown in Table 1 . Table 1 Temperature dependence of the viscosity of Sn and Sn-Ag alloys with associated errors using the MC method [6] and Kisun'ko [7] ) by nearly an order of magnitude. It was hypothesized that this may be due to the fact that since in the gravity flow method, fluid is under turbulent conditions, the Reynolds numbers are in excess of 4000, contrary to viscous flow of the H-P law. The essential part of the experimental apparatus for measurements of surface tension, viscosity, and density are described in detail in Roach and Henein [4] . It consists of a draining vessel depicting free gravitational flow of a fluid through an orifice placed in the bottom of the crucible (Fig. 6 ). The derivation proposed by Roach and Henein [4] is similar to the traditional Bernoulli formulation, except that an additional term is included because the pressure induced from the surface tension is quantified in the model. Therefore, the Froude and Bond numbers are analyzed. The Froude number represents the ratio of the inertial force of the stream to the potential force of the liquid head above the orifice discharge. The Bond number represents the ratio of the potential force to the surface force of the stream exiting the orifice. The following relation should be satisfied:
Starting from the known radius of the orifice, r 0 , 0.001 m, the height for water varied from 0.08 m to 0.05 m, while for tin, it ranged from 0.05 m to 0.02 m which satisfy the relation between Fr and Bo [3] [4] [5] . The different heights for water and tin are due to differences in their densities and surface tensions.
Using liquids of known physical properties and an orifice of a given diameter to be used with melts, a calibration of C d versus Re was developed. Water and tin were used as calibration fluids with their physical properties taken from the literature [13] [14] [15] [16] . During the flow, the mass was measured as a function of time using a load cell. The cumulative mass C m versus time curve for tin and water is obtained and fitted with a third-order polynomial. An example of the polynomial for tin at 723 K is given by the following equation and a sample result is shown in Fig. 7 :
Knowing C m , the experimental volumetric flow rate, Q exp (m 3 · s −1 ) can be determined, The discharge coefficient, C d , of the orifice which characterizes friction losses in the orifice, is determined and is defined as the ratio between the experimental flow rate Q exp and theoretical flow rate Q theor (m 3 · s −1 ). It is given by
Q exp is also used to calculate the Reynolds number (Re). The Reynolds number is used in characterizing the inertial forces relative to viscous losses in the orifice, and is calculated using the relation,
Finally, the relation of C d versus Re is plotted and is shown in Fig. 8 . Six different calibration curves are shown in Fig. 8 . Four of them are for tin at varying temperatures and two for water also at different temperatures. Clearly, the friction losses (C d ) in the orifice are nearly the same in all cases. For materials of unknown properties, the relation between C d and Re will be used to determine the physical properties. This will be discussed later.
A third-order polynomial was used to fit all six data sets and is expressed as
In this work only the data with Re > 4000 were used in determining the physical properties of tin and Sn-Ag alloys. A linear fit to the C d versus Re calibration data for Re > 4000 is therefore used and is given by Using data determined in the calibration procedure along with Eq. 28, the calculations of the surface tension, density, and viscosity were undertaken by an iterative method.
Surface Tension
The method for determining the physical properties of Sn and Sn-Ag alloys is based on the following equation:
by means of an iterative method with initial values of the density of tin with coefficients a and b taken from Eq. 31. In this section, the results obtained for the surface tension will be discussed. Subsequently, the results for the density and viscosity will be presented. The results for tin are shown in Fig. 9 , and those for Sn-Ag alloys for the surface tension as a function of temperature are presented in Table 2 and plotted in Fig. 10 . With an increase in temperature, the surface tension of liquid Sn decreases linearly. The results show very good agreement with the values calculated with the equation (A) recommended by Keene [17] , over the whole range of temperature. Also, good agreement is observed between our data and the results of Fiori from Ref. [14] at low Fig. 9 Surface tension of pure tin as a function of temperature compared with literature data: triangles Fiori [13] , stars Tanaka [13] , diamonds (A) using σ = 613.6 − 0.103T Keene [17] , squares Mills and Su [13] , cross Lee et al. [18] , open circles Gasior et al. [2] , and closed circles this work (RH method) Table 2 Relations for surface tension of Sn and Sn-Ag alloys with errors using the RH method [19] temperature, and the results from Lee et al. [18] at high temperature. The results of Ga˛sior et al. [2] and Tanaka from Ref. [14] are slightly lower compared with our data. The results for Sn and Sn-Ag alloys using the RH method are plotted in Fig. 10 . With increasing temperature, the surface tension of liquid Sn and Sn-Ag alloys decreases linearly. One can see that the surface-tension temperature coefficients (dσ/dT ) for eutectic compositions determined by the RH method and by Moser et al. [1] are very similar. From Fig. 10 it is shown that good agreement is observed between the RH method results and literature data [1, 2, 19] ; also evident in Fig. 10 is that the surface tension increases with the concentration of silver.
Modeling of the Surface Tension
Surface-tension data for seven Ag-Sn alloys from a previous study [1] were interpreted by the Butler model [20] using the following equation:
T, X
B Sn (33) where R is the gas constant in J · mol −1 · K −1 ; T is the temperature in K; σ Ag 
where β is a parameter corresponding to the ratio of the coordination number in the surface phase to that in the bulk phase Z S /Z B , and it is assumed that β = 0.83 for liquid metals [21] .
The surface tension of liquid Ag-Sn alloys was calculated using the values of the partial excess Gibbs energies of Ag and Sn from optimized thermodynamic parameters [22] . For calculations of molar volumes of Ag-Sn alloys, the densities determined from this study were used with densities for pure Ag from [23] and for pure tin from [24] .
The excess free energy was calculated using a binary model. This model for binary solutions is given by
where W i, j is the interaction coefficient for binary alloys which is obtained from the database of thermodynamic properties by ADAMIS [25] :
X i 's are the mole fractions. Surface-tension data for pure liquid Sn and Ag were taken from [26] and [27] . Figure 11 illustrates a comparison between the results of calculations (lines) and the experimental data (circle, square) for respective compositions. The surface tension calculated from the model decreases with increasing temperature and increases with increasing Sn concentration, which is in accordance with experimental results. Good agreement is observed between calculated and all experimental data. 
Density
The results for the density of tin and Sn-Ag alloys that were calculated simultaneously with the surface tension using Eq. 32 and associated errors are reported in Table 3 .
The maximum error in the data is less than 2.5 %. Data from Table 3 for tin were used to prepare Fig. 12 . With increasing temperature, the density of liquid Sn decreases linearly. The results obtained show very good agreement with the results of Berthou and Tougas [28] and Pstrus [29] over the whole range of temperature. Also, good agreement is observed between the data obtained using the RH method and the results of Smithells [30] and Kucharski [24] .
The Sn-Ag alloy density is also shown in Fig. 13 together with a comparison with other literature data. The results in Fig. 13 indicate that with increasing temperature, the density of liquid Sn and Sn-Ag alloys decreases linearly. One can see that the density temperature coefficients (dρ/dT ) for eutectic compositions determined by using the RH method and by Moser et al. [1] and Kaban et al. [31] are very similar. From Fig. 13 it is noted that good agreement is observed between data obtained using the RH method and literature data; and also, the density increases with increasing concentration of silver. Table 3 Relations for density of Sn and Sn-Ag alloys with errors using the RH method [29] , Smithells Smithells [30] , diamonds this work (RH method) Fig. 13 Density of Sn and Sn-Ag alloys as a function of temperature using the RH method compared with literature data of Moser et al. [1] , Kaban et al. [31] , and Berthou and Tougas [28] 3.4 Viscosity
Finally the values of the viscosity of Sn and Sn-Ag alloys were also calculated from Eq. 32 which was used to determine the density and surface tension using the RH method. They are presented in Table 4 and used in plotting Fig. 14 . Data from Gebhardt et al. [12] are also plotted in Fig. 14 . Table 4 Relations for viscosity of Sn and Sn-Ag alloys with errors using the RH method The resulting viscosity data were interpreted using an Arrhenius equation. With increasing temperature, the viscosity of liquid Sn and Sn-Ag alloys decreases logarithmically. One can see that the viscosity temperature coefficients (dη/dT ) for Sn and for Sn-Ag compositions determined by the RH method and by Gebhardt et al. [12] are very similar. The results for viscosity measurements for Sn and Sn-Ag alloys using the MC and RH methods are shown in Fig. 15 and Table 4 . The results from both methods are clearly in agreement with each other.
Modeling of Metal Alloy Viscosity Based on Thermodynamic and Physical Properties
The scientific literature provides models for predicting the viscosity of liquid alloys using thermodynamic properties such as the excess molar free energy or the molar enthalpy of mixing as well as, in some cases, using physical properties such as the viscosity of components, density, or molar volume of alloys, atomic masses and radii. The earliest and simplest equation (Eq. 40) was derived by Moelwyn-Hughes and reported in [32] : SnAg3.8
For a binary system, η, η 1 , and η 2 denote the viscosity of an alloy and its components; X 1 , X 2 represent the molar fractions of the components; R is the gas constant; T is the temperature, and H m is the molar enthalpy of mixing for the liquid alloy. In the case of multicomponent alloys, the authors have applied a simple extension of Eq. 38 taking the second part of the expression as a constant, while the first relation was substituted with a sum of three products η i X i .
In 1987, Sichen et al. [33] proposed the following equations, which comprised the thermodynamic properties of liquid solutions, their densities, activation energies, and viscosities of components, to calculate the viscosity of multicomponent solutions:
where G * denotes the activation energy of the alloy, G is the change of activation energy, T is the temperature, G * 1 and G * 2 are activation energies of the components, R is the gas constant, ρ is the alloy density, N 0 is the Avogadro number, h is Planck's constant, and M is the atomic mass of alloy components.
In the same year, Seetharaman and Sichen [34] modified the relationship describing the activation energies into the following form:
The authors of the report presented the calculations of both approaches; as it follows from their observations, the application of Eqs. 41 and 42 does not always give results that are in agreement with experimental data.
The model of Kozlov-Romanov-Petrov [35] also applies the mixing enthalpy of liquid solutions for the prediction of the viscosity, similar to the Moelwyn-Hughes model. It is represented with the following logarithmic equation:
A transformation of Eq. 43 gives the following expression, which describes the viscosity of alloys in the form of an exponential function:
In Eqs. 43 and 44, the viscosity of an alloy and its components is denoted by η and η i , mole fractions of components by X i , the temperature by T , and the gas constant by R. In 2004, Kaptay [36] proposed a modification of the Seetharaman and Sichen model (Eq. 42) for viscosity calculations; it consists of substituting the excess free energy into the equation of activation energy with the enthalpy of mixing multiplied by an α coefficient, which, according to the author, amounts to 0.155 to 0.015, resulting in the following equation for the viscosity with the following form:
All the symbols in Eq. 45 have the same meaning as in the earlier presented models (Eqs. 38 to 44), while the new quantities, V i and V E , refer to the molar volume of alloy components and the excess molar volume of an n-component alloy. It should be noted that the molar volume included in the denominator of Eq. 45 is identical with the M/ρ expression from the Seetharaman-Sichen model. The presented models of viscosity calculations based on the thermodynamic properties were applied for the binary Sn-Ag alloys for the same concentrations of metals such as those examined with the method of capillary flow and the RH technique. The equations describing the dependence of the viscosity on temperature applied in the calculations are reported in Table 5 . In the case of Sn, the equation presented was derived based on three series of data: from the examination of the Pb-Sn system [2] , from the measurements using the MC method, and from the measurements using the RH method. The temperature dependences of the Ag viscosity were studied based on the values measured by Gebhardt et al. [12] . The excess free energy was calculated using the binary model as were the calculations of surface tension and W i, j . The enthalpy of mixing applied in Eqs. 38, 44, and 45 was calculated from the following equation:
The thermodynamical parameters, describing binary interaction coefficients W Ag,Sn are the same as in Eq. 37, and the viscosities of pure Sn and Ag are presented in Table 5 .
Modeling of the viscosity of Ag-Sn alloys was conducted using five models and presented in Fig. 16 . The lack of a universal model and the difficulty in modeling the viscosity are apparent. The best agreement between measured and calculated viscosity is given by the Seetharaman and Sichen model [34] . The data obtained from the Moelwyn-Hughes [32] Moelwyn-Hughes [32] model only the enthalpy of mixing is used for calculation of the viscosity and for such a case for alloys with a negative value of H m . The calculated viscosity will always be higher than that for the ideal solution (G E and H m = 0); and for alloys with a positive value of H m , the viscosity will be lower than that for ideal solutions.
Summary
Calculations of the surface tension, density, and viscosity performed recently using the RH method were compared with those measured by using the MC method. A comparison between viscosity results using the MC method and RH method are presented. The values are in very good agreement, as is the case for density and surface tension from the RH method compared with previously published data of Ga˛sior et al. [2] . It is surprising that using a seemingly simple procedure of gravity flow from a crucible, one instrument/run generates values for three physical properties with good accuracy. It should be noted that the flow of fluid draining from a crucible in the RH method and analyzed here were for Re > 4000. Experiments carried out using capillary flow were laminar with Re < 2000. The RH method shows great promise to efficiently generate physical property data of alloys.
The measured results of surface tension show excellent agreement with the Butler model. For viscosity, the thermodynamic model proposed by Seetharaman and Sichen is in agreement with the experimental measurements of both the MC and RH methods.
