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Abstract
We discuss numerical approximation methods for Random Time Change equations which
possess a deterministic drift part and jump with state-dependent rates. It is first established
that solutions to such equations are versions of certain Piecewise Deterministic Markov Pro-
cesses. Then we present a convergence theorem establishing strong convergence (convergence
in the mean) for semi-implicit Maruyama-type one step methods based on a local error analy-
sis. The family of Θ–Maruyama methods is analysed in detail where the local error is analysed
in terms of Itoˆ-Taylor expansions of the exact solution and the approximation process. The
study is concluded with numerical experiments that illustrate the theoretical findings.
1 Introduction
In this study we consider the convergence of numerical approximations for Random Time Change
Equations (RTEs) of the form
X(t) = X(0) +
∫ t
0
f(X(s)) ds+
p∑
k=1
Yk
(∫ t
0
λk(X(s)) ds
)
νk , (1.1)
where (Yk(t))t≥0, k = 1, . . . , p ∈ N, are independent unit rate Poisson processes on a com-
plete probability space (Ω,F ,P) and νk ∈ Rd are the jump heights. The coefficient functions
f : Rd → Rd and λk : Rd → R+ are Lipschitz continuous, bounded and in general sufficiently
smooth such that all occurring derivatives exist and are bounded. Here the first coefficient f gov-
erns the continuous movement of the system and the remaining coefficients λk are state-dependent
instantaneous jump rates. A unique pathwise solution (X(t))t≥0 of (1.1) exists under these as-
sumptions on the coefficients. The probability space (Ω,F ,P) is equipped with a suitable filtration
(Gt)t≥0 to which the solution (X(t))t≥0 of (1.1) is adapted and such that it satisfies a strongMarkov
property. This filtration is specially constructed and we refer to Section 2 for the details. The
main results of the present study are the following.
First, we show that RTEs (1.1) are equivalent in law to certain Piecewise Deterministic Markov
Processes (PDMPs) by studying the martingale problem for these processes. This class of PDMPs
are of particular importance for modelling chemical reaction networks with multiple, clearly sepa-
rated time scales [9]. Examples of PDMPs in (bio-)chemical applications in recent years are, e.g.,
models of excitable biological membranes [5, 8, 18, 22], biochemical reaction systems exhibiting
multiple time-scales [1, 14, 16] or gene regulatory networks [27]. Additional to these applications
in bioscience PDMP models are also of high interest in fields such as control and queueing theory,
mathematical finance and ecology, cf. [10, 11, 15, 25] and references therein. The advantage of
∗martin.riedler@jku.at
Institute for Stochastic, Johannes Kepler University Linz, Altenbergerstraße 69, 4040 Linz, Austria.
†girolama.notarangelo@jku.at
Institute for Stochastic, Johannes Kepler University Linz, Altenbergerstraße 69, 4040 Linz, Austria.
1
these models being cast in the form of RTEs (1.1) over their PDMP formulation is that the for-
mer is substantially better suited for theoretical analysis. The method of representing stochastic
processes as random time changes to certain standard types of processes, e.g., Poisson processes
in our case, see [12] for the general concept, was recently employed in a series of studies to analyse
tau-leaping methods for chemical reactions systems in [2, 3, 4].
Secondly, we present convergence theorems for the strong convergence of non-jump adapted,
semi-implicit Maruyama-type methods. That is, for approximations X̂n to X(tn) on a grid 0 =
t0 < t1 < . . . tn = T we are concerned with the global error in the mean
max
n=1,...,n
E|X(tn)− X̂n| . (1.2)
The convergence of the approximation methods is obtained via an analysis of the local error.
Employing the general convergence theorems we then conduct a strong error analysis of the Θ-
Maruyama method for equation (1.1). We note that the importance of the strong error analysis,
besides being of mathematical interest in itself, lies particularly in the fact of its necessity for
Multi-level Monte Carlo methods. We believe that the methods in the present paper can be used
as a guideline to derive Multi-level Monte Carlo methods for statistics of interest similar as in the
case of pure-jump processes [3]. In general numerical methods for jump processes, e.g., pure jump
processes, PDMPs or jump-diffusions, can be grouped into two classes, one which aims to resolve
the jump times and heights exactly and a second which only approximates in a given time interval
the number of jumps and their cumulative height. The former class, called jump-adapted methods,
contains the Stochastic Simulation Algorithm (SSA), viz. Gillespie’s method, for chemical reaction
systems, viz. continuous time Markov chains, jump adapted methods for JSODEs, see, e.g., the
recent monograph [19], and a recently presented jump-adapted method for PDMPs [21]. The
second class contains fixed time step approximation methods for chemical reaction systems, called
tau-leaping methods in this community, and jump-diffusions. To the best of our knowledge fixed
time-step methods for PDMPs have not been considered yet. Thus due to the equivalence of RTEs
(1.1) to PDMPs the present paper fills the gap and considers fixed time-step methods for PDMPs.
We note that the aptness, applicability and efficiency of the two classes of methods depends on the
equation under consideration and in particular on the relationship between the time-step and the
jump intensity. Roughly speaking, slow, large jumps should be resolved by jump adapted methods
and fast, small jumps by fixed time step methods. However, these are essentially issues regarding
particular models and thus they are not within the general scope of the present study.
The remainder of the study is organised as follows. In Section 2 we present a technically detailed
description of solutions to equations (1.1), prove their existence and uniqueness and establish their
equivalence to PDMPs. Furthermore, in this section we derive technical tools for the convergence
analysis to follow. The detailed and technical proofs of this section are mainly deferred to the
appendix. We introduce in Section 3 semi-implicit approximation methods for equation (1.1)
and the main convergence result is established. Next, in Section 4 we conduct a detailed strong
error analysis of Θ-Maruyama methods. The theoretical findings of the preceding sections are
illustrated on numerical examples in Section 6. The study is closed by drawing conclusions in
Section 7 wherein we also briefly comment on some further related work.
2 PDMPs represented as a Random Time Change Equa-
tions
In the introduction we have already stated the first main result that solutions of RTEs of the form
(1.1) are versions of certain PDMPs. This family of ca`dla`g strong Markov processes, introduced in
[10, 11], a more recent extended discussion can be found in [15], combines deterministic continuous
movement with random jump events. These two dynamics are coupled in a way such that the
deterministic dynamics in between jumps depend on the outcomes of the preceding jumps, and
the jump intensities and jump heights depend on the current continuously changing paths. In a
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simplifying but for the present study relevant case, one can think of such processes as general-
isations of continuous time Markov chain, which are not constant in between jumps but follow
a path given by the solution of an ODE. This structure is made clear by Davis’ Construction
Procedure which is used in [10, 11] to define such processes but remains valid for more general
classes of PDMPs [20]. In the present study the general class of PDMPs is restricted so that we
obtain an equivalence in law to the solution of (1.1). Thus, we assume that the jump dynamics are
such that there occur almost surely only finitely many different jump heights which are given by
ν1, . . . νp ∈ R
d. Further we set the total instantaneous jump rate λ(x) =
∑p
k=1 λk(x) and define a
Markov kernel µ on Rd by the probabilities
µ(x, {y}) =

λk(x)
λ(x)
if y = x+ νk for some k = 1, . . . , p,
0 otherwise.
Then, classically, a PDMP (XPDMP(t))t≥0 is defined by the following constructive method which
we present in pseudo-code form.
Start: Set τ0 = 0 and sample a realisation of the initial condition XPDMP(0).
For n ≥ 1: The nth jump time τn is a realisation of a random variable with distribution
P
[
τn > t+ τn+1
]
= exp
(
−
∫ t
0
φ(s,XPDMP(τn−1)) ds
)
∀ t ≥ 0
and set
XPDMP(s) = φ(s − τn−1, XPDMP(τn−1)) for s ∈ (τn−1, τn) .
Sample a realisation of the post-jump value
XPDMP(τn) ∼ µ
(
φ(τn − τn−1, XPDMP(τn−1)), ·
)
.
End
For a more inclusive and thorough discussion of PDMPs we refer to the monographs [11, 15] and
the thesis of one of the present authors [20]. Here we only emphasise the fundamental difference
of PDMPs to jump-diffusions without a Brownian motion part. For PDMPs the jump intensities
are in general state-dependent and thus continuously changing in time whereas for jump-diffusions
they are constant.
We close this discussion with the most important result (at present) for the characterisation of
PDMPs. This result allows the identification of PDMPs with solutions of equation (1.1). For any
function F ∈ C1b (R
d), i.e., the set of bounded continuously differentiable functions from Rd to R
with bounded first derivatives, the generator of a PDMP of the above type is given by1
AF (x) = ∇F [f ](x) + λ(x)
∫
Rd
(
F (ξ)− F (x)
)
µ(x; dξ)
= ∇F [f ](x) +
p∑
k=1
λk(x)
(
F (x+ νk)− F (x)
)
, (2.1)
see [15]. It was proven in [9, Thm. 2.5] (see also the appendix, where we present the result for the
relevant setting in this study) that the martingale problem posed by this generator possesses a
1To clarify some notation used throughout the study we note that we use the notation ∇F [f ] to indicate the
application of the derivative of F to f , where we omit or abbreviate the arguments of the functions whenever
possible for the sake of simplicity. That is, in more detail, we use
∇F [f ](x) = ∇F (x)[f(x)] =
d∑
j=1
∂F
∂xj
(x) fj(x) .
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unique solution. The fact that a solution of equation (1.1) is a version of the PDMP is established
in the following theorem, stating that it solves the martingale problem posed by the generator of
the PDMP. The proof of the theorem is deferred to the appendix.
Theorem 2.1. Equation (1.1) possesses for almost all ω ∈ Ω a unique ca`dla`g solution. Further-
more, this solution solves the martingale problem posed by the generator (2.1) and any F ∈ C1b (R
d).
We continue discussing immediate consequences of the above results. In particular we define a
suitable filtration (Gt)t≥0 to which the solution X is adapted. We define for arbitrary multi-indices
u = (u1, . . . , up) ∈ R
p
+ the σ-fields
Fu = σ(Yk(s), s ≤ uk; k = 1, . . . , p) ∨ σ(N ),
where N is the collection of all P-null sets in F . Note, that the filtration is complete. For
background on filtrations with respect to partially ordered sets and multi-parameter stopping
times, we refer to [12, Chap. 2.8] which contains all subsequently necessary results. Clearly, the
processes Yk are Poisson processes with respect to the multi-valued filtration (Fu)u∈Rp
+
. Then it
holds due to the uniqueness of the solution to (1.1) and the completeness of the filtration that for
all k and t ≥ 0
τk(t) :=
∫ t
0
λk(X(s)) ds (2.2)
is a stopping time with respect to the filtration (Fu)u∈Rp
+
, cf. [12, Thm. 2.2(a), Chap. 6]. Further-
more, also the random times
τj+(t) :=
∫ t
0
fj(X(s))+ ds, τj−(t) :=
∫ t
0
fj(X(s))− ds
are stopping times with respect to (Fu)u∈Rp
+
, where the subscripts + and − refer to the positive
and negative parts of fj(X(s)). Note that these stopping times are bounded due to the bounded-
ness assumption on the coefficient functions. Next we define the multi-parameter stopping time
τ(t) =
(
τ1(t), . . . , τp(t), τ1+(t), . . . , τd+(t), . . . , τ1−(t), τd+(t)
)
which then in turn defines a complete
filtration
Gt := Fτ(t) .
As stopping times and ca`dla`g processes evaluated at stopping times are measurable with respect
to the stopped σ-field it holds that X is adapted to (Gt)t≥0, hence FXt ⊆ Gt. Finally, due to the
Optional Stopping Theorem it follows that for each k the process
t 7→ Yk
(∫ t
0
λk(X(s)) ds
)
−
∫ t
0
λk(X(s)) ds (2.3)
is a Gt-martingale.
2.1 An Itoˆ-formula for Random Time Change Equations
An important tool for the analysis of stochastic equations in order to obtain a type of Taylor
expansion is an Itoˆ-formula. The following lemma contains an Itoˆ-formula for RTEs (1.1).
Lemma 2.2. For every F ∈ C1b (R
d) it holds almost surely that
F (X(t))− F (X(0)) = (2.4)
=
∫ t
0
∇F [f ](X(s)) ds+
∫ t
0
p∑
k=1
λk(X(s))
(
F (X(s) + νk)− F (X(s))
)
ds+MF (t) .
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The process (MF (t))t≥0, which depends on F , is a ca`dla`g martingale with respect to the filtration
(Gt)t≥0). It satisfies MF (0) = 0 a.s., EMF (t) = 0 for all t ≥ 0 and the second moments of its
increments satisfy
E|MF (t)−MF (s)|2 = E
∫ t
s
p∑
k=1
λ(X(r))
∣∣F (X(r) + νk)− F (X(r))∣∣2 dr ∀ 0 ≤ s ≤ t . (2.5)
Proof. First we take (2.4) as a definition of the ca`dla`g process MF which implies MF (0) = 0
almost surely. Next, note that the assumption F ∈ C1b (R
d) implies that F is in the domain of the
generator of the process and thus MF is a martingale with respect to the natural filtration [15,
Thm. 7.6.1]. Hence, EMF (t) = 0 for all t ≥ 0 follows and, in particular, the second moments of
the increments (2.5) follow from [15, Prop. 4.6.2].
Remark 2.3. In this study we use the Itoˆ formula (2.4) for vector-valued functions F = (F1, . . . , Fd)
∈ C1b (R
d,Rd) without specific distinction in notation. In this case (2.4) is simply employed
component-wise such that AF = (AF1, . . . ,AFd) and MF = (MF1 , . . . ,MFd).
3 Approximation methods for Random Time Change Equa-
tions
In this section we present the general class of one-step approximation methods for RTEs (1.1). Our
aim is to approximate the solution (X(t))t≥0 on an equidistant grid with step-size h over a fixed
time interval [0, T ] by random variables X̂n, n = 1, . . . , n, with T = hn, such that X(tn) ≈ X̂n for
tn = nh. Then for h → 0 these methods should converge strongly to the exact solution, that is
for h → 0 the global error (1.2) vanishes. In analogy to (J)SDEs we first define the generic class
of semi-implicit one-step methods.
Definition 3.1. A semi-implicit one-step method is of the generic form X̂0 = X(0) and the
iteration
X̂n+1 = X̂n + hφ1(X̂n, X̂n+1, h) + φ2(X̂n, h, τ̂(tn);Y ), (3.1)
where τ̂ (t) = (τ̂1(t), . . . , τ̂p(t)) denotes the approximation of local times (2.2) for the driving
Poisson processes Y which are given by τ̂k(0) = 0 and the iterations
τ̂k(tn+1) = τ̂k(tn) + hφ3(k, X̂n, h) . (3.2)
Here φ1 and φ2 are used to approximate the drift and the jump part of the RTE and φ3 approxi-
mates the integral in the time change. A method is called explicit if φ1 does not depend on X̂n+1.
If φ2 in (3.1) is of the form
φ2(X̂n, h, τ̂(tn);Y ) =
p∑
k=1
(
Yk
(
τ̂k(tn) + hφ3(k, X̂n, h)
)
− Yk
(
τ̂k(tn)
))
νk (3.3)
then the method is called a Maruyama-type method. We note that for numerically solving the
RTE (1.1) in actual implementations Maruyama-type methods are straight-forward to imple-
ment. The strong Markov property of the Poisson processes implies that the Poissonian incre-
ments Yk(τ̂k(tn+1)) − Yk(τ̂k(tn)) are conditionally independently Poisson distributed with rate
φ3(k, X̂n, h) as the times τ̂(tn) are stopping times. Hence simulating one path of (1.1) necessi-
tates only the simulation of pn Poisson random variables.
Remark 3.2. In the definition of the method (3.1) and (3.2) the function φ1 is an increment
function of a (possibly implicit) one-step method for ordinary differential equations, and the fact
that τ̂k(tn) is an approximation of the integral (2.2), i.e.,∫ tn+h
tn
λk(X(s)) ds ≈ hφ3(k, X̂n, h) ,
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suggests that φ3 is an increment function of a deterministic one-step quadrature scheme. Finally,
in (3.1) the term φ2 generally refers to an approximation of stochastic integral terms as in (J)SDEs,
e.g., a Maruyama-type term (3.3) or in a future extension a Milstein-type term to obtain higher
strong order methods.
In the remainder of the study we focus on Maruyama-type methods, thus we always assume
that φ2 is of the form (3.3). For concrete examples of such methods we refer to Section 4, where Θ-
methods are considered and proceed with the discussion that generally allow for an error analysis
of such methods. Along the lines of standard procedures in numerical analysis of differential
equations we proceed deriving convergence from an analysis of the local error of a method, i.e.,
the error incurred over a single approximation step. To this end we first define the strong local
errors
Ln+1 :=
∫ tn+1
tn
f(X(s)) ds− hφ1(X(tn), X(tn+1), h) (3.4)
and
Kn+1 :=
∑
k
(∫ tn+1
tn
λk(X(s)) ds− hφ3(k,X(tn), h)
)
νk . (3.5)
We say a numerical method is strongly consistent if for some q > 0 the strong local errors satisfy
max
n=1,...,n
E|Ln| = O(h
1+q), max
n=1,...,n
E|Kn| = O(h
1+q) .
Remark 3.3. The errors Ln+1, Kn+1 are the errors arising in one approximation step starting
from the exact solution when approximating the drift and the local time of the Poisson processes,
respectively. The current concept of strong consistency is closely related to the usual consistency
condition in stochastic and deterministic numerical analysis. There it is normally assumed that
the ‘classical’ local error, i.e., the one-step approximation
L(X(tn), h) := X(tn + h)−X(tn)− hφ1(X(tn), X(tn + h), h) + φ2(X(tn), h, τ(tn);Y ),
satisfies E|L(X(tn), h)| = O(h
q+1). However, it is easily observed that in the present case it holds
for Maruyama-type methods that E|L(X(tn), h)| ≤ E|Ln+1|+ E|Kn+1|.
The subsequent central theorem contains the step from the local to the global error. Thus it
allows to conclude from consistency of the numerical method to convergence.
Theorem 3.4 (Convergence Theorem for Maruyama-type Methods). Under the Lipschitz condi-
tions ∣∣φ1(x1, y1, t, h)− φ1(x2, y2, t, h)∣∣ ≤ L1|x1 − x2|+ L2|y1 − y2| (3.6)∣∣φ3(k, x1, h)− φ3(k, x2, h)∣∣ ≤ L3,k |x1 − x2| ∀ k = 1, . . . , p, (3.7)
and, if the method is implicit, the step-size restriction
h <
1
L2
(3.8)
it holds that a Maruyama-type method (3.1) – (3.3) possesses a unique solution a.s. and is con-
vergent in the strong sense, if it is strongly consistent.
In particular, if X(0) = X̂(0), then the strong global error satisfies
max
n=1,...,n
E|X(tn)− X̂n| ≤ S h
−1 max
n=1,...,n
(
E|Ln|+ E|Kn|
)
(3.9)
for a suitable constant S > 0 independent of the initial condition.
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Remark 3.5. For a more detailed convergence analysis we are also interested in the asymptotic
of the pre-factor S in the stability estimates. Thus we note that the constant S in (3.9) depends
exponentially on the Lipschitz constants of the coefficients, i.e., S = O
(
exp
(
L1+L2+
∑
k L3,k|νk|
))
.
Proof of Theorem 3.4. If the method is semi-implicit we assume the step-size restriction (3.8) is
satisfied, otherwise simply set L2 = 0 in the subsequent proof and no step-size restriction is needed.
In the following we first show (a) that the approximation method possesses a.s. a unique solution
and (b) that the random times τ̂(tn) are stopping times. Then in part (c) we derive the stability
estimate (3.9).
(a) We first consider the existence of a unique solution to the iteration scheme (3.1). If the
numerical method is explicit, then this is trivially the case. In the case of a semi-implicit method
the existence is proven under the step-size restriction (3.8) using a fixed point argument. For
almost all ω ∈ Ω the Poisson-increments are finite and given X̂n the next iterate X̂n+1 is defined
via the fixed-point equation
X̂n+1 = X̂n + hφ1(X̂n, X̂n+1, h) +
p∑
k=1
(
Yk
(
τ̂k(tn) + hφ3(k, X̂n, h)
)
− Yk
(
τ̂k(tn)
))
νk
:= Γ(X̂n+1; X̂n, h,∆Yn) ,
where ∆Yn denote the Poissonian increments. In order to establish the existence of a unique
fixed-point it remains to show that y 7→ Γ(y;x, h, w) is a contractive map for all sufficiently small
h uniformly in x and w. The Lipschitz condition (3.6) yields |Γ(y1;x, h, w) − Γ(y2;x, h, w)| ≤
hL2|y1 − y2| and hence Γ is contractive under the step-size restriction (3.8).
(b) In this part of the proof we show that the random times τ̂k(tn) are (Fu)u∈Rp
+
-stopping
times. We proceed by induction. First, it holds trivially that τ̂(t0) := 0 is a stopping time and X̂(0)
is Fτ̂(t0)-measurable. Assume for n ≥ 1 that τ̂k(tn−1) is a stopping time and that X̂(τ̂ (tn−1)) is
Fτ̂(tn−1)-measurable. Then the components τ̂ (tn) are defined as τ̂k(tn) = τ̂k(tn−1)+φ3(k, X̂n−1, h).
As φ3(k, ·, h) is a measurable function it follows that τ̂k(tn) is a stopping time. Then, it clearly
holds that X̂n is Fτ̂(tn)-measurable due to part (a) of the proof.
(c) In this part of the proof we derive the stability estimate (3.9). Then inserting the defi-
nition of strong consistency immediately shows convergence of the method. Recursively inserting
the method (3.1) into its right hand side we obtain
X̂n+1 = Xn + hφ1(X̂n, X̂n+1, h) +
p∑
k=1
(
Y
(
τ̂k(tn+1)
)
− Yk
(
τ̂k(tn)
))
νk
= X̂n−1 + h
n∑
i=n−1
φ1(X̂i, X̂i+1, h) +
p∑
k=1
(
Y
(
τ̂k(tn+1)
)
− Yk
(
τ̂k(tn−1)
))
νk
= X̂0 + h
n∑
i=0
φ1(X̂i, X̂i+1, h) +
p∑
k=1
(
Y
(
τ̂k(tn+1)
)
− Yk
(
τ̂k(t0)
))
νk (3.10)
Thus subtracting (3.10) from the exact process (1.1) using that τk(t0) = τ̂k(t0) = 0 as t0 = 0 and
that X̂0 = X(0) yields
X(tn+1)− X̂n+1 = h
n∑
i=0
(∫ ti+1
ti
f(X(s)) ds− φ1(X̂i, X̂i+1, h)
)
+
p∑
k=1
(
Yk
(
τk(tn+1)
)
− Y
(
τ̂k(tn+1)
))
νk . (3.11)
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Adding and subtracting the one-step approximations, using the notation (3.4) and estimating the
modulus with the triangle inequality yields
|X(tn+1)− X̂n+1| ≤ h
n∑
i=0
∣∣∣φ1(X(ti), X(ti+1), h)− φ1(X̂i, X̂i+1, h)∣∣∣
+
p∑
k=1
∣∣∣Yk(τk(tn+1))− Y (τ̂k(tn+1))∣∣∣ |νk|+ n∑
i=0
|Li+1| . (3.12)
In the next step of the proof we take expectations on both sides of inequality (3.12). We now
first consider the Poisson process terms in more detail. The times τk(tn) and τ̂k(tn) are stopping
times with respect to the filtration Fu, see Section 2 and part (b) of the proof, respectively. So,
also the minimum τk(tn)∧ τ̂k(tn) and the maximum τk(tn)∨ τ̂k(tn) are stopping times. Therefore,
using that Poisson processes are non-decreasing and employing the Optional Stopping Theorem
we obtain
E
∣∣∣Yk(τk(tn+1))− Y (τ̂k(tn+1))∣∣∣ = E(Yk(τk(tn) ∨ τ̂k(tn))− Y (τk(tn) ∧ τ̂k(tn)))
= E
(
τk(tn) ∨ τ̂k(tn)− τk(tn) ∧ τ̂k(tn)
)
= E
∣∣τk(tn)− τ̂k(tn)∣∣ .
Thus, the application of expectation to both sides of (3.12) and the addition the one-step approx-
imation for the local time using the notation (3.5) yields the estimate
E|X(tn+1)− X̂n+1|
≤ h
n∑
i=0
E
∣∣∣φ1(X(ti), X(ti+1), h)− φ1(X̂i, X̂i+1, h)∣∣∣
+
p∑
k=1
E
∣∣∣ ∫ tn+1
0
λk(Xs) ds− h
n∑
i=0
φ3(k, X̂i, h)
∣∣∣ |νk|+ n∑
i=0
E|Li+1|
≤ h
n∑
i=0
E
∣∣∣φ1(X(ti), X(ti+1), h)− φ1(X̂i, X̂i+1, h)∣∣∣
+ h
p∑
k=1
|νk|
( n∑
i=0
E
∣∣∣φ3(k,X(ti), h)− φ3(k, X̂i, h)∣∣∣)+ n∑
i=0
(
E|Li+1|+ E|Ki+1|
)
.
We set M := h−1maxi=0,...n−1
(
E|Li+1| + E|Ki+1|
)
and Ei := E|X(ti) − X̂i| with E0 := 0 and
obtain for all n = 0, . . . n− 1 using the Lipschitz conditions (3.6) and (3.7) that
En+1 ≤ M + h(L1 + L3)
n∑
i=0
Ei + hL2
n∑
i=0
Ei+1,
where L3 :=
∑p
k=1 L3,k|νk|. Rearraging the right hand side in this inequality yields
En+1 ≤
M
1− hL2
+
h(L1 + L2 + L3)
1− hL2
n∑
i=0
Ei .
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We apply a discrete version of Gronwall’s Lemma2 which results in the estimate
En+1 ≤
(M + h(L1 + L2 + L3)E0
1− hL2
)(
1 +
h(L1 + L2 + L3)
1− hL2
)n
.
Finally, as E0 = 0 we obtain for all h ≤ h∗ ≤ 1/L2 the estimate
En+1 ≤
M
1− hL2
exp
(T (L1 + L2 + L3)
1− hL2
)
≤ C eCTLM , (3.13)
where L = L1 + L3 + L3 and the constant C = (1 − h∗L2)−1 > 1 can be chosen as C = 1 in
the case of an explicit method. The proof of the stability estimate (3.9) is completed and strong
convergence follows immediately from the strong consistency of the method.
4 Error analysis of the Θ-Maruyama-methods
In this section we present a detailed analysis of the global error of Θ-Maruyama methods applying
the convergence theorems established in the previous section. In practical applications often
a scaling is inherent in the mathematical model, which is particular important for a practical
relevant error analysis in chemical reaction systems. Taking the scaling into account in the error
analysis resembles closely the analysis of numerical methods for small noise stochastic differential
equations. Thus after presenting the Θ-Maruyama methods and before stating the precise results
we discuss this inherent scaling in a separate subsection.
Definition 4.1. The Θ-Maruyama method for step-sizes h > 0 and a parameter θ ∈ [0, 1] is given
by X̂0 = X0 and
X̂n+1 = X̂n + hθf(X̂n+1) + h(1− θ)f(X̂n) +
p∑
k=1
(
Yk
(
τ̂k(tn+1)
)
− Yk
(
τ̂ (tn)
))
νk (4.1)
with τ̂ (0) = 0 and
τ̂k(tn+1) = τ̂k(tn) + hφ
method
3 (k, X̂n, h) , (4.2)
where φmethod3 is the increment function of a suitable quadrature rule. The method (4.1) is explicit
if θ = 0 and then called explicit Euler method. It is called implicit Euler method in case of θ = 1
and trapezoidal method for θ = 12 . Reasonable choices for φ
method
3 are, e.g., the Euler quadrature
rule
φeuler3 (k, x, h) = λk(x), (4.3)
the midpoint quadrature rule
φmid3 (k, x, h) = λk
(
x+
h
2
f(x) +
h
2
p∑
j=1
λj(x) νj
)
(4.4)
and the trapezoidal quadrature rule
φtrap3 (k, x, h) =
1
2
λk(x) +
1
2
λk
(
x+ hf(x) + h
p∑
j=1
λj(x) νj
)
. (4.5)
2Let an, n ≥ 0, be a non-negative sequence, c ∈ R. If a real sequence xn satisfies for all n ≥ 0 the inequality
xn+1 ≤ c+
n∑
i=0
aixi
then it holds that
xn+1 ≤ (c+ a0x0)
n∏
i=1
(1 + ai) .
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Remark 4.2. The quadrature rules (4.3) – (4.5) may in general be combined arbitrarily with the
scheme (4.1) and any choice of θ. However, as we will find in the error analysis, see Theorems
4.3, it is advantageous to combine deterministic higher order methods. That is, in the case θ = 12 ,
which is an order two methods for ODEs, one should combine the Θ-method (4.1) with either the
midpoint (4.4) or trapezoidal rule (4.5) which are second order quadrature rules.
4.1 Analysis of scaled systems and relationship to small noise SDEs
In many applications an asymptotic error analysis with respect to the time-step may not, though
mathematically sound, give a detailed enough picture in practical fixed time step situations. When
the time step becomes asymptotically small one always enters the range wherein jump-adapted
methods should be used and thus fixed time step methods will be employed for rather large time
steps only. It is a central idea in the studies [2, 3, 4] to introduce a scaling parameter in the
underlying equations, which is often naturally given, e.g., as a system size parameter in chemical
reaction systems. This scaling parameter is then also included in the error estimates and it
naturally relates to the regime when tau-leaping methods are efficiently applicable. This idea is
closely related to small noise analysis of numerical methods which was carried out in the case of
stochastic differential equations or jump diffusions [6, 7, 17]. In these studies it was found that
in practice certain methods which are of the same order of convergence are particularly useful in
different regimes of step-size to noise relations.
In the following we use N to denote the scaling parameter setting XNi = N
−αiXi to naturally
scale the system, where usually N ≫ 1. Here we choose αi > 0 such that the resulting variables
satisfy XNi = O(1) for all i = 1, . . . , d. This yields the generic scaled RTE
XN (t) = XN(0) +Nη
∫ t
0
fN(XN (s)) ds+
p∑
k=1
Yk
(
Nγ
∫ t
0
N ckλNk (X
N (s)) ds
)
νNk , (4.6)
where νNk = νk · (N
−α1 , . . . , N−αd) ∈ Rd and · denotes the entrywise product of two vectors.
Further, the constants η, γ and ck are also chosen such that the coefficients f
n, λNk are of order
one. We note that it holds |νNk | = O(N
−ck), where, however, |νNk | ∝ N
−ρk ≪ N−ck is possible,
i.e., ck ≤ ρk. Finally, we set ρ = mink=1,...,p ρk. The notation here follows [4, 3] for reasons of
comparability as our results reduce to theirs in the case of f ≡ 0, or formally η = −∞. The
appearance of the scaling in chemical reactions system in general and for particular examples is
discussed in detail in [2, 4] and we do not want to repeat this discussion at present.
Here we comment on the relationship of the analysis of the scaled equation (4.6) to small
noise stochastic equations. In small noise equations the noise coefficients are characterised to
be proportional to a parameter ǫ ≪ 1 measuring the ‘smallness’ of the noise. The behaviour of
the error of an approximation method is then characterised by different areas in the step size-to-
noise parameter regime. For example, for step sizes h ≫ ǫ the error in the drift approximation
is dominant and deterministically higher order methods yield a smaller overall error. In the
present setting smallness of the noise would translate to the product of the jump intensities
and the jump heights being of order ǫ ≪ 1, and the drift part being of order one, i.e., η ≈ 0.
Therefore, if it holds that γ < 0 and hence Nγ is actually small, by setting ǫ := Nγ the scaled
equation is analogous to a small noise equation and the analysis in the present study corresponds
to small noise analysis. We note that the subsequent error estimates are most appropriate when
these assumptions are satisfied. Considering as an application scaled hybrid chemical reaction
systems, then the assumption γ ≤ 0 is often satisfied [3, 4]. Furthermore as in these models
the drift part of the equation (4.6) usually arises as taking reactions on a much faster time scale
to their deterministic limit, i.e., the corresponding reaction rate equations, see [9] for a precise
mathematical limit theorem, it is also reasonable to expect that this limit yields Nηf = O(1), i.e.,
η ≈ 0. For an example illustrating these discussions we refer to Section 6.
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4.2 Main results
We now state the convergence results for the Θ-Maruyama method (4.1) – (4.5), the detailed
and tedious calculations involved in the analysis of the local error are deferred to the subsequent
section. We assume that the equation (1.1) satisfies a scaling as detailed in Section 4.1, i.e., (1.1)
is of the form (4.6), and we use the scaling constants in the asymptotic expansion of the error. If
one is interested in unscaled results simply set N = 1. We repeat that the following results are
meaningful in the sense that they contain the leading error terms under the step size restriction
h < (Nγ + Nη)−1 only. As detailed before it is mostly the case that 1 ≪ N and η, γ ≤ 0 in
which case this step-size condition is usually satisfied. Moreover, the stability constant depends
exponentially on the Lipschitz constants of the increment functions, see Remark 3.5, which are
presently given by the Lipschitz constants of the coefficients f, λk. Hence, the stability constant
grows exponentially in Nγ +Nη. Thus, assuming γ, η ≤ 0 also avoids dealing with absurdly large
stability constants. Finally, we note that in the case of a pure jump process, i.e., f ≡ 0, our
results reduce to the results presented in [2, 3] and in the case of state-independent jump rates,
i.e., λk ≡ const., our results are analogous to the error analysis of jump-diffusions, see, e.g., [19].
Theorem 4.3. The global strong error of the Θ-Maruyama-method satisfies in combination with
the Euler quadrature scheme
max
n=1,...,n
E|X(tn)− X̂n| = O
(
h1/2N (γ−ρ)/2(Nγ +Nη) + h (Nγ +Nη)2
)
.
The trapezoidal rule, i.e., θ = 12 , in combination with a second order quadrature scheme satisfies
max
n=1,...,n
E|X(tn)− X̂n| = O
(
h1/2N (γ−ρ)/2(Nγ +Nη) + hN3γ + h3/2N (γ−ρ)/2(Nγ +Nη)2
)
.
Proof. The statement in the theorem follows from Theorem 3.4 and the strong local error estimates
(5.1) and (5.4) derived in the subsequent section.
Remark 4.4. The improvement in the error due to a combination of two second order methods
is that the term hNη is eliminated. Therefore, it is expected that the method performs better in
the step-size range where the second order term is predominant and Nγ is small compared to Nη.
4.2.1 Improved trapezoidal and midpoint rule
The intended gain in the use of deterministically higher order methods is that the first order term
in the expansion of the strong error vanishes. This is only partly achieved using the ‘classical’
midpoint and trapezoidal quadrature rules (4.4) and (4.5) as a term hN3γ remains in the strong
error expansion, see Theorem 4.3. However by a simple change in the definition of these methods,
which reflects the discontinuous nature of the process, we obtain that also this term vanishes. To
this end we define the improved midpoint quadrature rule
φimid3 (k, x, h) = λk
(
x+
h
2
f(x)
)
+
h
2
p∑
j=1
λj(x)
(
λk(x + νj)− λk(x)
)
(4.7)
and the improved trapezoidal quadrature rule
φitrap3 (k, x, h) =
1
2
λk(x) +
1
2
λk
(
x+ hf(x)
)
+
h
2
p∑
j=1
λj(x)
(
λk(x+ νj)− λk(x)
)
. (4.8)
We state the strong error estimate for the improved methods in the subsequent theorem and
comparing to Theorem 4.3 we see that the first order term in the error expansion vanishes.
Theorem 4.5. The strong global error for the trapezoidal rule, i.e., θ = 12 , in combination with
the improved midpoint (4.7) or improved trapezoidal quadrature rule (4.8) satisfies
max
n=1,...,n
E|X(tn)− X̂n| = O
(
h1/2N (γ−ρ)/2(Nγ +Nη) + h3/2N (γ−ρ)/2(Nγ +Nη)2
)
.
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Proof. The statement in the theorem follows from Theorem 3.4 and the strong local error estimates
(5.3), see Remark 5.2, and (5.4) derived in the subsequent section.
5 Local error estimates for Theorems 4.3 and 4.5
In order to prove Theorems 4.3 and 4.5 we need to validate the conditions in Theorem 3.4, i.e., we
have to establish the Lipschitz conditions (3.6) and (3.7) on the increment functions and perform a
strong local error analysis. The first task is straightforward, as the Lipschitz conditions correspond
to the stability conditions of well-analysed deterministic methods and follow immediately from
Lipschitz conditions of the coefficients functions. Moreover, without loss of generality we might
assume that the Lipschitz constants L1 and L2 are proportional to the Lipschitz constant on f
and L3,k is proportional to the Lipschitz constant on λk. It remains to perform the local error
analysis, which is the content of the next sections.
5.1 A first auxiliary analytical tool
The following proposition collects asymptotic properties of the terms arising in the Itoˆ-formula
(2.4). In view of future estimates we now consider the scaled process XN introduced in Section
4.1. In order to obtain the corresponding unscaled results simply set N = 1.
Lemma 5.1. The generator (2.1) applied to a function F ∈ C1b (R
d) satisfies
AF = O
(
LF (N
η +Nγ)
)
and the martingale (MF (t))t≥0 arising in the Itoˆ-formula (2.4) applied to F satisfies for all t, h ≥ 0
that
E|MF (t+ h)−MF (t)| = O
(
h1/2 LF N
γ/2N−ρ/2
)
,
where ρ = mink=1,...,p ρk.
Proof. The generator (2.1) applied to a function F gives
∣∣AF (x)∣∣ = ∣∣∣∇F [f ](x) + p∑
k=1
λk(x)
(
F (x+ νk)− F (x)
)∣∣∣
≤ ‖∇F‖0
(
‖f‖0 +
p∑
k=1
‖λk‖0 |νk|
)
.
The first result in the lemma follows considering the scaled process, i.e., f is substituted by NηfN ,
λk is substituted by N
γ+ckλNk and νk is substituted by ν
N
k which satisfies |ν
N
k | = O(N
−ρk), where
ck ≤ ρk. Thus it remains to consider the asymptotic behaviour of the martingale MF . Jensen’s
inequality implies E|MF (t+h)−MF (t)| ≤
(
E|MF (t+h)−MF (t)|2
)1/2
and hence estimating the
integrand in the right hand side of the quadratic variation (2.5) yields almost surely
p∑
k=1
λk(X(s))
∣∣F (X(s) + νk)− F (X(s))∣∣2 ≤ ‖∇F‖20 p∑
k=1
‖λk‖0 |νk|
2 = O
(
L2F N
γ−ρ
)
,
and the second result in the lemma follows.
We now present the local error analysis of the Θ-Maruyama-methods. The strong local error
estimates (5.1), (5.3) and (5.4) imply in combination with the convergence theorem the results in
Theorem 4.3 and Theorem 4.5.
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5.2 The strong local error – the terms Kn+1
We need to consider the modulus of the one-step approximations
E|Kmethodn+1 | = E
∣∣∣ p∑
k=1
(∫ tn+h
tn
λk(X(s)) ds− hφ
method
3 (k,X(tn), h)
)
νk
∣∣∣
and we prove in this section that
E|Keulern+1 | = O
(
h3/2N3γ/2−ρ/2 + h2Nγ(Nγ +Nη)
)
,
E|K
mid/trap
n+1 | = O
(
h3/2N3γ/2−ρ/2 + h2N3γ
)
+O
(
h5/2N3γ/2−ρ/2(Nγ +Nη)
)
+O
(
h3Nγ(Nγ +Nη)2 + h3N2γ(Nγ +Nη)2
)
.
(5.1)
In order to obtain the error estimates (5.1) we analyse the error E|Kmethodn+1 | using (Itoˆ-)Taylor
expansions of the involved functions and for simplicity of notation we omit the index n. First of
all, an Itoˆ-Taylor-expansion of the integrand in the term correspoding to the exact solution yields∫ t+h
t
λk(X(s)) ds = hλk(X(t)) +
∫ t+h
t
∫ s
t
Aλk(X(r)) dr ds+
∫ t+h
t
(
Mλk(s)−Mλk(t)
)
ds ,
(5.2)
where the martingal term satisfies due to Lemma 5.1 and as ‖∇λNk ‖ = O(N
γ+ck) that
E
∣∣Mλk(s)−Mλk(t)∣∣ = O((s− t)1/2N3γ/2+ck−ρ/2) .
We are now able to estimate the error in the case of the Euler quadrature rule. Subtracting the
increment function hφeuler3 (k,X(t), h) = hλk(X(t)) from the expansion (5.2) we obtain
E
∣∣∣ ∫ t+h
t
λk(X(s)) ds− hφ
euler
3 (k,X(t), h)
∣∣∣ = O(h3/2N3γ/2+ck−ρ/2 + h2Nγ+ck(Nγ +Nη)) .
The triangle inequality and |νk| = O(N−ρk) with ck ≤ ρk implies the estimate for E|Keulern+1 | in
(5.1).
Some more work is needed to estimate the local error for the midpoint or trapezoidal quadrature
rule. A Taylor expansion of the respective increment functions yields in the case of the midpoint
rule
hφmid3 (k,X(t), h) = hλk
(
X(t) +
h
2
f(X(t)) +
h
2
p∑
j=1
λj(X(t))νj
)
= hλk(X(t)) +
h2
2
∇λk[f ](X(t)) +
h2
2
∇λk
[ p∑
j=1
λj(·)νj
]
(X(t)) + ̺1,
where the remainder term satisfies ̺1 = O
(
h3Nγ+ck(Nγ +Nη)2
)
, and for the trapezoidal rule
hφtrap3 (k,X(t), h) =
h
2
λk(X(t)) +
h
2
λk
(
X(t) + hf(X(t)) + h
p∑
j=1
λj(X(t))νj
)
= hλk(X(t)) +
h2
2
∇λk[f ](X(t)) +
h2
2
∇λk
[ p∑
j=1
λj(·)νj
]
(X(t)) + ̺2,
where the remainder term ̺2 possesses the same asymptotics as ̺1.
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In order to compare this expansion to λk(X(s)) we further expand in the right hand side of
(5.2) the two summands in the generatorAλk using the Itoˆ-formula (2.4). First, for the continuous
part this yields
∇λk[f ](X(s)) = ∇λk[f ](X(t)) +
∫ s
t
A
(
∇λk[f ]
)
(X(r)) dr +
(
M∇λk[f ](s)−M∇λk[f ](t)
)
and for the jump part
p∑
j=1
λj(X(s))
(
λk(X(s) + νj)− λk(X(s))
)
=
p∑
j=1
λj(X(t))
(
λk(X(t) + νj)− λk(X(t))
)
+
∫ s
t
A
( p∑
j=1
λj(·)
(
λk(·+ νj)− λk(·)
)
(X(r)) dr
+M∇λk[λjνj ](s)−M∇λk[λjνj ](t) .
Finally, we further expand the first term on the right hand side using Taylor’s Theorem and obtain
due to linearity of the gradient vector
p∑
j=1
λj(X(t))
(
λk(X(t) + νj)− λk(X(t))
)
= ∇λk
[ p∑
j=1
λj(·)νj
]
(X(t)) + ̺3
where the remainder term satisfies ̺3 = O(N
3γ+ck). Thus, overall we obtain the expansion∫ t+h
t
λk(X(s)) ds =
= hλk(X(t)) +
h2
2
∇λk[f ](X(t)) +
h2
2
∇λk
[ m∑
j=1
λj(·)νj
]
(X(t)) +
h2
2
̺3
+
∫ t+h
t
∫ s
t
∫ r
t
A
( p∑
j=1
λj(·)
(
λk(·+ νj)− λk(·)
)
(X(v)) dv dr ds+
∫ t+h
t
(
Mλk(s)−Mλk(t)
)
ds
+
∫ t+h
t
∫ s
t
(
M∇λk[f ](r) −M∇λk[f ](t)
)
+
(
M∇λk[λjνj ](r)−M∇λk[λjνj ](t)
)
dr ds .
Here due to Lemma 5.1 the two last martingale terms in the right hand side possess the following
asymptotics
E
∣∣M∇λk[f ](s)−M∇λk[f ](t)∣∣ = O((s− t)1/2N3γ/2+ck−ρ/2 Nη) ,
E
∣∣M∇λk[λjνj ](s)−M∇λk[λjνj ](t)∣∣ = O((s− t)1/2N5γ/2+ck−ρ/2) .
Therefore, subtracting the two expansions we obtain the error estimate
E
∣∣∣ ∫ t+h
t
λk(X(s)) ds− hφ
mid/trap
3 (k,X(t), h)
∣∣∣ = O(h3/2N3γ/2+ck−ρ/2 + h2N3γ+ck)
+O
(
h5/2N3γ/2+ck−ρ/2(Nγ +Nη)
)
+O
(
h3Nγ+ck(Nγ +Nη)2 + h3N2γ+ck(Nγ +Nη)2
)
and the estimate for E|K
mid/trap
n+1 | in (5.1) follows.
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Remark 5.2. The proof is completely analogous for the improved methods in Section 4.2.1, with
the following two exceptions. First, the Taylor expansion of the increment function yields
hφ
imid/itrap
3 (k,X(t), h) = hλk(X(t))+
h2
2
∇λk[f ](X(t))+
p∑
j=1
λj(X(t))
(
λk(X(t)+νj)−λk(X(t))
)
+̺4,
where the remainder term satisfies ̺4 = O(Nγ+ckN2η). Secondly, this expansion yields that the
remainder term ̺3 vanishes. Hence, we obtain the improved estimate
E|K
imid/itrap
n+1 | = O
(
h3/2N3γ/2−ρ/2 + h5/2N3γ/2−ρ/2(Nγ +Nη)
)
(5.3)
which does not contain a second order term.
5.3 The strong local error – the terms Ln+1
In this section we consider the local error of the drift increment function, i.e.,
E|Lthetan+1 | = E
∣∣∣ ∫ tn+h
tn
f(X(s)) ds− h(1− θ)f(X(tn))− hθf(X(tn + h))
∣∣∣
and prove the local error estimates
E|Lthetan+1 | =
 O
(
h3/2Nγ/2−ρ/2Nη + h2Nη(Nγ +Nη)
)
if θ 6= 12 ,
O
(
h3/2Nγ/2−ρ/2Nη + h5/2Nγ/2−ρ/2Nη(Nγ +Nη)
)
if θ = 12 .
(5.4)
Analogously to the preceding section we use (Itoˆ-)Taylor expansions of the summands in the
definition of the local error in order to obtain the estimates (5.4). Again we omit the index n.
First, expanding the term f(X(s)) using the Itoˆ formula (2.4) yields∫ t+h
t
f(X(s)) ds = h f(X(t)) +
∫ t+h
t
∫ s
t
Af(X(r)) dr ds+
∫ t+h
t
(
Mf(s)−Mf (t)
)
ds
and
f(X(t+ h)) = f(X(t)) +
∫ t+h
t
Af(X(s)) ds+
(
Mf (t+ h)−Mf (t)
)
.
Therefore, the local error of the Θ-Maruyama method becomes
E
∣∣∣ ∫ t+h
t
f(X(s)) ds− h(1− θ)f(X(t))− hθf(X(t+ h))
∣∣∣
≤ E
∣∣∣ ∫ t+h
t
(
Mf(s)−Mf (t)
)
ds
∣∣∣+ hθE∣∣∣Mf (t+ h)−Mf (t)∣∣∣
+ E
∣∣∣ ∫ t+h
t
∫ s
t
Af(X(r)) dr ds− hθ
∫ t+h
t
Af(X(s)) ds
∣∣∣ .
The individual terms in the right hand side are now estimated using Lemma 5.1 and for the last
term we note that it satisfies
E
∣∣∣ ∫ t+h
t
∫ t′
t
Af(X(s)) ds dt′ − hθ
∫ t+h
t
Af(X(s)) ds
∣∣∣ = O(h2Nη(Nγ +Nη)).
If θ = 1/2 a further application of the Itoˆ-formula shows that the order two terms cancel and we
obtain
E
∣∣∣ ∫ t+h
t
∫ s
t
Af(X(r)) dr ds−
h
2
∫ t+h
t
Af(X(s)) ds
∣∣∣ = O(h5/2Nγ/2+ρ/2Nη(Nγ +Nη)) .
Overall, this establishes the estimates (5.4).
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6 Numerical examples
In this section we provide two numerical examples to illustrate the analytical results for the Θ-
Maruyama methods. The first example is a simple linear, scalar model for which an exact solution
can be calculated and the second is a phenomenological model of bacteriophage growth.
For the convergence experiments we compared approximations obtained by Θ-methods calcu-
lated from the same Poisson paths and the endpoint and estimated the strong error by
E|X(T )− X̂Nh| ≈
1
M
M∑
j=1
|X(T, ωj)− X̂Nh(ωj)|
for M = 200 trajectories.
6.1 Example 1 - linear, scalar RTE
As a first example we consider the linear, scalar RTE
X(t) = X(0)− α
∫ t
0
X(s)ds+ ǫY
(
λ
∫ t
0
X(s)ds
)
(6.1)
with positive coefficients α, λ, ǫ > 0 on the time interval [0, T ] = [0, 5] started at X(0) = 10.
The linearity of the coefficient functions allows to analytically solve the inter-jump ODE and the
integral along the inter-jump motion. Therefore an exact solution to (6.1) can be constructed for
a given path of the Poisson process Y . We have carried out convergence experiments for two sets
of coefficients. In the first set the noise strength ǫλ is of approximately the same order as the drift
whereas in the second set the noise strength is reduces and thus corresponds to small noise. We
implemented the explicit and implicit Euler method combined with an Euler quadrature rule and
the trapezoidal rule combined with a second order quadrature rule. Note that for this example the
trapezoidal, the midpoint and the improved methods all coincide. The plots in Figure 1 report
the results for the strong error of these methods. For the first set of parameters one can observe in
the left plot the predicted convergence behaviour of order 1/2. However, note that in comparison
to the Euler method the trapezoidal rule shows a better convergence behaviour. In comparison in
the plot on the right an improved convergence rate of 1 can be seen for the small noise case.
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Figure 1: Convergence plots for the strong error for Example 1 with the parameter α = 1.5,
λ = 200, ǫ = 0.007 (left) and α = 1.5, λ = 500, ǫ = 0.001 (right). Dashed lines are order lines
with slopes 0.5 and 1 for comparison.
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r1 : gen
r1−→ tem
r2 : tem
r2−→ ∅
r3 : tem
r3−→ tem + gen
r4 : gen + struc
r4−→ Virus
r5 : tem
r5−→ tem + struc
r6 : struc
r6−→ ∅
Figure 2: Reaction diagram between the three components of a viral replication cycle: genome
(gen), template (tem) and structural (struc). The two reactions r3 and r5, represented by
(−−−) lines, are catalytic and use the component tem for the synthesis of the other two com-
ponents.
6.2 Example 2 - bacteriophage model
As a second example we consider a chemical reaction system which models the growth of a bac-
teriophage inside a cell. This schematic model was developed in [23] and is repeatedly considered
as an example to illustrate the accuracy and computational efficiency of approximate simulations,
most recently in [3] in the context of Multilevel Monte Carlo for tau leaping methods. The model
is based on a simple network, shown in Figure 2, which describes six reactions between the viral
nucleic acids, classified as genomic (gen) or template (tem), and a viral structural protein (struc).
For a detailed description of this network and the additional assumptions made when modeling,
we refer to [23]. The reaction rates, expressed in day−1, are
r1 = 0.025, r2 = 0.25, r3 = 1,
r4 = 7.5 · 10−6, r5 = 1000, r6 = 1.9985.
This model is interesting to analyse for two reasons. Firstly the three components vary on
different orders of magnitude: for the same time scale, the range of struc oscillates between 102
to 103 molecules, whereas the fluctuation of ten and gen is not more than 10 molecules. Secondly
the model presents a bimodal distribution: a first peak can be achived when all the species
become populated (“typical” infection), while a second peak can be generated if all the species
are eliminated from the cell (“aborted” infection). It was shown that both features are better
described by a stochastic model than a deterministic one [14]. A hybrid version was introduced
and considered in [14, 16, 1], based on the observation that, close to the equilibrium point of the
corresponding deterministic system (20, 200, 10 · 103), the rates of reactions r5 and r6 are three
orders of magnitude higher than those of the reactions r1 to r4, i.e., 5, 5, 20 and 15 compared with
20 · 103 and 19 · 103. It is then chosen to model the reactions r5 and r6 deterministically while the
others are modelled stochastically. The proposed hybrid model thus takes the form
X1(t) =X1(0) + Y1
(∫ t
0
r1X2(s)ds
)
− Y2
(∫ t
0
r2X1(s)ds
)
,
X2(t) =X2(0)− Y1
(∫ t
0
r1X2(s)ds
)
+ Y3
(∫ t
0
r3X1(s)ds
)
− Y4
(∫ t
0
r4X2(s)X3(s)ds
)
, (6.2)
X3(t) =X3(0) +
∫ t
0
(r5X1(s)− r6X3(s))ds− Y4
(∫ t
0
r4X2(s)X3(s)ds
)
,
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where X(t) = (X1(t), X2(t), X3(t)) = (tem, gen, struc) denotes the number of molecules in the
system at time t ∈ [0, T ] and Y1,. . . , Y4 are independent unit rate Poisson processes.
We next rescale the equations (6.2), cf. Section 4.1. For the convergence experiments the scaled
system possesses the advantage that the errors of all components of the resulting process XN(t)
are of the same order of magnitude, however all dynamics of the process are exactly preserved.
We rescale the model (6.2) by defining XNi = N
−αiXi and and thus by substitution and rewriting
the model in vectorial form we obtain
XN(t) = XN (0) +Nη
∫ t
0
 0 0 00 0 0
N c5r5 0 −N c6r6
 XN(s) ds
+ Y1
(
Nγ
∫ t
0
N c1r1X
N
2 (s) ds
)  N−α1−N−α2
0
+ Y2(Nγ ∫ t
0
N c2r2X
N
1 (s) ds
) −N−α10
0

+ Y3
(
Nγ
∫ t
0
N c3r3X
N
1 (s) ds
)  0N−α2
0
+ Y4(Nγ ∫ t
0
N c4r4X
N
2 (s)X
N
3 (s) ds
)  0−N−α2
−N−α3
 .
Here we have chosen the rescaling coefficients as follows: N = 10000, α = (1/4, 1/2, 1), for the
remaining exponents (c1, . . . , c6) = (1/2, 1/4, 1/4, 3/2,−3/4, 0) and thus we obtain for the noise
intensities η, γ = 0.
For the convergence experiment using the scaled system we set the initial XN(0) = (2, 2, 1)
which is the equilibrium of the corresponding deterministic reaction rate model after scaling and
we have simulated the paths over the interval [0, 10]. We implemented the explicit and implicit
Euler method combined with an Euler quadrature rule, the trapezoidal rule combined with a the
trapezoidal and with the midpoint quadrature rule as well as with their improved versions. During
the simulations, we occasionally encountered the problem of the presence of negative populations.
In the literature this problem is well known and recently several solutions were proposed to avoid
this unacceptable occurrence [26, 24]. In order to resolve this problem we reset the value of any
negative component to zero after any step. As an exact solution cannot be constructed for this
example we used a numerical reference solution with a the small stepsize of h = 1320 . The results
are reported in Figure 3 where again we can observe a convergence behaviour along the theoretical
findings.
7 Conclusions
In this study we have first established the equivalence between RTEs of the form (1.1) and certain
PDMPs which arise, e.g., in biochemical applications. Secondly, we have developed a convergence
analysis for fixed time step approximation methods for RTEs in the strong sense. The development
of a convergence analysis for numerical methods for RTEs which has not been possible for PDMPs
shows that it is advantageous to write PDMPs as RTEs when possible. For the numerical anal-
ysis we have restricted ourselves to equations with sufficiently smooth and bounded autonomous
coefficients and equidistant approximation grids. Extensions to grids with variable step sizes and
to equations with time-dependent coefficients are trivial generalisations of our main convergence
result in Theorem 3.4. In the former case one simply has to chose the maximal step size as the
parameter for the convergence. In the latter case of non-homogeneous equations (1.1), i.e., the
coefficients and rates further depend explicitly on time, passing to the space-time process essen-
tially reduces the problem to the current setting and for the numerical solution we simply choose
the suitable time-dependent methods. We further conjecture that combining the present analysis
with suitable methods employed already in the analysis of stochastic differential equations might
provide extensions of the convergence results for less restrictive assumptions on the coefficients,
e.g., unbounded coefficients or coefficients satisfying only a local or a one-sided Lipschitz condi-
tion. This conjecture is also supported by the second numerical example we presented wherein the
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Figure 3: Convergence plots of the strong error for the scaled bacteriophage model. The dashed
lines are order lines with slope 0.5 and 1 for comparison.
conditions on the coefficients are actually violated. In general the numerical examples illustrated
the theoretical findings that using deterministically second order methods yielded an improvement
over first order methods in regimes when the noise is small compared to the deterministic part
of the equation. We conjecture comparing to results for jump diffusions, see [6] that these obser-
vations might be even pronounced when using methods of even higher deterministic order, e.g.,
Runge-Kutta methods for the drift part. We note that our general convergence theorem can be
used to analyse the error also for this type of methods. One restriction, however, of extending the
presented method for general PDMPs is that due to the equivalence to RTEs of the form (1.1)
the method is restricted to processes with a finite number of possible jump heights. We plan to
address this important issue in future work as we are convinced that for high frequency jumps
fixed time step methods will be more efficient and thus the best choice in practice.
We close the study with a brief discussion of an alternative approach to approximating jump
processes with state-dependent intensities. A weak jump-adapted Euler-Maruyama method for
jump-diffusion with state-dependent intensities was introduced in [13]. If considered without a
Brownian motion part solutions to these equations are again versions of PDMPs and thus, if
the jump structure is appropriate, also of RTEs. The central idea for the construction of the
approximation method in [13] is a thinning procedure. If the total jump intensity is bounded,
then such a process is further equivalent to a process driven by a Poisson random measure with
constant intensity given by an upper bound on the state-dependent intensity. The jumps of the
original state-dependent process are choosen out of the jumps of the new dominating Poisson ran-
dom measure by a rejection sampling method implemented via a discontinuous jump coefficient
in the evolution equation. In this way an alternative closed form representation to (1.1) of certain
PDMPs is obtained as a jump diffusion (without Brownian motion part and) with a discontinuous
jump coefficient. The main difference to our approach is the following: As it is the case in the use
of the thinning procedure, we presently also assume that the rates are bounded. However, this
assumption is just a sufficient condition for proving convergence of the numerical approximation,
whereas for the thinning procedure it is a necessary condition for the definition of the approxima-
tion method. Furthermore, numerical approximations based on thinning decrease in efficiency the
wider the rates fluctuate. If the upper bound on the jump rate is much larger than typical values
of the state-dependent rate then a large number of jumps are rejected. This decrease in efficiency
does not occur for the methods in this study. Here the only influence of the state-dependent rate
19
on the error is its Lipschitz constant, hence the method decreases in efficiency when it is large,
i.e., when the rates varies very fast, which is typically referred to as stiffness in numerical analysis.
References
[1] A. Alfonsi, E. Cance´s, G. Turinci, B. Di Ventura, and W. Huisinga. Adaptive hybrid simula-
tion of hybrid stochastic and deterministic models for biochemical reactions. ESAIM Proc.,
14:1–13, 2005.
[2] D. F. Anderson, A. Ganguly, and T. G. Kurtz. Error analysis of tau-leap simulation methods.
Ann. Appl. Prob., 21(6):2226–2262, 2011.
[3] D. F. Anderson and D. J. Higham. Multi-level Monte-Carlo for continuous Markov chains,
with applications in biochemical kinetics. SIAM Multiscale Model. Simul., 10(1):146–179,
2012.
[4] D. F. Anderson and M. Koyama. Weak error analysis of numerical methods for stochastic
models of population processes. SIAM Multiscale Model. Simul., 10(4):1493–1524, 2012.
[5] E. Buckwar and M. G. Riedler. Exact modelling of neuronal membranes including spatio-
temportal evolution. J. Math. Bio., 63:1051–1093, 2011.
[6] E. Buckwar and M. G. Riedler. Stochastic Runge-Kutta methods for Itoˆ stochastic differential
equations of jump type. J. Comp. Appl. Math., 236:1155–1182, 2011.
[7] E. Buckwar, A. Ro¨ßler, and R. Winkler. Runge-Kutta methods for sdes with small noise.
SIAM J. Sci. Comput., 32(4):1789–1808, 2010.
[8] J. R. Clay and L. J. DeFelice. Relationship between membrane excitability and single channel
open-close kinetics. Biophys. J., 42(2):151–157, 1983.
[9] A. Crudu, A. Debussche, A. Muller, and O. Radulescu. Convergence of stochastic gene
networks to hybrid piecewise deterministic processes. Ann. Appl. Prob., 22(5):1822–1859,
2012.
[10] M. H. A. Davis. Piecewise-deterministic Markov processes: a general class of non-diffusion
stochastic models (with discussion). J. R. Stat. Soc., Ser. B, 46:353–388, 1984.
[11] M. H. A. Davis. Markov Models and Optimisation. Chapman and Hall, London, 1993.
[12] S. N. Ethier and T. G. Kurtz. Markov Processes: Characterization and Convergence. Wiley,
New York, 1986.
[13] P. Glasserman and N. Merener. Convergence of a discretization scheme for jump-diffusions
with state-dependent intensities. Proc. R. Soc. Lond., Ser. A, Math. Phys. Eng. Sci.,
460(2041):111–127, 2004.
[14] E. L. Haseltine and J. B. Rawlings. Approximate simulation of coupled fast and slow reactions
for stochastic chemical kinetics. J. Chem. Phys., 117(15):6959–6969, 2002.
[15] M. Jacobsen. Point Process Theory and Applications: Marked Point and Piecewise Deter-
ministic Processes. Birkha¨user, Boston, 2006.
[16] G. Kalantzis. Hybrid stochastic simulations of intracellular reaction-diffusion systems.
Comp. Bio. Chem, 33:205–215, 2009.
[17] G. N. Milstein and M. V. Tretyakov. Mean-square numerical methods for stochastic differen-
tial equations with small noise. SIAM J. Sci. Comput., 18:1067–1087, 1997.
20
[18] K. Pakdaman, M. Thieullen, and G. Wainrib. Fluid limit theorems for stochastic hybrid
systems with application to neuron models. Adv. in Appl. Probab., 42(3):761–794, 2010.
[19] E. Platen and N. Bruti-Liberati. Numerical Solution of Stochastic Differential Equations with
Jumps in Finance. Springer, Berlin, 2010.
[20] M. G. Riedler. Spatio-temporal stochastic hybrid models of biological excitable membranes.
PhD thesis, Heriot-Watt University, Edinburgh, 2011.
[21] M. G. Riedler. Almost sure convergence of numerical approximations for Piecewise Deter-
ministic Markov Processes. J. Comp. Appl. Math., 239:50–71, 2013.
[22] S. Ru¨diger, J. W. Shuai, W. Huisinga, C. Nagaiah, G. Warnecke, I. Parker, and M. Falcke.
Hybrid stochastic and deterministic simulations of calcium blips. Biophys. J., 93:1847–1857,
2007.
[23] R. Srivastava, L. You, J. Summers, and J. Yin. Stochastic vs. deterministic modeling of
intracellular viral kinetics. J. Theoret. Biol., 218(3):309–321, 2002.
[24] T. Tian and K. Burrage. Binomial leap methods for simulating stochastic chemical kinetics.
J. Chem. Phys., 121(21):10356–10364, 2004.
[25] J. J. Westman and F. B. Hanson. State dependent jump models in optimal control. Proc. 38th
IEEE Conf. on Decision and Control, pages 2378–2384, 1999.
[26] C. Yang, D. T. Gillespie, and L. R. Petzold. Avoiding negative populations in explicit poisson
tau-leaping. J. Chem. Phys., 054104(123), 2005.
[27] S. Zeisler, U. Franz, O. Wittich, and V. Liebscher. Simulation of genetic networks modelled
by piecewise deterministic Markov processes. IET Syst. Bio., 2(3):113–135, 2008.
21
A Martingale problem for Random Time Change Equa-
tions
In order to establish the equivalence in law of PDMPs and solutions of equations of the form
(1.1) we need to establish the following facts. First, necessarily a solution to (1.1) needs to
exists. Second, this solution solves the same martingale problem as the PDMP and finally that
the solution of the martingale problem is unique. We discuss these points in this appendix, where
the last point was established in [9] and is reported in Theorem A.1 below and the first two issues
are stated in Theorem 2.1, the proof of which is presented below.
Recall that throughout the study (Ω,F ,P) denotes a complete probability space and further
recall that a solution to the martingale problem posed by a generator A and a characterised family
of functions F : Rd → R is a stochastic process X(t) satisfying that
F (X(t))− F (X(0))−
∫ t
0
AF (X(s)) ds (A.1)
is a martingale with respect to the natural filtration (FXt )t≥0 for any such function F , cf. [12,
p. 173]. The martingale problem is well-posed if for a given initial law a unique solution exists.
Here uniqueness refers to the law of the resulting process. We repeat that C1b (R
d) denotes the
set of functions F : Rd → R which are bounded and continuously differentiable with bounded
derivatives. For the sake of completeness we state the theorem that provides well-posedness of the
martingale problem posed by the generator of a PDMP of the class relevant in this study.
Theorem A.1 ([9, Thm. 2.5]). Let f and λk be in ∈ C
1
b (R
d). Then, it holds that the law of
a PDMP as described in Section 2 is for given initial law the unique solution to the martingale
problem posed by the generator
AF (x) = ∇F [f ](x) +
p∑
k=1
λk(x)
(
F (x+ νk)− F (x)
)
(A.2)
for F ∈ C1b (R
d).
We now proceed to the discussion of the random time change equation (1.1), i.e., equations of
the form
X(t) = X(0) +
∫ t
0
f(X(s)) ds+
p∑
k=1
Yk
(∫ t
0
λk(X(s)) ds
)
νk , (A.3)
where Yk are independent unit rate Poisson processes defined on (Ω,F ,P) and present the proof
of Theorem 2.1 which we restate for convenience. It provides the well-posedness of the equation
(A.3) the equivalence of the solution process to a PDMP.
Theorem A.2. Let f and λk be in ∈ C1b (R
d), then it holds that equation (A.3) possesses for almost
all ω ∈ Ω a pathwise unique ca`dla`g solution which defines a stochastic process. Furthermore, this
solution process solves the martingale problem posed by the generator (A.2) and initial law given
by the law of X(0).
Remark A.3. Prior to presenting the proof of the theorem we state some immediate consequences
of this theorem. First, the uniqueness of the martingale problem implies the (strong) Markov
property for the solution of equation (A.3) with respect to the filtration it generates [12, Thm. 4.2,
Chap. 4]. Furthermore, the solution is non-anticipating, which in the present context means that
the increments of the Poisson processes under the random time change are independent. It is clear
that these properties still hold when we consider the finer filtration (Gt)t≥0 defined in Section 2
instead of the natural filtration.
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Proof. The proof of the theorem is split into two parts. In the first part (a) we show the existence
of a unique solution to equation (A.3) iteratively constructing this solution. In the second part
(b) we establish that this solution solves the stated martingale problem. This part of the proof
follows the outline given in [12, Sec. 6.4]. Finally, it follows from [12, Chap. 6, Lemma 2.1] that
the collection of pathwise unique solutions defines a stochastic process.
(a) We prove existence and uniqueness of a solution to the random time change equation
(A.3). We set X0(t) to be the solution of the deterministic part of the equation, i.e., the system
x˙ = f(x) with initial condition x0 = X(0) and define the iteration
X1(t) = X(0) +
∫ t
0
f(X0(s))ds+
p∑
k=1
Yk
(∫ t
0
λk(X0(s)) ds
)
νk ,
and
X1(t) =

X1(t) if 0 ≤ t ≤ τ1,
X1(τ1) +
∫ t−τ1
0
f(X1(s))ds if τ1 < t,
where τ1 denotes the first jump of the process X1. Note that the process X1 solves (A.3) up to
and including its first jump time and the process X1 solves (A.3) up to and excluding the second
jump time. We no proceed iteratively setting
Xn(t) = X(0) +
∫ t
0
f(Xn−1(s))ds+
p∑
k=1
Yk
(∫ t
0
λk(Xn−1(s)) ds
)
νk ,
and
Xn(t) =

Xn(t) if 0 ≤ t ≤ τn,
Xn(τn) +
∫ t−τn
0
f(Xn(s))ds if τ1 < t,
where τn denotes the nth jump of Xn. As before it holds that Xn solves (A.3) up to and including
its nth jump time and the processXn solves (A.3) up to and excluding its (n+1)th jump time. Note
that the boundedness of the λk implies that τn →∞ a.s. and thus setting X(t) := limn→∞Xn(t)
defines a ca`dla`g process which solves (A.3) for all times t ≥ 0. Finally, uniqueness of the solution
follows immediately from the uniqueness of the solution to part x˙ = f(x).
(b) We proceed to show that this process now solves the martingale problem posed by (A.2).
Introducing the (trivial) Markov process T (t) = t yields that the solution process (X(t))t≥0 satisfies
X(t) = X(0) +
d∑
j=1
T
(∫ t
0
fj(X(s))+ ds
)
ej +
d∑
j=1
T
(∫ t
0
fj(X(s))− ds
)
(−ej)
+
p∑
k=1
Yk
( ∫ t
0
λk(X(s)) ds
)
νk ,
where the subscripts +/− denote the positive and negative part of a function, respectively, and
ej stands for the jth unit vector in R
d. We define for z ∈ Rp+2d the map
Γ(z) = X(0) +
p∑
l=1
zl νl +
p+d∑
l=p+1
zl (ej) +
p+d∑
l=p+d+1
zl (−ej) . (A.4)
23
and using the definition of a process Zl, l = 1, . . . , p+ 2d, given by
Zl(t) =

Yl
(∫ t
0
λl(X(s)) ds
)
if l = 1, . . . , p,
T
(∫ t
0
fl−p(X(s))+ ds
)
if l = p+ 1, . . . , p+ d,
T
(∫ t
0
fl−p−d(X(s))− ds
)
if l = p+ d+ 1, . . . , p+ 2d ,
we obtain that X(s) = Γ(Z(s)) and therefore
Zl(t) =

Yl
(∫ t
0
λl(Γ(Z(s))) ds
)
if l = 1, . . . , p,
T
(∫ t
0
fl−p(Γ(Z(s)))+ ds
)
if l = p+ 1, . . . , p+ d,
T
(∫ t
0
fl−p−d(Γ(Z(s)))− ds
)
if l = p+ d+ 1, . . . , p+ 2d .
(A.5)
We now infer from the results in [12, Sec. 6.2] that the process (Z(t))t≥0 is the unique solution to
the martingale problem posed by functions of the form F (z) =
∏p+2d
l=1 Fi(zi), Fi ∈ C
1
b (R), and the
generator
AZF (z) =
=
p∑
l=1
λl(Γ(z))
(
Fl(zl + 1)− Fl(zl)
)∏
j 6=l
Fj(zj) +
p+d∑
l=p+1
(
fl−p(Γ(z))+∇Fl−p(zl)
) ∏
k 6=l−p
Fj(zj)
−
p+2d∑
l=p+d+1
(
fl−p−d(Γ(z))−∇Fl−p−d(zl)
) ∏
k 6=l−p−d
Fj(zj) . (A.6)
Moreover, this process also solves the martingale problem posed by the linear span of such functions
and the bp-closure thereof, cf. [12, p. 174], which contains any bounded, continuously differentiable
function on Rd with bounded first derivatives. Particularly, the bp-closure contains F ◦ Γ for any
F ∈ C1b (R
d). Inserting such a function into the generator (A.6) we find for its continuous part
p+d∑
l=p+1
fl−p(X(s))+∇zlF
(
X(0) +
p∑
j=1
Zj(s) νj +
p+d∑
j=p+1
Zj(s) (ej−p) +
p+2d∑
j=p+d+1
Zj(s) (−ej−p−d)
)
−
p+2d∑
l=p+d+1
fl−p−d(X(s))−∇zl−p−dF
(
X(0) +
p∑
j=1
Zj(s) νj +
p+d∑
j=p+1
Zj(s) (ej−p)
+
p+2d∑
j=p+d+1
Zj(s) (−ej−p−d)
))
=
d∑
l=1
fj(X(s))+∇F [ej ](X(s)−
d∑
l=1
fj(X(s))−∇F [ej ](X(s))
=
d∑
j=1
∇F [fj(X
0(s)) ej ](X(s))
= ∇F [f ](X(s))
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and for its jump part
p∑
l=1
λl(Γ(Z(s)))
(
F (Γ(Z(s) + el))− F (Γ(Z(s)))
)
=
p∑
l=1
λl(X(s))
(
F (X(s) + νl)− F (X(s))
)
.
Therefore, we infer the solution (X(t))t≥0 to (A.3) solves the martingale problem posed by the
generator
AF (x) = ∇F [f ](x) +
p∑
k=1
λk(x)
(
F (x+ νk)− F (x)
)
with F ∈ C1(Rd). However, this is just the martingale problem posed by (A.2) and the proof of
the theorem is completed.
Remark A.4. We note that we expect the above theorems to remain valid under less restrictive
assumptions on the characteristics f, λk of the PDMP, when instead of the martingale the local
martingale problem is considered. E.g., in the case of unbounded coefficients a time change
analogously to [12, Sec. 6.4] first reduces the problem to an equation with bounded coefficients.
Then inverting the time change establishes the result for the original local martingale problem.
Similarly, it is further explained in [9] that also for the well-posedness of the martingale problem
the assumptions can be already weakened. For the existence of a solution to (A.3) it is in general
sufficient that x˙ = f(x) possesses a unique global solution for any initial condition and that∫ t
0
∑p
k=1 λk(Xs) <∞ a.s. for all t ≥ 0. However, as in this study boundedness of the coefficients
and their derivatives is always assumed, we chose the simpler presentation in order to focus on
the essential and avoid overcomplicating matters.
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