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Résumé  Les codeurs de musique actuels atteignent de taux de compression supérieurs à 8 sans perte de qualité subjective
en suivant le principe : ne pas coder ce que l'oreille n'entend pas. La mise en forme du bruit de codage se fait en deux étapes
distinctes : le calcul d'un seuil de masquage à partir de la théorie psychoacoustique, puis l'allocation des ressources binaires en
fonction du seuil de masquage. Le calcul du seuil de masquage est un problème dicile qui n'est qu'approché dans les codeurs
actuels. Nous montrons que le calcul explicite du seuil de masquage n'est pas nécessaire et nous proposons un algorithme direct
à faible complexité réalisant une meilleure approximation de la théorie psychoacoustique.
Abstract  Modern music coders reach high compression rate using the principle : do not code what the ear can not listen.
Coding noise shaping is performed in two steps : the masked threshold calculus and then, the bit allocation according to the
masked threshold. The evaluation of the masked threshold is a dicult problem which is strongly approximated in actual coders.
We show that the masked threshold calculus is useless and we propose a fast direct algorithm performing a better approximation
of psychoacoustical theory.
1 Introduction
On distingue historiquement deux catégories d'applica-
tions du codage audio. Le codage de la parole concerne
essentiellement des signaux en bande téléphonique et en
bande élargie. On s'intéressera ici particulièrement au co-
dage haute qualité de la musique. Suivant le type d'ap-
plication visé, la bande passante va de la bande élargie
(f
e
= 16 kHz) à la bande Hi-Fi (f
e
= 44:1 kHz). Dans un
CD-audio le signal n'est pas comprimé et le débit est de
705 kbit/s par canal (il y en a 2 pour la stéréo). C'est un
débit bien trop élevé pour beaucoup d'applications d'où la
nécessité de comprimer ces signaux. Un eort de recherche
très important ces dernières années a permis d'atteindre
des taux de compression de l'ordre de 8 sans perte de qua-
lité. Un taux de compression encore supérieur, sans perte
de qualité subjective, reste un enjeu industriel important.
Les codeurs développés par le groupe MPEG (Moving Pic-
ture Expert Group) codent des signaux vidéo et audio
[1]. La partie audio du codeur MPEG-1 [2], normalisée en
1993, dénit une famille de codeurs divisée en trois couches
pour diverses fréquences d'échantillonnage (32, 44.1 et 48
kHz) et pour des débits compris entre 64 et 192 kbit/s par
canal. La couche 1, la plus simple, garantit la transparence
du codage pour un débit de 192 kbit/s, la deuxième pour
un débit de 128 kbit/s et la troisième n'est pas tout à
fait transparente à 64 kbit/s. Les deux premières couches
sont utilisées pour le codage de la vidéo sur CD-ROM et
la troisième est le format audio le plus utilisé sur inter-
net (MP3). En 1997 la norme MPEG-2 a déni le codeur
MPEG-2/AAC [3] (Advanced Audio Coder). Ce codeur
qui peut coder 5 canaux pour obtenir un eet de spatiali-
sation permet un taux de compression de l'ordre de 10 en
étant presque transparent.
Les codeurs modernes utilisent deux types de compres-
sion. La compression sans perte élimine les redondances
du signal, comme par exemple la compression de Hu-
man. Ces techniques sont couramment utilisées pour com-
primer les chiers informatiques. Dans le cas des signaux
numériques d'origines naturelles (sons, images, video,...),
ces méthodes, qui conduisent à des taux de compression
inférieurs à 2 en moyenne, ne sont pas susantes. Pour
atteindre des taux dépassant 8 dans la plupart des appli-
cations, il faut se résoudre à accepter une perte d'infor-
mation.
Le travail consiste alors à classer l'information contenue
dans le signal numérique en fonction de son importance
suivant un critère subjectif. Idéalement l'information sa-
criée est celle qui n'a aucune importance pour le critère
choisi. Pour un signal audio, le critère est la perception
par l'oreille de la distorsion (bruit de codage) introduite
dans le signal. Cela revient à ne pas coder ce que l'oreille
n'entend pas. Cette compression avec perte, souvent com-
binée avec une compression sans perte, permet d'atteindre
des taux très supérieurs à 2 sans perte subjective de qua-
lité. Les premières sections décrivent succinctement les
méthodes utilisées par les codeurs actuels pour mettre en
forme le bruit de codage et pour estimer le critère subjec-
tif, appelé seuil de masquage. La troisième section expose
le travail réalisé à partir de la question centrale : le calcul
eectif du seuil de masquage est-il nécessaire dans le cadre
du codage audio?









































Fig. 1: Schéma d'un codeur de musique
La gure 1 donne le schéma général d'un codeur de mu-
sique. Un vecteur d'échantillons x(n) du signal d'entrée
subit une transformation temps/fréquence T qui fournit
M coecients Y (m) qui sont quantiés et transmis. Dans
un codeur en sous bandes, M prend une valeur relative-
ment faible (M = 32 dans le codeur MPEG1 couches 1
et 2). Dans un codeur par transformée M est en géné-
ral compris entre 256 et 1024. En première approximation
on peut considérer que chaque coecient Y (m) est re-
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], que l'on appelle dans la suite sous
bande m. La mise en forme du bruit de codage est réalisée
par le bloc d'allocation binaire qui répartit les bits dispo-
nibles en fonction des rapports signal à masque RSM (m)
dans chaque sous bande m. Les RSM (m) sont fournis par
le modèle psychoacoustique (MPA), qui est décrit dans la
section suivante. Les coecients qui correspondent à des
sous bandes où le rapport signal à masque est important
reçoivent le plus de bits.
L'algorithme d'allocation utilisé dans la plupart des co-
deurs est itératif. Le principe est simple : à chaque itéra-
tion un bit est alloué au coecient où le rapport bruit
à masque (RBM ) est le plus grand. Les rapports bruit
à masque RBM (m) = RSM (m)=RSB(m) sont obtenus
à partir des rapports signaux sur bruits donnés dans des
tables en fonction de la fréquence et du nombre de bits.
Si à l'arrêt de l'algorithme le rapport bruit à masque
RBM (m) est inférieur à 1 dans toutes les sous bandes, les
ressources binaires sont susantes pour garantir la trans-
parence du codage. Dans le cas contraire le bruit de codage
est audible, mais l'allocation binaire minimise ce bruit, en
minimisant le dépassement du seuil de masquage par le
bruit.
3 Calcul du seuil de masquage
Un point essentiel dans la compression des signaux au-
dio, et plus généralement des signaux naturels, est de dé-
nir un critère objectif qui rende compte le plus dèlement
possible du critère subjectif. La psychoacoustique fournit
des outils et des données expérimentales [4] qui servent à
construire un modèle psychoacoustique de la réaction de
l'oreille humaine au bruit de codage.







(k) des estimations de la puis-
sance du signal original et du bruit de codage dans chaque
sous bande k. Les valeurs de M et de K sont souvent dié-
rentes puisque l'estimation spectrale utilisée par le modèle
psychoacoustique est en général indépendante de la trans-







(k), appelée seuil de masquage, telle que le bruit de






(k) dans toutes les
sous bandes k. Dans les codeurs dédiés à la musique, K
est compris entre 256 et 1024.
Le calcul du seuil de masquage est assez complexe. En
schématisant, on peut modéliser le passage du signal dans
le système auditif par une opération non linéaire. L'organe
principal de l'oreille interne est la membrane basilaire qui
réalise une analyse fréquentielle des vibrations mécaniques
propagées par le conduit auditif. La puissance du signal
est mesurée sur des bandes de fréquences non uniformes,
appelées bandes critiques. On dénit une nouvelle unité de
fréquence, le Bark qui correspond à la largeur d'une bande
critique. La bande de fréquences audibles chez l'être hu-
main va de 20 Hz à 20 kHz, ce qui correspond à 25 bandes
critiques. Dans la pratique on utilise souvent une subdi-
vision uniforme des bandes critiques en B sous bandes,




dans chaque sous bande basilaire b dénit le spectre basi-






















; b), fonction d'étalement, donne l'inuence de
la sous bande basilaire b
0
sur la sous bande b. En eet,
la mesure dans l'oreille de la puissance du signal dans les
sous bandes n'est pas bien localisée en fréquence.
Lorsque l'on fait écouter à un sujet successivement le
son original x et le son dégradé x^ = x + q, le système





deux signaux, et décide qu'il y a une dégradation si dans
une sous bande b le rapport de ces excitations est inférieur
à une valeur limite dépendant de b. Le bruit de codage ne





(b) < av(b) (1)
est satisfaite dans toutes les sous bandes basilaires b. Le
terme av(b), appelé taux ou indice de masquage, dépend
de la fréquence, de la puissance du son original et de la
nature tonale du son original et du bruit. La nature to-
nale correspond au timbre du son : un son pur (sinus) est
parfaitement tonal, alors qu'un bruit blanc n'est pas du
tout tonal.
Le seuil de masquage 
2
THR








) dépendant de l'application. En codage

















où w(b) est le nombre de coecients Y (m), qui sont eec-
tivement codés et transmis, appartenant à la sous bande
basilaire b. Le seuil de masquage 
2
THR
est la solution du


































(b)  0; 8b
La résolution de ce problème par des méthodes clas-
siques [5] de calcul numérique n'est pas envisageable dans
une application de codage à cause de la complexité re-
quise. Les codeurs actuels font deux approximations :
1- Ils considèrent que la solution du problème d'optimisa-









. On a alors un problème de décon-




(b)  0 8b doit être vériée.
2- La résolution de ce problème est encore trop complexe
et les codeurs actuels se contentent d'une multiplication
par une fonction de pondération pour obtenir un résultat
homogène à une puissance.
Le seuil de masquage est en pratique recalculé dans les
M sous bandes de la transformée par une interpolation li-
néaire et les sorties du bloc MPA sont les rapports signaux
à masque dans les sous bandes m.
4 Calcul direct de l'allocation bi-
naire
L'approche classique consiste à d'abord calculer un seuil
de masquage sans tenir compte du nombre de bits limité,
puis à distribuer les bits disponibles de façon à s'appro-
cher le plus possible de ce seuil. Or, si l'on met à plat le
problème de la mise en forme du bruit de codage, l'objectif
est de distribuer le plus ecacement possible les bits dis-
ponibles de façon à respecter au mieux la condition d'in-
audibilité (1). La conclusion immédiate de cette remarque
est qu'il n'est pas nécessaire de calculer explicitement un
seuil de masquage. Notre proposition est alors d'utiliser di-
rectement un critère dérivé de la condition d'inaudibilité
pour déterminer à chaque itération de l'algorithme d'allo-
cation binaire le coecient où l'allocation d'un bit est la
plus ecace.
La sous bande b
0
dans laquelle l'excitation du bruit contri-





















Fig. 2: L'excitation E
Q
(en pointillés) du bruit de codage
dans une sous bande est obtenue en sommant les contribu-
tions de la puissance du bruit sur les sous bandes voisines.
Dans cet exemple l'excitation en b
0
ne dépend pratique-
ment que de la puissance du bruit en l.
Il faut donc mettre le bit dans la sous bande l de façon




). La gure 2 illustre le calcul de
l'excitation E
Q
du bruit de codage, qui est la somme des
contributions de la puissance du bruit dans chaque sous
bande pondérée par une fonction d'étalement, avec dans
cet exemple une contribution presque exclusive de la sous
bande l sur l'excitation dans la sous bande b
0
. Quand on
dit que l'on ajoute un bit dans une sous bande basilaire b,
en fait on ajoute un bit pour coder chaque coecient Y (m)
de la transformée appartenant à la sous bande basilaire b.
C'est à dire que l'on ajoute w(b) bits.
Si, au début d'une itération donnée, le nombre total de
bits alloués aux coecients inclus dans une sous bande
basilaire b est r(b), alors, la puissance du bruit de codage







(b) g(r(b); b) (3)
où g(r(b); b) est le rapport signal sur bruit dans la sous
bande basilaire b. Si le nombre de bits alloués à la sous
bande basilaire b est incrémenté de w(b), la puissance du







(b)g(r(b) + 1; b) (4)




) quand on incrémente








(b)[g(r(b); b)  g(r(b) + 1; b)] (5)
La sous bande basilaire où incrémenter le nombre de bits














(b)[g(r(b); b)  g(r(b) + 1; b)])
(6)
La sous bande basilaire l est donc celle où on va attri-
buer w(l) bits à une itération donnée. Dans la pratique,
pour un signal audio naturel, on remarque que l est tou-
jours proche de b
0
, ce qui s'explique par la décroissance














































































[g(r(b); b)  g(r(b) + 1; b)])
r(l) r(l) + w(l)
Fin tant que
A la n de cet algorithme, les r(b) bits qui sont alloués à
la sous bande basilaire b doivent être redistribués aux w(b)
coecients de la transformée qui sont inclus dans la sous
bande basilaire b. On utilise dans chaque sous bande basi-
laire l'algorithme classique d'allocation binaire : à chaque
itération un bit est alloué à la sous bande m incluse dans
la sous bande basilaire b où le rapport signal sur bruit
est le plus faible, jusqu'à épuisement des bits alloués à la
sous bande b. Finalement ~r(m) bits sont alloués pour co-
der chaque coecient de la transformée.
Pour tout b

















Cet algorithme ne présente pas de diculté et est peu
coûteux en terme de complexité.
5 Implémentation et résultats
Ayant reposé le problème de la mise en forme du bruit
de codage d'un point de vue théorique, notre algorithme
a été implémenté dans un codeur développé à l'ENST [6]
pour une bande intermédiaire (f
e
= 32 kHz) et un débit
de 64 kbit/s. Ce codeur est destiné au codage de haute
qualité parole/musique pour des applications multimédia.
Dans ce codeur M = 256 (fenêtres de 16 ms), K = 512 et
il y a 49 sous bandes basilaires.
L'augmentation eective de complexité du bloc de mise
en forme du bruit de codage par rapport à la méthode
classique ne dépasse pas 30%, ce qui fait une augmenta-
tion de l'ordre de 10% de la complexité globale du codeur.
Ces valeurs sont à comparer avec une complexité de 100 à
1000 fois plus importante en utilisant des outils classiques
de calcul numérique pour résoudre le problème d'optimi-
sation psychoacoustique.
Des tests d'écoute informels réalisés sur un corpus varié
parole et musique ont montré, par rapport à l'algorithme
standard, une amélioration sensible.
6 Conclusion
Nous avons proposé une nouvelle méthode de mise en
forme du bruit de codage qui ne calcule pas explicite-
ment un seuil de masquage. Cette méthode permet une
meilleure approximation de l'optimisation psychoacous-
tique que dans les codeurs actuels, tout en maintenant
une complexité faible, compatible avec des applications
de codage audio.
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