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Introduction iii
Introduction
When teaching a machine how to behave like a human, it is mandatory to
understand human behavior itself. It is impossible to describe an algorithm
for the recognition of sadness if we don’t know in first place what are the
features that tell us a certain subject is, in fact, sad. The in-depth analysis
of the psychology of human perceptions should then be the basis of every
work that tries to give cognitive capabilities to a machine, and this is common
practice in those fields directly linked to robotics.
There are, however, some fields where the cognitive process seems to be
completely unrelated to human psychology, mainly because their area of in-
terest developed as a sub-topic of a wider domain that originally had no
connection to high-level tasks: this is the case of 3D Shape Analysis, aimed at
the study of the high-level properties discernible from the surface of an object,
that derived from the wider area of Geometry Processing. The strong focus
on the geometric aspects in the latter field is reflected in the current state of
the art of Shape Analysis algorithms, where the knowledge on a surface is
pursued by means of complex mathematical calculations and every problem
is approached in a low-level, numeric fashion.
This poses the motivation of this thesis: Shape Analysis is, nowadays,
oblivious to the trend that can be seen in analogous research fields; knowledge
and meaning are concepts familiar to the human mind and thus, in the author’s
opinion, should be obtained in a machine by mimicking the algorithm our
minds perform naturally.
This work proposes possible solutions to a small number of standard Shape
Analysis problems that try to reproduce the inborn human processes. The leit-
motif of all proposals is that, despite the overabundance of information current
algorithms can work on, human recognition is still better performing while
lacking access to shape data like coordinates or curvature: the author’s opinion
is that the recognition process shouldn’t then be dependent on such data, and
while geometric solutions may offer interesting and useful insights on a shape,
a high-level cognitive process cannot be based on a data-driven approach as
it couldn’t reproduce and imitate human behavior. Some topics, like shape
segmentation, do take into account psychological and perceptual aspects in
the problem, but just try to emulate the desired features in a data-oriented
environment. It is then proposed a set of image-based algorithms that take
inspiration from the visual system and the exhaustive work on perception psy-
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iv Introduction
chology, resulting in a more direct emulation of human vision and recognition.
We refer to the proposed paradigm as Perceptual Shape Analysis (PSA).
The main claim is that, in addition to the high-level advantage of giving
a human-inspired point of view, the new data-independent paradigm can
obtain also low-level computational advantages as reduced time and memory
consumption, robustness to noise and defective data and, last but not least,
ease of implementation. It is shown that the results support our claims to a
certain extent, and while some disadvantages cannot be ignored, the approach
shows a strong potential and its complete novelty suggests that there is plenty
of room for improvements.
The work is structured as follows: chapter 1 introduces the discussion on
machine learning and human perception, with in-depth examinations on the
perceptual processes that have a direct applicability to the field of Shape Analy-
sis; chapters 2, 3 and 4 expose our proposals for perceptually based algorithms
aimed at the resolution of three main problems in the field (respectively, the
definition of shape descriptors, shape partitioning and shape reconstruction),
along with a discussion on results, advantages and disadvantages for each
implementation. Chapter 5 sums up the whole work, moving the topic from
the up- and downsides of the single algorithm to the up- and downsides of
the PSA, and suggestions for future extensions.
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Analysis of the human perception 1
Chapter 1
Analysis of the human
perception
1.1 The power of the human brain
The exponentially increasing computational power of hardware makes people
wonder: when will computers outperform the human brain?
This question is still unanswered, and we can only make some predictions
based on a comparison between the MIPS in a processor and the brain’s neuron
count. Hans Moravec [78] speculated that, according to the exponential curves
of computational capabilities, computers would outperform human brains
around the year 2020. Knowing however that the human brain is more than
just computing power, Moravec moves the topic to a different level citing the
famous case of the 1997 chess match between IBM Deep Blue and former world
champion Garry Kasparov: for the first time a machine was able to defeat a
reigning world champion under standard rules, making the event a notable
milestone in the field of Artificial Intelligence. However, despite being just a
collection of openings and endgames, Deep Blue gave Kasparov the impression
of having the deepness of thought and creativity of a human player. This raises
an interesting philosophical question: do machines really think? And what is,
in substance, the act of thinking? Can we consider it just the mere application
of algorithms hard-wired in our neural structures? Machines are nowadays
outperforming humans in repetitive or numerical tasks, where little to none
thinking is needed. Even the chess example is misleading: the game of chess
involves a great amount of thinking for a human player, but the structure of the
game and its limited, no matter how vast, set of possible outcomes make it easy
to handle for a machine with enough knowledge on openings and endgames.
But when it comes to learning, humans are still way ahead of their electronic
counterparts: a computer needs a descriptive rule to solve a problem, while
the knowledge of mankind is based on explanatory rules. Computers need to
know what to do, we need to know the reason why.
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2 Analysis of the human perception
1.2 Survival instinct and hardwired processes
There are however tasks that seem to be hardwired in our brains, the same tasks
where no machine is at the moment capable of comparable results. Humans
interact with the surrounding environment in such a natural way, thanks to
personal experience, survival instinct and millennia of species evolution, that
is difficult to code these behaviors into algorithms. First of all, the human is
a social animal, and the social interactions are way too complex to be easily
understood by a machine; moreover, most of the skills where the man is
still performing better are directly related to the need of establishing social
interactions: being capable of communicating, expressing and detecting small
nuances in the speech, or recognizing facial expression are crucial skills when
it comes to integrating in a society. In the year 2000 Ben Schneiderman [99]
discussed how speech recognition was limited in its efficiency to applications
with restricted vocabularies and constrained semantics, like command entry;
the absence of prosody reduces the problem to a recognition of phonemes, with
no emotional subtext or hidden meanings. In the last years many studies have
been carried out in the recognition of those cues that make human-human
interaction so complex: detecting emotions in speech [114] [113] is still an
open challenge, especially when it has to be done in real-time for human-
computer interaction, even if the machine can take into account also visual
information coming from the facial expression of the speaker [11] [71] [21].
The problem is in general harder than a feature extraction: natural languages
evolve in a cultural context that is shown to influence how the choice of
words [87] and the perception of emotion itself [72] [26]. Even a textual
communication, freed from the emotional information provided by the voice,
could have to deal with allusions or innuendos that are hidden between the
words: sarcasm [23] [107] [109], hostility [102] and humor [106] [76] are all
peculiarities of a text that transcend the mere wording. All the cited works
show how difficult it is to reach the accuracy of human perception in such
topics.
Visual processes The field of human vision is not different: as sight is one of
the most important sensory systems, it is strictly correlated with survival and
instinctive processes. Nowadays many high-level Image Processing problems
are being targeted in a fashion similar to the speech recognition problems,
that is, localized to a single narrow goal: just as humor detection may be
aimed at understanding whether a sentence is funny or not, but still lacks an
effort on understanding why it is, problems like image segmentation [112]
[56] [31] [1] can more or less satisfactorily extract regions of interest from an
image, but leave the problem of understanding the contents of such regions
to the field of object recognition [15] [65]. What we have is then a complex
set of interconnected narrow fields that aim at a specific human capability and
try to reproduce man’s performance and efficiency. Anyway, the paradigm
for most fields is, not surprisingly, to take inspiration from the living : if we
want to teach machines how to behave like us, we first need to analyze and
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Analysis of the human perception 3
comprehend our own behavior.
This work focuses only on the study of the shape recognition problem,
from the acquisition to the high level analysis. The main goal of this work
is to expose how humans parse and interpret shapes in order to transfer the
processes into the field of shape analysis.
In two studies, Warrington and Taylor [120] [119] analyzed the recogni-
tion capabilities of people with unilateral brain damage, suggesting that ob-
ject recognition is a two-stage process: people with right-hemisphere lesions
showed an impaired ability in recognizing the same object when represented
from different points of view, while a left-hemisphere damage was associated
to the capability of recognizing the same object in the various stimuli, but
also a deficiency in attaching a meaning to the object. This implies that object
recognition, that is, the high-level task of assigning a meaning, is a subsequent
step to the low-level viewing process; it is reasonable to focus then on how
the information coming from the eye is manipulated in the brain, and what
kind of descriptors can be extracted from it, before working on the meaning
and knowledge coming from these descriptors. This perceptual hierarchy is
reflected in the works of Marr and colleagues, exposed in the next section.
1.3 Silhouettes: more than meets the eye
David C. Marr was one of the most influential personalities in the study of
the visual system. In his 1976 work ”Early processing of visual information”
[67] he exposes an analysis of the steps the viewing process is decomposed
into, from the acquisition of the light stimuli to the extraction of information,
focusing mainly on the definition of how the meaningful part of an image
is extracted and separated from the background ; the question whether this
process is a bottom-up sequence of independent modules, or a complex net of
interaction between different level of abstraction, is left unanswered, but poses
the basis for his subsequent works: in his opinion, the process of recognition
is hardware-independent, meaning that a good grasp on the dynamics of
the human process itself is a necessary and sufficient condition to correctly
implement the vision pipeline in a machine.
Marr notes that, despite the complex series of brightness values of a real
world scene, an artist’s depiction may consist solely of contour lines, suggest-
ing that the correspondence between the real object and the artistic represen-
tation should lie in the artist’s ability to extract a contour of the object itself
from the complex scene; it means that a simplified, drawing-like representa-
tion of an image can be the starting point of the analysis of a scene. Marr
finds however that despite the proliferation of edge-detection algorithms (as
of 1976, Marr cites [91] and [39] among the others) the technique is still un-
satisfactory; even nowadays, despite more than 30 years of advances in edge
detection (most notably, the Canny algorithm [12]), no approach is yet capable
of yielding descriptors of a high enough quality to capture the underlying
knowledge in the image.
Fabio Guggeri Perceptual Shape Analysis
i
i
“phdthesis” — 2012/2/26 — 19:44 — page 4 — #10 i
i
i
i
i
i
4 Analysis of the human perception
Figure 1.1: Picasso’s lithography
Mother and child, with dancer and
flute player - 1962. The subjects can
be easily recognized by a person even
if the drawing is extremely stylized
The artistic drawing metaphor is found again in [68], where the author
focuses on how such drawings are considered by the human viewer; we can
easily give a three-dimensional meaning to the shapes in Figure 1.1, and even
if the same silhouette can be obtained by an infinite set of possible shapes,
our mind just selects the most plausible one, without ambiguity. This work
focuses obviously on shapes generated by real-world objects, being impossible
objects(like the famous Penrose Triangle in Figure 1.5) a category of shapes that
have no application in the field of human and machine vision; an interested
reader could however see the works of Huffman [40] or Penrose and Penrose
[88] for a study of the interpretation of impossible shapes. The study on
occluding contours [116] led Marr to believe that a silhouette is interpreted,
under some restrictions (see Figure 1.2) as a generalized cone [7], theorizing
that the mind follows a set of a priori assumptions (see Figure 1.4) on the shape
leading to an unambiguous three-dimensional counterpart.
Richards et al. [90] approach the silhouette problem in a different way, cre-
ating a codon representation for the contours that describes how the shape
curvature changes along its border (Figure 1.3). A codon indicates the inflec-
tions or maxima of the curve between two consecutive minima and the entire
shape is then converted into a set of codons; the authors restrict the study to
closed, smooth shapes described by a maximum of four codons in order to
enumerate a limited set of curves, showing however that the remarks in their
study can be generalized.
What’s interesting to notice is that both studies result in similar descrip-
tions of human interpretation under a similar set of constraints: according to
Richards et al. all shapes are considered to be in a canonical view, that is, a
general one where the shape is stable under small rotations and perturbations,
and no dents, bumps or any other undulation on the 3D surface is expected
when there is no evidence of such in the 2D contour, similarly to Marr’s gen-
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Analysis of the human perception 5
Figure 1.2: Marr poses some restrictions on what kind of silhouettes can be
interpreted: 1) the curve must be smooth, there must be no overlaps, nearby
points on the curve must be generated by nearby surface points, and the curve
must be planar. The curve shown here violates the restrictions in p, and thus
cannot be interpreted under Marr’s theory
Figure 1.3: A codon describes how the shape changes between two consecutive
minima of curvature (indicated by the slashes) according to the number of
encountered inflections (indicated by the dots) and the sign of the curvature
change. In the lowest row is shown the set of smooth closed curves identified
by a pair of codons
Figure 1.4: A generalized cone is obtained by sweeping a smooth cross-section
ρ(θ) along the Λ axis scaled by a function h(z)
Fabio Guggeri Perceptual Shape Analysis
i
i
“phdthesis” — 2012/2/26 — 19:44 — page 6 — #12 i
i
i
i
i
i
6 Analysis of the human perception
Figure 1.5: The Penrose triangle, one of the most famous
impossible objects. The viewer interprets it as a 3D object,
but cannot reconstruct a coherent shape
eralized cones where the shape changes smoothly according to its local radius
and therefore all the surface perturbations should have a counterpart in the
silhouette, and the constraint on the vantage point reflect Richards et al.’s
definition of canonical view.
In conclusion, both studies pose a strong basis for a silhouette-based object
recognition system; the absence of three-dimensional information is shown to
be non influential, while other visual clues like shadowing can help improving
the overall recognition but are optional. Moreover, the studies prove a set
of strong correspondences between image contours and shape surface, most
importantly the curvature sign, which has been used as the starting point of
the consequent works on partitioning and analysis (see next section).
1.4 Parts and meanings
Giving an unambiguous and consistent 3D interpretation of a silhouette is the
first step in the identification of an object; however, so far only simple objects
and shapes have been considered, while the world is made of complex entities
that our brain is able to acknowledge and identify. Marr and Nishihara [69]
propose a set of criteria that descriptors used for shape recognition should
comply to: accessibility specifies that a descriptor should be computable
within a reasonable amount of time and accordingly to the limitations given
by the images (resolution, quality); scope and uniqueness refers to the fact
that a descriptor should be able to correctly and uniquely represent the whole
class of shapes it’s intended to describe; stability and sensitivity refers to
the needed similarity of inter-species descriptors, along with the expressibility
of small differences between the objects. With these criteria in mind, the
authors study the usage of stick figures as shape representations (citing the
works of Binford [7] and Blum [9]), proposing a hierarchical description using
generalized cones [68] and their axes, as well as methods for the descriptor-
based recognition; the cone axes are extracted from the image and the resulting
description is matched in a database of shape categories in a top-down fashion,
from the general class to the specific item. The construction of a shape memory
is a crucial node in the whole approach, reflecting the role of the left cerebral
hemisphere shown by Warrington and Taylor [119].
Hoffman and Richards [37], while maintaining the shape memory con-
cept, approach the problem of complex objects by introducing the concept of
parts: differently from previous works [81] [111] [32] [38] focused mainly on
Fabio Guggeri Perceptual Shape Analysis
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Analysis of the human perception 7
Figure 1.6: Reversing figures: the scribble on the left is interpreted differently
whether the left part or the right part is considered as foreground. The famous
Face-Goblet illusion (right) is based on the same perceptive principles
a primitive-based description of the object, the authors feel that a template-
matching approach cannot perform well in presence of occlusion, where the
proposed template has to be modified accordingly to produce a match. By par-
titioning the shape in different, perceptually meaningful parts, it is however
possible to perform recognition only on the unoccluded parts. Another ad-
vantage should be that parts are best representative of non-rigid shapes like a
hand, where a set of different templates must be used for matching all the pos-
sible gestures while a simple spatial relation between the different phalanges
is consistent through every finger movement and helps limiting the size of the
shape memory needed for recognition. Their definition of parts starts from
considering the intersection between two objects and the surface curvature
of such intersection, borrowing the Transversality Regularity principle from
Guillemin and Pollack [35]: when two arbitrarily shaped surface intersect,
they form a contour of discontinuity along their tangent planes. However
the principle alone isn’t enough to describe all the possible natural parts, that
may be formed by growth rather than intersection (D’Arcy Thompson [108]);
the authors observe though that the same regularity is visually applicable to
all intersected or grown parts, extending the principle to shapes without dis-
continuities in the surface. They introduce the Minima Rule, stating that the
boundary between two parts should lie on the minima of curvature in the
surface: in the work is shown how the visual system intuitively interprets
shapes according to this principle (see Figure 1.6). The Minima Rule is nowa-
days the basis for every shape partitioning algorithm (a discussion on these
algorithms can be found in Section 3), each trying to separate parts of an object
along the minima of the surface curvature and, despite being based on a rule
describing how humans perceive, having little to no relationship with vision
or perception approaches.
Singh et al. [101] extend the rule pointing out that the Minima Rule only
states which boundary points should be used to partition, but gives no ex-
planation on how to combine them into parts, especially when there is more
than one possible configuration (see Figure 1.7). They introduce the Short-cut
Rule, that states that humans tend to favor short boundaries instead of long
ones, and therefore the boundary between two parts should consist of a line
Fabio Guggeri Perceptual Shape Analysis
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8 Analysis of the human perception
Figure 1.7: The Minima-Rule can cause ambiguous interpretations. Of the two
possible interpretation, the Short-Cut rule states that the one on the right is
intuitively better due to the shortest cut needed.
Figure 1.8: Another limitation of the Minima Rule: an intuitive cut doesn’t
necessarily connect two minima of curvature
segment (called cut ) such that one of its endpoints is a minimum of curvature,
it traverses an axis of local symmetry and is the shortest one among all cuts
satisfying the previous criteria; they demonstrate that the rules reflects human
perception thanks to a series of surveys, showing that the Minima Rule is not
enough to describe how humans parse shapes as, for example, an elbow-like
shape contains cuts where not every endpoint is a curvature minimum (e.g.
Figure 1.8).
1.5 Multi-view recognition
A scrupulous reader could now object that the human vision system is stereo-
scopic, and the ability to perceive depth should be taken into account when
constructing a recognition system that takes inspiration from the living. Any-
way, as first showed by Marr, all the visual cues given by depth, color, shading
and so on can be positioned on a higher level in the recognition pipeline; they
do, however, add information to the process and can help in increasing the
precision and efficiency of the process.
Orientation, for instance, plays a crucial node. Various studies [45], [73]
showed that the time needed to name a figure is dependent the orientation;
for mono-oriented objects, that is, objects that are usually seen and thought
of by a single point of view (e.g. letters and numbers, monuments and so
on), the recognition time increases linearly with the angular distance between
the stimulus and the stored canonical representation. A study by Leek [55]
focused on the recognition of the so called poly-oriented objects and their
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Analysis of the human perception 9
long-term memory representation, where no canonical view can be chosen
(Leek cites hammers, razors or pencils as examples). The study showed that
the orientation effect observed in mono-oriented images stands also for poly-
oriented objects, however, instead of being linear with respect to the distance
from a single standard orientation, was influenced by a higher number of
points of view, suggesting that a multi-view representation may be stored in
the human memory. Going back to the shape memory concept described in
the previous section, it is reasonable to think that a machine could work on an
analogous set of multi-oriented shape descriptors to overcome the limitations
of a single, two-dimensional projection.
Moreover, it is well known that a 3D shape can be reconstructed by its 2D
projections: the entire field of Stereoscopic Reconstruction is based on this fact,
and some of the principles are also used in the proposals in the next chapters;
but aside from that, as the aforementioned field is outside of the scope of this
thesis, many other works in the field of perception have been carried out to-
wards reconstructing shape and orientation from silhouettes. Most notably,
Murch and McGregor [80] proposed an algorithm capable of reconstructing
such attributes from simple contours with no a priori knowledge on the de-
picted shape. This work, among all the others in the previously cited fields,
show how a multi-view approach is enough to compensate for the lack of
depth stereopsis.
1.6 Applied perceptual psychology
The literature in perceptual psychology covered every basic aspect of the recog-
nition problem, from reconstruction to partitioning, showing how humans
detect information on a 3D object just by analyzing its retinal projection. In all
other machine learning environments, the design and definition of algorithms
and programs is derived as a straightforward application of the psychological
concepts, but this is not the case in Geometry Processing. Instead, as will be
discussed in detail in the course of the next chapters, the trend seems to be
deriving information from the numbers, with no interest on the processes that
let our brains derive the same information but with a significantly smaller
amount of data available.
This work aims at deriving a novel paradigm, a perceptual approach to
the problems of Shape Analysis and Geometry Processing, to show how an
accurate understanding of our behaviors is a vital part of reproducing our
capabilities in the machines. All the proposed methods will reflect the obser-
vation of the works cited in this chapter, using no other information as those
that would be available to a human eye. In the author’s opinion, this com-
pletely new approach gives a fresh point of view on the research topics and,
while providing useful and efficient solutions to some of the problems, can
constitute an interesting starting point for future developments.
Fabio Guggeri Perceptual Shape Analysis
i
i
“phdthesis” — 2012/2/26 — 19:44 — page 10 — #16 i
i
i
i
i
i
10 Analysis of the human perception
Fabio Guggeri Perceptual Shape Analysis
i
i
“phdthesis” — 2012/2/26 — 19:44 — page 11 — #17 i
i
i
i
i
i
Shape descriptors 11
Chapter 2
Shape descriptors
descriptor (noun): something (as a word or characteristic
feature) that serves to describe or identify; especially : a
word or phrase (as an index term) used to identify an
item (as a subject or document) in an information
retrieval system
The Merriam-Webster Dictionary
The concept of descriptor is strictly related to Computer Science, as it
can be noted from the dictionary definition. It is, however, something rather
intuitive: the possibility to recall something by means of a concise description
is useful and common also in everyday life. When speaking about someone in
a set of people it comes natural to address him/her by some defining features
(e.g. ”the tall guy”, ”the blonde girl”) instead of accurately enunciating every
single possible description of the indicated person; it reduces the effort and
the memory needed for recognition, especially when the set of reference is
very wide. An appropriate example is the identification of mushrooms: as the
cost for an erroneous recognition ranges from sickness to death, mushroom
hunters rely on a set of standard characteristics for the correct identification.
Fungal taxonomy is then based on, for example, cap shape, gill attachment,
presence or absence of a ring in the stem, and so on: each of these features
identifies (almost) uniquely a species of mushroom and hunters can (almost)
safely assume the edibility of their harvest.
In the context of Shape Analysis, shape descriptors are of no difference:
a compressed set of features that reduces the complexity needed to describe
an object and provides useful and insightful information about it and its ge-
ometric properties. The range of descriptors used in literature is so wide it is
almost impossible to list them all; it is however possible to summarize their
common characteristics and uses. Mainly, descriptors are used for recognition
and retrieval: it is reasonable to expect a descriptor to be able to discriminate
between different objects and to return similar values for similar objects. How-
ever, it can also be desirable to express even the slightest distinctions between
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12 Shape descriptors
Figure 2.1: A taxonomy of shape matching methods according to Tangelder
and Veltkamp [105]. The graph shows just one of the possible subdivisions, as
many methods may fall in more than one category.
similar objects, and the tradeoff between simplification and precision is gen-
erally dependent on the application: if we need to extract birds from a set of
animals, looking for feathers, wings and vertebrae can be enough, but it isn’t
sufficient for the detection of its species. This leads to another aspect of de-
scriptors, that is, their efficiency is strictly related to the set of elements they’re
applied to: ”the blonde girl” may not be a good way to identify somebody in
Finland. Obviously, the more general a descriptor is, the better it should be:
the efficiency of a good descriptor should remain mostly stable independently
on the set of application.
There are then other desirable features that are relative to computational
aspects, like robustness to numerical errors, discretization of the space or
noisy shapes, roto-translational invariance, low computational complexity and
so on. These characteristics will be analyzed in detail when presenting the
algorithms that compute some particular descriptors, so the discussion on
them will be skipped now. It is however interesting to show the common
traits of the most relevant shape descriptors and the relative algorithms in
the field of Geometry Processing, in order to introduce the discussion on how
human perception can bring improvements to the subject.
Descriptors and geometry
A survey on shape retrieval by Tangelder and Veltkamp [105] approaches the
discussion on Shape Descriptors by dividing them into three main categories.
Because their focus is on matching techniques and not the mere description,
some of the considerations in the paper may not directly apply to our topic,
but as each matching algorithm is directly related to a descriptor or family
of descriptors it is reasonable to follow their discussion for an introductory
purpose. The authors present a taxonomy of matching methods identifying
three main categories (namely feature based, graph based and other methods,
see Figure 2.1) each approach could belong to; these categories are however
not mutually exclusive, as some methods may have elements in common with
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different categories, and the classification is then a graph rather than a tree.
Feature based methods rely on the construction of a feature vector of fixed
dimension d that describes the shape: the matching is then performed in differ-
ent fashions, e.g. a k-nearest neighbor search in the d-dimensional Euclidean
space, but this is a matter of matching and not description, and even if the
two concept are related, it is beyond the scope of this discussion. What should
instead interest us is the way the feature vector is constructed. Tangelder and
Veltkamp subdivide the category in four main sub-fields according to what
data this vector contains: global features, global feature distributions, spa-
tial maps and local features. A global feature vector describes the whole
shape by means of a combination of particular geometric measurements while
global feature distributions focus on the statistical distribution of the vectors
instead of comparing the feature values directly; spatial maps capture the spa-
tial location of the object after a pose normalization, and local feature vectors
aim to describe a particular primitive (typically a shape vertex) instead of the
whole shape, and the object is then described by a set of vectors and not a
single one like in the previous cases. The actual measurements are somewhat
unrelated to the category and range above all kinds of geometric properties
like volume [123] [124], statistical moments [123] [86], compactness [20], sym-
metry [49], angles and distances between surface points [84] [41] [85] or to
the principal axes [83], spherical harmonics [50] [82] [115] and many many
more. Graph based techniques extend the pure geometric description focus-
ing on how the different shape components are related and linked; examples
of this approach include Reeb graph based works ( [75] [74] [126] as examples,
more can be found on a survey by Biasotti et al. [5]), or skeleton based algo-
rithms [103] [64] [42], whose construction will be discussed in greater detail
later.
It has to be noted that all of the cited techniques heavily rely on geometric
computations. In fact, except for a few works that Tangelder and Veltkamp
list under the other methods (view-based [63] [22] or 2D sketch-based [29]
retrieval methods among the others), there seems to be little consideration on
how the human brain processes and identifies shapes. It has been established,
in the works cited in Chapter 1, that no state-of-the-art algorithm is performing
nearly as efficiently as a human in object recognition, and it is the authors’
opinion that while all the cited features provide useful information that can
easily be processed by a machine, they don’t allow to directly implement the
human behavior, which is, to this date, the best recognition scheme available.
So, the proposed paradigm follows a simple guideline: try to imitate the
human vision processes. Rely mainly on data that would be available to the
eye, avoiding to compute, unless strictly necessary, features that are dependent
to geometry, primitives, connectivity and so on. We present on the next sections
a revisiting of some state of the art descriptors in the perceptual paradigm. The
discussion is limited to curve-skeletons (Section 2.1), but suggestions on the
extension of the whole approach to different descriptors are present in Section
2.4, which will sum up the upsides and downsides of the paradigm applied to
the construction of shape descriptors, while the discussions on the individual
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Figure 2.2: A 2d medial axis or topological skeleton is the union of the centers
of the maximal inscribed balls (left image). For arbitrary shapes, the skeleton
may result very noisy (center image). Pruning removes the shortest, least
significant branches to retrieve a robust shape description (right image).
algorithms is found at the end of the relative section.
2.1 Curve-skeletons
Among the various descriptors proposed in literature, skeletons have been
found to be of great importance in many fields due to their versatility: the
thinness and centricity features obtained by skeletons make them suitable to
be used for motion planning, their ability to accurately summarize the topology
of an object is used in shape retrieval, data compression and so on. The original
2D definition [8] states that a topological skeleton or medial axis of a shape is
the locus of centers of the maximal inscribed disks (see Figure 2.2).
3D skeletons During the decades the term skeleton has been applied to
every kind of thin, mono-dimensional, graph-like structure that best represents
a given shape, especially in the 3D case where the direct extension of the
definition (i.e.: the centers of the maximal inscribed balls), does not guarantee
the mono-dimensionality criterion; even if Dey and Sun [24] provide a formal
definition for curve skeletons in 3D, its exact computation is hard and unstable,
thus making preferable an ad-hoc skeleton extraction method that satisfies
the desired goal-specific criteria. A great proliferation of several methods of
computation is then found in literature, where the resulting descriptors have
features and uses different to one another; the next Subsection presents a set
of the current state-of-the-art extraction methods, along with a discussion of
the peculiarities of each.
2.1.1 Previous works
Previous work on skeleton extraction consists of a large number of methods
and approaches due to their importance and usefulness in many fields. The
heterogeneity of such fields makes it difficult to expose the previous works
under a common point of view. It is however reasonable to subdivide the
Fabio Guggeri Perceptual Shape Analysis
i
i
“phdthesis” — 2012/2/26 — 19:44 — page 15 — #21 i
i
i
i
i
i
Shape descriptors 15
methods in two main families according to the object representation used; in
the volumetric category, the works are based on a discretization of the surface
for extraction, while geometric methods perform the skeletonization directly
on the primitives that define the surface. For an extensive survey on skeleton
extraction methods, along with a discussion on the common characteristics of
such techniques, one may refer to [19]. In the following we focus our attention
only on some methods most relevant to our work and mainly published after
the survey was written. An interested reader could find a deeper analysis on
shape analysis and medial structures by referring to the books [28] and [100].
Volumetric methods
Most voxel-based methods take advantage of the discretized space and known
topological constraints. Thinning-based methods tend to iteratively shrink the
shape while maintaining the topological coherency in different fashions; [125]
performs a hierarchical decomposition of the volume, thinning each simple
sub-volume to extract the segments that form the final skeleton. In [66]
and [118] the goal is to parallelize the thinning process while trying to maintain
the topology. Methods based on the discretization of a function detect critical
points in such functions in order to extract the skeleton; in [18] a repulsive force
function is computed from the border of the object to the interior, detecting
ridges as skeletal points. In [30] thinning is guided by the distance transform,
similarly to [36] where the distance from the border is used to propagate a front
with different speeds. The 3D Distance Transform is also used in [2] to extract
the centers of maximal balls to reconstruct a thin skeleton. In [60] the thinning
process is guided by a measure called medial persistence to increase the robust-
ness. Most of these methods tend to be computationally expensive, sometimes
fail to preserve the topology of the object and are strongly dependent on the
model resolution.
Mesh-based methods
Mesh-based algorithms are a highly heterogeneous family: as skeletons may be
used for shape analysis, shape retrieval, animation or matching, the methods
for extraction vary strongly according to the goal. In [24] Dey and Sun provide a
formal definition of curve-skeletons as a subset of the medial axis, introducing
a function called Medial Geodesic Function (MGF) based on the geodesic
distances between the contact points of the maximal balls. The skeleton is
extracted as the singularities of the MGF. In [3] a Laplacian contraction is
applied to the object with topological constraint for skeleton extraction and
segmentation, in a manner similar to [13] where the Laplacian contraction
can be also applied to point clouds in order to extract the skeleton. In [98] a
deformable model is grown into the object to detect the branches from both
meshes and point clouds, while in [59] the mesh is iteratively decomposed
into hierarchical segments, computing a centerline compression error until
a threshold is reached. The common drawback of these algorithms is that
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they are all dependent on the number of triangles of the mesh, both in terms
of running time and output quality; this obliges to fix a trade-off between
efficiency and quality.
2.2 Perceptual skeleton computation
It is worth noticing how all the current extraction methods are, as previously
said, heavily based on the primitives describing the object. The geometric
approach is, in the author’s opinion, the main common drawback of all current
Shape Analysis algorithms, and the leitmotiv of the whole thesis is to imitate
the human behavior, avoiding as much as possible to rely on data that the
human observer would not have available, e.g. the vertex coordinates or the
shape connectivity.
It may seem a paradox at first glance: computing the centerline of a shape
without accessing the actual coordinates that describe it is a challenge that
cannot be approached from a mere mathematical point of view. But let’s put
aside for a moment the geometric definition of the descriptors we’re trying to
compute, and let’s focus on the actual use and meaning. A skeleton is a thin
and simplified representation of a shape; as every child that had access to a
pencil could show, a stick figure is a perfect and unambiguous representation
of the human body. What’s so special in a stick figure, that can be computed
so easily by a child but still needs heavy definitions and computations for a
machine? The answer can be found in the work of David Marr and colleagues.
As already introduced in Chapter 1, there is a lot of psychological background
regarding what humans perceive and what is stored in memory for future
recognition. We will now analyze in more detail the connection between the
perceived shape and the perceived skeleton, so that we could extend this
connection to the computational field.
Recall how Marr [68] suggested that 2D contours are interpreted as projec-
tions of generalized cones. In absence of overlap in the projection, the axis of
symmetry of a projected shape is the actual projection of the axis of symmetry
of the three-dimensional shape (Theorem 5). Even if the absence of overlap is
a strong constraint, and his work states that this property is valid for most of
the real-world cases (see Figure 2.3), the ambiguity given by superimpositions
on the image plane can be solved by looking at the object from many differ-
ent points of view: it has been shown to improve the recognition capabilities
in human observers [55], suggesting that multiple rotated projections of the
object should be sufficient in detecting the features of the 3D counterparts.
We take advantage of these observations to derive a novel method for
curve-skeleton computation, based on the re-projection of each 2D medial axis
in space: according to Marr’s theory, those portions of space whose projections
correspond to medial axes, are candidates of being part of the cone’s axis. The
details can be found in the next subsections: our main claim is that this
method overcomes the drawbacks of traditional algorithms, both voxel based
and mesh based, as it goes beyond the limitations coming from a particular
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Figure 2.3: Most medial axes reflect the actual 3D shape when the overlap is
reduced (upper, Knot model). According to the direction of view, some features
may be missing (middle, Horse model), or completely unrelated (lower, Hand
model).
shape representation. The perceptual background is robust to any shape that
can be projected onto a screen, independently from its resolution; the proposed
method obtains good results with coarse meshes and can quickly extract the
curve-skeleton from fine meshes.
2.2.1 The algorithm
The proposed algorithm is, on a high-level, extremely simple and intuitive.
We first implicitly compute an approximation of the Visual Hull (VH)1 of the
object using a set of stereoscopic projections from different points of view. A
medial axis is extracted for each silhouette and the spatial position given by the
stereoscopic match is used to vote the corresponding voxel in a regular grid.
Spurious votes are filtered out in the grid if they fall outside the VH , and
a maximized spanning tree of the grid is computed. The tree is pruned and
processed according to an estimation of the radii of the inscribed balls obtained
by the 2D information so that no artifacts remain in the final skeleton and the
VH topology is preserved. Finally the skeleton is smoothed to improve its
visual appearance.
1A detailed discussion on the Visual Hull can be found in Appendix A
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Figure 2.4: To evenly cover the space around the shape we place cameras in
the vertexes of a discrete 21-points hemisphere. The shape is centered in the
origin of the frame, and each camera looks toward the origin.
The next subsections describe in detail each step of the algorithm.
2.2.2 Camera positioning and medial axis extraction
The choice of the viewpoints is the core factor in the construction of the ap-
proximated model of the object. Even though it could be possible to specify a
mesh-dependent set of views [89], there is no way to understand whether the
obtainedVH is a satisfactory approximation of the shape [52].
We thus choose to evenly cover the space around the object, employing a
regular grid of cameras centered in the vertexes of a discrete 21-point hemi-
sphere. Covering just half of the visible horizon is enough since the silhouettes
projection is symmetric. Both the shape and the hemisphere are centered in the
coordinate reference system, while the cameras point toward the origin (see
Figure 2.4). Intuitively, the more the viewpoints the more accurate the VH .
However, in our experiments, we found that finer resolution hemispheres do
not increase theVH accuracy significantly.
To project points in the 3D space we then build up a set of 21 stereo
acquisition systems, pairing each camera in the hemisphere with a second
one, having direction of projection perpendicular to it. This direction is also
parallel to the less principal component of its projection (which is given by the
smallest eigenvector of its projection’s Principal Component Analysis). This
way of choosing the two directions of projection minimizes depth overlapping,
and should, thus, be the best possible ones (an example of stereo pairs is in
Figure 2.5).
For each projected binary silhouette we extract a Distance Transform (DT)
based medial axis [93]. The medial axis is stable and reliable, and the DT
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Figure 2.5: Two stereo pairs, color-coded, that include the point of view from
which they are taken and the resulting silhouettes.
Figure 2.6: We show that extracting the skeletons of different meshes of the
same object in different poses, we always obtain the same result.
values of each pixel give the thickness of the VH along the image plane,
adding volumetric information to each stereo projection. The usefulness of
this information will be evident in the following tree processing step.
2.2.3 Matching and radii estimation
According to Marr’s theory a medial axis pixel corresponds to the projection
of the desired curve-skeleton. This means that, when inverting the problem,
each pixel is the starting point of a line in space, along the direction of view,
where the 3D skeleton lies. If we re-project those lines in space, the positions
with most intersections should correspond to the final skeleton.
Straight-forward intersections The simplest, straight-forward way to com-
pute the intersections would be to actually cast rays from each medial axis pixel
into a spatial grid, voting each encountered cell so that each voxel counts the
number of images for which it is projected onto a medial axis pixel (see Figure
2.7). This approach however causes a series of issues that make it unsuitable
for a fast and efficient computation. The main limitation is the computational
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Figure 2.7: An example of ray casting, rasterization and voting
Figure 2.8: A complete rasterization is inefficient whenever the shape occupies
a small portion of the bounding box (left). Depth-aware rasterization may
reduce the waste of computation for some cases (center), but cannot guarantee
an efficient procedure (right)
time needed for each ray, which is linear with respect to the grid dimension,
as a 3D Bresenham line algorithm is used for the grid traversal. Moreover, the
portion of space actually occupied by the shape is potentially much smaller
than the grid extent (see Figure 2.8, left), resulting in a waste of computational
time. A depth-aware rasterization is possible if taking two projections along
the same view direction from antipodal cameras, restricting the computation
only on the portion of space comprised between the smallest and the greatest
z-value in the depth images (Figure 2.8, center). The problem is however de-
pendent on the shape configuration, and the superfluous computations cannot
be always avoided (Figure 2.8, right).
Another possible approach is to reduce the rasterization to those pixels
that have no overlaps in the projection by taking the GPU’s stencil buffer and
detecting the zones where the buffer has value 2 (that is, only a front-face and a
back-face are rasterized in the pixel). However, this forces as a precondition the
fact that the object has a watertight surface representation, strongly reducing
the applicability of the whole approach.
In order to overcome all these limitations, a different approach is needed.
Stereo-matching intersections A more efficient way to detect the intersec-
tions would be to reduce the applicability field and, instead of computing
many-to-many intersections by combining the information coming from all
the images, focus on just two images at a time. In a fashion derived from the
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field of stereoscopic vision and shape reconstruction, we combine two images
in a system to obtain the line intersections in constant time. A way to simplify
the matching is to employ parallel projections1. Two affine cameras Pz and
Px are positioned respectively along the z and the x axis, whereas the shape is
centered in the coordinate system reference. Such cameras are defined by the
homogeneous matrices
Pz =
 1 0 0 00 1 0 00 0 0 1
 , Px =
 0 0 −1 00 1 0 00 0 0 1
 .
In such system epipolar planes are parallel and their normal direction is the
y-axis. As the epipolar constraint coincides with the scanlines and projection
rays are both orthogonal and axis aligned, back-projection becomes trivial:
each pair of rays has the form
r
{
x = p
y = q r
′
{
z = k
y = q
where y = q is provided by the epipolar constraint and the complete separa-
tion between x and z coordinates is provided by the orthogonal directions of
projection. The back-projected point is then
r × r′ = [p q k 1]T
.
To keep the back-projection so simple we move the shapes instead of
the cameras. Let’s consider a shape S centered in the coordinate system
F (O,X Y Z): given a set of stereo points of view v1, v2 we define a new coor-
dinate system reference F ′ (O,X′ Y′ Z′) where the Z′ and X′ axes correspond,
respectively, to the lines joining v1 and v2 with the origin O. To get the projec-
tion we then bring S in F ′ applying the transformation t−1(S), where t is the
rotation matrix defined such that F ′ ≡ t (F ).
The method is based on a discretized voting space that can result in dif-
ferent vote accumulations depending on the coordinate system. In order to
improve the robustness to rotational variance, we perform a Principal Com-
ponent Analysis over the mesh vertices in pre-processing. We then rotate the
object so that the first camera points toward the eigenvector corresponding
to the smallest eigenvalue. This minimizes the information loss in projection.
The up-vector is set parallel to the greatest eigenvector, thus maximizing data
distribution on the y direction used in scanline matching. In this way we are
able to define a pair of views where the xy image is supposedly the best repre-
sentative of the shape, and tends to uniform the set of views used for similar
objects even under rotation.
The stereographic view system can accurately reconstruct the original po-
sitions and radii of the medial axes balls when matching is one-to-one. When
the matching is many-to-many, the direct xy to z matching results in multiple
1See Appendix A for an insight on epipolar geometry and image rectification
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points and the level of confidence of both ball position and radius rapidly
decreases as the number of points increases. We employ a multi-view voting
system in order to give higher weights to those branches that remain consistent
through a higher number of views.
The regularity of the grid makes the voting a simple operation. Let suppose
we have a match, falling in the voxel i, j, k of the gridG. The update procedure
consists just in incrementing the correspondent cell
G[i, j, k] = G[i, j, k] + 1.
Each voxel stores also an estimated radius of the inscribed ball thanks to
Distance Transform information on the generating images. Since the DT is an
approximation of the triple of the Euclidean Distance, for each pixel we can
compute an estimated distance of the skeleton to the border of the hull along
the image plane. Let R[i, j, k] be the radius associated to the voxel i, j, k. For
each new vote in that voxel, we update the radius as
R[i, j, k] = min (R[i, j, k],min (DTfront,DTside)) ,
where DTfront and DTside are the DT values in the generating pixels, taking the
lowest radius estimate along all the views that contribute to that pixel. In this
way we obtain a good approximation of the distance of each voxel from the
border of the hull.
Each voxel in the grid G has a starting value of 0 and each estimate of the
radius has a starting value of ∞. All the non voted voxels will not be taken
into account by the further steps of the algorithm.
2.2.4 Grid processing
The low reliability of many-to-many matches may result in situations where
spurious external branches stand out in the grid, especially in meshes with
complex topologies or a high number of skeletal pixels in each scanline. Since
we do not store an explicitVH , but we define it implicitly using the silhouettes
and the direction of projection, we perform a grid cleaning step where each
cell is reprojected onto the images. If it falls outside a silhouette (i.e.: if the
voxel is outside the VH of the object), it is set to zero. In this way, we get
rid of the votes that are certainly spurious and do not have to be processed
as skeletal candidates. This technique results in a strong improvement of the
grid quality and, due to the low number of views and the simplicity of the
operations, is computationally cheap and adds a little overhead to the whole
procedure. In figure 2.9 we show a comparison between a cleaned grid on the
Octopus versus its uncleaned counterpart.
Once we have the voting grid we can proceed with the extraction of the
final curve-skeleton. The most voted voxels have the highest reliability in
term of both position and radius, thanks to the higher directions of radius
estimation and a higher centeredness in most views. We, then, choose to give
higher weights to these voxels when computing the curve-skeleton. We extract
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Figure 2.9: The cleaning process drastically improves the quality of the voxel
grid.
a maximized spanning tree from the grid adopting a technique loosely based
on the Ordered Region Growing (ORG) algorithm, described in [122], with
several adaptations in order to fit the different kinds of structures we want to
extract.
The ORG algorithm builds a tree-like representation of a 3D image (see
Figure 2.10), where each voxel is a node and the edges between nodes form
the path between two voxels. Such paths satisfy the least minimum intensity
constraint, that is, the intensity in a path between two voxels is the maximum
intensity achievable. Let min(pi j) be the minimum intensity of each voxel in
the path p between voxels i and j, and let gi j be the path obtained by the graph
traversal from node i to node j: it is guaranteed that min(gi j) > min(pi j) for
every other pi j. This feature is highly desirable in skeleton extraction, as the
voxels with higher values in the grid are the best representative of the shape,
due to a higher number of voting views, while low-valued ones should be
used only for connecting different high-valued regions due to their expected
inaccuracy or spuriousness.
The ORG tree is built as follows: starting from a seed point G0 (the max-
imum valued voxel in the grid), the region G1 is constructed from its 26-
neighborhood, and edges between the seed point and each neighbor are added
to the graph. Let Gi and Bi be, respectively, the region and its boundary at
the ith iteration, and si the maximum valued voxel in Bi. Gi+1 and Bi+1 are
constructed from si by adding its unvisited neighbors, that is, those neighbors
that are not already contained in Gi. New edges are created between si and
each voxel in (Bi+1 \ Gi) and the process is iterated until every voxel has been
included in the region.
2.2.5 Topological operations
After building the ORG spanning tree we process it to obtain the final skeleton.
Let N be the set of all the nodes of the spanning tree, with J the subset of nodes
with at least three incident arcs, L the subset of nodes with only one incident arc
and A the set of all the arcs. Let Ai ` N j define that the arc Ai is incident on the
node N j. We define three topological operations that, applied to the spanning
tree, give the final curve-skeleton. Such operations employ the definition of
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Figure 2.10: The ORG spanning tree (left) is an unorganized set of connected
voxels. Only perceptually significant branches are extracted as part of the
skeleton (right).
zone of influence (ZI) [95] of a node, that is, the volume defined by the maximal
ball centered in it.
Perceptual core extraction
The skeleton consists of a very small subset of the spanning tree (see Figure
2.10), where the majority of the voxels have been voted as a result of spurious
matches. The skeleton is extracted as the set of those nodes that are perceptu-
ally relevant, as human interpretation does not suppose the presence of dents
or bumps in a shape without evidence (as shown in [90]). We, thus, discard
the tree branches not projecting medial axes onto the images. In order to be
perceptually significant, a branch endpoint must stand out in at least one view,
that is, if and only if there is no intersection between its ZI and the ZI of the
joint node its branch generates from:
∀Ak ∈ A : Ak ` Li ∧ Ak ` J j
⇒ ZI(Li) ∩ ZI(J j) = ∅, Li ∈ L, J j ∈ J
See an example of this operation in Figure 2.11a.
Branch collapsing
Often segments of the skeleton that are supposed to converge into a single
junction point meet in different joints linked each other by short arcs. We,
thus, apply branch collapsing, until convergence, for internal branches as long
as there is intersection between the ZI’s of each junction point:
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⋂
Ji∈J
ZI(Ji) = ∅.
Merged joints will have as coordinates the barycenter of the junction points
involved in the merging, and as radius, the minimum radius of the junction
points involved in the merging. See an example of this operation in Fig-
ure 2.11b.
Loops recovery
If a shape has genus greater than zero, a subgraph of the spanning tree cannot
represent its topology. In order to recover the proper topology we check
the zone of influence of each leaf, closing a loop between all the endpoints
whose zone of influence have non-empty intersection (see an example of this
operation in Figure 2.11c):
∀Li ∈ L,∀Ni ∈ N \ {Li} ZI(Li) ∩ ZI(Ni) = ∅.
Note that the immediate neighbors of a leaf always satisfy the condition
above, thus, to be sure that we really need to close a loop, an additional con-
dition must be satisfied. Let p be the skeleton point whose zone of influence
intersects the zone of influence of a leaf l. In the path joining p to l there must
be at least one point having empty intersection with ZI(l). This condition must
hold for all the leaves involved in the loop closure.
To avoid the creation of fake loops, the topological operations described
above must be applied in the order we presented them.
2.3 Results and comparisons
In this section we show the results of our approach in terms of skeleton quality,
robustness and timings, along with some comparisons between our method
and other skeleton extraction techniques. All the timings are obtained by
single-thread implementations on an iMac with Intel Core 2 Duo, 2.66 GHz,
4GB RAM, and Ati Radeon 2600 Pro GPU.
Our approach is capable of extracting correct skeletons that accurately re-
flect the topology of most kinds of meshes of any genus (see Olympics in
Figure 2.12, Figure 2.3, and Figure 2.11c), even with complex morphologies
like the Angiography and the Aneurysm models (see Figure 2.13), where
the multiview system helps in solving the ambiguities caused by projection.
The results are visually appealing and satisfy most of the expected criteria of
curve-skeletons listed in [19]. Homotopy is achieved through the loop recov-
ery operation described in Subsection 2.2.5. While there is no strict guarantee
of correctness, the algorithm produces good results as long as the topology
of the VH equals the topology of the shape and the estimated radii differ
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(a) We prune a branch each time there is intersection between the ZI of its leaf and the ZI of the joint node its
branch generates from.
(b) We collapse an internal branch each time there is intersection between the ZI’s of its two endpoints.
(c) We close a loop each time there is intersection between the ZI of two leaves.
Figure 2.11: The three topological operations.
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Figure 2.12: Curve-skeletons extracted (top left to bottom right) from the Foot,
Dinopet, Hand, Horse, Olympics, and Octopus.
slightly from the actual inscribed balls. The tree extracted from the grid sat-
isfies thinness and connectedness, while the algorithm is robust, efficient
and guarantees invariantness to isometric transformations. Some properties
are not fully satisfied. Centeredness is observed, but not strictly guaran-
teed. Component-wise differentiation and hierarchy are obtained in most
of the objects, but the view-based approach has some limitations in capturing
secondary junctions in some meshes, this behavior is discussed later. Recon-
struction cannot be fully guaranteed by mono-dimensional descriptors like
curve-skeletons, however, the union of the maximal balls centered in each
skeleton point can produce a coarse shape approximation. Finally, our skele-
tons cannot satisfy the reliability criteria: no effort has been made towards
direct shape-object visibility.
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Figure 2.13: Two examples of curve-skeletons extracted from datasets with
complex morphology: the ramifications of, respectively, normal and aneurys-
matic vessels.
Our experiments show that the three resolution parameters (mesh, pro-
jection and grid) have little influence on the overall results both in terms of
timing and output quality. While the overhead coming from bigger silhouettes
is negligible and the grid resolution affects only slightly the ORG construction,
the main computational bound is given by the shape projections: the mesh
resolution influences the timings as more time is needed by the GPU to raster-
ize the primitives of the object. Quality wise, however, our method extracts
coherent skeletons from simplified meshes, so it is possible to reduce the run-
ning times by decimating high-resolution meshes with nearly no information
loss (see Table 2.1). The method is also unaffected by changes in grid and im-
age resolution; Figure 2.14 shows how the different parameters affect the final
computation; it can be noted that the skeletal structure is consistent and stable
and, thus, is worth choosing low resolutions for both parameters plotted.
The projection approach makes the method very robust when used on
Faces 50% 25% 5% 2.5% 0.5% 0.25% 0.1%
Max error 2.19% 0.67% 1.53% 1.32% 1.48% 1.65% 1.87%
Avg error 0.16% 0.14% 0.17% 0.19% 0.31% 0.36% 0.57%
Table 2.1: Comparisons among skeletons extracted from the Raptor model
(2M faces) at various resolutions. In the first row there are the decimation
percentages. Each cell shows the Hausdorff and average error (in percentage
of the length of the bounding box diagonal), showing that our output is mostly
insensitive to strong decimation.
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Figure 2.14: Results obtained at different silhouette (column-wise) and voxel
grid resolutions (row-wise): the difference, in time, between the fastest (upper
left, 0.31 secs) and the slowest (lower right, 5.02 secs) is one order of magnitude.
noisy data and even on incomplete ones. It is capable of extracting skeletons
from non watertight meshes, as soon as their visual aspect is reasonable, since
the holes are not influencing the production of the silhouettes. An example of
these features can be found in Figure 2.16.
2.3.1 Extraction from raw point clouds
An appealing feature of our approach is its capability of extracting curve-
skeletons from raw point sets (see some examples in Figure 2.18), as it needs
no information about normals, thus differing from the majority of previous
works in the field [104] which specifically need point clouds with normals.
By performing a morphological closing of the projected image it is possible to
reconstruct a silhouette that allows to proceed with the skeleton extraction. To
obtain an accurate silhouette the size of the structural element must be chosen
as a function of the density of the cloud, even if, for sparser point sets, narrow
regions may be merged due to its higher size. However, the experimental
results remain more than acceptable. The general benefits of the approach
apply also to the point set case: the skeleton is noise insensitive and robust.
2.3.2 Comparisons
In this paragraph we compare our approach with four techniques cited in
section 2.1.1; in the volumetric category we compare to the Force Following
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(a) Our method
(with smoothing)
(0.589 secs).
(b) Laplacian Contraction
(23.548 secs).
(c) Medial Geodesic Function
(2,697.171 secs).
(d) Our method
(without smoothing)
(0.589 secs).
(e) Force
Following
(538.223 secs).
(f) Cell Complex Thinning
(3.908 secs).
Figure 2.15: Visual comparison of different curve-skeletons extracted from the
Memento model (52,550 faces).
algorithm [18] and Cell Complex Thinning [60], while we chose to compare to
Laplacian Contraction [3] and the Medial Geodesic Function [24] in the mesh-
based category. The timings, as listed in Table 2.2, show that our algorithm is
noticeably faster than the state-of-the-art counterparts.
As for the volumetric methods, the main factor influencing timing is the
thickness of each branch. The Hand mesh, for instance, even though has
higher resolution than meshes like the Horse or the Octopus, is processed
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Model (#Faces) Our Laplacian Medial Force CellMethod Contraction Geodesic Function Following Complexes
Torus (1,536) 190 454 1,987 322,438 4,334
Octopus (15,054) 300 2,828 217,707 10,406 559
Dog (36,224) 341 10,675 554,937 51,500 2,123
Dino (47,955) 349 13,390 1,024,007 27,875 1,277
Hand2 (49,586) 450 18,172 1,434,891 86,109 2,282
Gargoyle (50,000) 522 19,328 897,839 180,938 4,677
Armadillo (69,184) 637 30,630 1,596,273 118,390 4,712
Horse (96,966) 585 41,765 3,294,194 49,516 2,024
Hand1 (273,060) 1,340 281,469 33,775,316 25,547 1,073
Table 2.2: Time comparison (in milliseconds) among the different methods
tested.
faster, due to the thinness of its palm and fingers. A finer voxelization, needed
for higher accuracy, then results in a strong increase in computational time,
while our method is insensitive to the grid dimension. Parameters are a key
factor also in terms of topological coherence. The Force Following algorithm,
for example, may result in great gaps between the skeletal points, and a shape-
dependent parameter tuning has to be found in order to obtain a coherent
skeleton. The same can be said for the Cell Complex Thinning algorithm,
which can produce both 1D and 2D skeletons, depending on the parameters
setting. Our skeleton is unaffected by parameter changes, and failures in the
topological reconstruction can be ascribed to a low quality estimation of the
radii or to theVH .
Comparisons with mesh-based methods show that our method is faster,
especially for high-resolution meshes because of their dependence on the ver-
tices. This dependence also affects the output quality when the resolution of
the object is lower than a certain threshold. A coarse mesh with few vertices
results in too few nodes for the skeleton or in an information loss (Figure 2.19,
respectively center and right), while our method can accurately reconstruct
the descriptor as long as its visual appearance is coherent.
2.3.3 Limitations
Our method is intended to work on character-like meshes as animals, human
figures or cylindrical and articulated objects as tools, that is, the class of shapes
where the Visual Hull is a good approximation of the actual shape. The multi-
view system computes a skeleton of the VH of the shape rather than the
object itself, making our algorithm unreliable for objects with noVH features
(e.g.: the cup in Figure 2.20). However, a curve-skeleton may not be the best
descriptor for such kind of objects in first place, where a surface skeleton like
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Figure 2.16: The projection approach leads to robustness under noise and in-
completeness. We introduced increasing artificial noise in the upper right and
lower left meshes, while in the lower right one we drilled a hole, highlighted
in red.
[77] would better describe the shape when no protruding cylindrical regions
are found. As long as it makes sense to choose a curve skeleton for the shape
(e.g., for purposes of segmentation or animation), our algorithm is able to
perform well.
Being based on the shape approximation given by the visual hull, the algo-
rithm cannot extract all the features which are overlapped in every projection
(e.g.: the buckyball molecule in Figure 2.20) or which are much smaller with
respect to the projection resolution. In Figure 2.17 the ears of the dog re-
main visually close to its head in every silhouette, being ignored by our algo-
rithm while detected in approaches like Laplacian mesh contraction. However
higher resolution projections are able to isolate small features in at least one
view, solving the problem. In our opinion, this reflects the behavior of human
vision where the saliencies in an object are relative to the scale of observa-
tion [121]: a distant observer will notice less features in an object than a near
one, while detecting anyway the most important parts (see Figure 2.14).
Fabio Guggeri Perceptual Shape Analysis
i
i
“phdthesis” — 2012/2/26 — 19:44 — page 33 — #39 i
i
i
i
i
i
Shape descriptors 33
Figure 2.17: Two different skeletons for the dog’s head, computed, respectively,
with 256 × 256 (left) and 512 × 512 (right) pixel silhouette images. It is our
opinion that the loss of fine details in low resolution projections reflects the
behavior of human vision where the saliencies in an object are relative to the
scale of observation [121].
2.4 Conclusions and future works
By taking advantage of the principles of human perception and stereoscopic
vision, we have been able to propose in this chapter a novel approach to
skeleton extraction, able to reconstruct a 3D curve-skeleton of the visual hull
of the shape starting from the 2D medial axes of the projections of the object
into the image plane. Reflecting the aim of the whole work, no object primitive
is taken into account in the computation. The advantages of such an approach
can be found in the independence on the mesh resolution or representation,
while the results show also a good robustness to noise and missing data. The
algorithm described in this chapter has been accepted for publication in [62].
The perceptual paradigm in other descriptors We would like to introduce a
small discussion on the application of the new perceptual paradigm to other
shape descriptors or measurements as a future extension. The whole ORG tree
construction in Subsection 2.2.4 is necessary in order to extract a linear graph,
however, when the desired descriptor doesn’t require mono-dimensionality
(e.g. a surface skeleton), the same set of stereo-matches can be used as a
starting point. The estimated Distance Transform could be seen as an inter-
esting approximation of the local diameter of the shape, in a manner similar
to the Shape Diameter Function [97]. Visual saliency, computed by papers
like [53], takes inspiration from perceptual elements while working on the
mere geometry, while a perceptual-oriented approach could be more suitable.
In the author’s opinion there is a lot of room for perceptual algorithms in Shape
Analysis. Every kind of descriptors that tries to emulate a visual process, or
computes a feature that has an intuitive perceptual counterpart, could be ap-
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Figure 2.18: With our method we can extract skeletons even from unoriented
point clouds. By performing a morphological closing of the cloud projections
we reconstruct a set of filled silhouettes fed to the skeleton extraction for further
stages.
proached in a manner that’s similar to the one presented in this chapter. This
is a refreshing point of view that could bring interesting developments in the
future, along a path that has never been explored before.
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(a) Our
method.
(b) Laplacian
Contraction.
(c) Medial Geodesic
Function.
Figure 2.19: Skeletons extracted from a very coarse model (1000 faces).
Primitive-based approaches cannot recover the underlying shape when too
little information is available.
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Figure 2.20: Two examples of datasets where our method fails: a model of a
mug (top), and an isosurface of the buckyball molecule (bottom).
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Chapter 3
Shape partitioning
partition (transitive verb): a: to divide into parts or
shares b: to divide (as a country) into two or more
territorial units having separate political status
The Merriam-Webster Dictionary
When dealing with complex structures, humans tend to subdivide them
into smaller components, or parts, for an easier handling. It is a behavior
that can be found anywhere, regardless of the application field: grocery stores
organize their goods in categories making it easier to customers to find what
they’re looking for, or libraries store books accordingly. A long book is sub-
divided into chapters and paragraphs for an easier following, and even a toy
task like copying a drawing is facilitated when the source image is inside a
grid, so that one can focus on each single square instead of the whole picture.
The same real world advantages can be obtained also in Computer Science,
where the definition of an independent, reduced area of interest can increase
the speed of the computation, the memory usage and, last but not least, the
easiness of coding; when applying partitioning in Computer Graphics, some
works aim at a mere subdivision of the primitive into different disjointed sets
for, e.g., parallel rendering [25].
However, the majority of Shape Processing algorithms aim at applying a
common strategy on sets of primitives with common characteristics, so that
the desired partitioning has to be meaningful in relation to the object: there is
a need to subdivide the objects into parts that have a correspondence to the
real-world components the object is composed of. Segmentation is the term
mainly used for such a procedure, where each part is called segment.
But what is a part? How can we quantify the meaningfulness of a segmen-
tation? As already pointed out in Section 1.4, the habit of partitioning seems
to be innate in humans: the existence of a shape memory based on relational
connections between subcomponents of an object has been theorized as an
explanation for object recognition capabilities in humans and is supported by
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Figure 3.1: An intuitive explanation of the Minima Rule: a wooden lay figure
is composed of several stand-alone convex parts (left) that, combined, give the
complexity of a human figure (right). The compenetration of the parts give
origin to concavities (circled in the closeup); a meaningful partitioning should
then separate those minima of curvature.
the studies on early perception that show how the interpretation of shapes is
dependent on a subdivision of its contour. Such studies, exposed in the next
Section, became the starting point for every shape segmentation algorithm.
3.1 The minima rule and the short-cut rule in 3D
shape analysis
The Minima Rule [37] and the Short-cut rule [101], already mentioned in
Section 1.4, form a strong description of human interpretation. Their defi-
nition, even if intended for the contour segmentation, has been extended to
the third dimension in order to give a meaning to the partitioning of a 3D
object. According to the 3D minima rule, which is derived by the Transver-
sality Regularity principle from Guillemin and Pollack [35], a discontinuity is
found when two arbitrarily shaped surface intersect, resulting in a contour of
negative curvature. The minima rule states then that boundaries between the
parts should be placed in the minima of the curvature of the shape.
Intuitively, the definition makes sense: convex shapes are perceived as
simple, stand-alone objects, while more complex object seem to be separable
into different, more or less complex, sub-parts (see Figure 3.1). In the field of
Shape Analysis, the minima rule has been taken into account in virtually every
segmentation algorithm, even if combined with different metrics or methods
of extraction. Here only a few are discussed, as the provided examples are
enough to show the importance of the minima rule in the field of mesh seg-
mentation. An interested reader may however refer to a survey by Shamir [96]
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for further information on the subject. Katz and Tal [47] propose a hierarchical
segmentation approach using fuzzy clustering between two faces to construct
a fuzzy region that is then refined in order to minimize the curvature along
the border. Similarly, Katz et al. [46] proceed by extracting the core of the
mesh using a combination of its convex hull and a set of feature points on it,
construct a series of patches and minimize the seams along the natural borders
of the mesh. Liu and Zhang [61] use an affinity matrix defining the probability
of two faces to belong to the same segment, apply spectral methods to cluster
the faces favoring the segmentation along concave regions. As it can be noted,
even if the methods approach the problem in completely different fashions,
the minima rule is a common trait that cannot be overlooked.
Differently, the short-cut rule seems to have less relevance, as its contour-
based definition makes it difficult to extend the concept to the three dimen-
sions, differently from the minima rule where curvature has a surface counter-
part. To the author’s knowledge, only an attempt by Cheng et al. [17] tries to
incorporate the short-cut rule in a skeleton-driven approach, minimizing the
area of the cuts in a skeleton-driven framework.
3.2 Reconstructing the rules in 3D
Let’s focus for a moment on human behavior in segmentation. We know from
the cited psychological studies that a negative curvature in 2D is an indicator
of a different part in the shape. We do, however, also know that the sign of the
curvature in the contour is the same as the sign in the corresponding surface
point (as long as Marr’s restrictions are satisfied, Section 1.3). So we know
where in the surface we should cut thanks to its contour, and the short-cut
rule gives us an intuitive way of saying where such cut should end. Is it
then possible to obtain a significative object segmentation by using only its 2D
projections?
An automatic approach Experiments have been carried out in that sense. The
idea was to find an automatic contour-based segmentation scheme and apply
the multi-view approach to gather as much information as possible around
the object to reconstruct the 3D cuts. In particular, two works for contour par-
titioning have been studied: one titled Approximate Convex Decomposition
for Polygons by Lien et al. [58] and Parts-Based 2D Shape Decomposition by
Convex Hull by Wan [117]. In the context of Approximate Convex Decompo-
sition [57], a partition strategy defined by Jyh-Ming Lien for arbitrary shapes,
the application to 2D shapes resulted in an interesting implementation of the
perceptual principles. By defining a quasi-convex partitioning of a polygon,
the approach gets rid of the most significant curvature minima around the
border, while the flexible convexity constraint increases the robustness of the
results. Wan’s work, similarly, extends the quasi-convex decomposition using
information coming from the shape’s convex hull to reduce the number of
spurious cuts. However, when aiming at reconstructing the partitioning into
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Figure 3.2: Automatic 2D shape decompositions (Lien et al. [58] on the left,
Wan [117] on the right) don’t reflect the partition a human would perform, and
therefore aren’t suitable for an extension to 3D shape segmentation
a 3D shape, both methods are unsatisfactory due to oversegmentation: the
automatic approaches resulted too sensitive to perceptually unimportant cur-
vature like in the tail of the Nazca Monkey (see Figure 3.2), where the inside
of the spiral, of almost constant negative curvature, is the starting point for a
number of unneeded cuts in both approaches, no matter how the parameters
are chosen. Moreover, as expected, spurious cuts are found whenever the
projection overlap forms angles in the contour. Differently from the skeletons,
the cuts don’t remain stable after small view rotations, and the overall method
is unreliable.
3.2.1 A manual approach
A completely automated approach is, then, unaffordable at the moment. The
stability of the cuts and their actual significance are too low to be reliable for
an unsupervised segmentation. However, the principles described in the pre-
vious subsection can have an interesting application to the routine of manual
segmentation. Manual segmentation is a technique for shape partitioning that
tries to take into account the human factor in the most direct way possible: as
the name itself suggests, a user is asked to manually indicate the parts that
compose the shape. The typical usage of a manual segmenter is to construct
a ground truth dataset for the evaluation of automatic segmenters, as in the
Princeton Segmentation Benchmark [16], where the outputs from various al-
gorithms are compared to a set of manually segmented shapes that should
reflect the actual significance of the parts. Obviously, in order to construct
such dataset, a user needs some kind of application that helps him/her define
the parts on the shape without having to specify a segment index for each
single face in the mesh. The main objective for a manual segmenter is then
to limit the needed user input, letting a human correctly segment an object
with the least amount of effort. Typically, the user specifies the position of
a border by dragging the mouse over a region, and an automatic refinement
step determines the best segmentation according to the surface features. The
Fabio Guggeri Perceptual Shape Analysis
i
i
“phdthesis” — 2012/2/26 — 19:44 — page 41 — #47 i
i
i
i
i
i
Shape partitioning 41
Figure 3.3: Examples of interactive segmentation approaches (from top to
bottom: Ji et al. [44], Fan et al. [27], Lee et al. [54])
way the user interacts may vary from approach to approach: in Ji et al. [44],
for example, the user is asked to scribble the position of two neighboring
segments (Figure 3.3, top row); Fan et al [27] prompt the user to paint on the
mesh (Figure 3.3, center) the segment, while updating the borders to best fit
the surface behavior; Lee et al. [54] propose a semi-automatic approach where
the user may specify a cut on the image, whose border is refined automatically
(Figure 3.3, bottom row).
Manual cut segmentation Our proposal is to let the user directly specify the
cuts in the 2D projection, similarly to [54], trying to reproduce the perceptual
principles that weren’t suitable for the automatized approach. The user, after
rotating the object into a desired view, drags a straight cut through the contour
of the shape (see Figure 3.4). The drawn line is considered as a projection of
a restricted cut plane in space; the software tries then to reconstruct the cut.
In order to keep the procedure compatible to both meshes and point sets, no
real face-plane intersection is computer, rather a set of influenced vertices, that
is, those vertices whose distance to the plane is less then a certain threshold.
Vertices on different sides of the cutting plane are given different segmentation
indices and the indexing is propagated into the object to create a new segment
(see relative paragraph). However a single cut may not be enough to define a
patch boundary: the user is asked a second input to refine the cut.
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Figure 3.4: An example of cut definition: the user draws a line on the projected
object (left) defining a plane that cuts the object (red vertices in the right image)
Figure 3.5: Automatic best-view selection: after a first cut (left), the vertices
within a certain distance from the plane are projected onto the plane and the
camera is rotated to match the smallest Principal Component
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Figure 3.6: An example of two-step cut definition: an initial cut (first image)
is combined with a second one (second image) to create the definitive plane
(third image). The segmentation is propagated to the rest of the object (fourth
image)
Best-view cut refining A single cut may be enough whenever the shape pro-
jection, according to the chosen point of view, has no overlaps in the cut region.
A single connected component is extracted, the cut is confirmed for index prop-
agation (see next paragraph). However, the single-view system is error-prone:
it is possible that the cut returns a single connected component, but extremely
elongated due to an incorrect orientation, or that more than one component
is found (see Figure 3.5). Either ways, the cut must be further restricted to a
region of interest. The best way to refine a cut is then to automatically select the
best view that separates the intersecting components: every vertex influenced
by the cut is projected onto the plane and a 2D Principal Component Analysis
is computed on the projected points. The direction relative to the smallest
eigenvalue is taken as the new view direction, thus maximizing the separation
of the components and giving the user the best view to refine the cut. This also
allows for a recovery for skewed cuts, as the secondary plane direction is used
to correct potential errors in the orientation of the first plane. Suppose the user
defined the first cut on an image I1, obtained thanks to a projection along the
view direction v1, with image coordinates (x
′
1y
′
1), (x
′′
1 y
′′
1 ); while a plane p1 can
be obtained by back-projecting the cutting segment along v1, what the user is
actually defining (due to the ambiguity given by the 2D projection) is that the
normal of the cutting plane should be, when projected onto I1, coincident with
the normal direction of the cutting segment. This observation stands similarly
for a second cut on a different direction v2. Let M1 and M2 be the transfor-
mation matrices from respectively the first image space and the second image
space into object space, let c1 = (x
′′
1 − x
′
1, y
′′
1 − y
′
1, 0) and c2 = (x
′′
2 − x
′
2, y
′′
2 − y
′
2, 0)
be respectively the direction of the first and the second cut transformed into
object space, the cutting plane normal n is computed as
n = (M1c1) × (M2c2)
while the plane offset is computed such that the intersection of the two
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Figure 3.7: Whenever a single cut isn’t enough to extract a segment, the
application asks for a second cut on the handle
planes p1 and p2 lies on it. The final plane must be restricted to a quadrangle
given by the image cuts. Each cut endpoint on the i-th image defines a de-
limiting plane having normal Mici; the intersections of such planes create four
lines in space that intersect the cutting plane onto four points that are taken
as the vertices of the final cut quadrangle that limits the segmentation border
(Figure 3.6).
Index propagation After a cut is confirmed, the influenced vertices are as-
signed an index according to their sign relative to the cutting plane. When
the object has connectivity, e.g. a triangle mesh, the connectivity is used to
propagate the indices to the whole segment, otherwise a restricted K-Nearest
Neighbor is used, propagating the index to the nearest vertices whose connec-
tion lies inside the Visual Hull of the shape. Whenever the two propagation
fronts meet (like, for example, when the user cuts only one part of the handle
of a mesh with genus more than 0, Figure 3.7), the propagation interrupted
and the user is asked to perform another cut on the handle until a segment is
extracted with no ambiguities.
3.2.2 Experimental results
Figure 3.8 shows some example segmentation obtained from the described
procedure. The user interaction is limited to a maximum of two cuts per
segment border, and the automatic view selection limits the amount of rotation
needed by the user for a satisfactory result. Differently from other methods,
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Figure 3.8: Some example segmentations obtained thanks to the procedure
the approach is intended to be primitive-independent to be suitable for both
surface meshes and point clouds, as tools for manual segmentation the latter
are quite rare. The need to avoid any kind of surface reference is the main
reason why the cut is completely user-defined.
Limitations At the current implementative state, the algorithm just relies on
the correct choice by the user. Humans are however imperfect, and while
the meaning of their choice is surely the best available, the precision may
be defective. What happens is that the cuts are well-positioned to the best
of the user capabilities, but don’t exactly coincide with the shape concavity
due to drawing imperfections, defective view choice or resolution artifacts.
Future improvements can include an image-based cut adjustment, using the
user input as a hint on where to find the best plane according to the perceptive
principles. Moreover, an accurate study on the user behavior is needed to find
out whether there could be a different, more comfortable way of choosing the
cuts on an image.
3.3 Estimating the curvature via skeletal cuts
As shown in the previous section, despite the theoretical robustness of the
Minima Rule there is at the moment small room for completely automatic
perception-driven algorithms, at least in the practical sense. A different trend
can however be found in literature: it is not unusual to associate segmen-
tations and skeletons, both in extracting the descriptor from a partitioning
or defining a decomposition from the curve-skeleton of the object. The rea-
son why skeletons have a direct correspondence with shape segmentation is
once again found in the perception psychology, and exposed most notably
in the work of Biederman [6] and his theory of Recognition By Component
(RBC): it states that a set of generalized-cones components (called geons), ro-
bustly detected independently on position, rotation and occlusion, is used for
a component-wise recognition of the whole object, such that each component,
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Figure 3.9: An overview of the algorithm: the object’s skeleton is computed
and seeded. A preliminary merging of the intersecting seeds is performed and
the mesh is over-segmented. The merging and tuning algorithm is performed
starting from each endpoint, ending when every seed has been processed
or part, is directly related to the originating generalized cone. It is then eas-
ily understandable that the union of the centers of such cones, that is, the
medial axis of the shape, directly relates to the segments it is composed of.
The direct skeleton-segment relation is then explored in many different ways
in literature, be it from inverse distance transform reconstruction [95], plane
sweeping [17], geodesics-based [97] or direct vertex-node correspondence [3]
among the others. As usual, there is no commonly accepted standard for the
definition, and every algorithm shows its pros and cons dependently on the
set of objects used, the application and so on.
In order to remark the importance of perception-based algorithms, we
propose a method that uses the curve-skeletons described in Chapter 2 for the
segmentation. As the cited descriptor is obtained by the direct influence of
generalized cones centers, it should reflect the principles of RBC and allow for
a robust segmentation suitable for object recognition while maintaining the
advantages of the paradigm proposed in this thesis.
3.3.1 Overview
The skeleton-surface relation is a strong tool to overcome the dependence on
surface curvature. There is however no generally valid rule for inferring a
shape partitioning from its skeleton, and mostly all algorithms define their
own approach based on the skeletal structure and the data it provides, leaving
the topic still open for research. We propose here a valid alternative for the
segmentation problem, mainly for the independence on the data representa-
tion thanks to the application of the skeleton extraction method derived from
Chapter 2. The different phases of the algorithm, shown in Figure 3.9, will be
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discussed in detail in the next Section. What follows is a high-level overview
of the whole approach.
The algorithm is based on a region-merging strategy: after the skeleton is
computed, it is subsampled into seeds according to the radii of the balls; as
the skeletal branches meeting into a common joint have no correspondence
with a generalized cone axis, the skeletal joints act as starting seeds for the
subsampling: proceeding to the endpoints of the skeleton, a node is marked as
a seed if and only if its Zone of Influence (ZI) (see definition in Section 2.2.5) is
not intersecting the ZI of the previous seed node (see Figure 3.9, third image).
Each seed corresponds to a different supersegment, and each shape primitive
is assigned to the nearest sphere (Figure 3.9, fourth image). Notice however
how the ZI intersections are computed only according to the previous node
in the graph: nodes belonging to different skeletal branches may belong to
the same perceptual part, as in the knuckles of the hand, where the four seed
spheres are intersecting. A preliminary merging step (Figure 3.9, fifth image)
is performed for every two seeds with intersecting ZIs. The corresponding
segmentation is updated accordingly, and the final oversegmentation (Figure
3.9, sixth image) is used as starting point for the merging procedure. Starting
from each endpoint, the supersegments are merged whenever a condition is
satisfied (details can be found in the next subsection), or cut to create a final
segment (Figure 3.9, seventh image) thanks to a tuning step that refines the
border between the two sections. The algorithm is then reiterated from each
endpoint to the center of the mesh until all supersegments have been processed
and the final segmentation is computed (Figure 3.9, eight image).
3.3.2 Details and implementation
Merging
Each supersegment is considered to be a subset of the desired segmentation.
This means that the final result should be obtained by merging those superseg-
ments that don’t correspond to a border between two object parts. However,
particular care must be put into the merging strategy, as the number of seg-
ments isn’t necessarily equal to the number of branches, and the joint regions
in an object, being the union of several generalized cones, need an ad-hoc
approach for a meaningful partitioning.
The only safe assumption is that each endpoint corresponds to a different
segment, thanks to the endpoint’s perceptual significance principle exposed
in the skeleton extraction algorithm. Then, starting from an endpoint towards
the core of the object, each encountered supersegment is processed for merging
or cutting.
A distance measure called Projected Area Distance(PAD) is computed be-
tween the two neighboring segments: let Si and S j be the sets of surface
elements assigned respectively to the neighboring supersegmnets given by
seeds i and j, and n the vector joining the seed centroids; let Ai and A j be the
areas of the projections of Si and S j into a plane along the direction n; the PAD
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Figure 3.10: A 2D example of a false positive : the two skeletal nodes have a
strong PAD. However, the shape radius is smoothly increasing, indicating the
absence of a cut between the supersegments.
Figure 3.11: A 2D example of a true positive with relative cut tuning: the shape
radius makes a strong jump indicated by a peak in the second derivative. The
cut is detected and positioned on the node causing such peak.
PAdi j is then defined as the ratio of the biggest and the smallest value
PAdi j = |max(Ai,A j)/min(Ai,A j)| (3.1)
Whenever the measure is below a certain merging threshold Tm, the seg-
ments are merged and the computation proceeds to the next seed. Otherwise,
the distance is a strong indicator that the shape should be cut between the two
seeds; however, due to the skeletal subsampling, the segmentation is too coarse
to be considered meaningful and can give false positives (see Figure 3.10 for
a 2D example) that must be avoided. The cut tuning procedure described in
Subsection 3.3.2 aims at finding the best border between the segments and de-
tecting the false positives. When a segment is cut and confirmed, the next seed
is considered as a new endpoint for the reiteration of the merging algorithm.
Joint processing The algorithm is endpoint-driven, associating a segment to
each endpoint, cutting the relative branch whenever the conditions suggest
to do so and proceeding towards the only direction possible in the branch.
When dealing with joints, due to the different possible directions and their
importance in the segmentation, special care is needed. Whenever the merging
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procedure reaches a joint segment, the cut-tuning procedure is triggered in
any case. The joint is then processed as a starting seed if and only if all
its outgoing branches have been processed except for one: in this case, the
joint is considered to be a new endpoint and the algorithm goes on as usual
until all segments have been visited. When this happens, the segmentation is
completed.
Cut-tuning
When the merging threshold Tm triggers the tuning procedure, or a joint has
been reached, two situations can arise: a cut is actually present in the shape
and the algorithm must find the proper plane to segment the object, or the
two supersegments define a false positive. Shown for clarity in Figure 3.10, a
false positive is given by the fact that the distance formula PAdi j is oblivious to
the surface trend and only uses the ratio of the plane projections: this means
that a cone-like shape with an elevated surface-skeleton angle would exceed
the threshold even when the surface is of constant curvature. The tuning
step is then responsible for the detection of such false alarms. Let M be the
number of skeletal nodes comprised between the two seeds i and j, ordered
according to the graph adjacency. Each skeletal node x = 1 . . .M is taken as
the defining position for a cutting plane, in a manner similar to the merging
step, defined by the point px and the normal direction nx = px+1 − px; the
object-plane intersection area A(x) is computed and stored. In order to recover
an approximation of the curvature, we look for the second derivative of such
areas with respect to the x (see Figure 3.11); a jump in the surface curvature
is reflected in a peak of the second derivative, and is thus an indication of the
presence of an actual segmentation point. We then define a second threshold,
the tuning threshold Tt. The tuning distance tdi j is defined as
tdt =
maxx=1...M A′′(x)
A(arg maxx=1...M A′′(x))
that is, the ratio of the maximum second derivative with the value of the area
function in the same point. When the measure is below the threshold, the
segments are merged and the algorithm returns to the merging step as if the
merging threshold hadn’t been exceeded at all. Otherwise, a new segment is
created at the node x = arg maxx A′′(x).
In order to keep the whole algorithm compatible with all kinds of repre-
sentation, particular care has to be put in the cut area computation. Whenever
the object provides a surface to work on, the resulting cut is a closed curve
whose area is easily computable, but for point clouds and other kinds of rep-
resentations this is not always the case.
Contour-based area estimation An alternative approach is to estimate the
area by looking at the contour of the influenced object parts from different
points of view. This techniques is based on the assumption that the object is
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Figure 3.12: Some segmentations obtained by the described framework. The
results are defective due to meaningless cuts (Dog model), oversegmentation
(Octopus model) or undersegmentation (Horse model) according to the pa-
rameters, but can be considered as interesting preliminary results for a future
improvement of the approach.
describable as a set of generalized cones (introduced in Chapter 1), as it is a
mandatory precondition for a correct skeleton extraction.
As previously discussed, contours are sufficient for the definition of a
segmentation thanks to the Minima Rule and the Shortcut Rule. The overall
idea is to look at the area between the seeds to find where to cut by analyzing
the projected image. In order to reduce any possible ambiguity, only the
interested supersegments are rasterized and the best view is chosen so that,
similarly to the manual segmentation framework described in the previous
section, the primitives are most scattered onto the image’s x axis, and each
candidate cutting plane lies horizontal in the image. This results in an efficient
way to estimate the cone radius, calculated as the width, in pixels, of the shape
in the row given by the cut projection.
3.3.3 Results
Figure 3.12 shows some results obtained by the proposed method. While the
algorithm seems to work for simple cases like the hand, the set of parameters
makes the whole approach very unstable at the current implementative state.
Outside of the threshold parameters, that need a particular study to find the
optimal values for a complete set of shapes, other parameters like the resolu-
tion of the image on which the cut radii are computed strongly influence the
outcome. The Octopus model, for example, shows an oversegmentation on
its tentacles due to failures in the tuning computation, due to the excessive
narrowness of the tentacles and the consequent errors in the rasterization. Fu-
ture improvements to the algorithm must focus on the robustness of the whole
approach, and a study on how to automatically choose the best values for the
thresholds. On a high level, anyway, the algorithm is quite satisfactory and
the results, while in a preliminary phase, show that the perceptual approach
can obtain interesting outcomes when the conditions are favorable. In terms
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of quality of the cuts, the algorithm is strictly dependent on the quality of the
skeleton: all the limitations and properties described in Chapter 2 apply to the
resulting segmentation. An example is found in the ears of the dog, joined to
the head due to the absence of a branch representing them.
3.4 Conclusions and discussion
The act of partitioning is something that has been studied in detail in differ-
ent fields, as it is an instinctive approach in human life and has important
and significative advantages in the computational world. Speaking of shapes,
however, partitioning and segmentation become something of higher impor-
tance, as the mere subdivision process has to include elements of knowledge.
Perceptual psychology posed strong bases for the field of shape segmentation,
so that nowadays principles like the Minima Rule are well known and taken
into account by all of the segmentation algorithms. Actually, as shown in this
chapter, the perceptual suggestions haven’t been directly utilized into the field
of Geometry Processing, but served only as an inspiration: contours, the basic
elements for shape recognition in humans, play no role in any of the previous
works, and the geometric Minima Rule shares only name and goal with its
perceptual counterpart.
Stability and significance The way to a stronger significance in the results
must take into account human behavior and the perceptual elements. The pro-
posal in Section 3.2 shows how a simple contour-based framework allows a
user to specify a segmentation for all kinds of shape representation indiscrim-
inately. Why should partitioning be based on data that are representation-
dependent? Similarly to the skeletal extraction method, the perceptual ap-
proach poses itself as an alternative to traditional approaches, trying to over-
come the limitations of a purely geometric framework.
Implementative limitations and future improvements Unfortunately, at the
current stadium there are many limitations to the proposed works. It is how-
ever the author’s opinion that such limitations are purely implementative. As
long as humans are able to segment a shape by its contour, there must be a
way of reproducing the innate algorithms in a computational system, and the
first time approach given by this chapter shows anyway some potential results
with possibility of improvements. Again, the aim of this work is to create an
inspiration to future developments, showing the potentiality of the perceptual
paradigm.
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Chapter 4
Shape reconstruction
reconstructing (transitive verb): to construct again: as a:
to establish or assemble again b: to subject (an organ or
part) to surgery to re-form its structure or correct a defect
c: to build up mentally
The Merriam-Webster Dictionary
In the various fields related to Computer Graphics, the term reconstruction
refers to the procedure of computing the originating object from a series of
measurements. A notable example is the CAT scans, where different slices
are then reunited into a 3D volume that can be used for further analysis.
When speaking of Shape Analysis, shape reconstruction aims at extracting the
surface of an object from a point cloud and dealing with the issues coming
from missing data, noise and so on.
The importance of a correct reconstruction is manifold: since many shape
processing algorithms expect a noise-free and watertight mesh, constructing
a surface with no holes or artifacts can avoid the need for intermediate clean-
ing steps as hole-filling, while for surface-based analysis the desired output
should faithfully represent the underlying structure of the point cloud in order
to derive correct measurements for shape understanding. This is not a simple
task: small details and features need to be detected and handled, while still
guaranteeing an overall smoothness, and if we take into account also prac-
tical challenges as memory and time complexity, one can understand why
the reconstruction problem is so important and so differently approached in
literature, as pointed out by the heterogeneity of the works cited in the next
section.
In Section 4.2 are introduced the main challenges that make shape recon-
struction an open research topic, and an introduction on the effects of the
perceptual paradigm can have on the problem. We then propose a recon-
struction model in Section 4.3 and a practical algorithm for its computation
in Section 4.4. The final section shows the results obtained by the proposed
approach and a summary of its strengths and weaknesses.
Fabio Guggeri Perceptual Shape Analysis
i
i
“phdthesis” — 2012/2/26 — 19:44 — page 54 — #60 i
i
i
i
i
i
54 Shape reconstruction
Figure 4.1: The Ball Pivoting Algorithm in 2D. A ball is placed on the points
(left) and rotated (center) until it reaches another point (right)
4.1 Previous works
There are many approaches to the reconstruction problem: some try to define
the underlying surface in an analytical way, as an isosurface of a 3D function,
or directly approaching the points for a procedural reconstruction. Every
alternative has its advantages and disadvantages, and of course there is no
definable best method, as the output quality may differ from dataset to dataset
according to some characteristics that are better or worse handled by each
individual method.
Ball Pivoting Algorithm In 1999 Bernardini et al. [4] proposed an interesting
procedural method for the reconstruction of dense point clouds called Ball
Pivoting Algorithm (BPA). The BPA is rather intuitive and simple; if the
normal for each point is known, a large enough sphere is put on top of the shape
simulating its collision behavior. The sphere stops on three vertices (see Figure
4.1(left) for the 2D example), forming a triangle, and is then pivoted around
one of the three border edges (Figure 4.1(center)) until it hits another point,
thus creating a new triangle adjacent to the previous one (Figure 4.1(right)). By
iterating the procedure for each border edge, for a point cloud dense enough
the shape is easily reconstructed. Normals are required for the initial placing
process and to avoid spurious computations in case the sphere falls through
the points due to coarse sampling.
Radial Basis Function While the algorithmic approach of the Ball Pivoting
returns nice results for well-sampled, clean shapes, Carr et al. [14] proposed
to approach the reconstruction problem by fitting an implicit function to effi-
ciently overcome the issues coming from noise, missing data or non-uniform
sampling. By considering the shape as the zero-isosurface of a signed dis-
tance function, the authors try to interpolate the desired function using a set of
Radial Basis Functions (RBF), that is, a linear combination of basis functions
Φi : R3 ×R3 → R:
f (x) =
m∑
i=1
αiΦi(x, ci)
where cii=1...m denotes a set of centers, andαii=1...m is the unknown set of weights.
While already explored by other authors [94] [110] as a mean of surface repre-
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Figure 4.2: An intuitive illustration of the Poisson reconstruction framework,
taken from the original paper [48]
sentation, the applicability to real-world data reconstruction was never consid-
ered due to the high spatial and time complexity: the high number of centers
in which to compute the distance function, one for each vertex and a set of
off-surface constraint to avoid the trivial zero solution, makes the computation
unreasonable. Carr et al. however introduce a center reduction step for data
compression within a desired fitting accuracy. The approach has been then
reproposed by Samozino et al. [92] using the vertices to construct a Voronoi
diagram whose poles are used as centers for the RBF interpolation, in order to
reduce the needed number of centers due to the stability of the Voronoi poles.
In either cases, the off-surface constraints need to be given a sign according to
the point normals.
Poisson Surface Reconstruction Kazhdan et al. [48] proposed a different
approach to shape reconstruction called Poisson Surface Reconstruction (PSR).
Given an indicator function χ for a shape, having a constant value of 1 for
internal points and 0 for external points, has a gradient vector field that’s zero
almost everywhere, except at the surface. Thus, it has a strong relationship to
the surface normals of the shape. The idea is then to find the function χwhose
gradient best approximates the surface normals (Figure 4.2). However, as the
indicator function is piecewise constant and the vector field would then have
unbounded elements at the surface boundary, it is smoothed by a Gaussian
filter whose variance is of the order of the sampling resolution. The smoothed
vector field ~V represents an approximation of the gradient ∇χ; however the
estimated indicator function χ˜ cannot be directly computed from the equation
∇χ˜ = ~V, as the vector field is generally not integrable and there is no unique
solution. By applying the divergence operator, a Poisson equation ∆χ˜ = ∇· ~V is
formed and a least-squares approximation is applied to find the best solution.
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4.2 Challenges in reconstruction
In a perfect world, a set of points describes the object surface with no ambi-
guities, no missing data and no noise. Unfortunately this is seldom the case:
the different methods of obtaining a point-set may return noisy data due to
poor sensor resolution; large portions of the shape may be unacquirable due
to occlusions or strong concavity; range scans may be poorly aligned due to
numerical instability, and so on. Having to deal with such imperfections is of
vital importance and most of the previously cited method do exhibit robust-
ness in that sense to a certain extent, both in terms of direct robustness (like the
PSR, where missing data is inferred smoothly from the surrounding points) or
with ad-hoc steps.
However the main challenge remains the definition of what’s inside and
what’s outside of the object. The reconstruction algorithms presented in the
previous Section, in fact, are all based on point normals to precisely determine
what portion of the space is outside of the described shape; unoriented point
sets form an almost completely different field. However, the majority of the
approach aim just at defining an inside/outside function, or estimate the point
normals, in order to apply other known algorithms for shape reconstruction.
This is where the perceptual approach does its part.
Perceptual approach Recall the point clouds shown in Chapter 2, Figure
2.18. It is immediate that the represented object on the left is a hand, even if
what we actually see is just a set of displaced points, with no real indication
of the boundary between object and background. In fact, the human eye
perceives surfaces and connectivity where the elements have a strong spatial
proximity [33]. Intuitively, it should be enough to look at a shape from different
points of view to determine what portions of space are part of the object and
what are not: the same paradigm applied in Chapter 2 offers an innovative and
simple approach to the solution of a shape analysis problem. Our proposal,
discussed in Section 4.3, is based on the definition of Depth Hull, an extension
of the Visual Hull introduced in Chapter 2.
4.3 The depth hull in shape understanding
The human visual system is extremely fast and accurate in understanding the
spatial relations of a dense enough point cloud. Spatial proximity is seen as a
strong indication of an underlying surface. Many image-based reconstruction
algorithms like Space Carving [51] are based on the same principle: the object
is detected in an area of interest, and what falls outside such area is marked as
outside also in the resulting reconstruction. This is a direct application of the
Visual Hull definition.
An extension of such definition, called the Depth Hull1, has been derived as
a mean of reconstructing an object starting from a series of depth images [10].
1A detailed discussion on the Depth Hull is found on Appendix A
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In the original paper, it’s demonstrated that it is the best approximation of the
object obtainable from the depth images, and for a small number of cameras it
allows for a real-time reconstruction. In practice, the number of depth cameras,
or Z-Cams, that can be placed around the object is limited due both to their
cost and the physical space occupation.
4.3.1 Indicator function estimation
It is then possible to reconstruct the Depth Hull of the point cloud by simulating
a set of Z-Cams by checking the depth buffer of each rendered scene. The
possibility of placing a virtually infinite number of Z-Cams around the object
allows for a fast and accurate estimation of the inside of an object. We then
define an indicator function for each voxel according to the depth values of
each Z-image, given N Z-Cams C1 . . .CN and the corresponding functions
Di(x, y) returning the depth value of the i-th Z-image in the pixels x,y. Let
Mi be the transformation matrix from the object coordinates to the framework
of the i-th Z-Cam, and, given a point p in object-space, let pi = Mip be the
transformed point in the i-th Z-Cam space. The function is defined as
X(p) =
1, if piz > Di(pix,piy) ∀i ∈ [1 . . .N]0, elsewhere
where the subscript is just a coordinate selection px = ex · p. In simpler
terms, each point is projected on an image and if its Z-value is higher than the
depth of the corresponding pixel, then the point is behind the umbra of such
image. If the condition is satisfied for each camera, then it meets the Depth
Hull definition, meaning that the point has to be considered inside the object.
For a dense point cloud, the described indicator function accurately reflects
the Depth Hull of the shape and, consequently, a very good approximation of
the underlying object.
4.4 Depth Carving Algorithm
A direct sign and confidence computation for each voxel in a regular grid may
be very expensive for high grid resolutions. The usage of an adaptive Octree
is the best solution, but some time can be saved by aiming to process only
external cells in the grid.
The Depth Carving algorithm we propose takes inspiration from the Space
Carving [51] algorithm used in image-based reconstruction: the sign compu-
tation is restricted to the external, visible voxels thanks to a plane sweep
approach. The theoretical complexity is lowered to O(E × k) where E denotes
the external voxels in the shape.
Let G be a regular grid composed of Nx × Ny × Nz voxels initialized with
value 1, enclosed by the bounding box of the point cloud, and let Gx,y,z be the
voxel cell at coordinates x, y, z. Let B be the set of border voxel, i.e. those
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voxels with at least one empty neighbor. Starting from an arbitrary point of
view, each border voxels is tested by reprojecting its centroid into the Z-Image
in that direction: if the voxel is in front of the Z-Image (i.e., its reprojected
depth value is less than the one stored in the image) its value is set to 0, the cell
is removed and its 6−neighbors, if not already included in B, are added to the
set. When every border voxel has been tested, the process is reiterated from a
different point of view until each of all the viewpoints have been considered.
4.4.1 Implementative solutions
Figure 4.3: Missing depth data (left) can be recovered by a morphological
opening of the depth image (right)
As previously said, the Z-Cams can be simulated by synthetic cameras
in a 3D visualization framework, using the GPU depth buffer to obtain the
Z-Images. However, some care must be put into the implementation to over-
come issues resulting from this approach. The point clouds may not be dense
enough to obtain a smooth depth image. This means that the empty space
between the vertices will be seen by the camera and carved, resulting in an
incorrect reconstruction. This issue can be addressed by lowering the projec-
tion resolution or performing a morphological opening on the Z-image: this
step efficiently simulates a view-dependent Z-splatting (shown in Figure 4.3,
right) by smoothing the peaks in the Z depth function, so that small holes in
the depth image are covered by the values of the neighboring vertices, while
maintaining an accurate contour of the shape.
4.5 Results
In this section we show some result obtained by our metric. The meshes shown
in Figure 4.4 are isosurfaces extracted from the sign estimation with a simple
Marching Cube algorithm.
For dense clouds with no missing data, the reconstruction is accurate
enough. Even if the resulting shapes aren’t visually pleasing, it must be
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Figure 4.4: The results show that dense point clouds are correctly interpreted
considered that an isosurface taken from a boolean space cannot guarantee
smooth features. However, the method is intended as an aid for other algo-
rithms as the Radial Basis Function or the Poisson, where a signing step is
required. Our claim is that the proposed approach is suitable as a lightweight
signing tool for unoriented point sets, thus extending the applicability of the
cited methods without the need for normal estimation.
Figure 4.5: The algorithm is robust to white noise, as shown by the cross-
section of the indicator function (right image). Internal cells are marked in
green, external cells are marked in red
The approach is very robust to noise, as shown by Figure 4.5. Thanks to
the multi-view approach, randomly scattered points cannot cast a consistent
set of umbrae, and the space around them is then carved. The process may
detect structured, dense outliers forming a solid shape, as the algorithm has no
information on the target shape: everything that may resemble a solid object
is reconstructed.
Timing The main advantage of this approach is the independence on the
primitive numbers, as the vertices are a factor only in the time needed for
rasterization. The whole approach is then fast and efficient. We compare to
the signing step in Muller et al. [79], a primitive-based algorithm, showing in
Table 4.1 that our method is faster and more robust to changes in the sampling
fineness.
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Object Vertices Muller et al. Depth Hull
Mug 798,877 42.878 15.126
Fertility 241,607 195.631 4.956
Raptor 49,995 311.416 1.065
Tooth 9,337 3.348 0.467
Table 4.1: Comparisons between our method and the sign guessing step in
Muller et al. [79] with an adaptive Octree of level 8
4.5.1 Limitations
Figure 4.6: Reconstruction from a holed model results in an excessive carving
inside the shape. On the left, the depth image of the Bunny model shows
missing data in its base (lighter colors denote farther points); on the right, the
isosurface shows a set of cavities given by the depth carving
The main limitation comes from the presence of missing data. Wherever
the cloud is not dense enough, the carving reaches the other side of the shape
leaving an erroneous sign estimation (Figure 4.6); the algorithm, in its present
state, cannot detect this absence and interprets the holes as strong concavities.
Future improvements to this approach should take into account this issue in
order to be applicable to all kinds of datasets.
4.6 Conclusion
A whole lot of complex computations are involved nowadays in understanding
a point cloud. As all other cases in the field of Shape Analysis, the overabun-
dance of data drives the algorithm designers towards paths that are oblivious
of our real capabilities. The problem of shape understanding is, in the author’s
opinion, definitely simpler than it looks, and the perceptual elements intro-
duced in this Chapter suggest that more effort should be put in thinking about
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how we, as humans, approach a problem before trying to infer results from
the data. The method is flawed and limited, but its simplicity suggests that
this is not a problem of the approach, but a problem of this particular imple-
mentation. The complete novelty, and consequently the absence of previous
works to take inspiration from, leave the approach open to flaws that only
the experience can solve. Future improvements can and should be done, but
the author feels satisfied with the preliminary results as they demonstrate that
the perceptual approach can have a significant impact in future developments
of this field. The algorithm proposed in this chapter has been accepted for
publication in [34].
Fabio Guggeri Perceptual Shape Analysis
i
i
“phdthesis” — 2012/2/26 — 19:44 — page 62 — #68 i
i
i
i
i
i
62 Shape reconstruction
Fabio Guggeri Perceptual Shape Analysis
i
i
“phdthesis” — 2012/2/26 — 19:44 — page 63 — #69 i
i
i
i
i
i
Conclusions and discussion 63
Chapter 5
Conclusions and discussion
In a field where computing power and over-abundance of data are the main
protagonists, the focus to human instinctive processes has been lost in favor
of a heavy mathematical computation.
Of course it’s not so simple. The proposed algorithms and the suggestions
for future work offer an interesting point of view, but the approach is far from
being perfect. It is, however, a good starting point for future improvement; a
well-thought integration of perceptual elements and data awareness can surely
constitute a winning strategy towards a better machine learning.
Effectiveness of the PSA Marr and Nishihara’s discussion on shape rep-
resentation for means of recognition [69] offers a set of criteria that a shape
recognition system should comply to. Keeping in mind that Marr’s work was
mainly focused on human perception and its application in machine recogni-
tion, it is easily seen how the PSA approach satisfies the following principles:
accessibility, scope and uniqueness, stability and sensitivity. Accessibility
refers to the possibility of constructing a descriptor starting from an image,
and the possibility of doing it inexpensively. While the whole paradigm is
image-based, thus satisfying the requisite, the results showed in each chap-
ter demonstrate that the approaches are in most cases faster than, and in the
worst cases comparable to, the current geometry-based approaches. Moreover,
a geometry-based approach may not be directly applied to real-world cases
where the recognizing machine bases its perceptions on one or more cameras.
This aspect is discussed in more detail later. Scope and uniqueness is the
capability of uniquely describing a particular shape, and the focus on a class
of objects the descriptor is intended to work on. The best example of this can
be found the curve skeleton of Chapter 2: the scope of such descriptor is the
set of character-like shapes with protruding axes of symmetry, whose Visual
Hull is well-defined. According to Marr and Nishihara’s theory, the fact that
the proposed algorithm won’t work on concave shapes like the mug model, as
shown in Section 2.3, Figure 2.20, is a non-limitation. There cannot exist a uni-
versal descriptor for all the classes of shapes, especially when reproducing the
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human vision model. Stability and sensitivity, already presented in the in-
troduction to Chapter 2, refer to the ability of returning similar descriptors for
similar shapes, but still capable of expressing small differences. This criterion
is a higher-level characteristic of the descriptors per se, and is satisfied in the
instances of segmentation and skeleton extraction. What’s more interesting,
from a more theoretical point of view, is the discussion on the proposed design
criteria from Marr and Nishihara’s work, showing that the PSA paradigm is
extremely suitable to the recognition problem proposed by the two scientists.
The coordinate system may be view-centered or object-centered ; the authors
suggest that a simple recognition task (in their example, a squirrel needing to
distinguish trees from other objects) could perform well with view-centered
representations, so that even if a different view causes a different descriptor, it
would be enough to tell trees and ground apart just by looking at the vertical
orientation. Recalling the shape memory concept, however, it is immedi-
ate to notice how a view-centered system would be unsuitable for complex
recognition contexts: a different representation for each vantage point would
cause an excess in memory usage, thus suggesting the object-centered model
as the better alternative. The perceptual paradigm, while using a multi-view
approach, is focused on the definition of an object-centered description. The
second design criterion, primitives, is of particular interest when we consider
that the proposed approach is completely independent on how the shape is
represented. In fact, as pointed out by Marr and Nishihara, surface or vol-
umetric primitives may carry information that would be lost by the early
processes of human vision. The PSA focuses instead on the definition of de-
scriptors that are representation independent, and, most importantly, follow
the principles of early vision that have been introduced in Chapter 1. The third
criterion, organization, is of lesser importance, as it seems to be focused on
how information is organized in a representation. There is no correct way of
defining an organization as long as the underlying information is easily avail-
able. Well-known descriptors like segmentation and curve-skeletons reflect
however what Marr calls principle of explicit naming, where the subdivision
into smaller and significative elements is vital to the recognition process.
A reliable shape-memory By keeping all computations independent from
the object representation, using only the information available to the eye, the
PSA algorithms are suitable for a real world implementation for automatic
vision systems. Even if the algorithms haven’t been tested on actual image-
based acquisitions, the approach can be used as a mean of constructing a shape
memory for the system: recalling the principle exposed in Section 1.4, shape
recognition is based on a set of pre-stored descriptors that human vision refers
to. The possibility of computing descriptors utilizing synthetic, well-defined
shapes, may result in a fast and robust way of constructing such memory,
while maintaining a compatibility with the cognitive system: the machine,
seeing a new object, would only be able to compute image-based descriptors,
thus increasing the efficiency of the recognition process when the whole shape
memory is built using an analogous approach.
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Figure 5.1: Visual cues as textures, shadows and depth are secondary with
respect to the contours in a recognition context. The figure is easily recognized
as an octopus even if the texturing is unnatural
Visual cues The proposed work may seem limited in the definition: if the
aim is to take inspiration from the living, and humans have a complex vision
system, why the focus is only on contours and monochromatic images? Except
for the reconstruction in Chapter 4, where the depth information can be con-
sidered an analogy of the stereoscopic vision, the image used in the algorithms
lack color or shading which are an important factor in our everyday experi-
ence. To explain the choice it’s necessary to recall the psychological studies
this thesis is based on. The importance of the visual cues is acknowledged,
but the majority of the works are based on line contours, as demonstrated
by Marr to be the key point in human shape understanding. Moreover, by
designing a system as simple as possible, allowing it to function nicely with
the least amount of data, can only be an advantage in terms of robustness,
and the additional information coming from the visual cues can be used to
improve the speed of the algorithm or the accuracy of the output, but should
not be considered vital for the whole recognition process. Moreover, it reflects
once again our behavior. Look at Figure 5.1: despite the unnatural texturing,
the shape is recognized as an octopus. Why should then all other visual cues
be considered equally to contours in the recognition process?
Concluding remarks The PSA is, in the author’s opinion, a promising field.
The current implementations of its algorithms are faulty, but the limitations
they show aren’t relative to the approach itself. The strong link with perceptual
psychology suggests that, whenever a classic Shape Analysis algorithm tries to
extract knowledge from a shape, a PSA implementation could be performed.
Computations like e.g. the Shape Diameter Function [97] may find a simpler
definition in a PSA context, as the thickness of an object is something the human
eye can detect easily; motion segmentation, aiming at subdividing a shape by
comparing two different poses using surface curvature changes [43], can be
approached by restricting the comparison to just those elements that change in
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the contour [70], or by comparing the Optical Flow of two subsequent frames
in the interpolation in a manner inspired from real-world motion detection.
Whenever the task to be performed is strictly correlated to some instinctive
human capability, the PSA can achieve better results as it tries to imitate those
behaviors and algorithms that are innate in humans and that pose the basis
for the construction of our knowledge.
Fabio Guggeri Perceptual Shape Analysis
i
i
“phdthesis” — 2012/2/26 — 19:44 — page 67 — #73 i
i
i
i
i
i
Computer vision background 67
Appendix A
Computer vision background
Our approach borrows some tools and definitions from the field of computer
vision, where the bonds with human perception are stronger. As some notions
can be unfamiliar to a shape processing audience, we briefly summarize the
definitions in this section in order to make the presentation of our approach
more self-consistent.
A.1 The Visual Hull
The Visual Hull (VH) was introduced by Laurentini [52] to approach the prob-
lem of shape from silhouettes, describing how a set of object projections onto
an image plane influence its perception, and the assumptions that can be safely
made on the object just basing on the information coming from its projection.
Let C ⊆ R3 be a set of points of view; the visual hull of an object O relative
to C, VH (O,C), is defined as the subspace of R3 such that, for each point
p ∈ VH (O,C), and each point c ∈ C, the projective ray starting at c and
passing through p contains at least a point of O:
VH (O,C) = { p | cp ∩ O , ∅, ∀c ∈ C } .
It is immediate to see how O ⊆ VH(O,C) for every C as each point in
the surface satisfies the definition. The Visual Hull is the maximal object that
is silhouette-equivalent to O with respect to C, that is, the maximal object
returning the same silhouette as S for each vantage point V ∈ C. In fact,
1. VH (O,C) is silhouette-equivalent to S as the projection of any point of
the Visual Hull from any point of view V ∈ C belongs by definition to
the silhouette obtained from V, and the projection of any surface point
from any point of view V ∈ C belongs to the silhouette of the Visual Hull
obtained from V since O ⊆ VH(O,C).
2. VH (O,C) is maximal since for any point P <VH (O,C) there is at least
a straight line starting at V ∈ C, passing through P, not intersecting O.
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Consequently, the projection of P does not belong to the silhouette of O
computed from V, implying that each point P < VH (O,C) cannot be
part of an object silhouette-equivalent to O.
In other words, the visual hull of an object is the maximal object that gives the
same silhouettes of the original one from any considered viewpoint. VH (O,C)
is also the closest approximation of O that we can obtain using its silhouettes,
that is, the best representation of what a human viewer would appreciate of
the object in absence of other information.
A.2 The Depth Hull
The Depth Hull (DH) is a generalization of the VH first defined by Bogomjakov
et al. [10] to approach the problem of reconstructing and rendering an image-
based geometry from a set of depth cameras, also called Z-Cams. Such cameras
are capable of returning depth information for each pixel in the view, and the
umbra of a viewed scene is the portion of the visual cone behind the depth
map, or the shadow cone generated by the object if a point light source is
placed in the camera position. The DH of an object O with respect to a set of
viewpoints C ⊆ R3, DH (O,C) is defined as the intersection of the umbrae of
the given reference Z-Cams In general, for an object O and a set of viewpoints
C ⊆ R3 located outside of the object’s Convex Hull, the following relations
hold:
S ⊆ DH (O,C) ⊆ VH (O,C) ⊆ CH (O) .
The Depth Hull is shown to be the best approximation of the geometry of an
object, when viewed from a reference set of viewpoints, obtainable by Z-Cams.
A.3 Epipolar Geometry and rectification
Epipolar geometry provides us a quite useful constraint while trying to couple
planar images of a point lying in the 3D space in order to find its spatial
coordinates (see Figure A.1). Let’s suppose to have a point P ∈ R3 and two
projective cameras C0,C1 (with C0 , C1) which respectively project into the
planes I0, I1. Given the image point p0 = I0(P), the point projected by the
secondary camera, p1 = I1(P), must lie in the line defined by the intersection
between the plane I1 and the epipolar plane piP. Namely, the plane defined by
the point P and the centers of projection of C1 and C2, meaning that for each
p1 the corresponding point p2 must be searched in a mono-dimensional space
instead of a bi-dimensional one.
The epipolar constraint can be enforced with image rectification in order
to further reduce the complexity of this search: when the epipolar planes
are parallel, epipolar lines become horizontal and the search is restricted to
a scanline matching, meaning that is possible to search for a correspondence
between the pixels along the same scanline in the two images. While image
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Figure A.1: An example of Epipolar Geometry: cameras C0 and C1 see a point
P respectively in its projections p0 and p1 on the image planes. The intersection
between the epipolar plane piP and the image planes return the epipolar lines
ep0 and ep1 , that constitute the epipolar constraint
transformations are employed for rectification in real world cases with pro-
jective cameras, this effect is also obtained using affine projections: it can be
approximated by using a very long focal length camera. In synthetic envi-
ronment, like the one we present in subsection 2.2.3, the possibility to directly
employ parallel projections can increase the efficiency of the matching.
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