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Abstract
The problem of speciﬁcation of self-adjoint operators corresponding to singular bilinear
forms is very important for applications, such as quantum ﬁeld theory and theory of partial
differential equations with coefﬁcient functions being distributions. In particular, the formal
expression Dþ gdðxÞ corresponds to a non-trivial self-adjoint operator Hˆ in the space
L2ðRdÞ only if dp3: For spaces of larger dimensions (this corresponds to the strongly singular
case), the construction of Hˆ is much more complicated: ﬁrst one should consider the space
L2ðRdÞ as a subspace of a wider Pontriagin space, then one implicitly speciﬁes Hˆ: It is shown in
this paper that Schrodinger, parabolic and hyperbolic equations containing the operator Hˆ
can be approximated by explicitly deﬁned systems of evolution equations of a larger order.
The strong convergence of evolution operators taking the initial condition of the Cauchy
problem to the solution of the Cauchy problem is proved.
r 2003 Elsevier Inc. All rights reserved.
Keywords: Strong resolvent convergence; Singular bilinear forms; Pontriagin space; Schrodinger
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1. Introduction
1. The main difﬁculty of the quantum ﬁeld theory is the problem of divergences [5]
which arise since the evolution equations of quantum ﬁeld theory are ill-deﬁned. It is
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suitable to investigate such problems, making use of the simpler quantum
mechanical models which illustrate some of the difﬁculties of the quantum ﬁeld
theory. One of such models is the Schrodinger equation for the particle moving in the
external singular potential
i
dcðtÞ
dt
¼ HˆcðtÞ; ð1:1Þ
where tAR; cðtÞAH ¼ L2ðRdÞ; while the Hamiltonian operator Hˆ is formally
written as Hˆ ¼ Dþ jðxÞ; and jðxÞ is the operator of multiplication by a
distribution. Such models were considered in [2,4,6,7,10,13,14,18,20,22–25]. As an
example, one can consider the function jðxÞ ¼ a þ gdðxÞ; where a40; gAR: Then
Hˆg ¼ Dþ a þ gdðxÞ: ð1:2Þ
The more general example of Hˆ (compared to (1.2)) is the following formal
expression:
Hˆgc ¼ Tˆcþ gwðw;cÞ: ð1:3Þ
Here Tˆ is a positively deﬁnite self-adjoint operator in H: Making use of the
operator Tˆ; construct the scale of Hilbert spaces?CH2CH1CH ¼H0CH1C
H2C? . The space Hk is a completion of the subspace
TN
n¼1 DðTˆnÞ of the space
H with respect to the norm jjcjj2k ¼ /c;cSk ¼ ðc; TˆkcÞ: The function w entering
Eq. (1.3) should belong to the space Hk for some k: Expression (1.2) is a partial
case of (1.3) for Tˆ ¼ Dþ a; wðxÞ ¼ dðxÞAHk at k4d=2:
To deﬁne Eq. (1.1) mathematically, one should specify a self-adjoint operator in
H corresponding to the formal expression (1.3) (in particular, (1.2)). For
wAH2 H ðdp3Þ; this problem is solved as follows [4]. One should consider the
restriction of the operator Tˆ to the domain
cA
\N
n¼1
DðTˆnÞjðTˆkw; TˆkcÞ ¼ 0
( )
ð1:4Þ
(for the partial case (1.2) the domain is fcASðRdÞjcð0Þ ¼ 0gÞ: One justiﬁes that the
defect indices of this symmetric operator are (1,1). Making use of the standard
procedure (see, for example, [1]), one constructs the one-parametric set fHˆgg of self-
adjoint extensions of the operator Tˆ: It is in one-to-one correspondence to the one-
parametric set of formal expressions (1.3).
2. For the strongly singular case, i.e. for weH2 ðd43Þ; the operator Tˆ considered
on domain (1.4) is essentially self-adjoint, so that the considered approach does not
allow us to construct a non-trivial self-adjoint operator corresponding to the formal
expression (1.3). It was noted in [3,22,23,29] that one should consider an indeﬁnite
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inner product space instead of the space H in order to construct a non-trivial self-
adjoint operator Hˆ in the strongly singular cases.
A self-adjoint operator Hˆ in the Pontriagin space Pm [8] corresponding to
expression (1.3) was speciﬁed in [24] (see also [25]), provided that wAHk1\Hk for
some k: Here m ¼ ½k=2
: One-parametric set of formal expressions (1.3) corresponds
to the k-parametric set of operators Hˆ in P½k=2
ðg2;y; gkÞ; k  1 parameters speciﬁes
the inner product, while one parameter is an analog of g: Denote the operator
constructed in [24] (see Section 2) as Hˆðg2;y; gk; aÞ: Therefore, the equation
i
dcðtÞ
dt
¼ Hˆðg2;y; gk; aÞcðtÞ ð1:5Þ
for cðtÞAP½k=2
ðg2;y; gkÞ is deﬁned.
According to the analog of the Stone theorem for the Pontriagin spaces [17,21],
the operator Hˆ is a generator of a one-parametric group of unitary operators eiHˆt
in Pm: The operator UˆðtÞ ¼ eiHˆðg2;y;gk ;aÞt restricted to DðHˆðg2;y; gk; aÞÞ is an
operator taking the initial condition of the Cauchy problem for Eq. (1.1) to the
solution of Eq. (1.1).
3. The problem of constructing approximations of singular equations (1.5) often
arises [2]. This problem is also important for quantum ﬁeld theory [16].
It was shown in [13] that for m ¼ 0 the operator transforming the initial condition
for the Cauchy problem to the solution of the Cauchy problem for Eq. (1.5) can be
approximated in the strong sense as n-N by the evolution operator for the equation
i
dcnðtÞ
dt
¼ TˆcnðtÞ þ gnwnðwn;cnðtÞÞ; cnðtÞAH ð1:6Þ
provided that
jjTˆ1wn  Tˆ1wjj-n-N0; g1n þ ðwn; Tˆ1wnÞ-n-N  a1: ð1:7Þ
Note that for all wAH2 there exist sequences gnAR; wnAH obeying (1.7), for
example, wn ¼ eTˆ=nw; gn ¼ ða1 þ ðwn:Tˆ1wnÞÞ1:
This paper deals with the construction of an approximation for Eq. (1.5) for the
strongly singular case (for ma0 or k41). Approximation (1.6) cannot be applied
then. It happens that the resolving operator for the Cauchy problem for Eq. (1.5) (the
t-dependent operator transforming the initial condition of the Cauchy problem to the
solution of Eq. (1.5) at ﬁxed t) can be viewed as a limit as n-N of resolving operators
for the Cauchy problem of the system of differential equations of a larger order
i
dcnðtÞ
dt
¼ TˆcnðtÞ þ cnðtÞwn;
z0;ncnðtÞ þ iz1;n dcnðtÞ
dt
þ?þ ik1zk1;n d
k1cnðtÞ
dtk1
¼ ðwn;cnðtÞÞ: ð1:8Þ
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Here cnðtÞAC is a complex function, and cnðtÞ is an element of the spaceH: The limit
should be considered in a generalized strong sense [11,28]. The following conditions
are imposed:
zs;n þ ðwn; Tˆs1wnÞ-n-Ngs; s ¼ 0; k  1;
jjTˆkþ12 ðwn  wÞjj-n-N0: ð1:9Þ
Here g1 ¼ a1:
For the partial case k ¼ 1; the left-hand side of the second equation of system (1.8)
contains only one term. Therefore, system (1.8) is equivalent to Eq. (1.6). If one
increases k; the number of parameters zs;n is also increased, so that the terms with
derivatives of higher orders appear. The procedure of adding such terms (‘‘counter-
terms’’) is analogous to quantum ﬁeld theory procedure of inﬁnite renormalization
of the wave function [5].
In particular, the Schrodinger equation with the d-potential which was constructed
in [24] is formally written as
i
@cðx; tÞ
@t
¼ ½Dþ a þ gdðxÞ
cðx; tÞ; xARd :
It appears to be the limit as n-N of the system of equations on cnðx; tÞ and cnðtÞ
i
@cnðx; tÞ
@t
¼ ½Dþ a
cnðx; tÞ þ cnðtÞwnðxÞ;
z0;ncnðtÞ þ?þ ik1zk1;nd
k1cnðtÞ
dtk1
¼
Z
dy wnðyÞcnðy; tÞ;
provided that k ¼ ½d=2
; wn-d in the Hk1-norm and sequences zs;n þ
ðwn; Tˆs1wnÞ; s ¼ 0; k  1; are convergent as n-N:
4. Besides Schrodinger equation for the particle moving in the singular
potential, other equations appear in the applications. Evolution of relativi-
stic particle in the external scalar ﬁeld is described by the Klein–Gordon-
type equation [5]
d
2cðtÞ
dt2
¼ Hˆðg2;y; gk; aÞcðtÞ: ð1:10Þ
The Schrodinger equation in the imaginary time is also considered
dcðtÞ
dt
¼ Hˆðg2;y; gk; aÞcðtÞ: ð1:11Þ
ARTICLE IN PRESS
O.Yu. Shvedov / Journal of Functional Analysis 210 (2004) 259–294262
After specifying the operator Hˆðg2;y; gk; aÞ Eqs. (1.10) and (1.11) become well
deﬁned. It happens that Eq. (1.10) can be approximated by the system
 d
2cnðtÞ
dt2
¼ TˆcnðtÞ þ cnðtÞwn;
z0;ncnðtÞ  z1;n d
2cnðtÞ
dt2
þ?þ ð1Þk1zk1;n d
2k2cnðtÞ
dt2k2
¼ ðwn;cnðtÞÞ; ð1:12Þ
while the approximation for Eq. (1.11) is
 dcnðtÞ
dt
¼ TˆcnðtÞ þ cnðtÞwn;
z0;ncnðtÞ  z1;ndcnðtÞ
dt
þ?þ ð1Þk1zk1;n d
k1cnðtÞ
dtk1
¼ ðwn;cnðtÞÞ: ð1:13Þ
Therefore, the evolution operators for strongly singular evolution equations (1.5),
(1.10), (1.11) which was deﬁned in [24,25] with the help of complicated implicit
procedure can be approximated in the generalized strong sense [11,28] by evolution
operators for explicitly deﬁned systems of equations (1.8), (1.10), (1.11).
2. Formulation of results
2.1. Strongly singular equations
Recall the procedure of constructing the space Pm and operator Hˆ entering
Eq. (1.5).
First of all, consider the space Pm containing all linear combinations of the form
c ¼P2ml¼1 clTlwþ creg; where clAC; cregAH2m: The inner product in this space is
speciﬁed by the k  1 real parameters g2;y; gk: Set
ðw; TˆswÞreg ¼ gs for spk;
ðw; TˆswÞreg ¼ ðw; TˆswÞ for sXk þ 1:
The inner product in Pm is
/c;cS ¼
X2m
l;s¼1
cl csðw; TˆlswÞreg þ ðcreg;cregÞ
þ
X2m
s¼1
csðTˆmcreg; TˆmswÞ þ
X2m
s¼1
cs ðTˆmsw; TˆmcregÞ:
This expression is well deﬁned, since TˆmkwAH for kX1; while TˆmcregAH:
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Consider the completion [8] of the space Pm which is a Pontriagin space Pm with
m ¼ ½k=2
: It has the structure Pm ¼ C2m"H;
Pm ¼ fðg; r;jÞjg ¼ ðg1;y; gmÞACm; r ¼ ðr1;y; rmÞACm;jAHg:
Introduce an indeﬁnite inner product in Pm as follows:
/F;FS ¼
Xm
su¼1
gsguðw; TˆsuwÞreg 
Xm
s¼1
ðgsrs þ gsrs Þ þ ðj;jÞ:
The one-to-one correspondence I :Pm-Pm between Pm and a dense subset of the
space Pm can be speciﬁed as If
P2m
l¼1 clTˆ
lwþ cregg ¼ ðg; r;jÞ; where
g1 ¼ c1;y; gm ¼ cm;
r1 ¼
X2m
l¼mþ1
clðw; Tˆl1wÞreg þ ðTˆ1w;cregÞ;
?;
rm ¼
X2m
l¼mþ1
clðw; TˆlmwÞreg þ ðTˆmw;cregÞ;
j ¼
X2m
l¼mþ1
clTˆ
lwþ creg:
The following statement has been proved in [24,25].
Lemma 2.1. The continuation of the mapping I is a one-to-one correspondence between
the completion of the space Pm and the space Pm:
Instead of the unbounded operator Hˆ; it is more convenient to deﬁne the bounded
operator Hˆ1: Consider the formal equation Hˆc ¼ f; Tˆcþ gwðw;cÞ ¼ f and ﬁnd
(formally) c : c ¼ Tˆ1fþ aT1wðTˆ1w;fÞ: Here a ¼  1
1=gþðw;T1wÞ: Therefore, deﬁne
the operator Hˆ1 in the space Pm as follows:
Hˆ1f ¼ Tˆ1fþ aTˆ1w/Tˆ1w;fS: ð2:1Þ
One should also specify a one-to-one correspondence between a and g: For the case
m ¼ 0; deﬁnition (2.1) is in agreement with the approach based on self-adjoint
extensions [4].
Operator (2.1) can be continued [24] to the space Pm: Thus, the operator Hˆ1 can
be viewed as a continuous operator in the Pontriagin space Pm: It does not have zero
eigenvalues for aa0: The inverse operator Hˆ  ðHˆ1Þ1 is then [8] a self-adjoint
(generally, unbounded) operator in Pm:
Therefore, space Pm and operator Hˆ are constructed.
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2.2. Approximation of a strongly singular equation
Formulate now the main results of the paper. The resolving operator for the
Cauchy problem for system (1.8) approximates the resolving operator for the
Cauchy problem for Eq. (1.5) in the general strong sense. Recall the corresponding
deﬁnition [11,28].
Let B and Bn; n ¼ 1; 2;y be Banach spaces, Pn :B-Bn; n ¼ 1; 2;y be a
sequence of operators with uniformly bounded norms: jjPnjjpaoN for some
n-independent quantity a:
Deﬁnition 2.1. We say that a sequence of operators An :Bn-Bn; n ¼ 1; 2;y is
fPng-strongly convergent to operator A :B-B; if for all vAB the property jjPnAv 
AnPnvjj-n-N 0 is satisﬁed.
Note that a generalized strong limit of a sequence of operators depends (generally)
on the choice of the sequence fPng; this fact is used in the theory of the Maslov
canonical operator in abstract spaces [26,27].
Deﬁnition 2.2. Let unABn; n ¼ 1; 2; :::; uAB: We say that a sequence fung is of the
class ½u
 (or is fPng-strongly convergent to u), if jjun  Pnujj-n-N 0:
Set B ¼ Pm: Denote by Bn ¼ Ck1"H the space of sets Fn ¼ ðc0n;y; ck2n ;cnÞ of
numbers c0n;y; c
k2
n AC and a vector cAH: Deﬁne an indeﬁnite inner product in the
space Bn as follows:
/Fn;FnS ¼ ðcn;cnÞ þ
Xk2
js¼0
cjn c
s
nzjþsþ1;n: ð2:2Þ
Here zl;n ¼ 0 as lXk by deﬁnition.
Lemma 2.2. Let zk1;np0: Then the inner product (2.2) contains m negative squares.
Note that the condition of Lemma 2.2 is satisﬁed at sufﬁciently large n:
System (1.8) can be presented as a differential equation of the ﬁrst order
i Zˆn
d
dt
FnðtÞ ¼ HˆnFnðtÞ ð2:3Þ
on the vector function FnðtÞABn: The operators Zˆn and Hˆn are deﬁned as
Zˆnðc0n;y; ck2n ;cnÞ ¼ ðc0n;y; ck3n ; zk1;nck2n ;cnÞ;
Hˆnðc0n;y; ck2n ;cnÞ ¼ ðc1n;y; ck2n ; ðwn;cnÞ  z0;nc0n y zk2;nck2n ; Tˆcn þ c0nwnÞ:
Namely, after redeﬁning il d
l
dtl
cnðtÞ ¼ clnðtÞ system (1.8) is taken to the form (2.3).
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Lemma 2.3. Let cnð0ÞADðTˆÞ; c0nð0Þ;y; ck2n ð0ÞAC: Then there exists a unique
solution of the Cauchy problem for Eq. 2.3. It continuously depends on the initial
conditions for tA½0; T 
:
Deﬁne the operator UnðtÞ :Ck1"DðTˆÞ-Ck1"DðTˆÞ taking the initial condition
of the Cauchy problem for Eq. (1.9) to the solution of the Cauchy problem. Since the
solution of the Cauchy problem continuously depends on the initial condition, the
operator UnðtÞ can be continued to the space Bn: This continuation UnðtÞ :Bn-Bn
is unique, provided that it is continuous.
Lemma 2.4. The operator UnðtÞ conserves the indefinite inner product (2.2).
Introduce the operator Pn :B-Bn of the form Pn : ðg; r;jÞ/ðc0n;y; ck2n ;cnÞ
as follows.
For arbitrary k; set
c0n ¼ g1;y; cm1n ¼ gm; cn ¼ 
Xm1
j¼0
gjþ1T
j1wn þ jn:
For k ¼ 2m þ 1; set jn ¼ j: For k ¼ 2m; set
jn ¼ jþ
Tˆmwn½rm  ðTˆmwn;jÞ

ðTˆmwn; TˆmwnÞ
:
Specify the quantities cmn ;y; c
2m1
n from the relations:
ðTˆ1wn;cnÞ  zmþ1;ncmn y z2m;nc2m1n ¼ r1;
?
ðTˆmþ1wn;cnÞ  z2m1;ncmn  z2m;ncmþ1n ¼ rm1;
ðTˆmwn;cnÞ  z2m;ncmn ¼ rm: ð2:4Þ
For sufﬁciently large n; cmn ;y; c
2m1
n are deﬁned uniquely, since zk1;na0: The
mapping Pn is constructed.
Lemma 2.5. As n-N; /PnF; PnFS-/F;FS:
Introduce now Hilbert inner products in B and Bn:
Recall that a Hilbert inner product in a Pontriagin space is introduced as follows
[8]. First, an arbitrary m-dimensional subspace LmCPm such that the indeﬁnite
inner product is negative deﬁnite on Lm; is considered. Without loss of generality,
one can consider only the case when the subspace Lm belongs to the domain of H
[19]. Otherwise, introduce a basis e0i in the spaceLm; choose some vectors ei from the
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domain of the operator H such that the distance between ei and e
0
i is smaller than e:
Consider the span of the set of vectors ei: At sufﬁciently small e the inner product will
be negative deﬁnite on the span.
By J we denote the operator of the form JF ¼ F at F>Lm and JF ¼ F at
FALm: According to Iokhvidov [8], the bilinear form
/F;FSLm ¼ /F; JFS ð2:5Þ
speciﬁes a positive deﬁnite Hilbert inner product. The topologies corresponding to
inner products (2.5) at different Lm are equivalent.
The inner product (2.5) speciﬁed the following norm in B:
jjFjj ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
/F;FSLm
q
: ð2:6Þ
To specify a norm in Bn; let us use the following statement. Let l be a sufﬁciently
large positive number such that the resolvent of the operator Zˆ1n Hn is deﬁned at
sufﬁciently large n: Denote Lnm ¼ ðZˆ1n Hˆn þ lÞ1PnðH þ lÞLm:
Lemma 2.6. At sufficiently large n the inner product (2.2) is negative definite on the m-
dimensional subspace LnmCBn: At sufficiently large n; the inner product /F;FSPnLm
is positively definite on Bn and defines a norm jjFnjj ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
/F;FSPnLm
p
:
Lemma 2.6 implies the following lemma.
Lemma 2.7. The operators Pn are uniformly bounded, jjPnjjpa for some n-independent
constant a:
The following lemma gives necessary and sufﬁcient condition for the property
fðc0n;y; ck2n ;cnÞABnA½ðg; r;jÞ
: Denote fn ¼ cn þ
Pm1
j¼0 c
j
nTˆ
j1wn:
Lemma 2.8. fðc0n;y; ck2n ;cnÞgA½g; r;j
 if and only if
lim
n-N
c0n ¼ g1;y; limn-N c
m1
n ¼ gm;
lim
n-N
jjfn  jjj ¼ 0;
lim
n-N
ðTˆ1wn;fnÞ  zmþ1;ncmn y z2m;nc2m1n ¼ r1;
?
lim
n-N
ðTˆmþ1wn;fnÞ  z2m1;ncmn  z2m;ncmþ1n ¼ rm1;
lim
n-N
ðTˆmwn;fnÞ  z2m;ncmn ¼ rm:
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In particular, Lemma 2.8 shows that the property of fPng-strong convergence
does not depend on the choice of the subspace Lm:
The following lemma shows that any initial condition for Eq. (1.5) can be obtained
as a fPng-strong limit of the sequence of initial conditions for system (1.8).
Lemma 2.9. For any ðg; r;jÞAB there exists a sequence fðc0n;y; ck2n ;cnÞABng from
the class ½g; r;j
:
To prove the lemma, it is sufﬁcient to choose ðc0n;y; ck2n ;cnÞ ¼ Pnðg; r;jÞ:
The main result of the paper is formulated as follows.
Theorem 1. The sequence of operators UnðtÞ is fPng-strongly convergent to UðtÞ:
Corollary. Let fðc0nð0Þ;y; ck2n ð0Þ;cnð0ÞÞgA½ðg; r;jÞ
: Then fðc0nðtÞ;y; ck2n ðtÞ;
cnðtÞÞgA½Utðg; r;jÞ
:
For non-strongly singular case (k ¼ 1 or m ¼ 0) Theorem 1 gives the result of [13].
Formulate analogs of Theorem 1 for approximations of Eqs. (1.10) and (1.11).
Lemma 2.10. Let cnADðTˆÞ; c0nð0Þ;y; ck2n ð0ÞAC: Then there exists a unique solution
of the Cauchy problem for system 1.13. It continuously depends on the initial condition.
For cð0ÞADðHÞ; there exists a unique solution of the Cauchy problem for Eq. (1.11).
It also continuously depends on the initial condition.
By U˜nðtÞ; U˜ðtÞ we denote the operators transforming the initial conditions for the
Cauchy problems for Eqs. (1.13) and (1.11) to the solution of the Cauchy problems
for Eqs. (1.13), (1.11) correspondingly.
Theorem 2. The sequence of operators U˜nðtÞ is fPng-strongly convergent to U˜ðtÞ:
Lemma 2.11. Let cnð0ÞADðTˆÞ; cnð0Þ;y; cð2k3Þn AC: Then there exists a unique
solution of the Cauchy problem for Eq. (1.12). It continuously depends on the initial
condition.
Note that system (1.12) can be presented as
d
2
dt2
FnðtÞ ¼ Zˆ1n HˆnFn: ð2:7Þ
Introduce operators VnðtÞ and WnðtÞ on DðTˆÞ from the relation
FnðtÞ ¼ VnðtÞFnð0Þ þ WnðtÞdFn
dt
ð0Þ:
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The operator taking Fnð0Þ to the solution of the Cauchy problem for Eq. (2.7) at
dFnð0Þ=dt ¼ 0 is denoted as VnðtÞ: The operator taking dFnð0Þ=dt to FnðtÞ at
Fnð0Þ ¼ 0 is denoted as WnðtÞ: Since the solution continuously depends on the initial
conditions, the operators VnðtÞ and WnðtÞ are bounded. They are uniquely continued
to the whole space Bn:
Analogously, deﬁne the operators VðtÞ and WðtÞ from the relations
cðtÞ ¼ VðtÞcð0Þ þ WðtÞ dc
dt
ð0Þ; ð2:8Þ
where cðtÞADðHÞ is a solution of Eq. (1.10), cð0ÞADðHÞ; ’cð0ÞADðHÞ are initial
conditions.
Theorem 3. The sequence of operators VnðtÞ is fPng-strongly convergent to VðtÞ: The
sequence of operators WnðtÞ is fPng-strongly convergent to WðtÞ:
3. Approximation of the space and resolvent convergence
This section deals with the proof of Lemmas 2.2 and 2.5–2.8. We also justify that
the sequence of resolvents of the operators Zˆ1n Hˆn converges in a general strong
sense to the resolvent of the operator Hˆ:
1. Lemma 2.2 is a corollary of the following statement. Consider the real matrices
A and B of the dimensions m  m; which consist of elements Aij and Bij; i; j ¼ 1; m:
Lemma 3.1. Let the matrix B be invertible, while the matrix A be Hermitian. Then the
quadratic form
Xm
ij¼1
½xi Aijxj þ yi Bijxj þ xi Bjiyi
 ð3:1Þ
contains m negative and m positive squares.
Proof. Since the matrix A is Hermitian, it can be taken to the diagonal form
UT AU ¼ diag½a1;y; am
 with the help of a unitary transformation. After substitu-
tion xi ¼
Pm
s¼1 Uisxs and transformation Zs ¼
Pm
ij¼1 B

jiU

isyj the quadratic form (3.1)
is taken to the form Xm
s¼1
½asxsxs þ xsZs þ Zsxs
: ð3:2Þ
One has
asx

sxs þ xsZs þ Zsxs ¼ asðxs þ a1s Zs Þðxs þ a1s ZsÞ  a1s ZsZs; asa0;
xsZs þ Zsxs ¼ 12½ðxs þ Zs Þðxs þ ZsÞ  ðxs  Zs Þðxs  ZsÞ
; as ¼ 0:
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For both cases, the quadratic form asx

sxs þ xsZs þ Zsxs contains one negative and
one positive square. Therefore, the form (3.2) contains m positive and m negative
squares. Lemma 3.1 is proved. &
Proof of Lemma 2.2. It is sufﬁcient to justify that the quadratic formXk2
js¼0
cjn c
s
nzjþsþ1;n ð3:3Þ
contains m negative squares (we set zl;n ¼ 0 for lXk). Take it to the form (3.1).
Consider 2 cases.
1. Let k ¼ 2m þ 1: Denote xj ¼ cj1n ; yj ¼ cmþj1n ; j ¼ 1; m; Aij ¼ ziþj1;n; Bij ¼
zmþiþj1;n; i; j ¼ 1; m: Since matrix elements Bij vanish as i þ j4m þ 1; while Bij ¼
z2m;na0 as i þ j ¼ m þ 1; det Ba0; and the matrix B is invertible. Therefore, the
quadratic form (3.3) is taken to the form (3.1) and contains m negative squares.
2. Let k ¼ 2m: Denote xj ¼ cj1n ; yj ¼ cmþj1n ; j ¼ 1; m  1; s ¼ cm1n : The
quadratic form (3.3) is taken to the form
Xm1
ij¼1
½xi A˜ijxj þ yj B˜ijxj þ xi B˜jiyj
 þ z2m1;nss
þ
Xm1
s¼1
½szmþs1;nxs þ szmþs1;nxs 
; ð3:4Þ
where A˜ij ¼ ziþj1;n; B˜ij ¼ zmþiþj1;n; i; j ¼ 1; m  1: The matrix elements B˜ij vanish at
i þ j4m and are non-zero at i þ j ¼ m: Therefore, the matrix B˜ is invertible.
Formula (3.4) is taken to the form
Xm1
ij¼1
xi A˜ij 
ziþm1;nzmþj1;n
z2m1;n
 
xj þ yj B˜ijxj þ xi B˜jiyj
 
þ z2m1;n s þ
Xm1
s¼1
zmþs1;n
z2m1;n
xs
 !
sþ
Xm1
s¼1
zmþs1;n
z2m1;n
xs
 !
ð3:5Þ
Since z2m1;no0; the quadratic form (3.5) contains m negative squares. Lemma 2.2 is
proved. &
2. The following statement will be used later.
Lemma 3.2. The sequence FðnÞ ¼ ðgðnÞ; rðnÞ;jðnÞÞAB strongly converges to zero if and
only if
jjFðnÞjj1 ¼ max
s
½jjjðnÞjj; jgðnÞs j; jrðnÞs j
 ð3:6Þ
tends to zero.
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Proof. First of all, prove the statement for the special choice of the subspace Lm
entering the deﬁnition of the norm (2.6). Denote by Lð0Þ the subspace of the space
B; which consists of all vectors of the form ðg; r; 0Þ: The quadratic form /F;FS;
considered on Lð0Þ; contains m negative squares, so that for some subspace
LmCLð0Þ it is negatively deﬁnite. Consider the Hilbert inner product (2.6)
corresponding to Lm: It has the structureX2m
sl¼1
xs Mslxl þ ðj;jÞ; ð3:7Þ
where x1 ¼ g1;y; xm ¼ gm; xmþ1 ¼ r1;y; x2m ¼ rm; Msl is a some matrix. Since the
inner product (3.7) is positively deﬁnite, the matrix Msl is also positively deﬁnite.
Thus, FðnÞ strongly converges to zero if and only if jjjðnÞjj tends to zero and
jjxðnÞjjM ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃP2m
sl¼1 x
ðnÞ
s Mslx
ðnÞ
l
q
-0: Since all norms in ﬁnite-dimensional space are
equivalent, the latter property is equivalent to maxjxðnÞs j-0: Since all norms of type
(2.5) in the Pontriagin space are equivalent, we obtain the statement of the lemma for
arbitrary choice of Lm: The lemma is proved. &
Corollary. For some A1 the following property is satisfied: A
1
1 jjFjj1XjjFjjXA1jjFjj1:
Proof. Suppose that statement of corollary is not satisﬁed. Then it is possible to
choose a sequence FðnÞ which obeys one of the following properties:
jjFðnÞjj1
jjFðnÞjj-n-N0;
jjFðnÞjj
jjFðnÞjj1
-n-N0:
For deﬁniteness, consider the ﬁrst case. Consider the sequence CðnÞ ¼ FðnÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jjFðnÞjjjjFðnÞjj1
p ;
tending to zero in the jj  jj1-norm and to inﬁnity in the jj  jj-norm. This contradicts
to Lemma 3.2. The corollary is proved. &
Consider the operator Qn :Bn-B of the form Qn : ðc0n;y; ck2n ;cnÞ/ðgn; rn;jnÞ:
Here
jn ¼ cn þ
Xm1
j¼0
cjnTˆ
j1wn;
gjn ¼ cj1n ; j ¼ 1; m;
rjn ¼ ðTˆjwn;jnÞ  zmþj:ncmn y z2m;nc2mjn : ð3:8Þ
Introduce in B an additional indeﬁnite inner product:
/F;FSn ¼
Xm
su¼1
gs gug
ðnÞ
sþu 
Xm
s¼1
ðgsrs  gsrs Þ þ ðj;jÞ; ð3:9Þ
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where
g
ðnÞ
l ¼ ðwn; TˆlwnÞ þ zl1;n: ð3:10Þ
Lemma 3.3. The following property /Fn;CnS ¼ /QnFn; QnCnSn; is satisfied for
Fn;CnABn:
To prove Lemma 3.3, it is sufﬁcient to substitute formulas (3.8) in the inner
product (2.2).
Corollary. Let Fn;CnABn be such sequences that jjQnFnjjpC; jjQnCnjjpC for some
C: Then /QnFn; QnCnS/Fn;CnS-n-N0:
Proof. Deﬁne QnFn ¼ Xn ¼ ðgn; rn;jnÞ; QnCn ¼ X˜n ¼ ð*gn; *rn; *jnÞ: Statement of the
corollary means that
Xm
su¼1
gn;s *gn;uðgðnÞsþu  gsþuÞ-n-N0:
This property is a corollary of Lemma 3.2. The corollary is proved. &
Lemma 3.4. For some quantity C that does not depend on n; F and C; the estimation
j/F;CSnjpCjjFjjjjCjj is satisfied.
Proof. Let F ¼ ðg; r;jÞ; C ¼ ð*g; *r; *jÞ: It follows from (3.9) that
j/F;CSnjp
Xm
su¼1
ðjgsjj*gujjgðnÞsþuj þ jgsjj *rsj þ j*gsjjrsjÞ þ jjjjjjj *jjj
p
Xm
su¼1
jjFjj1jjCjj1ðgðnÞsþu þ 2Þ þ jjFjj1jjCjj1
pA21jjFjjjjCjj
Xm
su¼1
jgðnÞsþuj þ 2m2 þ 1
 !
:
Since the sequences g
ðnÞ
sþu are convergent, they are bounded. We obtain statement of
the lemma. &
Corollary. Let Fn;CnAB: Then the following estimation is satisfied:
j/Fn;CnSjpCjjQnFnjjjjQnCnjj:
Let us check that the sequence of the operators QnPn :B-B strongly converges
to 1. First, let us justify the following statement.
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Lemma 3.5. Let xAH and jjTˆ1=2yðb  TˆÞxjjpC for some b-independent quantity C:
Then xAH1CH:
Proof. Consider the sequence xn ¼ yðn  TˆÞx: Suppose it to be not fundamental in
H1: Then for some e40 there exists an increasing sequence n1; n2; n3;y; such that
jjxn2s  xn2s1 jjH1 ¼ jjI½n2s1;n2s
ðTˆÞxjjH14e (here I½m;n
ðlÞ ¼ 1 at lA½m; n
 and I½m;n
ðlÞ ¼
0 at le½m; n
). Therefore,
ðx; Tˆyðn2l  TˆÞxÞX
Xl
s¼1
ðx; TˆI½n2s1;n2s
ðTˆÞxÞXel:
For l4C=e; we obtain a contradiction with the conditions of lemma. Therefore,
x ¼ limn-N xnAH1: Lemma 3.5 is proved. &
Corollary. Let wAHk1 and jjTˆk=2yðb  TˆÞwjjpC: Then wAHk for some b-
independent quantity C:
Lemma 3.5 implies the following statement.
Lemma 3.6. (1) The sequence jjTˆk=2wnjj tends to infinity as n-N:
(2) The sequence of elements of H of the form Tˆ
k=2wn
jjTˆk=2wnjj
weakly converges to zero
as n-N:
Proof. (1) Suppose that the sequence jjTˆk=2wnjj does not tend to inﬁnity. Choose
from it the bounded subsequence jjTˆk=2wnj jjpC: One has
jjTˆk=2yðb  TˆÞwnj jjpjjTˆk=2wnj jjpC:
Consider the limit of the left-hand side as j-N: Use the fact that the operator
Tˆ1=2yðb  TˆÞ is bounded. We obtain jjTˆk=2yðb  TˆÞwjjpC: It follows form Lemma
3.5 and property Tˆ
kþ1
2 wAH that Tˆ
k
2wAH; so that wAHk: This contradicts the
condition wAHk1 Hk:
(2) Denote Zn ¼ Tˆ
k=2wn
jjTˆk=2wnjj
: If xADðTˆ1=2Þ; one has
ðZn; xÞ ¼
ðTˆkþ12 wn; Tˆ1=2xÞ
jjTˆk=2wnjj
-n-N0;
since ðTˆkþ12 wn; Tˆ1=2xÞ-n-NðTˆ
kþ1
2 w; Tˆ1=2xÞaN; jjTˆk=2wnjj-n-NN: Thus, the
sequence Zn; n ¼ 1; 2;y of the elements of the unit sphere inH weakly converges to
zero on dense subset ofH: Therefore [11], the sequence Zn weakly converges to zero.
Lemma 3.6 is proved. &
Lemma 3.6 implies that zs;no0 for sufﬁciently large n:
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Corollary 1. Let FAB: The following property is satisfied: QnPnF-n-NF:
Proof. It follows from the deﬁnitions of the operators Qn and Pn (3.8) and (2.4) that
QnPnðg; r;jÞ ¼ ðg; r;jnÞ; where jn ¼ j for odd values of k and
jn ¼ jþ
Tˆmwn½rm  ðTˆmwn;jÞ

ðwn; Tˆ2mwnÞ
for k ¼ 2m: It follows from Lemma 3.5 that jn strongly converges to j as n-N:
Lemma 3.6 is proved. &
Corollary 2. The sequence QnPn is uniformly bounded.
Namely, any strongly convergent sequence is uniformly bounded [9].
Proof of Lemma 2.5. Let FAB: It follows from Lemma 3.6 that the sequence
jjQnPnFjj is bounded. Corollary of Lemma 3.4 tells us that
/PnF; PnFS/QnPnF; QnPnFS-n-N0:
It follows from Lemma 3.6 that /QnPnF; QnPnFS-n-N/F;FS: We obtain
statement of Lemma 2.5.
3. Let us obtain the commutation rule between operator Qn and resolvent of the
operator Zˆ1n Hˆn:
Denote by R˜nðlÞ the operator inB that takes the set ðgn;1;y; gn;m; rn;1;y; rn;m;jnÞ;
gn;s; rn;sAC; jnAH; to the set ð*gn;1;y; *gn;m; *rn;1;y; *rn;m; *jnÞ; which is speciﬁed from
the relations
gn;s ¼ l*gn;s þ *gn;sþ1; s ¼ 1; m  1;
gn;m ¼ l*gn;m þ c˜mn ;
jn ¼ ðTˆ þ lÞ *jn þ c˜mn Tˆmwn;
rn;j ¼ *rn;j1 þ l *rn;j þ gðnÞjþmc˜mn ; j ¼ 2; m;
*rn;m ¼ ðTˆmwn; *jnÞ  z2m;nc˜mn ;
g
ðnÞ
1 *gn;1 þ?þ gðnÞm *gn;m þ gðnÞmþ1c˜mn ¼ rn;1  l *rn;1; ð3:11Þ
where g
ðsÞ
n has the form (3.10).
Lemma 3.7. The following property is satisfied: QnðZˆ1n Hˆn þ lÞ1 ¼ R˜nðlÞQn:
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Proof. Let Fn ¼ ðc0n;y; ck2n ;cnÞABn; *Fn ¼ ðZˆ1n Hˆn þ lÞ1Fn ¼ ðc˜0n;y; c˜k2n ; *cnÞ
ABn: Deﬁne
Qn *Fn ¼ ð*gn;1;y; *gn;m; *rn;1;y; *rn;m; *jnÞ;
QnFn ¼ ðgn;1;y; gn;m; rn;1;y; rn;m;jnÞ:
Check that Qn *Fn ¼ R˜nðlÞQnFn: It follows from deﬁnitions of operators Zˆn and Hˆn
that
c0n ¼ lc˜0n þ c˜1n;
?;
ck3n ¼ lc˜k3n þ c˜k2n ;
zk1;nck2n ¼ lzk1;nc˜k2n þ ðwn; *cnÞ  z0;nc˜0n y zk2;nc˜k2n ;
cn ¼ l *cn þ Tˆ *cn þ c˜0nwn: ð3:12Þ
Formulas (3.8) imply 3 ﬁrst equations of system (3.11). We obtain the fourth and the
ﬁfth equation from formulas for r and *r: The last equation is a corollary of
Eqs. (3.12). Lemma 3.7 is proved. &
Denote
anðlÞ ¼
X2mþ1
s¼1
gðnÞs ðlÞs12m  lðwn; Tˆ2m1ðTˆ þ lÞ1wnÞ;
aðlÞ ¼ lim
n-N
anðlÞ ¼
X2mþ1
s¼1
gsðlÞs12m  lðw; Tˆ2m1ðTˆ þ lÞ1wÞ: ð3:13Þ
Lemma 3.8. Under condition anðlÞa0; the quantities *g; *r; *j are defined uniquely from
system (3.11). Under condition aðlÞa0 the sequence of operators R˜nðlÞ being defined
for nXn0 is strongly convergent as n-N:
Proof. Let ðg; r;jÞAB: Set gn ¼ g; rn ¼ r; jn ¼ j; R˜nðlÞðg; r;jÞ ¼ ð*gn; *rn; *jnÞ: It
follows from (3.11) that *gn;1 has the form
*gn;1 ¼ ðanðlÞðlÞ2mÞ1BnðlÞ; ð3:14Þ
where
BnðlÞ ¼ 
Xm
s¼1
gðnÞs
Xs2
j¼0
ðlÞjgn;sj1 þ
Xm1
j¼0
ðlÞjrn;jþ1
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þ ðlÞmððTˆ þ lÞ1Tˆmwn;jnÞ 
Xm1
j¼0
ðlÞjgðnÞmþjþ1
 
þ ðlÞmðz2m;n þ ðwn; Tˆ2mðTˆ þ lÞ1wnÞÞ
!Xm1
j¼0
ðlÞjgn;mj:
For anðlÞa0; *gn;1 is not deﬁned. For this case, other components of the vector *gn;
vectors *rn and *jn are deﬁned uniquely from system (3.11).
For aðlÞa0; the sequence *gn;1 is convergent. We prove by induction that the
sequences
*gn;s ¼
Xs2
j¼0
ðlÞjgsj1 þ ðlÞs1 *gn;1;
c˜mn ¼
Xm1
j¼0
ðlÞjgn;mj þ ðlÞm *gn;1 ð3:15Þ
are also convergent as n-N: Therefore, the sequence for elements H of the form
*jn ¼ ðTˆ þ lÞ1j c˜mn TˆmðTˆ þ lÞ1wn ð3:16Þ
is also strongly convergent as n-N: The sequence *rn;m is taken to the form
*rn;m ¼ ððTˆ þ lÞ1Tˆmwn;jÞ  c˜mn ½z2m;n þ ðwn; Tˆ2mðTˆ þ lÞ1wnÞ
 ð3:17Þ
and has a limit as n-N: Therefore, sequences
*rn;ms ¼
Xs1
j¼0
rn;msj1ðlÞj þ ðlÞs *rn;m 
Xs1
j¼0
g
ðnÞ
2msþjþ1ðlÞj c˜mn ð3:18Þ
are convergent. Therefore, the sequence ð*gn; *rn; *jnÞ is convergent in the jj  jj1-norm.
Because of corollary of Lemma 3.2, it is convergent in the norm jj  jj: The lemma is
proved. &
Denote RðlÞ ¼ limn-N R˜nðlÞ: It follows from proof of Lemma 3.8 that RðlÞ is a
bounded operator.
We will use further
Lemma 3.9. Let An :B-B; n ¼ 1; 2;y be a strongly convergent as n-N sequence
of operators, An-n-NA and AnQn ¼ 0: Then A ¼ 0:
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Proof. It follows from the condition of lemma that AnQnPn ¼ 0: Lemma 3.6 implies
that the sequence of operators QnPn :B-B is strongly convergent to 1, so that
AnQnPn-n-NA in a strong sense. Therefore, A ¼ 0: &
Lemma 3.10. Let aðlÞa0; aðmÞa0: Then
RðlÞ  RðmÞ ¼ ðm lÞRðlÞRðmÞ: ð3:19Þ
Proof. Consider the following sequence of operators An: An ¼ R˜nðlÞ  R˜nðmÞ þ ðl
mÞR˜nðlÞR˜nðmÞ: It satisﬁes the property AnQn ¼ 0 and strongly converges as n-N
to RðlÞ  RðmÞ þ ðl mÞRðlÞRðmÞ: We obtain statement of the lemma. &
Lemma 3.11. Under condition aðlÞa0 the following property is satisfied:
RðlÞ ¼ ðlþ HˆÞ1: ð3:20Þ
Proof. Justify that for l ¼ 0 the operator RðlÞ coincides with the operator Hˆ1
deﬁned in Section 2. Find an explicit form of Hˆ1: It follows from (2.1) that
Hˆ1
X2m
l¼1
clTˆ
lwþ creg
" #
¼ aaTˆ1wþ
X2m
l¼1
clTˆ
l1wþ Tˆ1creg;
where a ¼ /Tˆ1w;P2ml¼1 clTˆlwþ cregS:
For the vectors I ½P2ml¼1 clTˆlwþ creg
 ¼ ðg; r;jÞ; I ½P2ml¼1 aaTˆ1wþ clTˆl1wþ
Tˆ1creg
 ¼ ð*g; *r; *jÞ; one has
*j ¼ gmTˆm1wþ Tˆ1j;
*g1 ¼ aa; *g2 ¼ g1; ;y; *gm ¼ gm1;
*rs ¼ ðw; Tˆms1wÞreggm þ rsþ1; s ¼ 1; m  1;
*rm ¼ ðw; Tˆ2m1wÞreggm þ ðTˆm1w;jÞ: ð3:21Þ
Formula (3.14) can be presented in the following form as n-N: *g1 ¼ g11 ðr1 Pm
s¼0 gsþ1gsÞ; For the case a ¼ g11 it coincides with *g1 ¼ aa: Formulas (3.15)–
(3.18) also coincide with (3.21). Therefore, property (3.20) is satisﬁed as l ¼ 0: It
follows from (3.19) that RðlÞ is a pseudoresolvent [11]. Therefore, property (3.20) is
satisﬁed for all l obeying the condition aðlÞa0:
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Lemma 3.12. Under condition aðlÞa0 the following property is satisfied:
/ðZˆ1n Hˆn þ lÞ1PnF; ðZˆ1n Hˆn þ lÞ1PnCS-n-N;
/ðHˆ þ lÞ1F; ðHˆ þ lÞ1CS; F;CAB:
Proof. Check that the conditions of the corollary of Lemma 3.3 are satisﬁed.
Namely, for FAB one has
jjQnZˆ1n Hˆn þ lÞ1PnFjj ¼ jjðHˆ þ lÞ1QnPnFjj
p jjðHˆ þ lÞ1jjmax
n
jjQnPnFjjpC:
An analogous property is correct for C also. Therefore,
/ðZˆ1n Hˆn þ lÞ1PnF; ðZˆ1n Hˆn þ lÞ1PnCS
 /ðHˆ þ lÞ1QnPnF; ðHˆ þ lÞ1QnPnCS-n-N0:
The properties QnPnF-F; QnPnC-C imply the statement of the lemma.
Proof of Lemma 2.6. Choose such a basis e1;y; em in Lm that obeys the condition
/ei; ejS ¼ dij: To prove negative deﬁniteness of the inner product on Lnm ¼
ðZˆ1n Hˆn þ lÞ1PnðHˆ þ lÞLm; it is sufﬁcient to check the positive deﬁniteness of the
matrix
A
ðnÞ
ij ¼ /ðZˆ1n Hˆn þ lÞ1PnðHˆ þ lÞei; ðZˆ1n Hˆn þ lÞ1PnðHˆ þ lÞejS: ð3:22Þ
Its components tend to the components of the unit matrix according to Lemma 3.12.
At sufﬁciently large n jjAðnÞ  1jjo1=2; so that
ðx; AðnÞxÞ  1
2
ðx; xÞ ¼ 1
2
ðx; xÞ þ ðx; ðAðnÞ  1ÞxÞ
X
1
2
jjxjj2  jjAðnÞ  1jjjjxjj2X0:
Positive deﬁniteness of the inner product /F;FSLnm is a corollary of general results
of [8]. Lemma 2.6 is proved. &
Lemma 3.13. Let j/PnF; PnFSjpB1jjFjj2 for some constant B1; /ðZˆ1n Hˆn þ
lÞ1Pnei; PnFSjpCijjFjj; i ¼ 1; m for some C1;y; Cm: Then jjPnjjpa:
ARTICLE IN PRESS
O.Yu. Shvedov / Journal of Functional Analysis 210 (2004) 259–294278
Proof. It follows from formula (2.5) that
jjPnFjj2 ¼/PnF; PnFSLnm ¼ /PnF; PnFS
þ 2
Xm
ij¼1
/PnF; ðZˆ1n Hˆn þ lÞ1PneiSMðnÞij
/ðZˆ1n Hˆn þ lÞ1Pnej; PnFS;
where MðnÞ is a matrix being inverse to (3.22). It follows from the conditions of
lemma that
jjPnFjj2p B1 þ 2
Xm
ij¼1
CiM
ðnÞ
ij Cj
 !
jjFjj2p B1 þ 2 sup
n
jjMðnÞjjjjCjj2
 
jjFjj2:
We obtain statement of Lemma 3.13. &
Proof of Lemma 2.7. Check that conditions of Lemma 3.13 are satisﬁed. Use the
corollary of Lemma 3.4.
j/PnF; PnFSjpC sup
n
jjQnPnFjj2pC1;

p jðZˆ1n Hˆn þ lÞ1Pnei; PnFSj
pC sup
n
jjQnðZˆ1n Hˆn þ lÞ1Pneijj sup
n
jjQnPnFjj
pCjjðH þ lÞ1jj sup
n
jjQnPnjj
 2
jjðH þ lÞeijjjjFjj:
Lemma 2.7 is proved. &
Lemma 3.14. jjFnjjpA3jjQnFnjj for some constant A3:
Proof. One has
jjFnjj2 ¼/Fn;FnSþ 2
Xm
ij¼1
/Fn; ðZˆ1n Hˆn þ lÞ1PneiS
 MðnÞij /ðZˆ1n Hˆn þ lÞ1Pnej;FnS:
It follows from Lemma 3.4 that
jjFnjj2pCjjQnFnjj2 þ 2
Xm
ij¼1
jMðnÞij jC2jjQnFnjj2jjR˜nðlÞjj2
 jjQnPnjj2jjðHˆ þ lÞeijjjjðHˆ þ lÞejjj:
We obtain statement of the lemma. &
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Lemma 3.15. Let the condition aðlÞa0 be satisfied. Then the sequence of oper-
ators ðZˆ1n Hˆn þ lÞ1 :Bn-Bn is fPng-strongly convergent to the operator
ðHˆ þ lÞ1 :B-B:
Proof. It is sufﬁcient to check that for any FAB
jjðZˆ1n Hˆn þ lÞ1PnF PnðHˆ þ lÞ1Fjj-n-N0:
It follows from Lemma 3.14 that jjFnjj-0; provided that jjQnFnjj-0: It is sufﬁcient
to prove then that
jjQnðZˆ1n Hˆ þ lÞ1PnF QnPnðHˆ þ lÞ1Fjj-n-N0:
This property is a corollary of the relation
QnðZˆ1n Hˆn þ lÞ1PnF ¼ R˜nðlÞQnPnF-n-NðH þ lÞ1F;
QnPnðHˆ þ lÞ1F-n-NðHˆ þ lÞ1F:
Lemma 3.15 is proved. &
Lemma 3.16. For some constant A2 the estimation jjQnFnjjpA2jjFnjj is satisfied.
Proof. Since the norm of the operator J entering Eq. (2.5) is equal to 1, the following
estimation is satisﬁed for the indeﬁnite inner product:
j/Fn;CnSjpjjFnjjjjCnjj; Cn;FnABn:
Therefore,
j/Fn;FnSjpjjFnjj2; j/Fn; PnFSjpajjFnjjjjFjj ð3:23Þ
for all FAB; FnABn: Lemma 3.3 implies that property (3.23) can be presented as
j/QnFn; QnFnSnjpjjFnjj2;
j/QnFn; QnPnFSnjpajjFnjjjjFjj: ð3:24Þ
Choose F ¼ ð*g; *r; 0Þ: Then QnPnF ¼ F: Denote QnFn ¼ ðgn; rn;jnÞ: It follows from
the second property (3.24) that
Xm
su¼1
gn;s *gug
ðnÞ
sþu 
Xm
s¼1
ðgn;s *rs þ *gsrn;sÞ

pajjð*g; *r; 0ÞjjjjFnjj:
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Choose *rðlÞs ¼ dsl ; *gs ¼ 0: For different l we obtain
jgn;sjpamax
l
jjð0; *rðlÞ; 0ÞjjjjFjjnpC1jjFnjj
for some constant C1: Analogously, jrn;s 
Pm
u¼1 gn;sg
ðnÞ
sþujpC2jjFnjj for some
constant C2: Therefore
jrn;sjpC3jjFnjj:
It follows from the ﬁrst inequality (3.24) that
jðjn;jnÞjp
Xm
su¼1
gn;sgn;mg
ðnÞ
sþu


þ
Xm
s¼1
ðgn;srn;s þ rn;sgn;sÞ

þ jjFnjj2pC4jjFnjj2:
Therefore, jjjnjjpC1=24 jjFnjj: For norm (3.6) of the vector QnFn; the following
estimation is satisﬁed: jjQnFnjj1pCjjFnjj: Making use of the corollary of Lemma 3.2,
we obtain statement of Lemma 3.16. &
Lemma 3.17. The sequence fFng is of the class ½F
 if and only if QnFn-F:
Proof. The condition fFngA½F
 means that jjFn  PnFjj-0: It follows from
Lemmas 3.15 and 3.17 that it is equivalent to
jjQnFn  QnPnFjj-0: ð3:25Þ
Since jjQnPnF Fjj-0 according to Lemma 3.6, condition (3.25) is equivalent to
QnF-F: Lemma 3.17 is proved. &
Lemma 3.17 implies Lemma 2.8.
4. Some properties of solutions of evolution equations
This section deals with investigations of properties of evolution operators for
Eqs. (1.5), (1.8), (1.10), (1.11), (1.12) and (1.13). Lemmas 2.3, 2.4 and ﬁrst parts of
Theorems 2,3 are proved.
1. Investigate properties of the operators entering the right-hand side of evolution
equations. As usual, we call operators which are self-adjoint with respect to the
indeﬁnite inner product in B or Bn as J-self-adjoint operators, while operators being
self-adjoint with respect to the inner product /; SLm or /; SLnm will be called
H-self-adjoint.
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Lemma 4.1. The operators Zˆ1n Hˆn and H are J-self-adjoint.
Proof. It follows from [8] that it is sufﬁcient to check that the bounded operator
ðZˆ1n Hˆn þ lÞ1 is J-self-adjoint for some real l: Lemmas 3.3 and 3.7 imply that this
property is equivalent to self-adjointness of the operator R˜nðlÞ : ðg; r;jÞ/ð*g; *r; *jÞ
with respect to the inner product /; Sn: To justify the latter property, it is sufﬁcient
to check that for all F ¼ ðg; r;jÞ the inner product
/F; R˜nðlÞFSn ¼
Xm
su¼1
gs *gug
ðnÞ
sþu 
Xm
s¼1
ðgs *rs þ *gsrs Þ þ ðj; *jÞ ð4:1Þ
is real. It follows from (3.11) that
Xm
su¼1
gs *gug
ðnÞ
sþu ¼ l
Xm
su¼1
*gs *gug
ðnÞ
sþu þ
Xm
su¼1
g
ðnÞ
sþu1*g

s *gu
þ c˜m
Xm
u¼1
g
ðnÞ
mþu *gu  *g1
Xm
u¼1
gðnÞu *gu;
Xm
s¼1
gs *rs ¼
Xm
s¼1
l*gs *rs þ
Xm1
s¼1
*gsþ1 *rs þ c˜m *rm;
Xm
s¼1
*gsrs ¼
Xm
s¼2
*gs *rs1 þ l
Xm
s¼1
*gs *rs
þ
Xm
s¼1
g
ðnÞ
mþs *gsc˜

m þ *g1
Xm
u¼1
gðnÞu *g

u;
ðj; *jÞ ¼ ð *j; ðTˆ þ lÞ *jÞ þ c˜mð *rm þ z2m;nc˜mÞ:
Therefore, expression (4.1) is real.
Self-adjointness of the operator H is checked analogously [24,25]. Lemma 4.1 is
proved. &
Lemma 4.1 and analog of the theorem for the Pontriagin spaces [17] imply
statements of Lemmas 2.3 and 2.4.
Lemma 4.2. The operator Zˆ1n Hˆn is presented as a sum
Zˆ1n Hˆn ¼ H1n þ H2n ð4:2Þ
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of a H-self-adjoint operator Hˆ1n and a bounded operator Hˆ
2
n; for some n-independent
quantities B1 and B2
Hˆ1nXB1; jjHˆ2njjpB2: ð4:3Þ
The operator Hˆ is a sum Hˆ1 þ Hˆ2 of a H-self-adjoint operator Hˆ1 being semi-bounded
below and a bounded operator Hˆ2:
To prove this lemma, let us prove Lemmas 4.3–4.7.
Lemma 4.3. The function f ðlÞ ¼ lðw; TˆkðTˆ þ lÞ1wÞ increases and tends to infinity
as l-N:
Proof. Since the operator Tˆ is positive and self-adjoint, the difference
f ðl1Þ  f ðl2Þ ¼ ðl1  l2Þðw; Tˆkþ1ðTˆ þ l1Þ1ðTˆ þ l2Þ1ÞwÞ
is positive as l14l2: Thus, f increases.
Check that f ðlÞ tends to inﬁnity as l-N: Suppose, that f ðlÞoC for some C:
Then the property of positive deﬁniteness of the operator Tˆ implies that for all b
lðw; Tˆkyðb  TˆÞðTˆ þ lÞ1wÞpC:
Consider the limit l-N: We ﬁnd ðw; Tˆkyðb  TˆÞwÞpC: According to corollary of
Lemma 3.5, we obtain a contradiction with the condition weHk: Lemma 4.3 is
proved. &
Lemma 4.4. For all C40 there exist some l0 and n0 such that for all l4l0 and
n4n0 fnðlÞ ¼ lðwn; TˆkðTˆ þ lÞ1wnÞ4C:
Proof. Suppose that for some C for all l0 and n0 there exist l4l0 and n4n0 such
that fnðlÞrC: Analogous to the previous subsection, we justify that the function
fnðlÞ is increasing. This implies that fnðl0ÞpC: Therefore, for some sequence np-N
fnpðl0ÞpC: Consider a limit p-N: We ﬁnd f ðl0ÞpC for all l0: Lemma 4.4 is
proved. &
Let F ¼ ðg; r;jÞAB: Denote *Fn ¼ R˜nðlÞF ¼ ð*gnðlÞ; *rnðlÞ; *jnðlÞÞAB: *Fn is deter-
mined from system (3.11).
Lemma 4.5. For some constants l0; n0 and A4 for lXl0 and nXn0 the operator R˜nðlÞ
is well defined and obeys properties
jc˜mn jpA4jjFjj1;
jc˜mn jjjlTˆmðTˆ þ lÞ1wnjjpA4jjFjj1: ð4:4Þ
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Proof. It follows from system (3.11) that c˜mn ¼ ðanðlÞÞ1bnðlÞ; where anðlÞ has the
form (3.13), while
bnðlÞ ¼ ðTˆmðTˆ þ lÞ1wn;jÞ þ
Xm
s¼1
ðlÞsrmsþ1
þ
Xm
s¼1
Xmþ1s
l¼1
gðnÞs ðlÞlmgsþl1:
For some A5; the following property is satisﬁed:
jbnðlÞjpðjjTˆmðTˆ þ lÞ1wnjj þ A5l1ÞjjFjj1:
Obtain an estimation for anðlÞ:
1. At k ¼ 2m z2m;n ¼ 0: Lemma 4.4 implies
anðlÞX12ðwn; Tˆ2mðTˆ þ lÞ1wnÞ þ 12;
for sufﬁciently large l0 and n0: Therefore,
jbnðlÞ=anðlÞjp2A1l1jjFjj1 
2jjTˆmðTˆ þ lÞ1wnjj
ðwn; Tˆ2mðTˆ þ lÞ1wnÞ
jjFjj1:
The inequalities jjTˆmðTˆ þ lÞ1wnjjpjjTˆm1wnjjpC1; ljjTˆmðTˆ þ lÞ1wnjj2 
ðwn; Tˆ2mðTˆ þ lÞ1wnÞ ¼ ðwn; Tˆ2mTˆðTˆ þ lÞ2wnÞp0 imply Eq. (4.4).
2. Let k ¼ 2m þ 1: Then
ðlÞ1anðlÞ ¼
X2mþ1
s¼1
gðnÞs ðlÞs12m þ ðwn; Tˆ2m1ðTˆ þ lÞ1wnÞ
X
1
2
ðwn; Tˆ2m1ðTˆ þ lÞ1wnÞ þ
1
2
:
We obtain the following inequality: jbnðlÞ=anðlÞjpl1C2jjFjj1 and Eq. (4.4).
Existence of the operator R˜nðlÞ for lXl0 and nXn0 is a corollary of the proved
property anðlÞa0: Lemma 4.5 is proved. &
Lemma 4.6. For some constant B3 the following property is satisfied: ljjR˜nðlÞjj1 ¼
supFAB
ljjR˜nðlÞFjj1
jjFjj1 pB3:
Proof. It follows from the second equation of system (3.11) that lj*gn;mjpC1jjFjj1:
We obtain from the ﬁrst equation by induction that lj*gn;sjpC1jjFjj1 for s ¼ 1; m  1:
It follows from the positive deﬁniteness of the operator Tˆ and from the third
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equation that
jl *jnðlÞjjp jjlðTˆ þ lÞ1jjj þ jc˜mn ðlÞjjjTˆmlðTˆ þ lÞ1wnjj
p jjjjj þ A4jjFjj1pðA4 þ 1ÞjjFjj1:
The latter equation of system (3.11) implies lj *rn;1jpC3jjFjj1: The fourth equation
implies lj *rn;sjpC4jjFjj1; s ¼ 2; m: We obtain statement of Lemma 4.6. &
Corollary of Lemma 3.2 implies
Corollary. For some constant B4 the following property is satisfied: ljjR˜nðlÞjjpB4:
Lemma 4.7. There exist constants B5; l0 and n0 such that for lXl0 and nXn0
ljjðlþ Zˆ1n HˆnÞ1jjpB5;
ljjðlþ HˆÞ1jjpB5: ð4:5Þ
Proof. Lemma 3.11 implies the second property of (4.5). It follows from Lemmas
3.14, 3.16 and 3.7 that
ljjðlþ Zˆ1n HˆnÞ1jj ¼ sup
FnABn
jjlðlþ Zˆ1n HˆnÞ1Fnjj
jjFnjj
p sup
FnABn
A3jjQnlðlþ Zˆ1n HˆnÞ1Fnjj
A2jjQnFnjj
¼ sup
FnABn
A3jjlR˜nðlÞQnFnjj
A2jjQnFnjj pB4A3=A2:
The lemma is proved. &
Proof of Lemma 4.2. By RJn we denote the orthogonal with respect to the inner
product (2.2) projector on the subspaceLnm; by R
>
n denote the orthogonal projector
on ðLnmÞ>: Set
H1n ¼ R>n Zˆ1n HˆnR>n ;
H2n ¼ Zˆ1n Hˆn  H1n ¼ RJnZˆ1n Hˆn þ Zˆ1n HˆnRJn þ RJnZˆ1n HˆnRJn:
Check that the operators H1 and H2 obey properties (4.3). Since the inner products
/; S and /; SLnm coincide on ðLnmÞ
>; Hn1 is a H-self-adjoint operator. Find an
estimation on the norm of the operator H2n : The operator R
J
n is rewritten as
RJn ¼ 
Pm
ij¼1 e
ðnÞ
i /e
ðnÞ
j ;FnSM
ðnÞ
ij ; where M
ðnÞ
ij is a matrix being inverse to (3.22),
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e
ðnÞ
i ¼ ðZˆnHˆn þ lÞ1PnðHˆ þ lÞei: For the norm of the operator Zˆ1n HˆnRJn; we obtain
the following estimation:
jjZˆ1n HˆnRJnjjpm2 max
ij
jMðnÞij jmax
i
jjZˆ1n HˆneðnÞi jjmax
i
jjeðnÞi jj: ð4:6Þ
Since M
ðnÞ
ij -n-Ndij;
Zˆ1n Hˆne
ðnÞ
i ¼ PnðH þ lÞei  leðnÞi ;
jjeðnÞi jjpjjðZˆ1n Hˆn þ lÞ1jjjjPnjjjjðH þ lÞejj;
quantity (4.6) is bounded uniformly with respect to n: An analogous estimation can
be obtained for norms of the operators Zˆ1n HˆnR
J
n–R
J
nZˆ
1
n HˆnR
J
n: Therefore, jjH2n jjpB:
To check that the operator Hˆ1n is semibounded below, present it as a sum of an
absolutely convergent in the norm-topology series: ðlþ Hˆ1nÞ1 ¼
PN
k¼0ðlþ
Zˆ1n HˆnÞ1ðH2n ðlþ Zˆ1n HˆnÞ1Þk provided that lXBB5 and lXl0: Namely, for this
case the norm of the kth term of the series is not larger than
BkBkþ1
5
lkþ1
: Therefore, for
sufﬁciently large l and nXn0 the resolvent of the H-self-adjoint operator Hˆ1n is
bounded. Therefore, the spectrum of the operator Hˆ1n is semibounded below by an
n-independent quantity. Analogously, we prove statement of Lemma 4.2 for the
operator Hˆ: Lemma 4.2 is proved. &
Without loss of generality, suppose that the quantity C entering Lemma 4.2 obeys
the property C40: Otherwise, one can redeﬁne the operators Hˆ1n and Hˆ
2
n:
Representation (4.2) and results of [11] imply the following properties of evolution
operators for Eqs. (1.8)–(1.13) on ½0; t
:
Lemma 4.8. The following properties are satisfied:
jjeitZˆ1n Hˆn jjpeBt; jjeitH jjpeBt:
jjetZˆ1n Hn jjpeðBCÞt; jjetH jjpeðBCÞt:
Proof. It was shown in [11] that if T is a generator for a one-parametric semigroup
eTt such that
jjeTtjjpMebt; ð4:7Þ
while A is a bounded operator, then T þ A is also a generator of a semigroup.
Moreover, jjeðTþAÞtjjpMeðbþMjjAjjÞt: The operator iHˆ1n for the case of a H-self-
adjoint Hˆ1n is a generator of a one-parametric semigroup of H-unitary operators.
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This means that property (4.7) is satisﬁed for M ¼ 1; b ¼ 0: Therefore,
jjeitZˆ1n Hn jjpejjH2n jjtpeBt: The second inequality is checked analogously.
Since the operator Hˆ1 satisﬁes the property Hˆ1XC; it is a generator of a one-
parametric semigroup, while jjeHˆ1ntjjpeCt: We proved Lemma 4.8. &
Note also that since Hˆ1n þ Hˆ2n is a generator of a one-parametric semigroup, there
exists a unique solution of the Cauchy problems for Eqs. (1.13) and (1.11) for
Fnð0ÞADðHˆ1n þ Hˆ2nÞ: This solution continuously depends on the initial conditions.
Lemma 2.10 is proved. &
To prove Lemma 2.11, let us justify some auxiliary statements analogously to
Ref. [15].
Consider the following differential equation in the Banach space B:
d
2F
dt2
¼ AˆF; FðtÞADðAˆÞCB; tA½0; T 
 ð4:8Þ
with closed operator Aˆ:
Deﬁnition 4.1. We say that the Cauchy problem for Eq. (4.8) is formulated
uniformly correct if for all Fð0Þ and ’Fð0Þ from DðAˆÞ there exists a unique two-
times continuously differentiable function FðtÞADðAˆÞ satisfying Eq. (4.8) and initial
conditions. The dependence of FðtÞ on initial conditions is uniformly continuous.
Deﬁne on DðAÞ the operators VðtÞ and WðtÞ from property (2.8), FðtÞ ¼
VðtÞFð0Þ þ WðtÞ ’Fð0Þ: Denote by ’VðtÞ and ’WðtÞ the operators from DðAÞ to B
which are deﬁned from the relation ’FðtÞ ¼ ’VðtÞFð0Þ þ ’WðtÞ ’Fð0Þ:
Let B be a Hilbert space.
Lemma 4.9. Let A be a H-self-adjoint semibounded below operator in B: AXC140:
Then the Cauchy problem for Eq. (4.8) is uniformly correct and
jjVðtÞjjp1; jjWðtÞjjp1=
ﬃﬃﬃﬃﬃﬃ
C1
p
: ð4:9Þ
Proof. The function of the form
FðtÞ ¼ cosð
ﬃﬃﬃﬃˆ
A
p
tÞFð0Þ þ sinð
ﬃﬃﬃﬃˆ
A
p
tÞﬃﬃﬃﬃˆ
A
p ’Fð0Þ ð4:10Þ
is a solution of the Cauchy problem for Eq. (4.8) [15]. Prove the property of
uniqueness. Let Fð0Þ ¼ 0; ’Fð0Þ ¼ 0: Consider the function f ðtÞ ¼ 1
2
ð ’FðtÞ; ’FðtÞÞ þ
1
2
ðFðtÞ; AˆFðtÞÞ: It satisﬁes the conditions f ð0Þ ¼ 0; df =dt ¼ 0: Therefore, f ðtÞ ¼ 0:
Since the operator A is semibounded below, one has ð ’F; ’FÞ ¼ 0; ðF; AˆFÞ ¼ 0:
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Therefore, F ¼ 0: The property of uniqueness is proved. It follows from the explicit
form of solution of Eq. (4.10) the property of uniform correctness of the Cauchy
problem and relations (4.9). Lemma 4.10 is proved. &
Suppose that there exists such z that the operator ðA þ zÞ1 is well deﬁned.
Lemma 4.10. Let the Cauchy problem for Eq. (4.8) be uniformly correct. Consider the
equation
d
2FðtÞ
dt2
¼ AˆFðtÞ þ xðtÞ; FðtÞADðAˆÞCB; tA½0; T 
; ð4:11Þ
where xðtÞADðAˆ2Þ: ðAˆ þ zÞ2xðtÞ is a continuous function on ½0; T 
: Then the Cauchy
problem for Eq. (4.11) has a unique solution of the form
FðtÞ ¼ VðtÞFð0Þ þ WðtÞ ’Fð0Þ 
Z t
0
dtWðt  tÞxðtÞ: ð4:12Þ
Proof. The uniqueness is obvious. Let F1 and F2 be two solutions of the Cauchy
problem. Then their difference satisﬁes Eq. (4.8) and zero initial condition. It follows
from uniform correctness of the Cauchy problem for Eq. (4.8) that F1  F2 ¼ 0:
To prove the lemma, it is sufﬁcient to justify that the function
FðtÞ ¼ 
Z t
0
dtWðt  tÞxðtÞ
obeys Eq. (4.11) and zero initial condition. Check that
dFðtÞ
dt
¼ 
Z t
0
dt ’Wðt  tÞxðtÞ: ð4:13Þ
Consider the difference
 Fðt þ dtÞ  FðtÞ
dt
þ ’FðtÞ
¼
Z tþdt
t
dt
dt
W ðt þ dt  tÞxðtÞ þ
Z t
0
dt
Wðt þ dt  tÞ  Wðt  tÞ
dt
 ’Wðt  tÞ
 
xðtÞ
¼
Z 1
0
ds Wðdtð1 sÞÞxðt þ dtsÞ þ
Z t
0
dt
Z 1
0
dsð ’Wðt þ dts  tÞ  ’Wðt  tÞÞxðtÞ
¼
Z 1
0
ds Wðdtð1 sÞÞxðtÞ þ
Z 1
0
ds Wðdtð1 sÞÞðxðt þ sdtÞ  xðtÞÞ
þ dt
Z t
0
dt
Z 1
0
ds
Z s
0
ds0AWðt þ s0dt  tÞxðtÞ:
ARTICLE IN PRESS
O.Yu. Shvedov / Journal of Functional Analysis 210 (2004) 259–294288
The norm of this expression is not larger than
Z 1
0
dsjjWðdtð1 sÞÞjjðjjxðtÞjj þ jjxðt þ sdtÞ  xðtÞjj
þ dt
Z t
0
dt
Z 1
0
ds
Z s
0
ds0jjAˆWðt þ s0dt  tÞxðtÞjj:
According to the Lesbegue theorem (see, for example, [12]) this expression tends to
zero as dt-0: Therefore, property (4.13) is checked. Initial conditions are obviously
satisﬁed. Check Eq. (4.11). One has

’Fðt þ dtÞ  ’FðtÞ
dt
 AFðtÞ  xðtÞ
¼
Z 1
0
dsð ’Wðdtð1 sÞÞxðt þ sdtÞ  xðtÞÞ
þ
Z 1
0
dt
Z 1
0
dsðWðt  tþ sdtÞ þ Wðt  tÞÞAˆxðtÞ:
According to the Lesbegue theorem, this expression tends to zero. The lemma is
proved. &
Corollary. Let the function xðtÞAB is continuous on ½0; T 
; while the function FðtÞ is a
solution of Eq. 4.11. Then formula 4.12 is satisfied.
Proof. It is sufﬁcient to consider the case if initial conditions vanish; the general case
can be reduced to it by the substitution of FðtÞ by FðtÞ  VðtÞFð0Þ  WðtÞ ’Fð0Þ:
Consider the function vðtÞ ¼ ðAˆ þ zÞ2FðtÞ satisfying the following equation:
d
2vðtÞ
dt2
¼ AˆvðtÞ þ ðAˆ þ zÞ2xðtÞ;
and zero initial condition. Therefore,
vðtÞ ¼ ðAˆ þ zÞ2
Z t
0
dtWðt  tÞxðtÞ:
We obtain statement of the corollary.
It happens that the condition that ðAˆ þ zÞ2x is continuous can be substituted by
the condition that x is two times continuously differentiable.
Lemma 4.11. Let all the conditions of Lemma 4.10 be satisfied, except for continuity of
ðAˆ þ zÞ2x: Let also the function xðtÞ be two times continuously differentiable and
xð0ÞADðAˆÞ: Then statement of Lemma 4.10 is satisfied.
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Proof. The property of uniqueness of the solution of the Cauchy problem is checked
analogously to Lemma 4.10. Corollary of Lemma 4.10 tells us that the solution of
the Cauchy problem is given by formula (4.12), provided it exists. It is sufﬁcient then
to check that expression (4.12) satisﬁes Eq. (4.11) and initial condition. It is sufﬁcient
to consider the case Fð0Þ ¼ 0; ’Fð0Þ ¼ 0: Deﬁne W1ðtÞ ¼
R t
0 dtWðtÞ; W2ðtÞ ¼R t
0
W1ðtÞ: Substituting xðtÞ ¼ xð0Þ þ
R t
0
dtxðtÞ; we ﬁndZ t
0
dtWðt  tÞxðtÞ ¼ W1ðtÞxð0Þ þ
Z t
0
ds W1ðt  sÞ’xðsÞ:
Applying this formula again, we obtainZ t
0
Wðt  tÞxðtÞdt ¼ W1ðtÞxð0Þ þ W2ðtÞ’xð0Þ þ
Z t
0
ds W2ðt  sÞ.xðsÞ: ð4:14Þ
It follows from the deﬁnition of the operator W that it satisﬁes the following
equation:
W¨ðtÞF ¼ AˆW ðtÞF; FADðAÞ ð4:15Þ
and commutes on DðAÞ with the operator A: Integrating twice Eq. (4.15), we ﬁnd
AˆW2ðtÞ ¼ WðtÞ  Wð0Þ  ’Wð0Þt ¼ WðtÞ  t ð4:16Þ
on DðAÞ: Operator (4.16) is bounded and can therefore be continued onB: It follows
from Eqs. (4.16) and (4.14) that
Aˆ
Z t
0
Wðt  tÞxðtÞdt ¼
Z t
0
ds½Wðt  sÞ  ðt  sÞ
.xðsÞ
þ ’WðtÞxð0Þ þ ðWðtÞ  tÞ’xð0Þ: ð4:17Þ
Furthermore,
d2
dt2
Z t
0
WðtÞxðt  tÞ dt
 
¼ WðtÞ’xð0Þ þ ’WðtÞxð0Þ þ
Z t
0
WðtÞ.xðt  tÞ dt: ð4:18Þ
Comparing Eqs. (4.17) and (4.18), we obtain statement of the lemma. &
Lemma 4.12. Let the operator Aˆ be a sum of a H-self-adjoint semibounded below
operator Tˆ1XC140 and a bounded operator Tˆ2; jjTˆ2jjpC2: Then the Cauchy problem
for Eq. (4.8) is uniformly correct and
jjVðtÞjjpeC2t=
ﬃﬃﬃﬃ
C1
p
; jjWðtÞjjpeC2t=
ﬃﬃﬃﬃ
C1
p
=
ﬃﬃﬃﬃﬃﬃ
C1
p
:
Proof. According to corollary of Lemma 4.10, the function FðtÞ is a solution of the
Cauchy problem for Eq. (4.8) if and only if
FðtÞ ¼ V1ðtÞFð0Þ þ W1ðtÞ ’Fð0Þ 
Z t
0
dtW1ðt  tÞTˆ2FðtÞ; ð4:19Þ
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where V1ðtÞ ¼ cosð
ﬃﬃﬃﬃﬃ
Tˆ1
p
tÞ; W1ðtÞ ¼ sinð
ﬃﬃﬃﬃ
Tˆ1
p
tÞﬃﬃﬃﬃ
Tˆ1
p : The abstract Volterra equation (4.19)
has a unique solution (see, for example, proof of [12]), which can be presented as a
sum of an absolutely convergent in the norm-topology series:
FðtÞ ¼
XN
n¼0
ð1Þn
Z
t:t14;;;4tn40
dt1ydtn W1ðt  t1ÞTˆ2yW1ðtn1  tnÞTˆ2
 ðV1ðtnÞFð0Þ þ W1ðtnÞ ’Fð0ÞÞ:
Therefore,
jjVðtÞjjp
XN
n¼0
ðC2t=
ﬃﬃﬃﬃﬃﬃ
C1
p Þn
n!
¼ eC2t=
ﬃﬃﬃﬃ
C1
p
;
jjVðtÞjjp
XN
n¼0
ðC2t=
ﬃﬃﬃﬃﬃﬃ
C1
p Þn
n!
ﬃﬃﬃﬃﬃﬃ
C1
p ¼ eC2t=
ﬃﬃﬃﬃ
C1
p
=
ﬃﬃﬃﬃﬃﬃ
C1
p
:
Lemma 4.12 is proved. &
Lemmas 4.12 and 4.2 imply
Corollary. The statement of Lemma 2.11 is satisfied. For tA½0; T 
 there exists an
n-independent quantity M such that jjVnðtÞjjpM; jjVðtÞjjpM; jjWnðtÞjjpM;
jjWðtÞjjpM:
5. Convergence in generalized strong sense
Let us justify the property of generalized strong convergence of the operators Un;
Vn and Wn entering Theorems 1–3. Let us ﬁrst investigate some properties of
generalized strong convergence. Formulate an analog of the Banach–Steinhaus
theorem.
Lemma 5.1. Let An :B-Bn; n ¼ 1; 2;y; be a sequence of operators satisfying the
property jjAnjjpMoN for some n-independent constant M; DCB—is a dense subset
of B; jjAnvjj-n-N0 for vAD: Then jjAnvjj-n-N0 for vAB:
Proof. Let vAB; e40: Choose such v0AD that jjv  v0jjp e
2M
: Choose n0 such that for
nXn0jjAnv0jjpe=2: Then jjAnvjjpjjAnv0jj þ jjAnjjjjv  v0jjpe: We obtain statement of
lemma. &
Remark. The proof of Ref. [9] of the Banach–Steinhaus theorem cannot be
generalized to the case of fPng-strong convergence. Proof of [28] uses also the
condition jjPnvjj-n-Njjvjj:
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Lemma 5.2. Let An :B-Bn; n ¼ 1; 2;y; be a sequence of operators satisfying the
following property: for each vAB the sequence jjAnvjj is bounded. Then jjAnjjpM for
some n-independent quantity M:
Proof. Analogous to [9].
Lemma 5.3. Let Bn :Bn-Bn; n ¼ 1; 2;y; be a sequence of operators which fPng-
strongly converges to the operator B :B-B: Then the sequence jjBnPnjj is bounded.
Proof. Denote An ¼ BnPn: For all vAB jjAnv  PnBvjj-n-N0; so that the
sequence jjAnv  PnBvjj is bounded, jjAnv  PnBvjjpM: Therefore, jjAnvjjp
jjAnv  PnBvjj þ jjPnjjjjBvjjpM þ ajjAvjj: Lemma 5.2 implies statement of the
lemma. &
Lemma 5.4. Let unABn; n ¼ 1; 2;y; is a sequence of vectors from the class ½u
; uAB;
An :Bn-Bn; n ¼ 1; 2;y; is a uniformly bounded ðjjAnjjpMÞ sequence of operators
which fPng-strongly converges to the operator A :B-B: Then the sequence fAnung
is of the class ½Au
:
Proof. One has
jjAnun  PnAujjpjjAnjjjjun  Pnujj þ jjAnPnu  PnAujj-n-N0:
Proofs of Theorems 1 and 2 are identical to Ref. [11].
Proof of Theorem 3. Let vAB; z satisfy the condition aðlÞa0: Consider the function
wnðtÞ of the form
vnðtÞ ¼ VnðtÞðZˆ1n Hˆn þ zÞ1PnðHˆ þ zÞ1v  ðZˆ1n Hˆn þ zÞ1PnVðtÞðHˆ þ zÞ1v:
It obeys the following condition:
d
2vnðtÞ
dt2
¼ Zˆ1n HˆnwnðtÞ þ xnðtÞ; ð5:1Þ
where
xnðtÞ ¼ ðPnðHˆ þ zÞ1  ðZˆ1n Hˆn þ zÞ1PnÞVðtÞv:
The initial condition for Eq. (5.1) has the form vnð0Þ ¼ 0; ’vnð0Þ ¼ 0: Corollary of
Lemma 4.10 implies that
vnðtÞ ¼
Z t
0
dtWnðt  tÞxnðtÞ:
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Therefore,
jjwnðtÞjjpM
Z t
0
dtjjxnðtÞjj: ð5:2Þ
or each tjjxnðtÞjj tends to zero because of Lemma 3.15. Furthermore,
jjxnðtÞjjpðjjðZˆ1n Hˆn þ zÞ1Pnjj þ jjPnjjjjðHˆ þ zÞ1jjÞMjjvjj;
so that the sequence jjxnðtÞjj is uniformly bounded according to Lemma 5.3. The
Lesbegue theorem (see, for example, [12]) implies that the integral in the right-hand
side of formula (5.2) tends to zero. Therefore, jjvnðtÞjj-n-N0; so that
jjVnðtÞðZˆ1n Hˆn þ zÞ1PnF ðZˆ1n Hˆn þ zÞ1PnVðtÞFjj-n-N0: ð5:3Þ
for F ¼ ðHˆ þ zÞ1v: Property (5.3) is satisﬁed for all FADðHÞ; on the dense subset of
B: Therefore, property (5.3) is satisﬁed for all FAB: Furthermore,
jjVnðtÞððH þ zÞ1Pn  PnðH þ zÞ1ÞFjj-n-N0;
jjðZˆ1n Hˆn þ zÞ1Pn  PnðH þ zÞ1ÞVðtÞFjj-n-N0: ð5:4Þ
Eqs. (5.3) and (5.4) imply that
jjðVnðtÞPn  PnVðtÞÞ *Fjj-n-N0 ð5:5Þ
under condition *F ¼ ðHˆ þ zÞ1F: Relation (5.5) is satisﬁed on the dense subset DðHˆÞ
of B: Therefore, it is satisﬁed on B: First statement of Theorem 3 is proved. Second
statement is proved analogously. &
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