ABSTRACT In this paper, we propose an algorithm in which fast sparse decomposition is used to estimate the polynomial phase signal (PPS) parameters. In the proposed algorithm, a fast sparse decomposition is applied to the second-order PPSs, which outperforms three other algorithms in decomposition rate and convergence. The proposed algorithm also estimates the PPS parameters more accurately than other sparse decomposition algorithms. For PPSs whose order exceeds two, the order can be reduced to two via phase differentiation, after which parameters can be estimated using fast sparse decomposition. The simulation results show that the proposed algorithm is characterized by a lower signal-to-noise ratio and higher estimation accuracy than high-order ambiguity function and other recently proposed algorithms.
I. INTRODUCTION
Polynomial phase signal (PPS) has been incorporated into many applied fields such as radar, sonar, biomedicine, and radio communications [1] - [6] . The main reason is that the received signals in the fields have continuous instantaneous phase. According to Weierstrass'theorem, the instantaneous phase can be well approximated by a finite-order polynomial in time within a finite-duration interval. Therefore PPS is a proper model for these signals and its parameter estimation is significant to the theoretical research and practical applications.
Numerous theories and methods to estimate PPS parameters have been proposed throughout the last two decades [1] - [16] and can be divided into two main categories: the high-order ambiguity function (HAF) [5] , [15] and cubic phase function (CPF) [8] , [14] , [17] . HAF is a nonlinear transformation widely used in PPS parameter estimation, as a multidimensional objective function and multidimensional extremum seeking can be effectively avoided. Additionally, the computational complexity of HAF is substantially less than the maximum likelihood method. However, The associate editor coordinating the review of this manuscript and approving it for publication was Shihao Yan.
HAF method has some drawbacks. One of them is a high signal-to-noise ratio (SNR) threshold, which increases in line with the order of PPSs and reduces the accuracy of estimated parameters. Although O'Shea proposed the M-point moving average filtering algorithm to improve the precision of estimated parameters [16] , the SNR threshold could not be lowered. In addition, although the improved HAF algorithm, product HAF (PHAF), can effectively treat multicomponent third-/second-order PPSs, it cannot be used to treat multicomponent PPSs with orders greater than three [14] .
CPF is another nonlinear transformation [8] , [14] , [17] . Comparing to HAF algorithm, it reduces two phase differentiations (PDs), thereby lowering the SNR threshold and estimated mean squared error (MSE) [10] . For PPSs with an order of more than three, some researchers have proposed CPF-HAF [14] , which can effectively estimate monocomponent PPSs with a lower SNR threshold and higher accuracy compared to the HAF algorithm. A pitfall when using CPF-HAF to treat mono-component PPSs is the uncertain correspondence of peaks when setting two different time positions. Although some scholars have suggested addressing this drawback by setting three different time positions [18] , the computational complexity increases sharply as components are added. Moreover, product CPF-HAF (PCPF-HAF) only treats multicomponent PPSs with orders greater than three; it cannot treat multicomponent third-order PPSs.
An analysis of parameter estimation algorithms for PPSs reveals that several mature theories and methods are available for estimating mono-component PPSs; however, they are not as effective when used with multicomponent PPSs. First, cross-terms between components result in undesired sinusoids in the high-order instantaneous moment [19] .Secondly, the uncertain correspondence of the peaks arise and multicomponent third-order PPSs can not be treated using PCPF-HAF.
In this paper, a novel sparse decomposition-based algorithm for PPS parameter estimation is devised. First, the atoms are constructed based on PPS features. Second, a concatenate dictionary and fast Fourier transform (FFT) are used to search for the most matched atoms, based upon which PPS parameters are finally obtained. Although HAF and CPF approaches are important, we only use the PD to reduce the PPS order, and CPF approach does not be used in this paper. In addition, the sparse decomposition-based algorithm improves the performance with respect to HAF-based and PHAF-based approaches, and it avoids the uncertain correspondence of the peaks by setting two different time positions.
The remainder of this paper is organized as follows. First, we present a brief overview of sparse decomposition. Second, the proposed fast sparse decomposition algorithm for PPS parameter estimation is presented. Finally, simulations are conducted to verify the excellent performance of the proposed algorithm.
II. PRINCIPLES OF PARAMETER ESTIMATION USING SPARSE DECOMPOSITION
Sparse decomposition is defined as using fewer atoms to express signals via linear combination, and its model is as follows:
where y is an N ×1 vector, α is an M ×1 vector, α 0 denotes the sparse degree, α 0 M , and ∈ R N ×M . The optimization problem to min α 0 is NP hard because it can only be solved using a combination method, which is required to test all possible combinations. To solve the optimization problem, Mallat and Zhang [20] proposed a matching pursuit algorithm, expressed as follows:
First, obtain the best matching atom g γ 0 during the overcompleted dictionary , such that
where R 0 y, g γ 0 denotes the inner product of R 0 y and g γ 0 , g γ 0 = 1. Thus, y can be decomposed as the component of g γ 0 and the residual,
where R 1 y is the residual. g γ 0 and R 1 y are orthogonal to each other, such that
Eq. (3) shows that R 1 y is minimum; therefore, the coefficient of sparse decomposition is as follows:
Next, we continuously decompose the residual, namely
where g γ i meets the following condition,
and the coefficient of sparse decomposition after each iteration is as follows:
When using sparse decomposition to achieve parameter estimations, the researchers in [21] used a Gabor atom to estimate the parameters of multicomponent chirp signals using spare decomposition. The good time-frequency concentration of the Gabor atom and the Hough transform are included in the proposed algorithm.
First, the Gabor atom is defined as
where g(t) = e −πt 2 is the Gaussian window function, s is the scale factor, u is the shift factor, v is the frequency factor, and w is the phase factor. Let γ = (s, u, v, w) denote the time-frequency parameter; its discretization is expressed as
All information of y can be obtained based on the group of best matching atom parameters
,··· ,k and Hough transform can be used to estimate chirp signal parameters. Unfortunately, the algorithm proposed in [21] has two defects, the first of which is high computational complexity: the atom number S D in the dictionary is large, expressed as
For simplification,
Therefore, S D is exceedingly large, such as S D = 266292 when N = 512, which greatly increases the computational complexity of sparse decomposition even when using the fast sparse decomposition algorithm. The second defect is that the VOLUME 7, 2019 accuracy of estimated parameters is poor, mainly because the estimation accuracy of the algorithm in [21] is determined by the degree of discretization and quantization over atoms. The degree is determined by signal length N , wherein the higher the estimation accuracy, the longer the signal length N . Unfortunately, a longer signal length N increases the number of atoms drastically, further complicating the computational complexity. In addition, the proposed algorithm for estimating linear frequency modulated (LFM) signal parameters using sparse decomposition in [22] used an atom with the same structure as LFM signals; however, the computation complexity of the proposed algorithm remained quite high, similar to the maximum likelihood method.
III. ALGORITHM DESCRIPTION
First, we propose a fast sparse decomposition algorithm for estimating second-order PPSs. In this algorithm, a concatenate dictionary and FFT are used to complete fast sparse decomposition of second-order PPSs, the parameters of which are obtained based on matching atoms. With respect to PPSs of an order more than two, we use PD to transform them into second-order PPSs, after which their parameters can be obtained using the algorithm.
A. FAST SPARSE DECOMPOSITION OF SECOND-ORDER PPSS
The structure of atoms should be as similar as possible to the signal when structuring the over-completed dictionary; thus, according to the structure of second-order PPSs, the atom is set as follows:
where ζ and c denote the initial frequency and FM slope, respectively. Using one over-completed dictionary, we get
Based on the search precision and range of values, Eq. (13) shows that the number of parameters ζ and c are N ζ and N c , respectively; thus, the number of atoms in the over-completed dictionary is N ζ × N c . Using one over-completed dictionary results in an excessive number of atoms, which becomes even larger under conditions of high search precision. For example, when the search precision is set as 0.001, and ζ and c are set as ζ ∈ (0, 0.8], then the number of ζ is N ζ = 800 and the number of c is ζ ∈ (0, 0.8]; hence, the number of the atoms in the over-completed dictionary is N ζ ×N c = 640000, an exceedingly large number. The computational complexity would be quite high when using this over-completed dictionary to carry out sparse decomposition. Therefore, we considered designing an over-completed dictionary with a small number of atoms.
First, the mono-component second-order PPS model is as follows:
where υ(n) is white complex Gaussian noise with zero-mean and variance σ 2 , N is the number of observation. The multicomponent second-order PPS model is as follows:
Accordingly,
Per Eq. (16), we set over-completed dictionaries 1 and 2 , which are used to treat the sparse decomposition of the second-and first-order terms. The decomposition coefficients are written as s 1 and s 2 , such that exp ja 2 (n ) 2 exp ja 1 (n ) 1 can be expressed as exp ja 2 (n ) 2 exp ja 1 (n ) 1 = 1 s 1 2 s 2 . We set the atom in 1 as follows:
where
, and the number of atoms in 1 is N c rather than N ζ × N c ; thus, the number of atoms has been reduced substantially. Next, we design the algorithm to search the best matching atoms. Consider the following equation:
Therefore, s(n)g γ =(c i ) becomes a cosine function when (a 2 − c i ) = 0 or (a 2 − c i ) ≈ 0, after which a 1 can be obtained by carrying out FFT into s(n)g γ =(c i ) . However, s(n)g γ =(c i ) is still a second-order PPS when (a 2 − c i ) = 0, and its frequency spectrum is distributed over a wide interval as indicated in Fig. 1 . No peak appears for the amplitude of the frequency spectrum. In addition, the atom with the largest inner product between the residual and the over-completed dictionary 1 must be obtained in the matching pursuit algorithm. For example, in the first iteration,
Eq. (19) indicates that the more closely a 2 − c i matches zero, the more closely A exp j (a 2 − c i )(n ) 2 + a 1 (n ) 1 + a 0 (n ) 0 matches the sinusoidal signal, and the larger the maximum amplitude of the Fourier transform of the signal; see Fig. 2 . A larger a 2 − c i leads to a smaller maximum amplitude of the Fourier transform of the signal; by contrast, a smaller a 2 − c i results in a larger maximum amplitude of the Fourier transform of the signal. The maximum amplitude of the Fourier transform of the signal is largest when a 2 − c i ≈ 0. Therefore, in the first iteration, we search the frequency corresponding to the maximum amplitude of the Fourier transform of the signal, which has a value of a 1 /(2π ). In addition, according to the corresponding atom, we obtain the parameters of the corresponding second-order PPS along with the matching atom in 2 based on FFT. Based on the above analysis, a fast sparse decomposition algorithm for estimating second-order PPSs is developed as follows: 1) Set the over-completed 1 based on parameter a 2 of the second-order PPS and the atom g γ 1 = exp jc i (n ) 2 . Then, set the search precision wherein the number of atoms can be determined as N c .
2) Each atom is multiplied by the conjugate signal of the second-order PPS, and FFT can be carried into the multiplied signal.
3) Obtain the maximum amplitude of the Fourier transform of the multiplied signal and find the corresponding atom (i.e., the matching atom). Moreover, the frequency corresponding to the maximum amplitude is the frequency of the atom in the second over-completed dictionary 2 . Note that 2 is constructed based on the parameter a 1 . 4). According to the best matching atom in 1 and the best matching atom in 2 , obtain the best matching atom of the second-order PPS.
B. ALGORITHM FOR ESTIMATING PPS PARAMETERS BASED ON SPARSE DECOMPOSITION
According to the fast sparse decomposition presented above, estimation of second-order PPSs proceeds as follows:
1) For multicomponent second-order PPSs, carry out one iteration of the fast sparse decomposition; for K −component second-order PPSs, carry out K iterations.
2) Based on the parameters of the best matching atoms, obtain the parameters of the second-order PPS.
For a mono-component P − order PPS whose P is more than two, PD is used to reduce the PPS order to two, defined as follows:
where τ i , i = 1, 2, · · · , P − 2 are lag parameters. Because each recursive step in the PD reduces the PPS order by one, PD P−2 [n; τ 1 , τ 2 , · · · , τ P−2 ] will result in a secondorder PPS; therefore, the proposed fast sparse decomposition algorithm can be used to estimate the parameters of P − order PPSs.
After computations, PD P−2 [n; τ 1 , τ 2 , · · · , τ P−2 ] can be expressed as
υ y (n ) is the sum of noise interference terms in PD P−2 [n; τ 1 , τ 2 , · · · , τ P−2 ]; for example,
For a multicomponent Pth-order PPS with K components, PD elicits a highly complicated value; thus, the above algorithm must be improved. Considering the PHAF algorithm to minimize the effects of cross-terms, we propose the following product sparse decomposition algorithm to estimate the parameters of multicomponent PPSs: 1) Set the first lag as τ
1 , τ
2 , · · · , τ
P−2 ). 2) Use PD to obtain the ml-HIM with P − 1 order, after which the second-order PPS corresponding to each component can be obtained.
3) Obtain the Fourier transform Y r P−1
P−2 ) of the inner product of each atom in the over-completed dictionary and the ml-HIM. 4) Repeat the third step L − 1 times, wherein the Fourier transforms are Y r
P−2 ), respectively.
5) Carry out the scaling operation and product operation in the frequency domain,
P−2 . 6) Search the best matching atom based on Step 5, and then estimate the two highest-order parameters a l P , a l P−1 , l = 1, 2, · · · , K
IV. SIMULATIONS AND RESULT ANALYSIS
Consider a complex-value mono-component second-order PPS embedded in complex white Gaussian noise with variance σ 2 ,
where υ (n) is the complex white Gaussian noise of power, σ 2 ; and N is the number of observations. The parameters of the signal are (a 2 , a 1 , a 0 ) = (1.2511e − 3, π/6,π/3). Without loss of generality, the SNR is set as SNR = 15dB, the sampling interval is set as = 0.5076s, and the total number of samples is set as N = 256.
According to the fast sparse decomposition algorithm presented herein, we first construct the over-completed dictionary 1 . Its atom is set as g γ 1 = exp jc(n ) 2 , where c ∈ 1 × 10 −3 , 2 × 10 −3 , and the search precision is set as; thus, the number of the atoms is 1001. Second, we carry out the remaining three steps to obtain the best matching atoms. We must set the number of the atoms in the over-completed dictionary 2 as 512 (i.e., the ninth power of 2) so FFT can be used to achieve fast sparse decomposition.
To better express the convergence speed and rapidity of the fast sparse decomposition algorithm proposed in this paper, we compared it with fast sparse decomposition based on a genetic algorithm, the matching pursuit algorithm based on a Gabor atom, and fast sparse decomposition that partitions the over-complete dictionary based on modulation correlation (PBMC). For ease of comparison, we labeled the proposed algorithm as the combined dictionary algorithm.
First, we compared the convergence rate of these four algorithms by setting the number of iterations as 50. Fig. 3 shows that the absolute values of coefficients using the combined dictionary algorithm were more quickly reduced to zero compared to the other three algorithms; therefore, the number of iterations when using the combined dictionary algorithm was less than the other three algorithms given the same sparse decomposition threshold. We set the sparse decomposition thresholds as 1, 3, 5, and 10, respectively; the corresponding computing times using the four algorithms are shown in Fig.4 . The combined dictionary algorithm demonstrated a faster sparse decomposition speed than the other three algorithms under the same signal length and threshold value. Specifically, the speed of the combined dictionary algorithm was one order of magnitude greater than the PBMC algorithm and four orders of magnitude greater than the MP algorithm when using a Gabor atom, a trend that became more prominent as the signal length grew. Essentially, the simulated experimental results indicate that the combined dictionary algorithm exhibited faster sparse decomposition performance and better convergence than the other three algorithms.
To verify the effectiveness of the combined dictionary algorithm when estimating the parameters of monocomponent second-order PPSs, we set it as y (n) = exp j a 2 (n ) where (a 2 , a 1 , a 0 ) = (1.2511e − 3, π/6,π/3), the SNR varied from −15dB to 8dB, the number of observations N was set as N = 256, and the sampling interval was set as =1.7474s. For each SNR, 500 simulations were performed.
First, we compared the combined dictionary algorithm with the HAF algorithm; MSEs for a 2 and a 1 are shown in Fig.5 . The SNR threshold of the combined dictionary algorithm was −8dB, and that of the HAF algorithm was −2dB. Thus, the combined dictionary algorithm had an SNR FIGURE 6. Difference MSEs of a 2 and a 1 by using two algorithms.
FIGURE 7.
MSEs of parameters by using sparse decomposition with Gabor atom in [24] .
threshold 6dB lower than the HAF algorithm. Above the threshold, the MSEs of a 2 and a 1 were approximately 0dB higher than the Cramér-Rao lower bounds (CRLBs) using the combined dictionary algorithm, whereas they were roughly 4dB above the CRLBs when using the HAF algorithm; therefore, the combined dictionary algorithm improved the accuracy of the estimated parameters. Regarding the differences in MSEs between the two algorithms, Fig. 6 indicates a minimum discrepancy in the MSEs of a 2 and a 1 of 1.7552dB with a maximum discrepancy of 4.662dB between the two algorithms. We also compared the combined dictionary algorithm with the sparse decomposition algorithm to estimate chirp signal parameters as proposed in [21] . In [21] , a Gabor atom was used to deal with sparse decomposition, and Hough transform was used to estimate the frequency of the chirp signal. MSEs are illustrated in Fig. 7 , reflecting when the algorithm was used to estimate the parameters of a monocomponent chirp signal with complex white Gaussian noise.
The MSE of the parameter was at least 10dB above the CRLB; hence, when comparing the combined dictionary algorithm, the accuracy of the estimated parameter using the algorithm proposed in [21] was relatively poor.
We also considered a multi-component second-order PPS embedded in complex white Gaussian noise with variance σ 2 ,
where (a 2 , a 1 , a 0 ) = (1.2511e − 3, π/6, π/3),
In this case, the SNR varied between −15dB and 8dB, and the total number of samples was set as N = 256. For each SNR, 500 simulations were performed. We compared the combined dictionary algorithm with the iterative relaxation PHAF algorithm proposed in [24] ; the MSEs of estimated parameters a 2 , a 1 and b 2 , b 1 are shown in Fig. 8 . The SNR threshold of the combined dictionary algorithm was −9dB, whereas that of the iterative relaxation PHAF algorithm was −1dB. The combined dictionary algorithm could substantially lower the SNR threshold compared to the iterative relaxation PHAF algorithm, presumably due to four reasons.
First, PD was not employed in the combined dictionary algorithm but was required in the iterative relaxation PHAF algorithm; each PD calculation increased the SNR threshold by 6dB. Second, PD reduced the length of PPSs. Third, PD resulted in a cross-term between the components and increased the number of noise-influenced terms. Finally, with regard to error propagation, the estimation of higher-order phase coefficients could affect the estimation of lower-order phase coefficients in the PHAF algorithm. However, the combined dictionary algorithm proposed in this paper completely avoided the drawbacks of PD and estimated the phase parameters of the second-order PPS simultaneously, revealing good parameter estimation. With respect to the parameter estimation of PPSs whose orders P exceeded two, we first used PD to reduce the PPS order to two and then employed the combined dictionary algorithm to estimate the two highest-order parameters, a P and a P−1 . When considering a third-order PPS,
where (a 3 , a 2 , a 1 , a 0 ) = (2.75e-6, 1.25e-3,π/8, π/3), the SNR varied between −10dB and 13dB, the total number of samples was set as N = 515, and the sampling interval was = 1.6477s. First, we used PD to reduce the PPS order to two, where PD 1 is defined as
is the sum of all noise-influenced terms. Second, according to PD 1 , we used the combined dictionary algorithm to estimate the two highest-order parameters, a 3 and a 2 . For each SNR, 500 simulations were performed, and the MSEs of a 3 and a 2 were estimated by the combined dictionary algorithm and the HAF algorithm; see Fig.9 . The SNR threshold of the combined dictionary algorithm was −2dB, and that of the HAF algorithm was 3dB. The proposed algorithm thus had an SNR threshold 5dB lower than the HAF algorithm; each PD increased the noise-influenced terms, after which the SNR of the estimated PPS was cut. Therefore, to reduce the SNR threshold, the number of PDs needed to be lowered as well.
In terms of multicomponent P − order PPSs, considering the complexity of their PD, we needed to improve the combined dictionary algorithm to estimate their parameters. As proposed above, the product sparse decomposition algorithm was used to improve parameter estimation in multicomponent PPSs. Let us consider a two-component third-order PPS: where (a 3 , a 2 , a 1 , a 0 ) = (2.75e − 6, 1.85e − 3, π/8, π/3),
υ(n) denotes the complex white Gaussian noise of power, σ 2 ; the total number of observations was set as N = 915; the sampling interval was set as = 1.2841s; and the SNR varied between −10dB and 10dBN = 256. For each SNR, 500 simulations were performed. We compared the combined dictionary algorithm with the non-uniformly-spaced signal sample method proposed in [25] , and the MSEs of the two highest-order parameters are shown in Fig. 10 . The SNR threshold of the combined dictionary algorithm was −3dB, whereas that of the algorithm proposed in [25] was 3dB; thus, the former had an SNR threshold 6dB lower than the latter. In determining the accuracy of estimated parameters above the SNR threshold, we used the simple M-point moving average filter proposed in [26] to improve them.
V. CONCLUSION
In this paper, we propose a fast sparse decomposition algorithm that was mainly used to treat second-order PPSs. In the algorithm, we constructed an atom based on secondorder PPSs and used the combined dictionary to substantially reduce the number of the atoms in the over-completed dictionary. In addition, FFT was used to accelerate sparse decomposition. The proposed fast sparse decomposition algorithm for estimating PPS parameters demonstrated a lower SNR threshold and more accurate results than HAF and other algorithms recently proposed in the literature. Regarding the complexity of the proposed algorithm, it deepened on the search precision and search range because the twofold conformed to the number of atoms. Therefore, for a large search range, searching twice can reduce the complexity of the algorithm. In addition, according to the proposed algorithm, PD must be used to reduce the orders to two if they are initially larger; as such, further research (e.g., when not using PD) is needed. His research interest includes sparse decomposition. VOLUME 7, 2019 
