In this paper we give a direct generalization of Carleson-Ullrich's theorem in Besov spaces and geometric characterization of removable sets for harmonic functions in those spaces in terms of Hausdor measure. In particular, for a compact set ⊂ ℝ and the Besov space Λ , ,loc
. The above-mentioned facts indicate that Carleson-Ullrich's theorem may have generalizations in more general Besov spaces. The present paper contains the results of the research carried out along these lines.
The main result of the paper is as follows. Consider , , such that (2 − / ὔ ) + < < 2, 1 ≤ ≤ ∞, 
Preliminaries
In this section, we state the basic de nitions and theorems which are instrumental in our research. We start with the following notations:
• ℕ is the set of all natural numbers, • ℤ is the set of all integers, • ℝ is the set of all real numbers, • ℂ is the set of complex numbers, • ℝ denotes a -dimensional Euclidean space, • 1 denotes the area of the unit sphere in ℝ .
De nition 2.1. We always denote Green's function by (see [4] ), which is de ned in ℝ as 
Theorem 2.4 ([4]). Suppose that is a nite positive measure on ℝ with compact support . Let = * , where is Green's function (see De nition 2.1). Then, is subharmonic, and Δ = in the sense of distributions (so that is harmonic in ℝ \ ).
We denote by ( ) the -dimensional Hausdor measure of ⊂ ℝ . We state a special case of Frostman's lemma in Euclidean spaces.
Lemma 2.5. Suppose that is a compact subset of ℝ and ( ) > 0. Then, there exist a probability measure supported on and a nite constant such that
( ( , )) ≤ for all ∈ ℝ , > 0.
De nition 2.6. Suppose is a measure in ℝ . We denote by the function ( ) = ( ( , )). 
Basics about Besov spaces
We denote by S = S(ℝ ) the Schwarz space of rapidly decreasing functions and with S ὔ its dual, the space of tempered distributions. We set S 0 = ∈ S : ℝ ( ) = 0, ∈ ℕ , so thatŜ 0 = ̂ : ∈ S = ∈ S : (0) = 0, ∈ ℕ .
The dual of S 0 is S
where P is the space of all polynomials.
For each ∈ ℤ, the notation refers to the annulus = ∈ ℝ : 2 −1 < | | < 2 +1 .
Choose 0 ∈ ∞ (ℝ ) such that 0 > 0 on 0 , while 0 = 0 on ℝ \ 0 . For ∈ ℤ de ne
(so that vanishes on ), and now de ne Φ ∈ S bŷ
It follows thatΦ vanishes on , ‖Φ ‖ 1 = ‖Φ 0 ‖ 1 , Φ ( ) = 2 Φ 0 (2 ),
so Φ ∈ S 0 (hence Φ * is de ned for ∈ S ὔ 0 ) and
is smooth and has compact support, we can choose Ψ ∈ S such thatΨ = 1 − ∑ ∞ =0Φ ; note thatΨ vanishes on (0, 1) (the ball with center at the origin and radius 1).
NowΨ + ∑ ∞ =0Φ = 1 throughout ℝ , and in fact it is easy to show that
with convergence in S for all ∈ S. It follows that
in S ὔ for all ∈ S ὔ (the statements about convergence in S ὔ and S ὔ 0 refer to the weak * topology).
Typically, when we write = ∑
in what follows it will be understood that we mean convergence in S ∈ ℝ , > 0, where is chosen so that ∫ ℝ P ( ) = 1. The Poisson integral of is a function in ℝ We de ne the nite di erence Δ ℎ by
and we de ne higher-order di erence operators by induction: 
Theorem 3.11 ([6]). Suppose that
The following statements are equivalent: When = ∞, (ii), (iii), (iv) and (v) should be interpreted as
The following theorem is known as the Besov embedding theorem [6] .
Theorem 3.12. If 1 ≤ ≤ ≤ ∞ and = + − , then
The next two lemmas [6] will be very useful for further discussion. Before we state the theorem about duals of Besov spaces [6] , we need to introduce some notation.
and ∈ Λ , , where as always ὔ and ὔ are the conjugate exponents to and , respectively. Note that
for ≥ 1. We de ne a linear functional ℎ : Λ , → ℂ by the formula
We denote by Λ The atomic decomposition of distributions from Besov spaces introduced by Frazier and Jawerth [3] plays a very important role in our research.
De nition 3.
16. An ( , )-atom ( ) (−∞ < < ∞, 0 < ≤ ∞) is a function satisfying, for some cube ⊆ ℝ , the following conditions: Here + = max( , 0), [ ] is the greatest integer in , and 3 is the cube in ℝ concentric with but with side length three times of . If = −1, then ( ) is not required to have any vanishing moments.
We note that if > 0 and ≥ 1, then we may take = −1 so that condition (iii) may be ignored.
We write for an atom satisfying De nition 3.16 for a given cube , and adopt the convention that whenever appears as a summation index, the sum runs only over dyadic cubes. We also need for further use the following notation: Fix ∈ S satisfying supp(̂ ) ⊆ { ∈ ℝ : | | ≤ }, ∫ ℝ ( ) = 0 if | | ≤ , and ( ) ≥ > 0 if 1/2 ≤ | | ≤ 2 ( is the xed integer above). For each ∈ ℤ and = ( 1 , . . . , ) ∈ ℤ , set
and de ne
De nition 3.17. We call a function an ( , )-molecule if there exist ∈ ℤ and a point 0 ∈ ℝ such that
where ≥ + 10 and , are as above.
Then, the following decomposition result is true [3] .
, can be decomposed as follows: 
The next theorems on Besov spaces are crucial for our purpose to characterize removable sets for harmonic functions in Besov spaces. Theorem 3.21 is an unpublished result of D. Ullrich and, by the courtesy of the author, we provide its proof in the present paper.
De nition 3.19.
Suppose is a locally integrable function. For > 0, we de ne
where is the rotation-invariant probability measure on , the sphere of radius 1.
Lemma 3.20. Suppose that > /2 is an integer. There exists > 0 such that for any ∈ (ℝ ), we have
Proof. In proving the lemma, we use Hölder's inequality and Plancherel's theorem. We have
which for = ∞ should be taken to mean that ‖ ‖ / is bounded for 0 < < ∞.
Proof. We consider only the case 1 ≤ < ∞; the case = ∞ is similar.
Therefore,
so that Hölder's inequality gives
and the integration in polar coordinates shows that
To nish the proof of the rst part we use Theorem 3.10.
To prove the second part it is su cient to show that there exist > 0 and > 0 such that for all integers we have ‖Φ * ‖ ≤ ‖ ‖ (2
We will prove this for = 0; the general case follows by dilation.
From the de nition of ‖ ‖ ∘ , , it follows that
which is su cient for the proof.
We havê = ̂ ,
where in turn
It is clear that is smooth, and well known that ( ) → 0 as → ∞. (We assume that > 1 here; in the case = 1 there is nothing to prove because
This implies that | ( )| ≥ 1/2 ( ≤ ≤ 2 , ∈ 0 ). Now let be an integer larger than /2. Since is smooth, all its partial derivatives are locally bounded. It follows from the quotient rule and the fact that | | ≥ 1/2 that
whenever is a multi-index with | | ≤ . Since all our functions are supported in 0 it follows from Lemma 3.20 that there exists ∈ 1 such that
This shows that
which is exactly the inequality we need for = 0. 
where 1 is the area of the unit sphere in ℝ . When = 2, we have
and when = 1, we have
Proof. We give the proof when > 2; for = 2 and = 1 the proofs are similar. The fact that ( )( ) = 0 for | | > is clear since is harmonic in ℝ \ {0}. Note that ( ) = − * , where is a rotation-invariant probability measure on , the sphere of radius . It is clear that * is radial since and are both radial (rotation invariant). Therefore, in (0, ) the function * is radial and harmonic, so it must be constant since it satis es the mean value property. For | | < , we have * ( ) = * (0) = ( ) ( ) = − 2− 1 ( − 2) .
Thus,
Lemma 3.24. We have that
Proof. We consider the case > 2. The cases = 1 and = 2 are similar. If | | > , it is clear that
Conditions of non-removability
De nition 4.1. We say that a distribution belongs to the local Besov space and write ∈ Λ , ,loc
if for all
The next proposition gives an equivalent de nition of local Besov spaces. Proof. We adopt the common convention that the letter denotes a constant, the value of which may vary from line to line. The "only if" part is trivial so we focus on the "if" part. Assume ∈ loc (ℝ ) and for any compact ⊂ ℝ there exists > 0 such that
Applying this formula twice shows that
Since has a compact support and the function is locally integrable everywhere it would be su cient to give an -norm estimate of (Δ If 0 < |ℎ| ≤ 1, then we have
since ∈ ∞ (ℝ ) and 0 < < 2. Also, it is easy to see that
Thus, we have the term (Δ ℎ )(Δ ℎ ) left to evaluate. We observe that
Since 2 |ℎ| < 2, we can easily estimate the last term
where 2 = ⋃ ∈ 1 ( , 1). Now we estimate the other terms:
Addition with the last term shows that
Since supp(Δ ℎ ) ⊂ 1 , ‖Δ ℎ ‖ ∞ ≤ |ℎ|, 0 < < 2 and |ℎ| ≤ 1, we have that
≤ |ℎ| .
Now we give a more general de nition of local Besov spaces.
De nition 4.3. Suppose Ω is an open set in ℝ . We say that a distribution in Ω belongs to the local Besov space with respect to Ω and write ∈ Λ , ,loc
It is easy to see that the following analog of Theorem 4.2 is true. 
We state some propositions which give relationships between local and global Besov spaces. . 
(ℝ ).
Fix 0 ∈ ∞ (Ω) with 0 = 1 in a neighborhood of . Suppose ∈ ∞ (ℝ ). Then,
and Δ( − ) = 0 in Ω, so − ∈ ∞ (Ω). Therefore, we conclude that
On the other hand, the fact that ∈ Λ , ,loc (Ω) implies that 0 ∈ Λ , (ℝ ), since 0 ∈ ∞ (Ω). Thus,
which implies that ∈ Λ , ,loc
The previous propositions tell us that distributions from homogeneous and inhomogeneous Besov spaces are similar locally. Therefore, we will study removable compact sets for harmonic functions in local Besov spaces.
Borderline cases
Before moving on to the general case 0 < < 2, we will discuss some borderline cases.
Lemma 5.1 ([2]). If is a tempered distribution and̂ has a compact support, then ∈ ∞ (ℝ ).

Corollary 5.2. If > 0, then Λ ⊆ (ℝ ) and
, but the previous lemma implies that ∑
( ∈ ℕ). On the other hand, ∑ ∞ =1 ‖ ‖ ∞ < ∞ since > 0, which implies the second part of this corollary. The proof of the rst part is similar.
Proof. The proof easily follows from Lemma 3.13, Lemma 3.14 and the previous corollary.
Lemma 5.4. Suppose > 2 + / and 1 ≤ ≤ ∞. Then,
Proof. We know that The next result considers the case where > 2 but it gives only a su cient condition.
Lemma 5.8. Suppose > 0 and 1 ≤ ≤ ∞. Then, the following hold:
Proof. (i) Suppose ∈ Λ ,∞ and = + ∑ ∞ =0
. Then, ∈ and ‖ ‖ ≤ 2 − , which implies ∑ The converse of this theorem is true when = 2, but in the general case we do not know the answer. 
Since 2 − / ὔ < 2 we may use Theorem 3.21 to nish the proof, i.e., Recall that if 1 < 2 , then
, which implies the following corollary. Thus, the only interesting case is > 2 − / ὔ . 
Constructing functions in Besov spaces using measures
Proof. We know that ( * ) =
Thus, by Theorem 3.21, we have * ∈ ∘ Λ , .
Proposition 6.3. Suppose is a measure on
The proof is exactly the same as that of Proposition 6.2. To prove the converse of Propositions 6.1 and 6.2, we need the following lemma. Proof. We consider the case > 2. The cases = 1 and = 2 are similar. We know that
where 1 is the area of the unit sphere. This implies that The proof is clear from the previous lemma. Proof. We have
-removable and non-removable sets Theorem 7.1. Suppose is a probability measure supported on a compact set ⊂ ℝ .
≤ for some constant > 0 when 0 < ≤ 1, 1 ≤ ≤ ∞ and 0 < < 2, then * ∈ Λ ,∞ and * has a non-removable singularity on .
, and * has a non-removable singularity on .
Proof. (i) We have already shown in proving Proposition 6.1 that, under given conditions, ‖ * ( )‖ ≤ . By Theorem 3.21 it follows that * ∈ Λ ,∞ .
On the other hand,
which shows that * ( ) → 0 as | | → ∞. But * is harmonic outside of and Δ( * ) = * Δ = * 0 = ̸ = 0 (as a distribution). Therefore, * cannot be extended to a harmonic function in ℝ .
(ii) We know from Proposition 6.3 that * ∈ Λ , . Therefore, an argument similar to the nal argument of part (i) nishes the proof.
Similarly, we can prove the following theorem.
Theorem 7.2. Suppose is a probability measure supported on a compact set
, and * has a non-removable singularity on the .
Now we can characterize non removable singularities for Λ ,∞ -spaces. Proof. Lemma 2.5 implies that there exists a probability measure supported on such that ‖ ‖ ∞ ≤ . Since ‖ ‖ 1 = ( ), we have
Note that ( Proof. There exists 0 < 1 < 2 such that = ( 1 − 2) ὔ + . Since < we have < 1 , which implies that
. We apply the previous theorem to nish the proof. 
Conditions of removability
with independent of . Since ∈ S and is a xed positive integer, it is clear that there exists such that ‖ ( )‖ ∞ ≤ 1 when | | ≤ . Since 0 < and 1 ≤ , we do not worry about vanishing moments for and so is an atom. We write as
So we can use the second part of Theorem 3.18 to conclude that ‖ ‖ , , ≤ ‖ ‖ , , . and Ω is an open bounded set in ℝ . Consider a function ∈ ∞ (ℝ ) such that ( ) = 1 when ∈ Ω. Then, by Proposition 8.1 we can takẽ = .
To prove the second part, assume that is a tempered distribution and is an arbitrary function from ∞ (ℝ ). Consider a bounded open set Ω ∈ ℝ such that supp( ) ∈ Ω. Proof. Let us consider a function 0 ∈ S such that̂ 0 ∈ ∞ and̂ 0 ( ) = −1 4 2 | | 2 when ∈ 0 . We de ne ( ) = 2
Sô coincides witĥ on the annulus . Thus, such that = 1 in a neighborhood of and ‖ ‖ ὔ , ὔ ,− < . For any ∈ ∞ , we have = in a neighborhood of supp(ℎ), so from Proposition 8.1, it follows that
Since is an arbitrary positive number, this implies that ⟨ℎ, ⟩ = 0 for all ∈ ∞ (ℝ ), which means ℎ = 0.
To prove that (a) implies (b), we assume that (a) is well-posed and (b) is false, which will lead us to a contradiction. Suppose there exists > 0 such that for any ∈ Λ The proof follows from Theorems 8.6 and 8.7.
-removable and removable sets
We will prove the following proposition and theorem when = 2. These can be easily generalized in higherdimensional Euclidean spaces and the proofs are similar.
Next, we give the characterization of singularities in a larger range of but the required condition is stronger. Proof. We denote by ( ∈ ℕ) the set of cubes from Ω with side length equal to 2 − . We choose 1 ∈ ℕ and let̃ be the family of dyadic cubes of side length equal to 2 − , which are within 1 cubes of a cube in . This means that is iñ if there exist maximum 1 cubes of side length 2 − such that their union is a connected subset of ℝ and this group contains and at least one cube from . We choose a map :̃ → such that if ∈̃ , then ( ) is a cube in , which is within 1 cubes from ; when ∈ we take ( ) = . For ∈ Ω we introduce the notatioñ = ⋃ ∈ −1 ( ) . It is clear that̃ ∩̃ = if and are di erent cubes from , and we have ⋃ ∈ ̃ = ⋃ ∈̃ . In proving this inequality we use the fact that without loss of generality we may assume that ( ) = 2 − , = 1, . . . , , is small so that 
