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a b s t r a c t
We introduce a model that describes rearrangement pathways of DNA recombination
events. The recombination processes may happen in a succession, possibly with some
recombination events performed simultaneously, but others in a prescribed order. These
events are modeled by three rewriting rules applied on a set of formal linear and circular
words.We define a partial order on these sets in such away that two sets are related by this
order whenmolecules represented by one are produced by recombination events from the
other. We apply our model to experimental data obtained for DNA rearrangement of the
actin I gene in O. trifallax ciliates, and we predict possible pathways of gene rearrangement
compatible with the data.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Gene and genome rearrangements have been observed in a variety of cells, including unicellular eukaryotes (ciliates
[8,22,24]) and cancer cells [5,7]. The best studied example of specific DNA excision and rearrangement is the processing of
immunoglobulin and T-cell receptor genes in mammalian cells [12,13]. Some of the most excessive gene rearrangements
and DNA recombination events appear in some species of ciliates, a group of eukaryotic unicellular organisms. Certain
species, such as Oxytricha nova (also called Sterkiella nova) and Stylonychia lemnae, undergo complex DNA rearrangement
(see [8,20,21]), which makes them ideal model organisms for studying these processes. Ciliates possess two types of
nuclei: macronuclei (MAC) and micronuclei (MIC). Micronuclear genes are interrupted by non-coding segments (internal
eliminated sequences, IESs), which divide a gene into segments called macronuclear destined sequences (MDSs, for
short). The MDSs are not just interrupted by IESs, but also appear in scrambled order and may be inverted. During
conjugation, haploid macronuclei are disintegrated and micronuclei exchanged. Subsequently, one of the micronuclei
develops into a macronucleus which may afterwards produce several copies of itself. In this process the micronuclear DNA
is transformed into macronuclear DNA through massive DNA rearrangement involving MDS unscrambling, IESs removal,
and MDS inversion. This DNA recombination is assumed to be guided by repetitive sequences appearing at the end of the
(i− 1)th and the beginning of the ith MDS, called pointers, and theoretical models were proposed in [11,15,16].
Themicronuclear actin I gene ofOxytricha trifallax (also known as Sterkiella histriomuscorum) is schematically represented
in Fig. 1. In the figure, dark segments represent MDS sequences, with the ith MDS labeled byMi for i = 1, . . . , 10, and white
segments represent IESs. The MAC gene consists of the correctly unscrambled MDS sequences (M1M2 · · ·M10) with some
IESs at the both ends, and some circular IES molecules that are eliminated.
Models proposing involvement of a new molecule guiding the recombination, called a template, are proposed in [3,23].
Nowacki et al. in [18] proved the involvement of templates inO. trifallax by experimentally directingDNAunscramblingwith
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Fig. 1. Schematic representation of the actin I micronuclear gene in O. trifallax.
synthetic RNA templates. For a more detailed description of the biological phenomenon we refer to [20–22] and references
therein.
The authors of [17] experimentally confirmed that the unscrambling of the MIC genes is a cascading process. Namely, it
was observed that (1) some recombination events take place in a preferred order, (2) different recombination processes,
called pathways, seem to happen in parallel, and (3) during the rearrangement the MDSs may be separated such that
they appear in two or more distinct molecules (see also Section 5 for details). The fact that the MDSs may be separated
during the rearrangement suggests that the process includes multiple molecules, which was not considered, for example, in
[4,11]. However, there is no evidence that portions of the molecules from one copy of a partially assembled gene exchange
with portions from another copy of a partially assembled gene; hence the process may not be completely intermolecular
as proposed in [15,16]. These results motivate our mathematical model in which, at each instance of a macronuclear gene
assembly, all resulting potential molecules are kept in one set and only the molecules within this set are allowed to interact
further. The set of different molecules present at a certain instance of the recombination is called a set of intermediates that
consists of linear and circular words. The DNA rearrangement is formalized by introducing three types of transformation
(rewriting rules) on sets of intermediates: deletion, insertion, and inversion. These rewriting rules are very similar to the
operations defined in [15,16].
We describe consecutive steps in the process of gene assembly by ordering sets of intermediates. Namely, a strict partial
order is defined on the sets of intermediates, such that two sets of intermediates are related by this order if one set of
intermediates can be obtained from the other by application of a composition of deletion, insertion, or inversion operations
that increases the size of partially assembled segments. We define an assembly strategy to be a linearly ordered subset of
sets of intermediates, in which the minimal element corresponds to the scrambled micronuclear gene and the maximal
element corresponds to the assembled macronuclear gene. In this model, we show that, for any set of intermediates that
models a MIC gene, there is an assembly strategy that will reduce it to a maximal set of intermediates that contains a
MAC gene. Furthermore, we prove in Theorem 3.11 that the rewriting system is confluent. In other words, for a given
minimal element, regardless of the pathway (assembly strategy), the maximal element (assembled product and all other
resulting sequences) is unique. This result allows an algorithm given in Section 3, which outputs the unique maximal set of
intermediates (representing aMAC gene with other possible molecules composed of IESs), obtained by rearrangement of an
input minimal set of intermediates (MIC gene).
The rewriting system on sets of intermediates is applied on experimental data in Section 5. Based on the experimental
data in [17], we postulate two different pathways for descrambling the actin I gene of O. trifallax, each modeled through an
assembly strategy. We view each assembly strategy as a possible pathway of a gene rearrangement.
Furthermore, the mathematical model introduced here was a motivation for the experimental work presented in [2],
where different rearrangement strategies were generated for the TEBPα gene in O. trifallax, and putative intermediate
molecules containing multiple IESs were observed for the first time.
Detailed comparison of the model presented here with the intramolecular model in [11] and the intermolecular model
in [15,16] can be found in [1] (see also the concluding remarks).
2. Definitions and notation
We use notation Mi to denote the ith MDS and Ij to denote the jth IES in a micronuclear sequence. Let Ak =
{M1, . . . ,Mk, I0, . . . , Ik} and Ak = {M1, . . . ,Mk, I0, . . . , Ik} be disjoint alphabets (sets of symbols) for some integer k ≥ 1,
and let Ak = Ak ∪ Ak. We also write M = {M1, . . . ,Mk,M1, . . . ,Mk} and I = {I0, . . . , Ik, I0, . . . , Ik}. Define an involution
θ : Ak → Ak, θ2 = id, by θ(Mi) = Mi, θ(Ij) = Ij for 1 ≤ i, j ≤ k. We also use the notation X representing θ(X) for X ∈ Ak,
thusMi = Mi, for example. We extend θ toA∗k , the set of all words overAk, by the antimorphism property, so do not change
that for a word v = v1 · · · vn, where vi ∈ Ak and n is a positive integer, θ(v) = θ(vn) · · · θ(v1), or v = vn · · · v1. For a word
v over Ak, the word θ(v) = v is called the reverse of v.
2.1. Sets of intermediates
Weconsider two types ofwords overAk: linearwords that correspond to the regular definition ofwords over an alphabet,
and circular words.
Definition 2.1. Twowords v andw overAk are equivalent (as linear words) if v = w or v = w. Two words v andw overAk
are cyclically equivalent if w is obtained from v by a sequence of cyclic permutations and applications of θ . A circular word
over an alphabet Ak is a cyclic equivalence class of words over Ak.
For a word w, we denote the circular word corresponding to w by [w], but often abbreviate the notation and say ‘‘a
circular wordw’’ if no confusion arises. In this case,w is a representative word of the class [w].
A. Angeleska et al. / Theoretical Computer Science 454 (2012) 5–22 7
Example 2.2. For example, I0M1I1M2 andM2I1M1I0 are equivalent as linear words, andM1I0M2I1 is cyclically equivalent to
both. Thus [I0M1I1M2] = [M1I0M2I1], and the circular word I0M1I1M2 is the same as the circular wordM1I0M2I1.
Definition 2.3. Let k > 0, n ≥ 0 be integers. A set of intermediates over an alphabet Ak is a set
W = {w0, [w1], [w2], . . . , [wn] },
wherew0 is a linear word, and [w1], [w2], . . . , [wn] are n circular words overAk (empty if n = 0), such that, for each symbol
X ∈ Ak, either X or X appears exactly once inW .
We say that two sets of intermediates are equal if they are equal as sets. The set of all sets of intermediates over alphabet
Ak is denoted by A∼k .
A set of intermediates corresponds to a collection of DNA molecules present at a certain step during the rearrangement
with the assumption that all of them are obtained as assembly (by)products of a single gene. Circular words represent
potential circular DNA molecules, some of which have been observed experimentally [2].
Example 2.4. Let k = 4 and w0 = M3M4I1M2I3I4, [w1] = [I0], [w2] = [M1I0], [w3] = [M1I2] be words over A4. Then
W = {w0, [w1], [w3] } is a set of intermediates, but W ′ = {w0, [w2] } is not, since I2 does not appear in W ′. Also,
W ′′ = {w0, [w2], [w3] } is not a set of intermediates, sinceM1 appears inw2 andM1 appears inw3.
For a word s over Ak and a set of intermediates W ∈ A∼k , we denote s @ W if there is an element w ∈ W such that s is
a substring of w. In other words, s @ W if s is a substring of some word inW . Recall that w ∈ W is, in fact, an equivalence
class, so that s @ W means that s is a substring of some representative of the class thatw belongs to.
Definition 2.5. Each word over Ak of the form MiM(i+1) · · ·M(i+j) or M(i+j) · · ·Mi, for some i ∈ {1, 2, . . . , k} and j ∈
{0, 1, . . . , k− i}, is called an assembled segment.
An assembled segment s @ W ismaximal if, for every assembled segment s′ @ W , if s is a substring of s′, then s′ = s. Note
that a set of intermediatesW can have multiple maximal assembled segments. We denote by SW the (unordered) set of all
maximal assembled segments in a set of intermediatesW .
Example 2.6. ForW = { I0M1M2I4M5I5, [I1M3M4I3], [I2] }, we have SW = {M1M2,M3M4,M5 }.
Definition 2.7. For a word s, let |s| denote the length (the number of symbols) of s. The degree of a set of intermediates W
is defined asΣs∈SW (|s| − 1), and is denoted by dg(W ).
The degree of a set of intermediates W counts the number of pairs MiM(i+1) or M(i+1)Mi that appear as subwords in
the elements of W . The degree of a set of intermediates can also be seen as a number of MDS junctions within a partially
assembled DNA molecule. The degree of the set of intermediates in Example 2.6 is 2.
Definition 2.8. A set of intermediates W is called realizable if NN ′ @ W for N,N ′ ∈ M implies that NN ′ = MiMi+1 or
NN ′ = Mi+1Mi, where i = 1, . . . , k− 1.
The word realizable is motivated from realizable words discussed in [11]. Realizable sets of intermediates model MAC
genes, MIC genes, or correctly partially rearranged molecules. Studying sets of intermediates that are not realizable has
biological relevance as well. It is experimentally observed in [2,17], that some of the partially assembled molecules are
not correctly assembled, i.e., they can be aberrant. The aberrant intermediates can be modeled by non-realizable sets of
intermediates.
2.2. Rewriting rules
In this section, we define rewriting rules (operations) and investigate their properties. We define three types of
transformation (rewriting rules) on sets of intermediates: deletion, insertion, and inversion. By the definition of circular
words, any class representative of a circular word can be used.
Definition 2.9. LetW = {w0, [w1], . . . , [wn]} be a set of intermediates over alphabet Ak. Let u, v, w ∈ A∗k .
• Deletion (Fig. 2):
Let wj = uwv and w′j = uv. We say that the set of intermediates W ′ is obtained from W by deletion and write
W del⇒ W ′ if
W ′ =

(W \ {[wj]} ) ∪ {[w′j], [w]} if j ≠ 0,
(W \ {w0} ) ∪ {w′0, [w]} if j = 0.
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Fig. 2. Deletion.
• Insertion (Fig. 3):
Let wj = uv, where u or v may be empty, and w′j = uwiv for i > 0, i ≠ j. We say that the set of intermediatesW ′ is
obtained fromW by insertion and writeW ins⇒ W ′ if
W ′ =

(W \ {[wj], [wi]} ) ∪ {[w′j]} if j ≠ 0,
(W \ {w0, [wi]} ) ∪ {[w′0]} if j = 0.
Fig. 3. Insertion.
• Inversion (Fig. 4):
Let wj = uwv and w′j = uwv. We say that the set of intermediates W ′ is obtained from W by inversion and write
W inv⇒ W ′ if
W ′ =

(W \ {[wj]} ) ∪ {[w′j]} if j ≠ 0,
(W \ {w0} ) ∪ {w′0} if j = 0.
Fig. 4. Inversion.
If W ′ is obtained from W by any of the three operations (rewriting rules) deletion, insertion, or inversion, we write
W r⇒ W ′. Directly from the definition we have thatW ins⇒ W ′ ⇔ W ′ del⇒ W and thatW inv⇒ W ′ inv⇒ W , when the operations
are performed to the appropriate words.
The deletion and insertion operations defined on assemblywords are similar to the operations op1 and op1R, respectively,
from the intermolecular model introduced by Kari and Landweber in [15,16], while inversion operation is the same as the
hairpin recombination from the intramolecular model introduced by Rozenberg et al. in [10,11,19]. Even though parts
of operations in [10,11,15,16,19] overlap with our model, our approach differs from both a theoretical and a biological
perspective. The differences can be briefly summarized as follows: we do not apply the rewriting rules to words coming
from different sets of intermediates (in contrast to the intermolecular model approach [15]), but we allow rewriting rules
applied to different words within the same set of intermediates (in contrast to the intramolecular model approach [11]).
Further similarities and differences are discussed in [1].
The following lemma shows that the set of sets of intermediates is closed under deletion, insertion, and inversion.
Lemma 2.10. The set W ′ obtained from a set of intermediates W by a deletion, insertion, or inversion, is a set of intermediates.
Proof. LetW r⇒ W ′, where r ∈ {del, ins, inv}. Note that the number of linear words inW ′ remains unchanged. Further, if
r is insertion or deletion, then a subword of a word in W is relocated as a subword of possibly another word in W ′; hence
the number of symbols and the number of their appearances inW and those inW ′ are equal. If r is an inversion performed
onw @ W , thenw @ W ′, and all other symbols and words remain unchanged. Hence, for any r ,W is a set of intermediates
if and only ifW ′ is a set of intermediates. 
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3. Assembly strategies
In this section, we define a partial order on the sets of intermediates and consider the chains that contain the minimal
and the maximal elements. These chains correspond to possible assembly pathways in the gene assembly.
3.1. Partial order
In this section, we present definitions and basic properties.
Definition 3.1. Given an alphabet Ak, we define a binary relation ⇒∗ on the family of sets of intermediates A∼k over Ak
as follows: W ⇒∗ W ′ if there is a sequence W = W0,W1, . . . ,Wh = W ′ of sets of intermediates such that, for each i
(i = 1, . . . , h),Wi is obtained fromWi−1 by a single operation of deletion, insertion, or inversion, and dg(Wi−1) < dg(Wi).
Since< is a strict partial order on non-negative integers, it follows directly from the definition that⇒∗ is a strict partial
order.
Lemma 3.2. For a given alphabet Ak, the sets of intermediates of degree 0 are minimal elements and the sets of intermediates of
degree k− 1 are maximal elements of (A∼k ,⇒∗ ).
Proof. Since W ⇒∗ W ′ implies that dg(W ) < dg(W ′), sets of intermediates that have degree 0 are minimal and sets of
intermediates that have degree k− 1 are maximal. 
Example 3.3. LetW = {I0M3I1M4I2M2I3M1I4} be a set of intermediates over A4. Then we have
(i) W
del I1⇒ {I0M3M4I2M2I3M1I4, [I1]} inv I3M1⇒ {I0M3M4I2M2M1I3I4, [I1]}
inv M3M4I2⇒ {I0I2M4M3M2M1I3I4, [I1]} = W ′,
(ii) W
inv I3M1⇒ {I0M3I1M4I2M2M1I3I4} del I1⇒ {I0M3M4I2M2M1I3I4, [I1]}.
The notation above⇒ indicates the operation types and the subwords on which they were performed. Note that W is a
minimal element and thatW ′ is a maximal element.
Definition 3.4. An assembly strategy is a linearly ordered subset (chain) of (A∼k ,⇒∗ ) that contains amaximal and aminimal
element of (A∼k ,⇒∗ ).
In Example 3.3, chain (i) is an assembly strategy, but chain (ii) is not.
The condition dg(Wi−1) < dg(Wi) in the definition of ⇒∗ is based on the assumption that in each step of the
rearrangement MDSs are joined together, and once joined they cannot be separated. In other words, we suppose that the
recombination is irreversible. If we consider the DNA rearrangement in ciliates to be guided solely by pointers, then we
would have to assume reversibility, as, after recombination, the pair of pointers is still present in the set of intermediates.
Our motivation for strict ordering considers possible templates involved in the process [3,18,23]. Although the pairs of
recombined pointers are present, their left and right contexts are different than before the recombination, and therefore the
template-guided recombinations may not be repeated.
The minimal elements in an assembly strategy correspond to MIC gene sequences while the maximal elements
correspond to the sets of molecules including the correctly assembled MAC gene together with molecules composed of
excised IESs. In what follows, we show that every assembly strategy with a given minimal element contains a unique
maximal element (up to equivalence).
Proposition 3.5. For every set of intermediates W with dg(W ) < k− 1 over Ak, there is a rewriting rule r (deletion, insertion,
or inversion) applicable to W such that dg(W ′) = dg(W )+ 1, where W r⇒ W ′.
Proof. LetW = {w0, [w1], . . . , [wn]} be a set of intermediates over alphabet Ak such that dg(W ) = d < k − 1. There is a
symbolMi inAk such thatMiMi+1 @̸ W andMi+1Mi @̸ W (if there is no such symbol thenM1M2 . . .Mk orMk · · ·M1 @ W and
dg(W ) = k − 1 ). There are two possibilities: either both Mi and Mi+1 belong to a single word, or they belong to different
words ofW .
First, assume that bothMi andMi+1 belong to somewj ∈ W . There are four cases to consider up to equivalence:
(a) wj = v1Miv2Mi+1v3, (b) wj = v1Mi+1v2Miv3, (c) wj = v1Miv2Mi+1v3, (d) wj = v1Miv2Mi+1v3,
where vi, i = 1, 2, 3, are words over Ak, and v2 is not the empty word in case (a). For a circular word wj (j ≠ 0), cases (a)
and (b), and cases (c) and (d), are equivalent.
(a) Letw′ = v1MiMi+1v3. ThenW inv⇒ W ′ = (W \ {[wj]})∪ {[w′], [v2]} is obtained fromW by deletion and dg(W ′) = d+ 1
if j ≠ 0. Similarly for j = 0.
(b) Letw′ = v1v3. ThenW del⇒ W ′ = (W \{[wj]})∪{[w′], [Mi+1v2Mi]} is obtained fromW by deletion with dg(W ′) = d+1,
since [Mi+1v2Mi] equals [M1Mi+1v2].
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(c) In this case,W ′ = {w0, [w1], . . . , [wj−1], [v1MiMi+1v2v3], [wj+1], . . . , [wn]} is a set of intermediates with degree d+ 1,
obtained fromW by inversion of v2Mi+1. Similarly, in case (d), there is a set of intermediatesW ′ with degree d+ 1 obtained
fromW by an inversion ofMiv2.
Next, assume thatMi andMi+1 belong to separate words inW . IfMi appears in a circular word, we can always choose a
representative of the word that starts withMi. There are three different cases up to equivalence:
(a) w0 = v1Miv2 and wj = [Mi+1v3],
(b) w0 = v1Mi+1v2 and wj = [Miv3],
(c) ws = [Miv1] and wj = [Mi+1v2],
where vi (i = 1, 2, 3) are words over Ak and wj, ws are circular words of W , 0 < j, s ≤ n. In all three cases, wj can be
inserted inW such thatMiMi+1 @ W ′, whereW
ins⇒ W ′. 
As a direct consequence of Proposition 3.5, we have the following theorem.
Theorem 3.6. For every minimal set of intermediates W over Ak, there is an assembly strategy that contains W.
Proposition 3.7 justifies the necessity of all three rewriting operations (insertion, deletion, and inversion) by proving that,
in general, none of them can be a combination of the other two.
Proposition 3.7. If one of the rules insertion, deletion, inversion is excluded, then there is a minimal set of intermediates W for
which there is no assembly strategy containing W.




Observe that, in an assembly strategy, every step of⇒∗ requires an increase in the degree. So any single operation that is
performed in an assembly strategy containingW1 orW2 must produceM1M2 as a subword. ForW1, this is possible only if I2
is deleted, and forW2 only if I2M2 is inverted.
A single operation applied to W3 requires that at least one of M1M2, M2M3 appears as a subword in the resulting set of
intermediates. There are two possibilities:W3
del⇒ W ′3 = {I1M1M2I4, [I2M3I3]} orW3 del⇒ W ′′3 = {I1M1I2I4, [M3I3M2]}. In each
case, only insertion of the circular word completes the assembly strategies. 
3.2. Confluence
In this section, we show that the rewriting model defined in Section 2.2 is confluent (Theorem 3.11). In terms of DNA
assembly, it means that, regardless of the assembly pathway, the resulting set of intermediates (including the correctly
assembled MAC gene) is always the same.
Definition 3.8. Let W be a set of intermediates over alphabet Ak. Then, for every N ∈ Ak, there are X, Y ∈ Ak ∪ {ϵ (the
empty word)} such that XNY @ W . We say that X is the left context of N inW , and that Y is the right context of N inW .
We remark that the notions of left and right contexts are defined up to equivalence, so that, for a symbol N appearing in a
wordw, the left and the right contexts ofN are the same in every representative of the equivalence class ofw. In particular, if
XNY @ W , then Y is the left context of N and X is the right context of N . Also, if [XvY ] is a circular word such that X, Y ∈ Ak,
then Y is a left context of X and Y is a right context of X .
Remark 3.9. IfW is a minimal realizable set of intermediates, then the right and the left contexts of everyMi ∈ Ak belong
to {I0, . . . Ik, I0, . . . , Ik}.
We use Lemma 3.10 to prove Theorem 3.11.
Lemma 3.10. Let W ′ and W ′′ be two sets of intermediates over alphabet Ak. If, for every symbol N, the right and left contexts of
N in W ′ equal the right and the left contexts of N in W ′′, respectively, then W ′ is equal to W ′′.
Proof. By definition,W ′ andW ′′ are composed of one linear word and multiple or no circular words. Letw′0 andw
′′
0 be the
linear words inW ′ andW ′′, respectively. First, we show thatw′0 is equal tow
′′
0 or its reverse. Let S1 be the first symbol ofw
′
0.
The left context of S1 inW ′ is ϵ, and S1 is the only symbol that has left context ϵ inW ′. On the other hand, S1 or S1 appears
inW ′′, and S1 has the same left context inW ′′ as inW ′. That context is ϵ, which is possible only if
(1) S1 is the first symbol ofw′′0 , or
(2) S1 is the last symbol inw′′0 .
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In case (1), the first symbols w′0 and w
′′




0 agree on the first n symbols,
S1, S2, . . . , Sn. The right context of Sn in w′0 is Sn+1 if and only if the right context of Sn in w
′′
0 is Sn+1, implying that w
′
0 and
w′′0 agree on the (n+ 1)th symbol. Hencew′0 = w′′0 . Case (2) follows similarly.
Let w′j (0 < j ≤ k − 1) be any circular word in W ′, and let S be a symbol that belongs to w′j . Then S or S belongs to




j that start with S and pursue induction as in case (1)
above. 
The following theorem comes as no surprise, as confluences have been proven for other rewriting models (e.g.,
[9–11]).
Theorem 3.11. Let W be a minimal realizable set of intermediates over alphabet Ak. There is a unique maximal set of
intermediates W ′ such that every assembly strategy that contains W as a minimal set of intermediates contains W ′.
Proof. Let W be a set of intermediates and S : W = W0,W1,W2, . . . ,Wh = W ′ be an assembly strategy, where W ′ is a
maximal set of intermediates. EachWs for s ∈ {1, 2, . . . , h} is obtained fromWs−1 by application of one or more insertion,
inversion, or deletion operations. Therefore, we can think of W ′ as a set of intermediates obtained from W by a sequence
r1, r2, . . . , rk−1 of inversion, deletion, or insertion rules, such that every application of a rule increases the degree by one.
LetW
r1⇒ R1 r2⇒ · · · rk−1⇒ Rk−1 = W ′. Note that the left and the right context of everyMi in the set of intermediates changes
between Rj−1 and Rj if and only if rj joinsMi with eitherMi−1 orMi+1 to formMi−1Mi orMiMi+1, respectively. Suppose that
rj is a rule such thatMiMi+1 @̸ Rj−1 andMiMi+1 @ Rj orMi+1Mi @̸ Rj−1 andMi+1Mi @ Rj. Let Y be the right context ofMi and
X be the left context ofMi+1. Then, regardless of the type of rule rj, we show that the following holds:
(1) Y ≠ X , and either XY @ Rj or YX @ Rj, or
(2) Y = X and [Y ] ∈ Rj.
This is shown by checking each case in the proof of Proposition 3.5 as follows.
First, assume that both Mi and Mi+1 belong to some wj ∈ Rj−1. Suppose that j = 0 (w0 is a linear word). Then there are
four cases, as in the proof of Proposition 3.5:
(a) wj = v1MiYv2XMi+1v3,
(b) wj = v1XMi+1v2MiYv3,
(c) wj = v1MiYv2Mi+1Xv3,
(d) wj = v1YMiv2XMi+1v3,
where vi (i = 1, 2, 3) represent some words.
(a) Suppose that X ≠ Y . SinceMiMi+1 @ Rj, rj must be a deletion of [Yv′2X]; hence condition (1) holds. If X = Y , then rj is a
deletion of [Y ].
(b) In this case, X ≠ Y , and wn+1 = [Mi+1v2Mi] is deleted as a circular word to create a sequence MiMi+1 @ Rj, so that
w′0 = v1XYv3, and condition (1) holds.
(c) In this case, X ≠ Y , and Rj = {w0 = v1MiMi+1v2YiXi+1v3, [w1], . . . , [wn]}, where rj is an inversion of Yv2Mi+1 and (1)
holds. Case (d) is similar, where rj invertsMiv2X . The cases when j ≠ 0 are similar.
The cases whenMi andMi+1 belong to distinct words are similarly checked, and we obtain conditions (1) and (2). Since
the degree must increase by every operation in an assembly strategy, any subsequent operation affects contexts of a pair
Mj,Mj+1, different than Mi,Mi+1, so that XY , YX , or [Y ] remain intact. Therefore, XY or YX in case (1), and [Y ] in case (2),
remain subwords of Rs for every s = j, j + 1, . . . , k − 1 in addition to Rj. We conclude that, for a given minimal set of
intermediates, every assembly strategy contains a maximal set of intermediatesW ′ with the following properties.
(*)M1M2 · · ·Mk @ W ′ orMkMk−1 · · ·M1 @ W ′, and either XY @ W ′ or YX @ W ′ in case (1) or [Y ] ∈ W ′ in case (2) above is
satisfied for every right context X ofMi and left context Y ofMi+1.
Let S ′ and S ′′ be two assembly strategies with a minimal set of intermediatesW and with maximal set of intermediates
W ′ andW ′′, respectively, satisfying the property (*). We show that every symbol inW ′ andW ′′ has the same left and right
contexts, and thereforeW ′ = W ′′ by Lemma 3.10.
Consider a symbolMi ∈ W ′,W ′′. Then ,in bothW ′ andW ′′, the right context ofMi must beMi+1 if i ≤ k− 1. By setting
j = 1 and j = k− 1 in (a)–(d) above, the left context ofM1 and the right context ofMk remain the same in bothW ′ andW ′.
Consider a symbol Ij ∈ W ′,W ′′ for some j ∈ {1, 2, . . . k − 1}. Then there are some i and i′ ∈ {1, 2, . . . k − 1} such that
one of the following holds:
(i) MiIjMi′ @ W , or
(ii) MiIjMi′ @ W , or
(iii) MiIjMi′ @ W .
In case (i), Ij is the right context ofMi and the left context ofMi′ . By (*), if XIjY @ W ′ for symbols X, Y (maybe empty), then X is
the left context ofMi+1 and Y is the right context ofMi′−1. The same argument applies toW ′′, so the left and right contexts of
Ij agree forW ′ andW ′′. Similar arguments show cases (ii) and (iii). Hence, by Lemma 3.10, the maximal set of intermediates
must be unique regardless of the assembly strategy. 
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Next, we give an algorithm, called the algorithm for gene assembly, which outputs a maximal set of intermediates
as a result of applying an arbitrary assembly strategy to an input minimal set of intermediates. This is possible, since
Theorem 3.6 guarantees the existence of a maximal set of intermediates for any input minimal set of intermediates.
Moreover, Theorem 3.11 proves that, for a given minimal set of intermediates, the maximal set of intermediates is unique
up to equivalence. Since the (assembled) maximal set of intermediates is not strategy specific, the algorithm uses properties
(1) and (2) in the proof of Theorem 3.11, which are invariant for any assembly strategy. In particular, the left and the right
contexts of eachMi symbol in a set of intermediates is unchanged until a rewriting rule incorporatingMi is applied.
3.3. Algorithm for gene assembly
The algorithm is based on the observations discussed in the proof of Theorem 3.11. Note that a minimal set of
intermediates consists of a single linear word over alphabet Ak. Let the input be a minimal set of intermediatesW = {w0}.
We assume without loss of generality that w0 starts from I0 and ends with Ik. The algorithm constructs the elements s or
[s] of the unique maximal set of intermediates W ′, using property (1) in the proof of Theorem 3.11 that the left context of
Mℓ and the right context of Mℓ−1 appear consecutively in a maximal set of intermediates W ′. Note that M1 · · ·Mk @ W ′ or
Mk · · ·M1 @ W ′, so the main concern is the placement of symbols from Iwithin the linear and the circular words ofW ′.
Let J be the last letter of s, a partially constructed element of W ′. Locate the right context Mℓ of J . Then the algorithm
locates the right context J ′ ofMℓ−1, and concatenates it to s to form sJ ′. If J ′ appears in s, then the circular word [s] is added
to a partially constructedW ′. If J ′ = Ik, the last symbol of w0, then a linear word s is added. IfM1 orMk is the right context
of J , then sJM1M2 · · ·MkJ ′ or sMk · · ·M1J ′, respectively, replaces s in the algorithm. The algorithm halts when every symbol
from I = {I0, . . . , Ik, I0, . . . , Ik} is exhausted, and outputsW ′.
The notation s ← s′ means that a word or a set s is replaced by s′. We use the convention that the symbol J is a symbol
from I and that N is a symbol fromM.
Input:w = I0N1I1 · · ·NkIk, where Ni ∈ M and Ij ∈ I.
1. Set J = I0, s = J , UI = {I0, I0}, andW ′ = ∅.
2. Find the right context N of J , and let ℓ be the subscript of N , i.e., N = Mℓ orMℓ.
3. (a) If N ≠ M1 and N ≠ Mk, then find the right context J ′ ∈ I ofMℓ−1, and set J ← J ′. (Note that, ifMℓ−1 @ W and Ij is the
left context ofMℓ−1, then Ij is the right context ofMℓ−1. )
Set s ← sJ if J /∈ UI . Otherwise,W ′ ← W ′ ∪ {[s]}, and go to 6.
(b) If N = M1, then find the right context J ofMk. Set s ← sM1M2 · · ·MkJ .
(c) If N = Mk, then find the right context J ofM1. Set s ← sMk · · ·M1J .
4. Set UI ← UI ∪ {Ij, Ij}, where J = Ij or Ij for some j.
5. If J = Ik, then setW ′ ← W ′ ∪ {s}, and go to 6. Otherwise, go to 2.
6. If UI ≠ I, then choose Im ∈ {I0, . . . , Ik} \ UI , and find the right context N of Im and let q be the subscript of N , i.e., N = Mq
orMq. Otherwise, go to 9.
7. Set s = Im and UI ← UI ∪ {Im, Im}.
8. IfMq−1ImMq @ W orMq+1ImMq @ W , then setW ′ ← W ′ ∪ {[s]} and go to 6. Otherwise, go to 3.
9. OutputW ′.
The algorithmabove outputs the uniquemaximal set of intermediates,which is a result of the application of any assembly
strategy to W . The algorithm provides the number of elements in W ′, i.e., |W ′|, their structure, and the number of circular
elements inW ′.
Example 3.12. Consider the actin I gene of O. trifallax (see Fig. 1) [17] that corresponds to the minimal set of intermediates
W = {I0M3I1M4I2M6I3M5I4M7I5M9I6M10I7M2I8M1I9M8I10}. The algorithm applied toW goes through the following steps.
Step 1 starts with s = I0. Then, in step 2, we find M3 as the right context of I0, and ℓ = 3. In step 3 (a), we find
the right context of M2, which is I7, since I7 is the left context of M2. After execution of step 3, we obtain the string
s = I0I7, and, by step 4, UI = {I0, I7, I0, I7}. In step 5, we return to step 2, since J = I7 ≠ I10. Next, in step 2, the right
context of I7 is M10, and I8 is the right context of M1. Hence, by repeatedly applying step 3 of the algorithm, we extend the
string to s = I0I7(M10 · · ·M1)I8, and UI = {I0, I7, I8, I0, I7, I8}. After three more steps, the string I0I7(M10 · · ·M1)I8I9I5I10
is obtained, and the process stops, since there is no M ′ such that I10M ′ @ W . The string s = I0I7(M10 · · ·M1)I8I9I5I10
is added to W ′. At this point, UI = {I0, I5, I7, I8, I9, I10, I0, I5, I7, I8, I9, I10} ≠ I. If we choose I1 /∈ UI , then s = I1, and
UI = {I0, I1, I5, I7, I8, I9, I10, I0, I1, I5, I7, I8, I9, I10}. Since I1 is the right context ofM3 and the left context ofM4, [I1] is added
toW ′. Similarly, [I6] is added toW ′ and UI = {I0, I1, I5, I6, I7, I8, I9, I10, I0, I1, I5, I6, I7, I8, I9, I10}.
If we choose I2 /∈ UI , then we start building a new string from s = I2. We obtain I2M6 @ W andM5I4 @ W , and, therefore,
s = I2I4. Then I4M7 @ W and M6I3 @ W , and hence the string s = I2I4I3 is constructed. We have UI = I. The symbol I3 is
the right context ofM6; we are looking for the right context ofM5, which is I4. Since I4 is already in UI , we add the circular
string [I2I4I3] toW ′. The output isW ′ = {I0I7(M10 · · ·M1)I8I9I5I10, [I2I4I3], [I1], [I6]}.
In the process of gene rearrangement, a molecule containing the correctly assembled actin I MAC gene with several
molecules composed only of IESs is obtained. According to the algorithm, three potentially circular molecules are excised,
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one composed only of IES1, the second composed of IES6, and the third composed of IES2, IES3 and IES4. The left (right)
context of the macronuclear actin I gene is expected to be IES0IES7 (IES8IES9IES5IES10), respectively.
4. Assembly graphs and sets of intermediates
In this section, we study how sets of intermediates and assembly strategies are related to assembly graphs and smoothing
strategies introduced in [4]. We show that smoothing strategies correspond to some types of assembly strategies. The two
models have different advantages; assembly graphs are helpful in visualizing the rearrangement process and quite intuitive,
while sets of intermediates aremore convenient for algorithmic descriptions of rearrangements. For example, Algorithm 3.3
is expressed inwords and is ready to implement. To present a list of assembly strategies, in comparison, by drawing assembly
graphs of intermediate steps would require ‘‘translations’’ into words to implement. Another motivation for the model on
sets of intermediates is the necessity to represent intermediates which are not correctly assembled. Namely, a number
of incorrectly processed molecules, which can also offer useful information on the rearrangement pathways, have been
experimentally observed (see [2,17]). It is not possible to represent the aberrant molecules with a single assembly graph
defined in this section, since a smoothing of a vertex can only produce correct joining of MDSs. On the other hand, we
can arbitrarily apply the insertion, deletion, and inversion operations to a set of intermediates to explain the pathway to
incorrectly assembled intermediates. As mentioned earlier, there are other string-based models for DNA rearrangement in
ciliates. The sets of intermediates expressed in words (unlike the assembly graphs) are also suitable for comparisons with
existing models such as those in [15,16,10,11].
4.1. Assembly graphs, transversals, and polygonal paths
Let Γ = (V , E) be a finite graph with a set of vertices V and a set of edges E. We allow parallel edges and loops. Denote
by E(v) the set of edges that are incident to a vertex v ∈ V . Every loop at vertex v is counted as two different edges incident
to v. The cardinality of E(v) (counting loops twice) is called the valency of v.
Let v ∈ V and E(v) = {e1, . . . , ek}. For each v and an order (ei1 , . . . , eik), we denote the corresponding circular string by[ei1 · · · eik ]. A rigid vertex is a pair (v, [ei1 · · · eik ]).
For a 4-valent rigid vertex (v, [e1e2e3e4]), we say that e2 and e4 are neighbors with respect to v to e1 (and e3) and, vice
versa, e1 and e3 are neighbors to e2 and e4. Note that a loop is regarded as two different edges, which are neighbors of each
other.
An assembly graph is a finite connected graph whose vertices are rigid vertices of valency 1 or 4. A vertex of valency 1
is called an endpoint. Note that the definition of assembly graph implies that the number of endpoints is always even. Two
assembly graphs are isomorphic if they are isomorphic as graphs and the graph isomorphism preserves the cyclic order of
the edges incident to a vertex.
Fig. 5. Assembly graph with two endpoints v0 and v4 and three 4-valent rigid vertices v1 , v2 , and v3 .
Example 4.1. Consider the graph Γ given in Fig. 5. We have E(v2) = {e3, e4, e6, e7}, and a cyclic order (e3, e6, e4, e7) can be
associated to the vertex v2. Thus (v2, [e3e6e4e7]) is a 4-valent rigid vertex of Γ . The edges e3 and e4 are neighbors to e6 and
e7 with respect to v2.
A transverse path is a path in Γ without repeating edges where each pair of consecutive edges are non-neighbors. A
transverse path ‘‘goes straight’’ through each 4-valent vertex it visits. If a transverse path starts and endswith two endpoints
of Γ , it is called a linear component of Γ . If a transverse path starts and ends at a single 4-valent vertex, it is called a circular
component of Γ . An oriented component is a component where the edges are oriented in the direction of the transverse path.
If all components of Γ are oriented, we say that Γ is oriented. If γ = (v0, e1, v1, e2, . . . , em, vm) is a path in Γ , the reverse
path (vm, em, . . . , v1, e1, v0) is denoted with γ .
Two linear transverse paths with endpoints are equivalent if they are either identical, or one is the reverse of the other.
Two transverse paths γ , γ ′ without endpoints are equivalent if they have the same cyclic order: [γ ] = [γ ′] = [ γ ].
An assembly graph Γ is called simple if there is a transverse Eulerian path in Γ , meaning that there is a transverse path γ
that contains every edge fromΓ exactly once. In other words, an assembly graph is simple if it consists of a single transverse
component. For example, the assembly graph Γ in Fig. 5 is simple.
An open path is a path that does not contain the end vertices. An open path in Γ can be seen as a homeomorphic image
(in topological sense) of the open interval (0, 1) in Γ . A polygonal path is an open path with non-repeating vertices whose
every two consecutive edges are neighbors. In Fig. 5, a Hamiltonian polygonal path is indicated by a dotted line.
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A set of pairwise disjoint paths {γ1, . . . , γk} in Γ is called Hamiltonian if their union contains all 4-valent vertices of
Γ . A path γ is called Hamiltonian if the set {γ } is Hamiltonian. Hamiltonian polygonal paths are of special interest, since
they model the correct order of the MDSs in the macronuclear DNA. For more details, see [4]. An assembly graph is called
realizable if it has a Hamiltonian polygonal path.
A smoothing of a 4-valent vertex in an oriented graph Γ can be seen as a removal of the vertex and its neighborhood,
followed by attaching two parallel arcs, as shown in Fig. 6. If the smoothing is orientation preserving then it is parallel
smoothing (or p-smoothing, as in Fig. 6 left). Otherwise, the smoothing is non-parallel smoothing (or n-smoothing as in Fig. 6
right). Although we start with an oriented assembly graph, after smoothing, there are no predefined edge directions for the
resulting graph.
Fig. 6. Two types of smoothing, parallel (p-)smoothing (left) and non-parallel (n-)smoothing (right).
Let Γ be a simple realizable assembly graph, and let γ be a polygonal Hamiltonian path. At each vertex of Γ , a smoothing
is determined from γ in such a way that γ stays ‘‘intact’’ after the smoothing; see Fig. 7. Such a smoothing is called the
smoothing of Γ with respect to γ , and the resulting graph is denoted by Γ˜γ (see [4] for details). Note that Γ˜γ does not contain
any 4-valent vertices, and might have two vertices of degree 1 corresponding to the endpoints of Γ . The graph Γ˜γ can have
more than one component. If Γ has endpoints, then one of the components in Γ˜γ is an arc (linear) component, and the rest
are closed curves (topologically circles).
Fig. 7. Smoothing with respect to a polygonal path.
Paths in 4-regular graphs and their properties have been studied previously (for example, see [6,14]). The transverse
paths that we use here are similar to Eulerian circuits obtained by γ -decomposition of the edges that appear in [14], as well
as within the concepts of gene assembly in [9]. In addition, a notion similar to the smoothings with respect to Hamiltonian
sets discussed in this section is found as σ -decompositions of edges also defined in [14]. However, these concepts in [14]
are defined and studied for graphs without end points and for circuit decompositions, and, in our case, the presence of end
points of assembly graphs and polygonal paths give essential differences in the problems discussed.
4.2. Smoothing of Γ and rewriting rules
Let Γ be an oriented assembly graph, and let {C1, . . . Cn} be the set of all transverse components in Γ . Each component
Ci for i ∈ {1, 2, . . . n} is uniquely determined by a transverse path γi that contains every edge of Ci exactly once. Let
γi = (vi0, ei1, vi1, ei2, . . . , ein, vini).We assign a linearwordwγi = ei1ei2 · · · ein to γi if Ci is a linear componentwith two endpoints
(vi0 ≠ vini ), or a circular word [wγi ] = [ei1ei2 · · · ein] if Ci is a circular component with no endpoints (vi0 = vini ). If an edge e
with endpoints v, v′ is oriented from v to v′ with a transverse path γ , we write e for the same edge in wγ . Suppose that Γ
consists of k linear transverse components {C1, . . . , Ck} and n− k circular components {Ck+1, . . . , Cn}.
Definition 4.2. The set of wordsWΓ = {wγ1 , . . . , wγk , [wγk+1 ], . . . , [wγn ]} is called a phrase of Γ .
Remark 4.3. Let Γ be an assembly graph that contains exactly one transverse component with two endpoints and n
components with no endpoints. Then the phrase of Γ contains a single linear word, and all other words are circular. The
rewriting operations of insertion, deletion, and inversion defined on sets of intermediates can be also defined, and they are
closed on phrases that contain exactly one linear word.
Proposition 4.4. Let Γ be an oriented assembly graph that contains exactly one linear transverse component C (possibly with
other circular transverse components). If Γ˜{v} is the assembly graph obtained from Γ by a smoothing of a vertex v that belongs to
C, then the phrase WΓ˜{v} is obtained from the phrase WΓ by a single operation of deletion, insertion, or inversion.
Proof. Let Γ be an oriented assembly graph. Let {C, C1, . . . , Cs} be the set of all transverse components in Γ such that C is
the only linear transverse component with two endpoints i and t . Then, WΓ = {wγ , [wγ1 ], . . . , [wγs ]} is the phrase of Γ .
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Let v be a vertex in C . There are two possibilities.
(i) The vertex v belongs only to C (Fig. 8(A)).
(ii) There is a component Ci with no endpoints such that v belongs to both C and Ci (Fig. 8(B)).
A B
Fig. 8. (A) The rigid vertex v belongs to a single transverse component C . (B) The rigid vertex v belongs to two transverse components C and Ci .
A B
Fig. 9. Smoothings of the vertex v corresponding to (A) and (B) in Fig. 8, respectively.
In case (i), the rigid vertex (v, [ekemek+1em+1]) is such that
γ = (i, e1, v1, . . . , ek, v, ek+1, . . . , em, v, em+1, . . . , en, t)
is a transverse path that corresponds to C (Fig. 8(A)).
If the smoothing of v is non-parallel, then the transverse path γ transforms to
γ ′ = (i, e1, v1, . . . , ek, v, em, . . . , ek+1, v, em+1, . . . , en, t),
where the portion of γ from em to ek+1 is reversed (Fig. 9(A) left). Therefore, the phrase of Γ˜{v},
WΓ˜{v} = {e1e2 · · · ekem · · · ek+1em+1 · · · en, [wγ1 ], . . . , [wγs ]},
is obtained fromWΓ by an inversion. By parallel smoothing of v, the transverse component C is divided into two transverse
components inWΓ˜{v} ; one is linear, with a transverse path (i, e1, . . . , ek, v, em+1, . . . , en, t), and the other is circular, with a
transverse path (v, ek+1, . . . , em, v) (Fig. 9(A) right). Therefore, the phrase of Γ˜{v}
WΓ˜{v} = {e1e2 · · · ekem+1 · · · en, [ek+1 · · · em], [wγ1 ], . . . , [wγs ]}.
is obtained fromWΓ by deletion.
In case (ii), the rigid vertex (v, [ekeimek+1eim+1]) belongs to two transverse components C and, say, Ci (see Fig. 8(B)). The
transverse components C and Ci are determined by the transverse paths
γ = (i, e1, v1, e2, . . . , ek, v, ek+1, . . . , en, t) and γ1 = (v, eim+1, . . . , eim, v),
respectively. (Note that [eim+1 · · · eim] = [eim · · · eim+1], since Ci is circular.)
If Γ˜{v} is obtained by smoothing v, then Ci is inserted into the linear component C (Fig. 9(B)).
Then the phrase of Γ˜{v} becomes
WΓ˜{v} = {e1e2 · · · ekwek+1 · · · en, [wγ2 ], . . . , [wγs ]},
where w = eim · · · eim+1 or w = eim+1 · · · eim for the case of non-parallel or parallel smoothing of v, respectively. It is clear
thatWΓ˜{v} is obtained fromWΓ by an insertion in both cases. 
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Let W = {w} for w = I0N1I1N2 · · · Ik−1NkIk be a minimal set of intermediates over the alphabet Ak, where Ni ∈ M and
Ij ∈ I. We briefly recall the construction of an assembly graph Γ = ΓW as described in [3]. The set of vertices in ΓW is
{1, 2 . . . , k, k + 1}. Edges are uniquely labeled by symbols in Ak that appear in W , but we identify the edges with these
symbols. All edges are labeled by single symbols, except for edges that have labelsM1 orMk, which may be labeled by two
or three symbols. More details follow in the next section (and see Example 4.6 and Fig. 11 below). In a manner similar to
Proposition 4.4, we have the converse.
Proposition 4.5. Let W be a minimal set of intermediates, and let ΓW be the corresponding assembly graph. If W ′ is a set of
intermediates obtained from W by a single operation of deletion, insertion, or inversion that increases the degree of w, then the
graph ΓW ′ is obtained from ΓW by a parallel or non-parallel smoothing of a vertex.
Comparing to Proposition 4.4, we require that an operation is degree increasing in Proposition 4.5. If an operation is not
degree increasing, the graph may not contain a corresponding vertex to smooth it.
Fig. 10. The operation ‘deletion of I2 ’ has no corresponding smoothing of a vertex.
For example, in Fig. 10, an assembly graph corresponding to the minimal set of intermediatesW = {I0M1I1M3I2M2I3} is
depicted. If we apply the deletion of I2 (which does not increase the degree), we obtainW ′ = {I0M1I1M3M2I3, [I2]}. However,
there in no smoothing of the graph that gives rise to the wordW ′.
4.3. Smoothing strategies and sets of intermediates
Let Γ be a simple realizable assembly graph, let γ be a polygonal Hamiltonian path, and let S be a subset of vertices in
Γ . The S-partial smoothing of Γ with respect to γ is an assembly graph with a set of 4-valent vertices V (Γ ) \ S, denoted by
Γ˜(γ ,S), obtained by smoothing of all vertices in S with respect to γ . The S-partial smoothing Γ with respect to γ is successful
if the transverse path γ (the corresponding path after smoothings) stays in the linear component.
Let S = {S1, . . . , Sh} be an ordered partition of V (G). We say that S is a smoothing strategy for Γ with respect to γ , where
γ is a Hamiltonian polygonal path in Γ . We call S successful if Si is successful in Γ˜(γ ,S′i ), for every i = 1, . . . , h, where S ′1 = ∅
and S ′i = ∪i−1j=1Sj.
Given aminimal set of intermediatesW = {w} forw = I0N1I1N2 · · · Ik−1NkIk, we describe the construction of an assembly
graph Γ = ΓW . We first look at the appearances ofM1 andMk inW . IfMkIbM1 @ W orM1IbMk @ W , thenMkIbM1 is the label
of an edge inΓ with endpoints {2, k}. If the appearances ofM1 andMk are not separated by a single symbol inw, we have two
special edges, as follows. IfM1 (respectively,Mk) is not reversed inW , we set an edge IbM1 (respectively,MkIt )with endpoints
{s+ 1, 2} ifMsIbM1 @ W or {s, 2} ifMsIbM1 @ W (respectively, {k, s} ifMkItMs @ W or {k, s+ 1} ifMkItMs @ W ). Otherwise,
if M1 (respectively, Mk) is reversed in W , we set an edge M1Ib (respectively, ItMk) with endpoints {2, s} if M1IbMs @ W or
{2, s+ 1} ifM1IbMs @ W (respectively, {s+ 1, k} ifMsItMk @ W or {s, k} ifMsItMk @ W ). For all other vertices j ≠ b, t , the
symbols Ij and Ni ∉ {M1,M1,Mk,Mk} are edges of ΓW . The endpoints of Ns are {s, s+ 1}, where Ns = Ms or Ns = Ms. The
endpoints of Ij (j ≠ 0, b, t) are defined as follows:
{s+ 1, s′} if MsIjMs′ @ W ,
{s, s′} if MsIjMs′ @ W ,
{s+ 1, s′ + 1} if MsIjMs′ @ W ,
{s, s′ + 1} if MsIjMs′ @ W .
The endpoints of I0 are {1, s} if I0Ms @ W , or {1, s+ 1} if I0Ms @ W , and similarly for Ik. At every vertex, the orientations of
the edges specifying the rigidity of the vertex are obtained such that the edges representing consecutive symbols in w are
non-neighbors.
Example 4.6. Consider the actin I gene of O. trifallax with the corresponding minimal set of intermediates W =
{I0M3I1M4I2M6I3M5I4M7I5M9I6M10I7M2I8M1I9M8I10}. The vertex set ofΓW is {1, 2 . . . , 10, 11}. The set of edges is constructed
as follows. The symbolsM1 andM10 are not reversed inW , and therefore there are two special edges in ΓW , I8M1 andM10I7
(see Fig. 11). The endpoints of I8M1 (respectively, M10I7) are {2, 2} (respectively, {10, 3}), since M2I8M1 @ W (respectively,
M10I7M2 @ W ). All other symbols inW represent distinct edges in ΓW . The edges labeled by Ns (where Ns = Ms or Ns = Ms)
have endpoints {s, s+ 1} for every s ∈ {2, 3, . . . k− 1}, as shown in Fig. 11. The edges I0 and I10 have endpoints {1, 3} and
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{9, 11}, respectively, because I0M3 @ W andM8I10 @ W . Finally, for all remaining j (j ∈ {1, 2, 3, 4, 5, 6, 9}), the edge Ij has
endpoints {s+ 1, s′}, whereMsIjMs′ @ W . For instance, I2 is the edge {5, 6}, sinceM4I2M6 @ W . The rigidity of each vertex v
is specified by ordering the incident edges so that consecutive symbols inW are non-neighboring edges in ΓW with respect
to v.
Remark 4.7. The construction described in this section gives a simple assembly graph ΓW with a single linear component
which consists of a transverse path w. The assembly graph from Example 4.6 in Fig. 11 is a simple assembly graph with
transverse component I0M3I1M4I2M6I3M5I4M7I5M9I6M10I7M2I8M1I9M8I10 = w.
In [4], it is proved that Γ = ΓW contains a Hamiltonian polygonal path γΓ with a subpath M1M2 · · ·Mk. The assembly
graph ΓW in Example 4.6 contains a Hamiltonian polygonal path γΓ = (I8M1M2 · · ·M9M10I7).
Let S ⊂ V (Γ ) be a set of vertices. Suppose that the assembly graph obtained by partial smoothing ΓS contains
transverse components {C, C1, . . . , Cs} such that C is the only linear transverse component, and all others are circular. Let
{γ , γ1, . . . , γs} be the corresponding transverse paths, and letWΓS = {wγ , [wγ1 ], . . . , [wγs ]} be the phrase of ΓS . Then the
phraseWΓS = {wγ , [wγ1 ], . . . , [wγs ]} is a set of intermediates.We tie the smoothing strategies with the assembly strategies
in the following theorem.
Fig. 11. An assembly graph Γ = ΓW that corresponds to the minimal set of intermediatesW = {I0M3I1M4I2M6I3M5I4M7I5M9I6M10I7M2I8M1I9M8I10}.
Proposition 4.8. Let W = {w} be a realizable minimal set of intermediates over the alphabet Ak, let Γ = ΓW be the
corresponding simple assembly graph, and let γ = γΓ be a Hamiltonian polygonal path with subpath M1 · · ·Mk. If a nested
sequence ∅ = S0 ⊂ S1 ⊂ S2 ⊂ · · · ⊂ Sh = V (Γ ) is a successful smoothing strategy for Γ with respect to γ , then the sequence
of phrases (WΓ ,WΓ˜(γ ,S1) ,WΓ˜(γ ,S2) , . . . ,WΓ˜(γ ,Sh) ) is an assembly strategy.
Proof. Inductively, suppose that Wj = WΓ(γ ,Sj) is a set of intermediates and that dg(Wj−1) < dg(Wj) for all j < i. Let
S ′i = Si \ Si−1 for i = 1, . . . , h. Then WΓ˜(γ ,Si) is obtained from WΓ˜(γ ,Si−1) by smoothing vertices in S
′
i with respect to γ . Let
(c1, . . . , cd) be an ordered sequence of elements (vertices) of S ′i . Let W
′
0 = WΓ˜(γ ,Si−1) , W
′
1 = WΓ˜(γ ,Si−1∪{c1}) , and inductively,
W ′j = WΓ˜(γ ,Si−1∪{c1,...,cj}) , andW
′
d = WΓ˜(γ ,Si−1∪{c1,...,cd}) = WΓ˜(γ ,Si) .
Then, for each j,W ′j is obtained fromW
′
j−1 by smoothing cj with respect to γ . By Proposition 4.4, the set of intermediates
W ′j is obtained fromW
′
j−1 by a single operation of insertion, deletion, or inversion. There are two neighboring edges incident
to cj labeled by Ms and Ms−1 for some s ∈ {1, 2, . . . , k}. Since cj is smoothed with respect to the Hamiltonian polygonal
path γ , the smoothing results in an edge with label Ms−1Ms, so that dg(W ′j ) > dg(W
′
j−1). Therefore, WΓ˜(γ ,Si) is obtained
from WΓ˜(γ ,Si−1) by a sequence of insertion, deletion, or inversion operations, each of which increases the degree. Hence,
WΓ˜(γ ,Si−1) ⇒
∗ WΓ˜(γ ,Si) for every i ∈ {1, 2, . . . , k}.
The set of intermediates WΓ is minimal by construction. The set of intermediates WΓ˜(γ ,Sh) corresponds to a completely
smoothed graph Γ˜(γ ,Sh), and thus either M1M2 · · ·Mk @ WΓ˜(γ ,Sh) or MkMk−1 · · ·M1 @ WΓ˜(γ ,Sh) . In any case, the degree of
WΓ˜(γ ,Sh) is k− 1, i.e.,WΓ˜(γ ,Sh) is maximal. Hence, the sequence (WΓ ,WΓ˜(γ ,S1) , . . . ,WΓ˜(γ ,Sh) ) is an assembly strategy. 
We observe that the converse of Proposition 4.8 does not hold. There are assembly strategies that do not correspond to
successful smoothing strategies. In some assembly strategies, there are sets of intermediates where MDSs appear in distinct
words, which is not allowed in successful smoothing strategies (or any intramolecular model). One such example is the
assembly strategy following the experimental findings of rearrangements of actin I gene of O. trifallax in the following
section. This fact shows that the assembly strategies on words defined here are more general than the successful smoothing
strategies defined on graphs. In other words, using assembly strategies onwords, one can easily simulate any gene assembly
strategy assuming intramolecular rearrangement.
On the other hand, if one considers an arbitrary smoothing strategy (not necessarily successful), then we obtain the
following.
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Proposition 4.9. The sequence W0 ⇒∗ W1 ⇒∗ · · · ⇒∗ Wn is an assembly strategy for the set of intermediates W if and only
if the partition of the set of vertices {V (ΓWi) \V (ΓWi+1) : i = 0, . . . , n−1} such that Wi is the phrase of ΓWi defines a smoothing
strategy for ΓW0 .
5. Application of sets of intermediates to experimental data
In [17], the assembly of the O. trifallax actin I gene was discussed in terms of the partially assembled molecules
experimentally detected. We apply our method of assembly strategies to the putative intermediate molecules based on
these experimental data to show that, theoretically, there are two distinct largest pathways for descrambling the O. trifallax
actin I gene. Themicronuclear actin I genewith approximately proportional sequence length is schematically represented in
Fig. 1. Recall that dark segments represent MDS sequences as labeled, and white segments represent IESs. It is also assumed
that there is an IES segment I0 to the left ofM3, and another IES segment I10 to the right ofM8. The segmentM2 is inverted.
The set of partially assembled molecules observed in [17] is listed below. Due to the PCR extraction process, these







Based on this data, we construct sets of intermediates that model the micronuclear andmacronuclear gene and the possible
intermediate molecules. Let
W = {I0M3I1M4I2M6I3M5I4M7I5M9I6M10I7M2I8M1I9M8I10},
A = {I0I7M10I6 a I9M8I10} = {I0I7M10I6 f I10,},
B = {I0I7M10I6 b I9M8I10, [I3M5I4]},
C = {I0I7M10I6 c I9I5I10, [I1], [I3I2I4]},
D = {I0I7M10I6 d I10, [I1], [I2M6I3]},
E = {I0I7M10I6 e I10, [I1], [I3M5I4]},
W ′ = {I0I7M10M9M8M7M6M5M4M3M2M1I8I9I5I10, [I1], [I6], [I3I2I4]}
be sets of intermediates over alphabet A10. Then, W models the scrambled micronuclear actin I gene and W ′ models the
assembled macronuclear actin I gene. Note thatW is minimal andW ′ is maximal with respect to the partial order⇒∗ .
We have a, f @ A, and, similarly, the sets of intermediates B, C,D, E model the partially assembled molecules b, c, d, e,
respectively, in the following sense: these sets of intermediates A, B, C,D, E contain (reverses of) a, (f ), b, c, d, e as
subwords, and satisfy the following lemma. Our assumption is that a and f are part of the same set of intermediates because
of their significant overlap.
Lemma 5.1. The sets of intermediates A through F satisfy the following properties.
(1) W ⇒∗ v for any v ∈ {A, B, C,D, E}.
(2) v ⇒∗ W ′ for any v ∈ {A, B, C,D, E}.
Proof. (1)We haveW0
inv⇒ A, since A is obtained fromW0 by inverting the portionM3 · · · I7, and dg(W0) = 0 < dg(A) = 1.
Similarly,
B is obtained from A by deleting I3M5I4,
D is obtained from A by deleting I1 and I2M6I3,
E is obtained from B by deleting I1,
and each deletion increases the degree by 1. Let
W1 = {I0I7M10I6M9I5M7M6M5I4I3I2M4M3M2I8M1I9M8I10, [I1]},
W2 = {I0I7M10I6M9I5M7M6M5M4M3M2I8M1I9M8I10, [I1], [I4I3I2]},
W3 = {I0I7M10I6M9M8I9M1I8M2M3M4M5M6M7I5I10, [I1], [I4I3I2]}.
ThenW1 is obtained from E by insertion of [M5I4I3],W2 is obtained fromW1 by a deletion of [I4I3I2], andW3, C are obtained
fromW2,W3, by inverting I5M7 · · · I9M8 and I9M1 · · ·M7, respectively. Furthermore, we have
dg(E) = 3 < dg(W1) = 4 < dg(W2) = 5 < dg(W3) = 6 < dg(C) = 7;
hence E ⇒∗ C . Similarly, we have D ⇒∗ C through insertion of [M6I2I3], deletion of I2I3I4, and two inversions ofM8I9 · · · I5
and I9M1 · · ·M7.
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Fig. 12. Two smoothing strategies (W , A, B, E, C,W ′) and (W , A,D, C,W ′) as models of two different pathways for actin I macronuclear gene assembly.
The putative intermediatemolecules extracted experimentally are indicatedwith bold red. Both proposed strategies have a set of intermediates withMDSs
separated in distinct molecules (B, E, and D). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version
of this article.)
(2)We only need to prove that C ⇒∗ W ′. Let
V = {I0I7M10I6M9M8M7M6M5M4M3M2M1I8I9I5I10, [I1], [I3I2I4]}.
The set of intermediates V is obtained from C by inversion of I8M1, andW ′ is obtained from V by deletion of I6. In addition,
dg(C) = 7 < dg(V1) = 8 < dg(W ′) = 9. Therefore, C ⇒∗ W ′. 
Proposition 5.2. There are exactly two largest subsets of {W , A, B, C,D, E,W ′} that form assembly strategies.
Proof. The degrees of the sets of intermediatesW ,W ′ and A through E are
dg(W) = 0, dg(A) = 1, dg(B) = 2, dg(C) = 7, dg(D) = 3, dg(E) = 3, dg(W′) = 9.
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Fig. 13. First proposed pathway for unscrambling the actin I gene in O. trifallax, based on the possible intermediates observed in [17].
According to the degrees of the sets of intermediates, there are two sequences that are possible candidates for assembly
strategies. They are
W ⇒∗ A ⇒∗ D ⇒∗ C ⇒∗ W ′,
W ⇒∗ A ⇒∗ B ⇒∗ E ⇒∗ C ⇒∗ W ′.
By Lemma 5.1, we have W ⇒∗ A and C ⇒∗ W ′. We also checked in Lemma 5.1 that A ⇒∗ B, B ⇒∗ E, E ⇒∗ C , and
A ⇒∗ D, D ⇒∗ C . On the other hand, B ⇏ D and D ⇏ B. The latter case is obvious, since dg(D) = 3 > dg(B) = 2. To show
that B ⇏ D, assume the contrary. If B ⇒ D, then there is a sequence of sets of intermediates B = W0,W1, . . . ,Wh = D
such that, for each i (i = 1, . . . , h), Wi is obtained from Wi−1 by a single operation of deletion, insertion, or inversion, and
dg(Wi−1) ≤ dg(Wi). Since the assembled segmentM6M7 satisfiesM6M7 @ B andM6M7 @̸ D, there is some j ∈ {2, 3, . . . , h}
such thatM6M7 @ Wj−1 andM6M7 @̸ Wj. The set of intermediatesWj is obtained fromWj−1 by a single deletion, inversion,
or insertion operation, so, by the structure of B and D, that is only possible if dg(Wj−1) > dg(Wj), a contradiction. Therefore,
B ⇏ D. 
Note that any proper substrategy of W ⇒∗ A ⇒∗ D ⇒∗ C ⇒∗ W ′ or W ⇒∗ A ⇒∗ B ⇒∗ E ⇒∗ C ⇒∗ W ′ can be
viewed as an assembly strategy on its own (but not the largest). In that case, one can form a total of 19 assembly strategies.
In Fig. 12, pathways corresponding to the two assembly strategies are described in terms of assembly graphs and
smoothings. The assembly graph representation of the actin I MIC gene is given in Fig. 12 (W ). Note that the path γ :
M1 − M2 − · · · − M9 − M10 is a Hamiltonian polygonal path. The graphs (W , A, B, E, C,W ′) determine one pathway, and
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Fig. 14. Second proposed pathway for unscrambling the actin I gene in O. trifallax, based on the possible intermediates observed in [17].
(W , A,D, C,W ′) another. The first case corresponds to the sequence of smoothings at crossings {3}, {7}, {4}, {5, 6, 8, 9},
{2, 10}, and the latter to {3}, {4, 5}, {6, 7, 8, 9}, {2, 10}.
In [3], it is proposed that, if a DNA molecule forms a structure corresponding to an assembly graph, then the
recombination can happen simultaneously, corresponding to smoothing all vertices of the assembly graph. Considering the
experimental data containing partially recombined molecules with either MDS5 or MDS6 but not both, we postulate that
the assembly graph structure represented as (W ) in Fig. 12 does not necessarily form. To obtain a more accurate physical
model reflecting the two pathways, we depict the recombination processes by partially assembled spatial graphs in Figs. 13
and 14. Figures are to scale in the sense that the lengths of line segments are proportional to the numbers of nucleotides of
DNA segments.
6. Conclusion
The combinatorialmodel introducedhere uses sets of formalwords (called sets of intermediates) to describe allmolecules
present at a given step of the gene rearrangement. The DNA recombination is modeled by three rewriting rules: insertion,
deletion, and inversion. The collection of all sets of intermediates together with the three rewriting rules forms a rewriting
system, which we show is confluent. The gene assembly process can be viewed as a successive application of rewriting rules
to an initial singleton set of intermediates that models the scrambled MIC gene. Using such an approach, one can generate
all possible pathways for rearrangement. Based on the partially processed molecules that are experimentally observed, the
model predicts only a restricted number of different pathways. For instance, we exhibit two assembly strategies for actin I
in O. trifallax. Subsequent biological experiments motivated by the present model performed on TEBPα gene of O. trifallax
showed new possible intermediate (circular) molecules including IES-IES junctions (see [2]).
Mathematical models for DNA rearrangement have been introduced previously (e.g., [4,11,15]). The rewriting rules
applied on sets of intermediates are built upon the operations defined in [15]. The authors of [11] assume that all MDSs
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must be present on a single molecule at each step of the rearrangement, while our model views each intermediate step as
a collection of multiple different molecules. The experimental results in [2,17] support the later approach.
Namely, detected sequences of partially rearrangedmolecules reported in [2] also confirm that the rearrangement cannot
be completely intramolecular, as modeled earlier (e.g., [4,9–11]). In addition, in [2], circular molecules were experimentally
observed, supporting the use of multiple circular words included in the set of intermediates.
We show that our model generalizes the model on assembly graphs defined in [4]. In addition, the sets of intermediates
can easily be ordered to form rearrangement pathways, and can be incorporated into algorithmic computations.
Although our model provides a concise symbolic way to describe the rearrangement of molecules, it has disadvantages;
themodel does not offer explanations onmechanismswhereby thesemolecules are kept together. Considerations on spatial
structures to address this issue in conjunction with experimental verifications are desirable.
Even thoughweuse certain genera of ciliates (Oxytricha and Stylonychia) asmodel organisms to study gene recombination
and gene assembly, the theoretical model proposed here can be applied to any site-specific DNA rearrangement processes
observed in nature.
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