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Resumen
Determinamos el grado de comovimiento c¶ ³clico del empleo entre las regiones de M¶ exico
mediante un an¶ alisis de la covarianza de las perturbaciones en los ciclos del empleo regional
entre julio de 1997 y octubre de 2009. El empleo se mide por el n¶ umero de trabajadores
permanentes asegurados en el Instituto Mexicano del Seguro Social. La descomposici¶ on en
tendencia y ciclo y la matriz de varianza-covarianza de las perturbaciones del ciclo se ob-
tienen de la estimaci¶ on -por el m¶ etodo de espacio de estados- de un modelo estructural
multivariado de las series de empleo. Encontramos que, exceptuando a unas pocas regiones,
el comovimiento del empleo es alto y que la varianza de las perturbaciones regionales c¶ ³cli-
cas est¶ a asociada mayormente con las °uctuaciones del empleo nacional. Sin embargo, no
encontramos evidencia de un ciclo com¶ un subyacente, por lo que el comovimiento tendr¶ ³a su
origen en la propagaci¶ on interregional de choques espec¶ ³¯cos.
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Abstract
We determine the extent of cyclical comovement in employment among the regions of Mexico
by analyzing the covariance of the disturbances in regional cycles during the period July
1997 - October 2009. Employment refers to the number of workers with permanent contracts
a±liated to the Instituto Mexicano del Seguro Social. Trend and cycle decomposition and
the variance-covariance matrix of the cycle's disturbances are obtained from the estimation -
using state space methods- of a structural multivariate model of the employment time series.
We ¯nd, for most regions, that employment comovement is high and that the variance
of the regional cycles' disturbances is largely associated with the °uctuations in national
employment. We do not ¯nd evidence, however, of a common underlying cycle, which means
that employment comovement would arise from the geographical propagation of regional
speci¯c shocks.
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Nuestro conocimiento del ciclo económico mexicano se basa en gran medida en el análisis de 
la evolución del empleo formal a nivel nacional
1. Sin embargo, el grado de comovimiento 
entre el empleo nacional  y el empleo medido a nivel sub -nacional varía significativamente 
entre las  distintas regiones y  entidades federativas  (Cuevas et al., 2003;  Delajara, 2010). 
Debido a lo anterior ,  el  análisis coyuntural  tradicional  de la economía mexicana  estaría 
soslayando la dimensión regional del ciclo económico.  
El presente trabajo tiene como objetivo determinar cuán importante es la dimensión 
regional de las fluctuaciones del empleo en México. Para ello, y en primer lugar, adoptamos 
una regionalización del país basada en las características comunes que presentan los ciclos del 
empleo  en  los  distintos  estados  ( Delajara,  2010).  Luego  determinamos  el  grado  de 
comovimiento regional a partir de la correlación entre las perturbaciones de los componentes 
cíclicos de las series de empleo regional.  Asimismo,  determinamos el origen,  común o 
específico –i.e. nacional o regional, de las fluctuaciones del empleo mediante el análisis de la 
matriz de varianza-covarianza de las mencionadas perturbaciones.  
La  metodología  seguida  en  este  trabajo  contempla  la  estimación  de  un  modelo 
estructural  multivariado  de las series  de empleo regional  (Harvey  y Koopman, 1997).  La 
ventaja de esta metodología consiste en que la descomposición de las series en tendencia y 
ciclo; la estimación de las correlaciones, la varianza y la covarianza de las perturbaciones de 
esos componentes; y el análisis por componentes principales de las mismas se obtienen de 
manera simultánea al momento de estimar el modelo. La estimación se realiza mediante el 
método de espacio de estados; éste consiste en la aplicación del filtro de Kalman para la 
extracción de los componentes no observados (tendencia, ciclo, etc.) y en la maximización de 
la función de máxima verosimilitud para la estimación de los parámetros del modelo (Harvey, 
                                                 
1 Por empleo formal entendemos el número de trabajadores asegurados en el Instituto Mexicano del Seguro 
Social, IMSS. Este indicador es la medida del empleo utilizada por INEGI y The Conference Board para 
calcular sus índices compuestos coincidentes de la actividad económica nacional. 2 
 
1989; Durbin y Koopman, 2001; Commandeur y Koopman, 2007). Para la estimación del 
modelo se utilizó el módulo STAMP 8 del paquete computacional OxMetrics 5 (Koopman et 
al, 2006). 
Esta metodología fue empleada por Rissman (1999), Kouparitsas (2002) y Carvalho y 
Harvey  (2005)  para  analizar  el  comovimiento  regional  del  empleo  y  del  producto  en  los 
Estados Unidos. Por un lado, Rissman (1999) encontró indicios de que los choques regionales 
tienen  bastante  importancia,  al  menos  en  algunas  regiones,  en  la  determinación  de  las 
variaciones  del  empleo.  Por  otro  lado,  Kouparitsas  (2002)  y  Carvalho  y  Harvey  (2005) 
encontraron evidencia de un comovimiento alto en la producción regional per capita. Estos 
autores difieren, sin embargo, en la naturaleza de los choques agregados; mientras que el 
primero encuentra evidencia de una fuente común para los choques y descarta la hipótesis de 
una  propagación  regional  de  choques  específicos,  los  segundos  no  encuentran  evidencia 
concluyente sobre la existencia de un ciclo común.  
Un antecedente cercano a este estudio es Cuevas et al. (2003). Con base en información 
mensual  sobre  el  empleo  formal  para  el  período  1990-2001  los  mencionados  autores 
encontraron que, con excepción del sur, las fluctuaciones del empleo regional en México 
están altamente correlacionadas con las del empleo en los Estados Unidos. Las diferencias 
más importantes entre Cuevas et al. (2003) y el presente trabajo son las siguientes. Primero, 
Cuevas et al. (2003) dejan sin analizar la relación existente entre el empleo de las regiones 
mexicanas y el empleo total en México. Más importante, Cuevas et al. (2003) utilizan una 
metodología más tradicional y no determinan el origen, nacional o regional, de los choques 
que generan las fluctuaciones regionales del empleo. Tercero, las regiones en Cuevas et al. 
(2003), al contrario de las aquí utilizadas, no son homogéneas con respecto a la dinámica del 
empleo estatal. Cuarto, el análisis en Cuevas et al. (2003) se refiere a datos del empleo hasta 
2001 y por lo tanto no tiene en cuenta los desarrollos de los últimos 9 años; nuestro análisis 3 
 
cubre el periodo julio de 1997 a octubre de 2009. Por último, el IMSS ha revisado y ajustado 
sustancialmente  todas  sus  series  del  número  de  asegurados  por  entidad  federativa;  ahora 
contamos con series mensuales confiables por entidad federativa desde julio 1997.
2   
Respecto al origen de las fluctuaciones económicas regionales  en México, Del Negro 
(2001) encontró que los factores agregados nacionales son importantes para las fluctuaciones 
cíclicas de la producción estatal en  México. No obstante, también encontró asimetrías entre 
los estados mexicanos lo que revelaría la presencia de factores estatales específicos detrás de 
las fluctuaciones de la producción.  Por otro lado, Ponce Rodríguez (2001) analizó la fuente 
de las fluctuaciones del producto per capita estatal en México para  el período 1960-1998  y 
concluyó que el factor nacional es más importante que los factores estatales o regionales. 
Este es el primer artículo en el que se analiza para el caso mexicano tanto el grado de 
comovimiento del empleo regional como el origen de sus fluctuaciones.  Nuestros resultados  
indican que el comovimiento es alto en el caso de  las fluctuaciones de mediana frecuencia, 
asociadas  con  el  ciclo  económico,   y  más  bajo  en  el  caso  de  las fluctuaciones  de  alta 
frecuencia.  No  encontramos  evidencia  de  ciclos  comunes ,  por  lo  que  el  comovimiento 
regional  en  las  fluctuaciones  cíclicas  del  empleo  tendría  su  origen  en  la  propaga ción 
geográfica de shocks regionales específicos. 
El documento está organizado de la siguiente manera; en la sec ción II se presenta la 
regionalización adoptada y los datos del empleo por región. En la sección III se presenta el 
modelo estructural de series de tiempo utilizado en el análisis ; se discute la estrategia de 
estimación  y  se justifica la ele cción del modelo.  Asimismo, se discuten las ventajas  y 
desventajas de la metodología seguida en este trabajo en relación a otros métodos alternativos. 
En la sección IV se presenta y discute   los resultados y en la sección V se incluyen algunas 
                                                 
2 Las series anteriores reportaban el empleo formal por delegación del IMSS; dado que  muchas delegaciones 
tienen jurisdicción en más de un estado o en zonas geográficas pertenecientes a distintos estados, los datos 
anteriores no reflejaban correctamente la distribución y la dinámica del empleo formal por entidad federativa. 4 
 
consideraciones  finales.  Los  cuadros  y  las  gráficas  se  muestran  al  final  del  texto,  a 
continuación de la lista de bibliografía consultada. 
 
II. Datos 
Siguiendo una metodología basada en el estudio de los ciclos clásicos (à la NBER) del empleo 
estatal,  Delajara  (2010)  encontró  que  existe  una  gran  heterogeneidad  en  el  grado  de 
comovimiento del empleo entre los estados mexicanos. Esa heterogeneidad fue aprovechada 
por el autor para agrupar los estados en regiones homogéneas respecto de la dinámica del 
empleo estatal.  Cabe señalar que el problema de definir las regiones del país de manera que 
éstas sean homogéneas respecto de su dinámica económica ya había sido planteado antes por 
Crone (1998, 2005) para el caso de los Estados Unidos. Crone notó que el análisis de la 
dinámica regional no podía realizarse con base en una regionalización definida a partir de  
similitudes entre los estados que estuvieran medidas en un punto del tiempo; más bien, la 
homogeneidad  económica  debía  estar  basada  en  los  patrones  comunes  que  presentan  los 
estados durante el ciclo económico.  La aplicación de estos criterios llevó a Delajara (2010) a 
definir 10 regiones económicas (Cuadro1): Noroeste (NO), Norte (NT), Noreste (NE), Valle 
de México (VM), Centro (CT), Occidente (OT), Occidente Norte (ON), Centro Occidente 
(CO), Sur (SR) y Sureste (SE). 
La evolución del empleo formal para cada una de las regiones así definidas se muestra 
en la Gráfica 1 (Los datos fueron tomados de Secretaría de Trabajo y Previsión Social, 2009, 
e incluyen únicamente a los trabajadores con contrato permanente asegurados en el IMSS).
3 
Existen diferencias notables entre las regiones con respecto a  su tasa de crecimiento y su 
volatilidad. La región SE es la que registró el mayor aumento (62.0 por ciento) del empleo 
                                                 
3 Decidimos no incluir en el presente estudio a los trabajadores eventuales, ya que en un análisis preliminar 
encontramos que la serie de trabajadores eventuales tiene un comportamiento cíclico muy diferente al de la 
serie de asegurados permanentes; asimismo, encontramos que las diferencias en el comportamiento de los 
asegurados eventuales varía entre los estados más que el comportamiento de los asegurados permanentes.  Los 
trabajadores  eventuales  representan    9.9  por  ciento  del  total    trabajadores  asegurados  en  el  IMSS  (Cifra 
correspondiente al cuarto trimestre de 2004). 5 
 
formal  durante  el  periodo  de  referencia;  seguida  por  la  región  SR  y  por  las  regiones 
occidentales del país, con un aumento que varía entre 35.1 y 39.0 por ciento. El resto de las 
regiones registraron aumentos en los niveles de empleo que van del 11.5 al 26.3 por ciento. 
Por otro lado, mientras que las fluctuaciones cíclicas del nivel del empleo son menos visibles 




II1.1. El modelo estructural multivariado 
Adoptamos como marco de análisis el modelo de series de tiempo estructural multivariado 
lineal  Gaussiano  (Harvey,  1989;  Harvey  y  Koopman,  1997;  Durbin  y  Koopman,  2001; 
Carvalho y Harvey, 2005). La presentación que sigue, incluida la notación, es la utilizada por 
los mencionados autores. Sea   ' , , 1 t N t t y y   y  el vector del logaritmo del empleo ajustado 
por estacionalidad en lasN regiones en el mes  , t  con  T t , , 1  . Las series de empleo se 
pueden luego expresar directamente en término de sus componentes no observables, como la 
tendencia   ' , , 1 t N t t     μ ,  el  ciclo   ' , , 1 t N t t     ψ   y  el  componente  irregular 
 ' , , 1 t N t t     ε ,  de  manera  que    T t N t t t t t , , 1 , ~ ,        0, ε ε ψ μ y ;    donde 
  es la matriz  NxN  de varianza-covarianza de los componentes irregulares de las series de 
empleo.
5 
                                                 
4  Es  importante  advertir  que  el  comportamiento  cíclico  del  empleo  formal  no  necesariamente  refleja  el 
comportamiento cíclico de toda la fuerza laboral.  La Encuesta Nacional de Ocupación y Empleo (ENOE) del 
cuarto trimestre de 2004 indica que el empleo formal (medido por los trabajadores asegurados en el IMSS, con 
seguro médico privado, en el INFONAVIT y en el ISSTE) representa en promedio 33.8 por ciento del empleo 
total en zonas urbanas y rurales [Las cifras por región son, ordenadas de mayor a menor, 50.2 (NO), 46.9 (NT), 
43.5 (VM), 43.2 (NE), 35.8 (SE), 34.6 (ON), 34.4 (OT), 29.9 (CT), 27.6 (CO) y 20.5 (SR)]. Si bien lo anterior 
constituye una limitación de los datos utilizados en el presente estudio,  ello no invalida los resultados del 
mismo ya que su objetivo es estudiar el comportamiento del empleo formal. 
5  Las  razones  por  las  que  decidimos  estimar  el  modelo  utilizando  series  de  tiempo  previamente 
desestacionalizadas en lugar de estimar el componente estacional conjuntamente con la tendencia, el ciclo y el 
componente irregular son dos: la primera es que el número de parámetros a estimar se reduce de manera 
dramática facilitando la estimación de los componentes que son de interés para entender el comovimiento del 
empleo, a saber la tendencia y el ciclo ; la segunda razón es que contamos con un buen modelo de ajuste por 
estacionalidad para el empleo permanente de cada uno de los estados del país, mientras que STAMP , el 
programa utilizado en el análisis econométrico,  buscaría ajustar un mismo modelo para todos ellos; en 6 
 
La  tendencia  está  compuesta  por  dos  trayectorias  aleatorias;  una  para  el  nivel 
        0, η η β μ μ N t t t t t ~ , 1 , y otra para la pendiente         0, ζ ζ β β N t t t t ~ , 1 , 
para   T t , , 1  , y donde     y     son las matrices  NxN  de varianza-covarianza de las 
perturbaciones del nivel y de la pendiente de la tendencia, respectivamente.   
Los ciclos regionales se asumen como similares  (Harvey y Koopman, 1997) y están 
























































donde  t ψ  y 
*
t ψ  son vectores  1 x N  del componente cíclico regional y  t κ  y 
*
t κ  son vectores 
1 x N   de  las  perturbaciones  de  tal  manera  que        0 ' , ' '
* * *     t t t t t t E E E        , 
donde     es la matriz NxN de varianza-covarianzas de las perturbaciones cíclicas. Los ciclos 
son similares en el sentido de que el factor de convergencia o parámetro de persistencia    
(con  1   ) y la duración del ciclo    / 2  son los mismos en todas las regiones.   
El grado de comovimiento cíclico entre las series de empleo regional se determina a 
partir de la correlación cruzada entre las perturbaciones de los ciclos regionales, mientras que 
la  condición  necesaria  para  la  presencia  ciclos  comunes  es  que  la  matriz  de  varianza -
covarianza  de  las  perturbaciones  tenga  rango  menor  a  N   (Carvalho  y  Harvey,  2005; 
Koopman y Lucas, 2005; Commandeur y Koopman, 2007). 
Considerando  cada  ciclo  regional  por  separado,  se  puede  comprobar  que  esta 
especificación trigonométrica  con dos variables del componente  cíclico es simplemente la 
versión estocástica de la función circular  t t t      sin cos   , con     0  y    
*
0 , 
para  T t , , 1  . Si bien es posible agregar un componente irregular a la función circular y así 
generar fluctuaciones, la amplitud y la fase de los ciclos resultantes, que vienen determinadas 
por los parámetros   y   , se mantendrían constantes. En cambio, la versión trigonométrica 
                                                                                                                                               
situaciones como estas Koopman et al.(2006) efectivamente recomiendan ajustar las series por estacionalidad 
antes del análisis. 7 
 
con dos variables permite obtener ciclos con amplitud y fase variables. Adicionalmente, esta 
especificación  permite  la  inclusión  de  un  parámetro  de  persistencia  para  que  tanto  la 
estimación  como  los  pronósticos  del  componente  cíclico  sean  estables  y  convergentes 
(Harvey y Koopman, 1997). 
Por su parte el supuesto de ciclos similares facilita -en el contexto de un modelo de 
series  de  tiempo  multivariado  estimado  por  el  método  de  espacio  de  estados,  la 
descomposición de las series y la identificación del ciclo. Lo anterior debido a que se reduce 
de manera significativa el número de parámetros a estimar y se agiliza la convergencia del 
algoritmo numérico iterativo utilizado en la estimación (ver sección III.3 más adelante).  
El supuesto de ciclos similares constituye, por otro lado, una limitación ya que para 
efectos  de  la  identificación  de  las  fluctuaciones  del  empleo  en  las  frecuencias  del  ciclo 
económico se impone una duración del ciclo igual para todas las regiones. Una implicación de 
lo anterior es que, en algunas regiones, podrían existir fluctuaciones cíclicas del empleo en 
frecuencias más altas o más bajas que no se considerarán parte del ciclo económico. Sin 
embargo STAMP, el programa utilizado para la estimación del modelo, mitiga el impacto del 
supuesto al permitir también el filtrado y el análisis de estas fluctuaciones cíclicas de alta y 
baja frecuencia. El resultado de ello es que en algunas ocasiones la especificación con el 
mejor  ajuste  contendrá  dos  ciclos:  uno  de  ellos,  el  de  mayor  interés,  representará  las 
fluctuaciones en las frecuencias del ciclo económico, mientras que el otro estará capturando 
fluctuaciones de menor duración asociadas con otros fenómenos. Koopman y Lucas (2005) 
estimaron especificaciones para las series del PIB y del crédito de los Estados Unidos que 
están caracterizadas por dos ciclos, uno corto y otro largo, y encontraron que el comovimiento 
cíclico entre estas variables macroeconómicas varía significativamente entre uno y otro. Otra 
limitación, tal vez más relevante, del supuesto de ciclos similares es que elimina cualquier 8 
 
causalidad entre los ciclos regionales; ésta se discute con más detalle más abajo en la sección 
IV.3. 
 
III.2. Análisis de la varianza  
Para estudiar el comovimiento  entre empleo regional  y nacional recurrimos al análisis de 
componentes  principales  (ACP)  de  las  perturbaciones  del  ciclo.  El  ACP  consiste  en  la 
diagonalización  ' EDE  de la matriz de varianza-covarianzas de las perturbaciones del ciclo 
  ,  donde  E   es  la  matriz  característica  y  D  la  matriz  diagonal  con  los  valores 
característicos.  Los  componentes  principales  de  las  perturbaciones  estimadas  son, 
simplemente, los vectores característicos de las referidas matrices de covarianzas, mientras 
que el valor característico asociado indica la varianza de las perturbaciones explicada por cada 
uno de ellos (Shlens, 2009). Sea  j i e  el elemento de la matriz característica asociado con la 
región  i y el componente principal  j ,  y sea  j d  el valor característico asociado con dicho 
componente  principal;  con  N   componentes  principales  tenemos  que   
N
j j j i i d e
2 2  es  la 
varianza del ciclo en la región  i , por lo que la proporción de la varianza explicada por el 
componente  principal  j   es 
2 2
i j j i d e    (Carvalho  y  Harvey,  2005).    Cuanto  mayor  sea  la 
proporción de la varianza de las perturbaciones explicada por el primer componente principal, 
mayor el comovimiento del empleo regional con el nacional.  
 
III.3. Estimación 
La estimación del modelo estructural se realizó en STAMP 8 (Koopman et al., 2006), que es 
un módulo del programa computacional OxMetrics 5.  STAMP utiliza el filtro de Kalman para 
la obtención de los valores filtrados y suavizados del vector de estados (los componentes no 
observados de las series) y a partir de ellos (de manera iterativa y mediante un proceso de 
optimización numérica) estima por máxima verosimilitud las varianzas y covarianzas de las 9 
 
perturbaciones de los mencionados componentes (Durbin y Koopman, 2001). En todos los 
casos  los  parámetros  del  modelo se obtuvieron usando el  método  BFGS  de optimización 
numérica.  STAMP  implementa  asimismo  la  descomposición  de  la  matriz  de  varianza-
covarianza de las perturbaciones para obtener la matriz característica y el vector de valores 
característicos (Koopman et al., 2006).   
En el método de espacio de estados, la estimación de los componentes de las series se 
realiza de maneta directa y simultánea; i.e., no es necesario primero filtrar la tendencia para 
luego estimar un modelo para el componente cíclico estacionario, como en el método de Box-
Jenkins.  También  es  importante  señalar  que  los  modelos  estructurales  tienen  una 
representación equivalente en términos de los modelos ARIMA, y que por lo tanto son más 
generales que éstos últimos   (ver Durbin y Koopman (2001) y Commandeur y Koopman 
(2007) para una discusión más completa). 
 
III.4. Elección entre modelos alternativos 
Usando STAMP estimamos 3 modelos del logaritmo de la serie desestacionalizada del empleo 
formal permanente; en 2 de ellos la tendencia es estocástica y en uno es determinística.  
En el modelo 1, suponemos que la tendencia sigue una trayectoria aleatoria con deriva 
(random walk with drift, en inglés); ello implica imponer  0 ζ  t ,  T t , , 1  , en el modelo de 
la  sección  anterior,  por  lo  que  la  tendencia  viene  dada  por  la  expresión 
        0, η η β μ μ N t t t t ~ , 1 ;  es  decir,  la  pendiente  de  la  tendencia  se  mantiene 
constante, mientras que el nivel es estocástico. En el modelo 2, suponemos que e l empleo 
sigue una tendencia suave (smooth trend o integrated random walk, en inglés); ello implica 
imponer  0 η  t ,  T t , , 1   en el modelo; por lo que el nivel se mantiene constante y  la 
pendiente  es   . ~ , 1      0, ζ ζ β β N t t t t   Finalmente, en el modelo 3 la tendencia es 
determinística; en este caso imponemos  0 ζ  t  y  0 η  t , T t , , 1  .   10 
 
Siguiendo a Koopman y Lucas (2005), y por las razones mencionadas al final de la 
sección  III.1,  estimamos  dos  versiones  de  cada  modelo:  la  versión  “a”,  con  un  ciclo 
trigonométrico  de  duración  no  mayor  a  5  años,  y  la  versión  “b”  con  dos  ciclos 
trigonométricos, uno corto con duración menor a 5 años, y otro largo con duración de entre 5 
y 10 años.   
Por último, el mejor modelo del empleo regional debe cumplir con dos condiciones: i) 
Los errores de pronóstico a un periodo estandarizados (standardized one-step-ahead forecast 
error) deben tener una distribución normal, ser homoscedásticos e independientes (no están 
autocorrelacionados); y ii) el valor del criterio de información de Akaike (CIA) es el menor de 
todos los modelos considerados (Commandeur y Koopman, 2007).  
 
III.4.1 Pruebas de diagnóstico 
El error de pronóstico a un periodo estandarizado se define como  t t t F e   , donde   t   es 
el error de pronóstico y  t F  su varianza; ambos estadísticos se obtienen durante la aplicación 
del filtro de Kalman para la estimación de los componentes no observables del modelo.  En 
STAMP, la hipótesis nula de normalidad de los errores se rechaza cuando el estadístico  N  de 
Bowman-Shenton, calculado a partir del coeficiente de simetría y de la curtosis, excede el 
valor crítico al 5 % de confianza de la distribución 
2   con dos grados de libertad (5.99).  
La  prueba  de  homoscedasticidad  de  los  errores se  basa  en  el  estadístico    h H ,  el 
cociente de la varianza de los últimos  h errores y la varianza de los primeros  h  errores; 
normalmente STAMP establece un valor de  h cercano a  3 / T  (en nuestro caso  48  h ). Un 
valor alto de    h H  indica que la varianza aumenta con el tiempo, por lo que la hipótesis nula 
de homoscedasticidad se rechaza si el estadístico es mayor que el valor crítico al 5 % de la 
distribución  F,      025 . 0 ; ,h h F ,  dado  que  es  una  prueba  a  dos  colas  -en  nuestro  caso 11 
 
  615 . 1 025 . 0 ; 48 , 48  F . Si    h H >1, basta comparar ambos valores; si    h H <1, entonces la 
hipótesis nula se rechaza si   
1  h H >   025 . 0 ; ,h h F .  
En STAMP, la prueba de independencia de los errores consiste en verificar que el grado 
de autocorrelación en el primer rezago,    1 r , y en rezago  6 / T  (en nuestro caso    24 r ) no sea 
distinto de cero; i.e. no debe exceder el intervalo de confianza al 95 % dado por los límites 
T 2  (con 148 observaciones, el valor crítico es  1644 . 0  ). STAMP también calcula el 
estadístico Box-Ljung,    q p Q , ,  basado  en  las  primeras p  autocorrelaciones,  que  debe  ser 
comparado con el valor al 5 % de la distribución 
2   conqgrados de libertad – en nuestro 
caso, STAMP arroja los valores para    d Q  24 , 24 , donde  d  es el número de parámetros a 
estimar en el modelo. En la versión “a” del modelo  5  d , mientras que en la versión “b”, con 
dos ciclos,  6  d , por lo que los valores críticos son    14 . 30 19 , 24  Q  y    87 . 28 18 , 24  Q , 
respectivamente. Adicionalmente se reporta el conocido estadístico de Durbin-Watson (DW).  
Una discusión técnica más detallada de todas las pruebas mencionadas en esta sección 
se puede encontrar en Harvey (1989), Commandeur y Koopman (2007) y Koopman et al. 
(2006).  
 
III.4.2 Elección del mejor modelo 
Los supuestos de normalidad y homoscedasticidad son rechazados en la mayoría o en todos 
los modelos de las regiones CT, VM, ON, SR y SE. La homoscedasticidad es rechazada en la 
mayoría  de  los  modelos  de  CO.  En  las  regiones  NO,  NT,  NE  y  OT  el  supuesto  de 
homoscedasticidad  no  es  rechazado  en  la  mayoría  de  los  modelos.  En  esas  regiones,  el 
supuesto de normalidad nunca es rechazado en el modelo 2b (Cuadro 2).
6 
                                                 
6 La falta de cumplimiento del supuesto de normalidad de los errores de pronóstico estandarizados puede 
deberse a la presencia de valores extremos (outliers) o de cambios estructurales en las series de empleo 
formal  (Durbin  y  Koopman,  2001).  Por  razones  de  espacio,  un  análisis  más  detallado  de  estos 
fenómenos se deja para la investigación futura.  12 
 
Del  supuesto  de  independencia  (el  más  importante  de  los  tres  supuestos  sobre  los 
errores), podemos decir lo siguiente.  El estadístico DW es más cercano al valor de 2 en los 
modelos 2a, 2b y 1b, pero especialmente en el modelo 2a. Se sitúa muy por debajo del valor 
de 2 en el resto de los modelos. Asimismo, los errores no están autocorrelacionados a un 
rezago en los modelos 1b, 2a y 2b en todas las regiones con excepción de NT, y en general si 
lo están en el resto de los modelos en todas las regiones. En 8 de 10 regiones, los errores 
tampoco están autocorrelacionados en el rezago 24 en los modelos 2a y 2b; y, en 9 de 10 
regiones,  tampoco  lo  están  en  el  modelo  1b.  Por  otro  lado,  se  rechaza  la  presencia  de 
autocorrelación en los errores para los primeros 24 rezagos en el modelo 2b (en 8 de 10 
regiones), en el modelo 2a (7 de 10 regiones) y en el modelo 1b (en 6 de 10 regiones). 
Respecto del CIA, los modelos 1b, 2a  y 2b son los que presentaron los valores más bajos 
(Cuadro 2).  
En resumen, consideramos que los modelos 1b, 2a y 2b son los que mejor pasan las 
pruebas de diagnóstico, mientras que los modelos 1a, 3a y 3b en general no satisficieron los 
criterios establecidos (Cuadro 2).  Sin embargo, los modelos 2a y 2b no parecen producir una 
representación satisfactoria de los ciclos del empleo en México. En particular, la duración de 
los  ciclos estimados es muy corta, 2.3 años para el ciclo largo y 0.7 años para el ciclo corto.  
Según INEGI(s/f), la duración promedio de los ciclos económicos del tipo clásico en México 
desde 1980 es de 62 meses, un poco más de 5 años. Ello nos deja entonces con el modelo 1b, 
donde la tendencia se modela como una trayectoria aleatoria con deriva, y donde el ciclo largo 
tiene una duración similar al ciclo de la economía mexicana (6.3 años). 
 
III.5 Métodos alternativos 
Existe una extensa literatura sobre métodos paramétricos para el estudio del comovimiento de 
las series de tiempo. La base de la misma son los desarrollos de  Engle y Granger (1987) y 
Stock y Watson (1988), que buscaron modelar el comovimiento de largo plazo de las series 13 
 
macroeconómicas a partir de la noción de cointegración  y de la estimación de tendencias 
comunes, y de Engle y Kozicki (1993), que estudiaron el comovimiento cíclico a partir de las 
noción de “propiedades comunes” (common  features, en inglés). Posteriormente Vahid  y 
Engle (1993) integraron ambas vertientes con el objetivo de probar la existencia de ciclos 
comunes en series de tiempo cointegradas. Estos últimos autores sostienen que la presencia de 
tendencias comunes, es decir de comovimiento de largo plazo, es una restricción que debe ser 
tenida en cuenta a la hora de probar la existencia de ciclos comunes en un conjunto de series 
de tiempo. La metodología fue utilizada, por ejemplo, por Herrera Hernández (2004) para 
probar la existencia de un ciclo común entre las economías de México y Estados Unidos.  
Los  métodos  paramétricos  han  sido  criticados  recientemente  por  presentar  algunas 
debilidades; entre otras, se señaló que la cointegración, los ciclos comunes o las propiedades 
comunes no implican, ni tampoco son implicados,  por la presencia de una correlación alta 
entre las series del empleo; también se señaló la inconveniencia de que estos métodos no 
pueden  ser  utilizados  para  medir  el  grado  de  comovimiento  y  por  lo  tanto  realizar 
comparaciones entre economías distintas (Croux, Forni y Reichlin, 2001, y Carlino y DeFina, 
2004). Por ello autores como Rissman (1999), Kouparitsas (2002) y Norman y Walker (2004) 
han  utilizado  métodos  no-paramétricos,  en  particular  el  método  de  componentes  no 
observados, para estimar un ciclo común en las series de empleo regional.  Adicionalmente, 
en este caso, el método permite medir el grado de comovimiento entre una región y las demás 
como la variabilidad de la tasa de crecimiento del empleo explicada por el ciclo común. 
Carvalho y Harvey (2005) proponen un tercer método, que aplicamos en este trabajo, 
donde la medición del comovimiento regional se realiza independientemente de la existencia 
de un ciclo común, como se discute en la sección III.1. Existen, asimismo, otros dos métodos 
que no requieren de la determinación previa de un ciclo común para determinar el grado de 
comovimiento;  por  un  lado,  Christiano  y  Fitzgerald  (1998)  estiman  el  comovimiento 14 
 
utilizando  el  método  de  la  coherencia  cuadrática  (esto  es,  el  R
2  de  la  regresión  del 
componente cíclico del empleo de un sector o región en el componente cíclico del empleo 
total);  por  otro,  Croux,  Forni  y  Reichlin  (2001)  y  Carlino  y  DeFina  (2004)  estiman  el 
comovimiento  con  un  índice  de  cohesión,  que  mide  la  correlación  dinámica  entre  los 
componentes cíclicos de las series de empleo.  
Las  ventajas  y desventajas  de la metodología propuestas  por Vahid  y  Engle  (1993) 
respecto de la propuesta por Harvey y Koopman (1997) y Carvalho y Harvey (2005) son las 
siguientes:  Por  un  lado,  la  ventaja  de  la  metodología  seguida  en  este  documento  es  que 
permite  estimar  el  componente  cíclico  de  las  series  para  distintas  especificaciones  de  la 
tendencia estocástica y luego elegir el mejor modelo con base en el análisis de las propiedades 
estocásticas del componente irregular (el error de estimación) y en el grado de ajuste a la 
economía  nacional  de  los  ciclos  estimados.  La  desventaja  del  método  consiste  en  la 
imposición  de  la  condición  de  “similares”  a  los  ciclos,  lo  que  puede  limitar  el  estudio 
posterior de los mismos (por ejemplo, la causalidad existente entre ellos; ver la discusión en la 
sección IV.3).  Por otro lado, el método propuesto por Vahid y Engle (1993) arroja tendencias 
que se parecen mucho a la tendencia suave (integrated randam walk) y, consecuentemente, 
ciclos de menor duración que se alejan de la representación que normalmente se tiene de los 
ciclos económicos. La ventaja del método de Vahid y Engel (1993) reside en que el número 
de tendencias y de ciclos comunes guardan una relación de coherencia estadística entre ellos y 
que se pueden determinar  a partir de pruebas de hipótesis, mientras que en el modelo no-
paramétrico el número de tendencias y de ciclos comunes se determinan independientemente 
uno del otro. Mientras en Vahid y Engle (1993) la descomposición de las series en tendencia y 
ciclo es en gran parte una consecuencia del número de tendencias y ciclos comunes presente 
en  las  mismas,  en  Harvey  y  Koopman  (1997)  el  número  de  componentes  comunes  es 
consecuencia de la descomposición obtenida. Por último, la definición de comovimiento es 15 
 
menos estricta en Harvey y Koopman (1997) que en Vahid y Engel (1993); mientras que los 
segundos consideran que existe comovimiento sólo si hay tendencias o ciclos comunes, los 
primeros contemplan la posibilidad de la existencia de comovimiento que no tiene su origen 
en tendencias o ciclos comunes. 
 
IV. Resultados 
En esta sección presentamos los resultados de la estimación del modelo seleccionado en la 
sección III.4.2; recordemos que allí determinamos que el mejor modelo del empleo regional 
tiene  una  tendencia  que  sigue  una  trayectoria  aleatoria  con  deriva  y  dos  ciclos 
trigonométricos.  
El modelo estimado arroja tendencias lineales para el logaritmo del empleo regional que 
presentan  pocas  diferencias  entre  ellas  en  volatilidad.    Periodos  de  convergencia  en  la 
tendencia parecen alternar con periodos de divergencia en las mismas (Gráfica 2). La matriz 
de varianza-covarianzas de las perturbaciones de la tendencia tiene rango completo por lo que 
no existe, en principio, evidencia de tendencias comunes. Asimismo, las correlaciones entre 
las perturbaciones de la tendencia son muy bajas, y el análisis por componentes principales no 
identifica ningún vector que explique por si sólo más del 50 por ciento de la varianza de las 
perturbaciones de la tendencia, lo que descarta una relación estadísticamente importante entre 
las tendencias del empleo regional y nacional.
7 
La especificación con dos ciclos trigonométricos, uno corto y uno largo,  arrojó mejores 
resultados que con sólo un ciclo (como ya se discutió en la sección III.4.2). En ambos casos la 
matriz de varianza-covarianzas es de rango completo, por lo que se descarta en principio la 
existencia de un ciclo común a todas las regiones. Un análisis por componentes principales 
revela,  sin  embargo,  diferencias  entre  ambos  ciclos;  la  más  importante  es  que  el 
comovimiento de las fluctuaciones del empleo regional es menor en frecuencias altas (durante 
                                                 
7  Estos  resultados  no  se  muestran  por  razones  de  espacio  pero  están  disponibles  para  los  lectores  que  las 
soliciten.  16 
 
el ciclo corto) que en las frecuencias medias asociadas con el ciclo económico (durante el 
ciclo largo).  
 
IV.1 Ciclo corto del empleo regional 
El ciclo corto tiene una frecuencia de 2.05 años y una alta persistencia (el coeficiente del 
primer rezago del componente cíclico es 0.98).  Por definición, estos resultados aplican al 
ciclo corto en todas las regiones. En términos de la volatilidad del ciclo, ésta es mayor en las 
tres regiones del norte, en ON y en CT que en el resto de las regiones. Las perturbaciones 
cíclicas del empleo de la región NO tienen la mayor varianza; ésta es 21 veces mayor que la 
varianza de las correspondientes a la región VM (Cuadro 3; se muestran los valores estimados 
multiplicados  por  10
6  para  facilitar  su  análisis).  La  correlación  entre  las  perturbaciones 
cíclicas del empleo de las distintas regiones es mayor a 0.9 sólo entre NO y CT y entre NT y 
NE. En VM las innovaciones en el componente cíclico del empleo presentan una correlación 
baja con las del resto de las regiones, mientras que las perturbaciones cíclicas del SR están en 
la  mayoría  de  los  casos  correlacionadas  negativamente  con  las  del  resto  de  las  regiones 
(Cuadro 4). Podemos concluir que respecto del ciclo corto del empleo regional, el nivel de 
comovimiento es bajo.  A pesar de  ello,  los ciclos cortos regionales  presentan una gran 
coincidencia temporal entre ellos (Gráfica 3). Sin embargo, los puntos de giro de este ciclo 
corto  no parecen coincidir con las fechas  del  ciclo económico de la economía mexicana, 
excepto para el periodo recesivo del 2008 y 2009. 
El  análisis  de  componentes  principales  señala  la  existencia  de  tres  componentes 
principales importantes, que explican 62.0, 27.6 y 7.2 por ciento de la varianza total de las 
perturbaciones cíclicas. Los pesos tienen signos contrarios y varían en tamaño, con excepción 
de los pesos de la mayoría de las regiones en el primer componente principal (Cuadro 5). La 
relativamente baja proporción de la variabilidad total de las perturbaciones cíclicas que es 
explicada por el primer componente principal indica que estas fluctuaciones de alta frecuencia 17 
 
podrían deberse a factores de tipo específicamente regional, que en ocasiones coinciden con el 
ciclo de la economía mexicana y en otras no. Pero como veremos esto es más cierto para unas 
regiones que para otras.  
Para  determinar  la  relación  entre  los  ciclos  cortos  del  empleo  regional  y  el 
correspondiente ciclo corto del empleo nacional, calculamos la proporción de la varianza de 
las perturbaciones cíclicas del empleo en cada región asociadas a los distintos componentes 
principales. Encontramos que en el NE, NT y CT 95, 85 y 74 por ciento de la varianza de las 
perturbaciones cíclicas están asociadas con el primer componente principal. La cifra es  69 
por ciento para NO y 63 por ciento para OT; para el resto de las regiones la proporción es 
menor a 50, siendo la correspondiente a VM  y ON cero o cercana a cero (Cuadro 6). En esta 
última  región,  la  variabilidad  de  las  perturbaciones  cíclicas  está  mayormente  asociada  al 
segundo componente principal. En SE y VM, el 38 y el 67 por ciento, respectivamente, de la 
varianza de las perturbaciones cíclicas están asociadas con el tercer componente principal.  
Utilizando  los  pesos  de  cada  región  en  cada  uno  de  los  componentes  principales 
construimos  los  ciclos  de  corto  plazo  asociados  a  cada  componente  principal.    El  ciclo 
asociado al primer componente principal tiene un parecido muy cercano al del ciclo corto 
nacional  (Gráfica  4,a);  Los  ciclos  asociados  al  segundo  y  tercer  componente  principal 
presentan comportamientos menos coherentes con los del empleo nacional (Gráfica 4, b y c). 
En resumen, en las regiones NO, NT, NE, OT y CT el ciclo corto parece estar asociado 
a igual ciclo corto del empleo nacional y tener como fuente choques agregados a la economía 
nacional; en el resto de las regiones este ciclo corto parece ser más el resultado de choques 
regionales específicos.  
 
IV.2 Ciclo largo del empleo regional 
El segundo ciclo, estimado a partir de las fluctuaciones del empleo en las frecuencias medias 
normalmente asociadas con el ciclo económico,  tiene una duración de 6.27 años en todas las 18 
 
regiones y es asimismo muy persistente (el coeficiente del primer rezago es 0.99). A pesar de 
que se descarta la existencia de un ciclo común (la matriz de varianza-covarianzas de las 
perturbaciones cíclicas tiene rango completo), hay evidencia muy clara de alto comovimiento, 
tal vez asociado a la propagación interregional de choques regionales específicos.   
El grado de coincidencia de estos ciclos es muy alto, especialmente en los picos del 
ciclo, y las fluctuaciones que presenta coinciden con las fechas de las fases cíclicas de la 
economía mexicana (Gráfica 5). Las diferencias entre las regiones en términos de volatilidad 
del componente cíclico vuelven a aparecer en este caso. La varianza de las perturbaciones 
cíclicas es mayor en el NO y en el NE; ésta toma valores intermedios en NT, VM, CT, ON y 
SE,  y  bajos  en  OT,  CO  y  especialmente  en  el  SR  (Cuadro  7;  se  muestran  los  valores 
estimados multiplicados por 10
6 para facilitar su análisis).   
El  grado  de  comovimiento  cíclico  regional  es  alto;  las  correlaciones  entre  las 
innovaciones cíclicas en las distintas regiones son en general positivas y altas (Cuadro 8). Las 
regiones NO, NE y VM presentan altos niveles de correlación cíclica del empleo entre ellas. 
Las innovaciones cíclicas del empleo en OT están altamente correlacionadas con las del NO y 
NT; en el caso del SE, ello sucede con las tres regiones del norte. Las perturbaciones cíclicas 
del empleo de la región CT tienen una correlación alta con el NT, intermedia con OT, y baja 
con el resto de las regiones –particularmente con VM, ON y SR. En el caso de la región OT, 
las correlaciones con las demás regiones toman valores son altos e intermedios, con excepción 
del ON y el SR, en que son más bajas. Es notable la diferencia entre las innovaciones cíclicas 
del  empleo  en  el  SE,  que  presentan  un  comovimiento  alto  con  las  de  la  mayoría  de  las 
regiones, y las del SR, cuyo comovimiento es intermedio o bajo (Cuadro 8).  
El  análisis  por  componentes  principales  muestra  que  el  ciclo  asociado  al  primer 
componente principal explica el 82.3 por ciento de la varianza de las perturbaciones cíclicas; 
mientras  que  el  segundo  componente  principal  explica  14.9  por  ciento  (Cuadro  9).  La 19 
 
proporción de la varianza de las perturbaciones cíclicas explicada por el primer componente 
principal es mayor al 95 por ciento en NO, NE y SE; toma valores altos e intermedios en VM 
(88 por ciento), OT (0.86), CO (0.86) y NT (0.71) y bajos en ON, SR y CT con 65, 34 y 33 
por ciento, respectivamente (Cuadro 10). Un resultado inesperado es que la varianza de las 
perturbaciones cíclicas del empleo de la región CT esté mayormente asociada con el segundo 
componente principal, al igual que en el SR. 
Usando los pesos de cada región en el primer componente principal (19.3, 13.7, 12.0, 
11.3, 10.7, 10.1, 8.5, 6.3, 5.3 y 2.7 por ciento para las regiones NO, NE, VM, SE, ON, NT, 
OT, CT, CO y SR, respectivamente) estimamos el ciclo largo de empleo asociado con este 
componente  principal.  Encontramos  que  el  ciclo  así  definido  replica  muy  de  cerca  los 
movimientos cíclicos del empleo nacional (Gráfica 6).  
Estos resultados indican que el ciclo largo del empleo regional tiene como origen los 
mismos choques que perturban al empleo nacional, con excepción de los ciclos en CT y SR 
donde mayormente se deben a choques de carácter regional específico. Antes mencionamos 
que  no  se  encontró  evidencia  de  un  ciclo  largo  común,  por  lo  que  el  alto  grado  de 
comovimiento  cíclico  en  la  mayoría  de  las  regiones  podría  deberse  a  la  propagación 
interregional  de  choques  específicos  (La  razón  por  la  cual  no  es  posible  estimar 
explícitamente un modelo del mecanismo de propagación en el contexto del modelo de la 
sección III.1 se discute a continuación).  
 
IV.3 Limitaciones del análisis 
En  la  sección  III  mencionamos  que  la  condición  de  similares  que  se  asume  para  los 
componentes  cíclicos  facilita  la  descomposición  en  tendencia  y  ciclo  de  las  series  en  el 
contexto del modelo estructural multivariado. Sin embargo, ello tiene un costo importante, 
que ahora podemos apreciar mejor dados los resultados presentados en la sección anterior: 
esto es, que los ciclos así estimados son no-causales en el sentido de Granger.  20 
 
Para entender mejor la razón de esta limitación basta notar que la correlación cruzada 
entre  los  ciclos  de  una  serie  i  y  de  una  serie  j  en  el  rezago es,  siguiendo  a  Harvey  y 
Koopman (1997),        0 cos j i j i     
   para todo  N j i , , 1 ,   ; donde    0 j i   es la 
correlación cruzada contemporánea, y    y    son los parámetros de persistencia y duración 
comunes a todos los ciclos. En consecuencia, para tres series h, i y j  del sistema bajo estudio, 
tenemos que          0 / 0 / j i j h j i j h        , de manera que la importancia relativa de la 
correlación entre los ciclos de dos series cualesquiera con una tercera, en cualquier rezago, 
viene  dada  por  la  importancia  relativa  de  la  correlación  contemporánea.  De  ahí  que  la 
especificación con ciclos similares no pueda capturar la interacción entre las series. 
La  discusión  anterior  nos  lleva  a  concluir  que  para  poder  estimar  explícitamente  el 
mecanismo de propagación geográfica de los choques regionales específicos, es necesario 
hacer cambios sustanciales en la especificación del modelo estructural multivariado hasta aquí 
utilizado.
8 En particular, sería necesario introducir en el modelo (como  elemento adicional o 
en reemplazo de los ciclos similares) un vector autorregresivo (VAR); ello es teóricamente 
posible aunque difícil de implementar (Harvey y Koopman, 1997). Estas modificaciones al 
modelo y el análisis que de ellas se derivarían exceden los objetivos del presente trabajo pero 
sin duda constituye el objetivo prioritario de nuestra investigación futura. 
 
V. Consideraciones finales 
El análisis realizado nos lleva a concluir que la dimensión regional de las fluctuaciones del 
empleo es significativa en el caso de México y que el monitoreo del empleo tanto a nivel 
nacional como regional es necesario para la comprensión cabal el ciclo económico nacional. 
Esta conclusión se basa en dos resultados importantes respecto del ciclo largo del empleo (ver 
sección IV.2). Por un lado, l a comprobación de que el grado de comovimiento cíclico del 
                                                 
8    En este caso, el costo de abandonar la especificación actual se podría evaluar mediante la prueba para ciclos 
similares propuesta por Harvey y Koopman (1997).  21 
 
empleo regional es, en la mayoría de las regiones, bastante alto y, por otro, la confirmación de 
que  el  comovimiento  no  se  debe  a  la  existencia  de  uno  o  más  ciclos  comunes.    Estos 
resultados parecen indicar que el comovimiento es causado por la propagación geográfica de 
choques a regiones específicas.  
La asociación entre los ciclos regionales y el ciclo nacional del empleo es especialmente 
alta en las regiones NO, NE y VM. En conjunto las fluctuaciones cíclicas del empleo en estas 
tres regiones pueden explicar 46 por ciento de las fluctuaciones cíclicas del empleo nacional. 
Al mismo tiempo, más del 88 por ciento de la varianza de las perturbaciones cíclicas en esas 
regiones se debe a las perturbaciones del empleo nacional.  Adicionalmente, los ciclos son 
más volátiles en estas tres regiones que en el resto del país. Finalmente, las perturbaciones 
cíclicas en estas regiones están altamente correlacionadas con las de las regiones SE, CO y 
OT; regiones donde la proporción de la varianza de las perturbaciones del empleo también 
están  mayormente  asociadas  al  ciclo  nacional.  Estos  resultados  señalan  entonces  a  las 
regiones NO, NE y VM como centrales en una explicación del ciclo del empleo nacional 
basada en la noción de choques a regiones específicas que luego se propagan al resto del país. 
Ello debido a que un choque al empleo en estas regiones y su propagación al empleo en las 
regiones  SE,  CO  y  OT  tiene  fuerte  repercusión  en  el  ciclo  del  empleo  nacional.    Estos 
resultados confirman a nivel regional lo encontrado por Delajara (2010) y por Mejía Reyes y 
Campos  Chávez  (en  prensa)  a  nivel  estatal:  que  el  ciclo  económico  de  Baja  California, 
Chihuahua, Tamaulipas y Distrito Federal, entidades federativas ubicadas en el NO, NE y 
VM, presentan la mayor sincronización con el ciclo nacional. 
Los resultados obtenidos para las regiones CT y SR muestran asimismo la importancia 
de la dimensión regional en las fluctuaciones del empleo, pero por razones diferentes a las 
aducidas en el caso de las regiones NO, NE y VM. En el caso del CT, 64 por ciento de la 
varianza de las perturbaciones cíclicas del empleo en esa región no está explicada por las 22 
 
fluctuaciones del empleo nacional sino por el ciclo asociado al segundo componente principal. 
Dado que la correlación entre las perturbaciones cíclicas del empleo de CT, NT y OT es alta, 
un choque al empleo de la región CT puede propagarse a las otras dos regiones y generar 
fluctuaciones del empleo regional con bajo impacto a nivel nacional.  En el caso de la región 
SR, 65 por ciento de la varianza de las perturbaciones cíclicas del empleo está disociada del 
ciclo nacional y se debe entonces a ciclos específicos. Adicionalmente, la baja correlación 
entre las perturbaciones cíclicas del empleo en esa región y en el resto del país nos lleva a 
concluir  que  esos  choques  específicos  sólo  afectarían  al  SR  y  no  se  propagarían  a  otras 
regiones.  
En resumen, choques al empleo en el NO, NE y VM pueden generar, a través de un 
mecanismo de propagación interregional, fluctuaciones significativas en el empleo a nivel 
nacional. En el caso del CT, los choques que tienen origen en esa región podrían propagarse 
al NT y a OT generando fluctuaciones regionales en el empleo aunque de escaso impacto 
nacional. Finalmente, en el caso de la región SR los choques al empleo de esa región no se 
propagarían al resto del país.  
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Regiones de México según el Comovimiento entre Empleo Estatal y Nacional
1/  
Comparación con clasificaciones alternativas 
 
Baja California 1.00 Norte Norte Estrato 5
Chihuahua 1.00 Norte Norte Estrato 5
Sonora 0.90 Norte Norte Estrato 5
Aguascalientes 0.90 Centro Norte Norte-Centro Estrato 6
Coahuila 0.80 Norte Norte Estrato 6
Durango 0.70 Centro Norte Norte-Centro Estrato 3
Nuevo León 0.90 Norte Norte Estrato 6
Zacatecas 0.20 Centro Norte Norte-Centro Estrato 3
Noreste (NE) Tamaulipas 1.00 Norte Norte Estrato 5
Valle de México (VM) Distrito Federal 0.90 Centro Valle de México Estrato 7
Hidalgo 0.60 Centro Centro Estrato 2
Estado de México 0.70 Centro Valle de México Estrato 4
Puebla 0.70 Centro Centro Estrato 2
Tlaxcala 0.60 Centro Centro Estrato 3
Occidente (OT) Jalisco 0.50 Centro Norte Pacífico Estrato 6
Baja California Sur 0.10 Centro Norte Pacífico Estrato 5
Nayarit 0.00 Centro Norte Pacífico Estrato 4
Sinaloa 0.00 Centro Norte Pacífico Estrato 4
Colima 0.00 Centro Norte Pacífico Estrato 4
Guerrero 0.10 Sur Sur Estrato 1
Guanajuato 0.20 Centro Norte-Centro Estrato 3
Michoacán 0.10 Centro Norte Sur Estrato 3
Morelos 0.10 Centro Centro Estrato 4
Querétaro 0.20 Centro Norte-Centro Estrato 4
San Luis Potosí 0.10 Centro Norte Norte-Centro Estrato 2
Campeche 0.00 Sur Golfo Estrato 2
Chiapas 0.00 Sur Sur Estrato 1
Oaxaca 0.00 Sur Sur Estrato 1
Tabasco 0.00 Sur Golfo Estrato 2
Veracruz 0.00 Sur Golfo Estrato 2
Quintana Roo 0.10 Sur Golfo Estrato 4













    Fuente: Delajara (2010), Banco de México (s/f), Cuevas et al. (2003) e INEGI(s/f). 
  1/ El índice de comovimiento es el promedio simple, estandarizado a una escala de 0 a 1, de cinco 
indicadores  sencillos  de  comovimiento  entre  el  empleo  de  la  entidad  federativa  y  el  empleo 
nacional; los cinco indicadores son la correlación entre las variaciones anuales del empleo, el 
grado de autonomía del crecimiento del empleo estatal respecto del nacional ; la sensibilidad de la 
variación anual del empleo estatal respecto del nacional; el índice de concordancia cíclica y el 















Cuadro 2  
Pruebas de Diagnóstico de Seis Modelos Estructurales del Empleo Regional 
 
Homosc. Normalidad
r(1) r(24) Q(24) DW H(48) N
1a     0.3609*     0.0070     115.32* 1.24 1.592         23.21* -11.197
1b     0.1311    -0.1413      30.36* 1.72 1.246         18.37* -11.526
2a     0.0249    -0.0993      23.02 1.94 1.330           8.15* -11.374
2b     0.0345    -0.1211      21.25 1.92 1.123           4.47  -11.417
3a     0.4310*     0.0210    148.52* 1.10 1.314         18.49* -11.082
3b     0.3639*     0.0410    128.97* 1.24 1.466         18.75* -11.194
1a     0.6014*     0.0144    187.80* 0.77 1.325           4.53  -11.824
1b     0.3688*    -0.1522      70.35* 1.25 0.740           2.80  -12.272
2a     0.0358    -0.1794*      48.48* 1.92   0.608*           4.31  -12.220
2b     0.0844    -0.1968*      46.43* 1.82   0.512*           4.16  -12.283
3a     0.6060*    -0.1200    180.43* 0.77 1.321           8.06* -11.746
3b     0.5558*    -0.0129    164.09* 0.87 1.387           3.76  -11.852
1a     0.2840*    -0.0002      78.47* 1.36   1.829*         10.86* -11.230
1b     0.1216    -0.1125      40.99* 1.70 1.474           5.59 -11.458
2a    -0.0088    -0.1167      40.58* 2.00 0.978           3.95 -11.453
2b     0.0401    -0.1544      43.99* 1.91 0.875           2.75 -11.554
3a     0.3204*     0.0015      74.41* 1.30   1.983*         14.75* -11.145
3b     0.2370*    -0.0249      68.08* 1.48   1.823*           7.96* -11.302
1a     0.0214    -0.0799      21.04 1.66   2.177*         76.59* -12.021
1b     0.0654    -0.1250      25.40 1.61   2.350*         65.26* -12.113
2a    -0.0092    -0.0907      19.12 1.77   2.120*         66.79* -12.032
2b    -0.0468    -0.0962      22.06 1.85   2.221*         69.46* -12.075
3a     0.0194    -0.1079      23.46 1.70   2.028*         71.96* -12.051
3b    -0.0459    -0.1143      20.31 1.82   2.358*         72.21* -12.070
1a     0.2966*     0.1265      84.41* 1.32 0.623         19.95* -11.624
1b     0.0990     0.0116      21.82 1.71   0.568*         28.11* -11.899
2a    -0.0790    -0.0026      30.44* 2.14   0.440*         22.01* -11.925
2b    -0.0353     0.0685      28.76 2.05   0.484*         19.89* -11.963
3a     0.3373*     0.1456     106.89* 1.27 0.641         26.02* -11.614











Cuadro 2 (cont.) 
Pruebas de Diagnóstico de Seis Modelos Estructurales del Empleo Regional 
 
Homosc. Normalidad
r(1) r(24) Q(24) DW H(48) N
1a     0.1958*    -0.1374      33.06* 1.57        0.619*           7.00* -12.188
1b     0.0690    -0.2219*      21.23 1.85        0.598*           9.31* -12.320
2a    -0.0174    -0.2020*      19.49 2.02        0.651           6.42* -12.325
2b    -0.0016    -0.1696*      16.30 1.99        0.734           2.29 -12.362
3a     0.2270*    -0.1279      34.18* 1.52        0.594*         12.71* -12.110
3b     0.1851*    -0.1217      31.72* 1.60        0.605*           6.17* -12.176
1a    -0.0626    -0.1160      22.21 1.98        0.325*       110.03* -10.989
1b    -0.0413    -0.1306      22.33 1.92        0.366*       165.00* -11.158
2a     0.0129    -0.1518      22.41 1.96        0.246*       118.54* -11.117
2b    -0.0190    -0.1259      17.03 2.02        0.268*       133.59* -11.216
3a    -0.0278    -0.1125      20.74 1.91        0.344*       108.72* -10.976
3b     0.0305    -0.0681      23.28 1.91        0.299*       108.24* -11.073
1a     0.2767*     0.0360      64.35* 1.41        0.523*           2.75 -12.613
1b     0.1500    -0.0409      53.89* 1.67        0.375*           1.52 -12.801
2a     0.0444    -0.0646      30.13 1.87        0.484*           0.86 -12.726
2b     0.0299    -0.0688      26.99 1.91        0.511*           0.39 -12.740
3a     0.2955*     0.0189      71.44* 1.37        0.597*           2.01 -12.536
3b     0.2591*     0.0610      61.92* 1.44        0.459*           4.00 -12.642
1a    -0.0049    -0.1105      17.81 1.95        0.599*       104.60* -11.653
1b    -0.0172    -0.1225      21.65 1.97        0.583*       105.70* -11.684
2a     0.0595    -0.1315      21.68 1.84        0.598*       117.01* -11.725
2b     0.0297    -0.1610      26.08 1.89        0.612*       137.84* -11.771
3a     0.0045    -0.1077      20.15 1.93        0.617*       113.76* -11.643
3b     0.0289    -0.1097      17.96 1.93        0.602*          90.31* -11.671
1a     0.1510    -0.0996      19.74 1.61        7.717*       218.24* -10.810
1b     0.1613    -0.1359      23.62 1.60        6.996*       179.60* -10.865
2a     0.0427    -0.1206      29.12 1.90        7.150*       180.70* -10.960
2b     0.0108    -0.0900      24.91 1.97        3.654*       100.91* -11.003
3a     0.2140*    -0.0842      20.07 1.50        8.937*       181.77* -10.761










Fuente: Elaboración propia con datos desestacionalizados de la STPS.  
Nota: Los modelos están numerados según la especificación de la tendencia del empleo; esta 
puede estar caracterizada por una trayectoria aleatoria con deriva (modelo 1), una trayectoria 
aleatoria suave (modelo 2) o por una trayectoria determinística (modelo 3). En estos modelos se 
asume la existencia de 1 ciclo (caso “a”) o de dos ciclos, uno corto y uno largo (caso “b”). 
*/ Indica rechazo de la hipótesis nula correspondiente. Para r(1) y r(24) el valor crítico es +(-) 
0.1644; para Q(24) los valores críticos son 30.14 (modelos “a”) y  28.87 (modelos “b”); el valor 
crítico para la prueba de normalidad es 5.99; por último, el valor crítico para H(48) es 1.615 (Las 







Ciclo Corto del Empleo Regional  













Noreste 63.18 71.26 63.80
Valle de 
México
-2.87 6.22 1.98 5.48
Centro 69.13 41.04 40.88 -1.07 48.84
Occidente 16.48 27.51 23.06 0.87 13.63 12.68
Occidente 
Norte
-16.23 31.26 23.67 -3.61 -6.89 20.07 64.64
Centro 
Occidente
3.26 35.33 26.83 1.18 5.95 15.51 35.48 24.55
Sur -24.13 -11.44 -11.54 -2.22 -13.42 1.02 16.78 4.66 10.50
Sureste 16.30 39.25 27.13 6.59 19.58 12.09 7.95 15.12 -5.33 27.05





Ciclo Corto del Empleo Regional  











Noroeste 1 0.57 0.74 -0.11 0.92 0.43 -0.19 0.06 -0.69 0.29
Norte 1 0.96 0.29 0.63 0.83 0.42 0.77 -0.38 0.81
Noreste 1 0.11 0.73 0.81 0.37 0.68 -0.45 0.65
Valle de 
México
1 -0.07 0.10 -0.19 0.10 -0.29 0.54
Centro 1 0.55 -0.12 0.17 -0.59 0.54
Occidente 1 0.70 0.88 0.09 0.65
Occidente 
Norte











Ciclo Corto del Empleo Regional  
Componentes Principales de las Perturbaciones Cíclicas 
 
Región 1 2 3 4 5 6 7 8 9 10
Noroeste -0.53 -0.48 0.41 0.08 -0.26 -0.35 -0.02 -0.18 0.09 0.28
Norte -0.51 0.25 -0.35 0.26 0.14 0.32 0.23 -0.02 -0.24 0.51
Noreste -0.46 0.11 0.01 0.37 0.11 -0.17 0.14 0.22 -0.11 -0.72
Valle de 
México
-0.01 0.02 -0.33 0.08 -0.77 0.09 0.08 0.41 0.33 0.00
Centro -0.36 -0.25 0.08 -0.64 0.21 0.45 0.07 0.32 0.19 -0.12
Occidente -0.17 0.16 0.08 -0.24 -0.46 0.28 -0.37 -0.32 -0.55 -0.22
Occidente 
Norte
-0.11 0.65 0.48 -0.08 0.01 -0.16 -0.28 0.40 0.11 0.23
Centro 
Occidente
-0.17 0.36 0.02 -0.03 -0.03 0.14 0.10 -0.62 0.63 -0.16
Sur 0.10 0.20 0.22 -0.32 -0.20 -0.20 0.81 -0.05 -0.25 0.00
Sureste -0.21 0.12 -0.56 -0.46 0.07 -0.62 -0.17 -0.06 -0.01 0.02
Valor propio  2.8E-04 1.3E-04 3.3E-05 1.1E-05 2.8E-06 3.9E-09 1.3E-09 6.3E-10 2.7E-10 2.2E-10
% de la 
Varianza
62.05 27.61 7.25 2.48 0.61 0.00 0.00 0.00 0.00 0.00




Ciclo Corto del Empleo Regional 
 Proporción de la Varianza de las Perturbaciones Cíclicas por Componente Principal 
 
Región 1 2 3 4 5 6 7 8 9 10 Suma
Noroeste 0.69 0.26 0.05 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00
Norte 0.85 0.09 0.05 0.01 0.00 0.00 0.00 0.00 0.00 0.00 1.00
Noreste 0.95 0.02 0.00 0.02 0.00 0.00 0.00 0.00 0.00 0.00 1.00
Valle de 
México
0.01 0.01 0.67 0.01 0.30 0.00 0.00 0.00 0.00 0.00 1.00
Centro 0.74 0.16 0.00 0.09 0.00 0.00 0.00 0.00 0.00 0.00 1.00
Occidente 0.63 0.26 0.02 0.05 0.05 0.00 0.00 0.00 0.00 0.00 1.00
Occidente 
Norte
0.06 0.82 0.12 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00
Centro 
Occidente
0.32 0.67 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00
Sur 0.26 0.47 0.15 0.11 0.01 0.00 0.00 0.00 0.00 0.00 1.00
Sureste 0.46 0.06 0.38 0.09 0.00 0.00 0.00 0.00 0.00 0.00 1.00
 Fuente: Elaboración propia con datos desestacionalizados de la STPS.  30 
 
Cuadro 7 
Ciclo Largo del Empleo Regional  













Noreste 2,838.0 1,360.0 2,106.0
Valle de 
México
2,441.0 1,034.0 1,765.0 1,727.0
Centro 1,166.0 1,287.0 784.5 448.4 1,288.0
Occidente 1,699.0 1,148.0 1,168.0 970.5 882.2 895.4
Occidente 
Norte
2,170.0 667.5 1,592.0 1,718.0 52.4 745.4 1,861.0
Centro 
Occidente
1,051.0 606.6 807.5 658.1 440.2 499.1 560.3 352.3
Sur 548.4 62.8 472.1 490.7 -102.5 132.2 571.2 172.6 226.6
Sureste 2,331.0 1,326.0 1,596.0 1,381.0 870.4 1,081.0 1,170.0 613.7 245.4 1,416.0





Ciclo Largo del Empleo Regional  











Noroeste 1 0.81 0.98 0.93 0.51 0.90 0.79 0.88 0.57 0.98
Norte 1 0.76 0.63 0.91 0.98 0.39 0.82 0.11 0.90
Noreste 1 0.93 0.48 0.85 0.80 0.94 0.68 0.92
Valle de 
México
1 0.30 0.78 0.96 0.84 0.78 0.88
Centro 1 0.82 0.03 0.65 -0.19 0.64
Occidente 1 0.58 0.89 0.29 0.96
Occidente 
Norte






 Fuente: Elaboración propia con datos desestacionalizados de la STPS.  
 Cuadro 9 
Ciclo Largo del Empleo Regional  
Componentes Principales de las Perturbaciones Cíclicas 
 
Región 1 2 3 4 5 6 7 8 9 10
Noroeste -0.56 -0.05 0.51 0.26 -0.14 0.37 -0.29 -0.03 -0.34 0.09
Norte -0.29 0.44 -0.17 0.11 -0.23 -0.19 -0.28 0.40 0.46 0.39
Noreste -0.40 -0.09 0.41 -0.52 -0.12 -0.49 0.36 0.07 0.06 -0.06
Valle de 
México
-0.35 -0.27 -0.33 0.03 -0.13 -0.18 -0.42 -0.22 0.22 -0.61
Centro -0.18 0.60 -0.32 -0.26 0.14 -0.12 -0.10 -0.09 -0.60 -0.13
Occidente -0.25 0.22 -0.22 0.09 -0.32 0.48 0.62 0.07 0.15 -0.30
Occidente 
Norte
-0.31 -0.50 -0.52 0.09 -0.05 -0.11 0.21 0.02 -0.30 0.47
Centro 
Occidente
-0.15 0.04 -0.08 -0.49 0.16 0.39 -0.10 -0.56 0.33 0.33
Sur -0.08 -0.22 -0.08 -0.41 0.37 0.37 -0.17 0.67 0.00 -0.14
Sureste -0.33 0.10 0.04 0.39 0.78 -0.13 0.23 -0.08 0.20 -0.05
Valor propio  1.3E-02 2.3E-03 2.5E-04 1.9E-04 2.4E-08 9.5E-09 6.0E-09 4.7E-09 2.5E-09 3.6E-10
% de la 
Varianza
82.29 14.87 1.64 1.21 0.00 0.00 0.00 0.00 0.00 0.00




Ciclo Largo del Empleo Regional  
 Proporción de la Varianza de las Perturbaciones Cíclicas por Componente Principal 
 
Región 1 2 3 4 5 6 7 8 9 10 Suma
Noroeste 0.98 0.00 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00
Norte 0.71 0.28 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00
Noreste 0.95 0.01 0.02 0.02 0.00 0.00 0.00 0.00 0.00 0.00 1.00
Valle de 
México
0.88 0.10 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00
Centro 0.33 0.64 0.02 0.01 0.00 0.00 0.00 0.00 0.00 0.00 1.00
Occidente 0.86 0.12 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00
Occidente 
Norte
0.65 0.31 0.04 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00
Centro 
Occidente
0.86 0.01 0.00 0.13 0.00 0.00 0.00 0.00 0.00 0.00 1.00
Sur 0.34 0.51 0.01 0.14 0.00 0.00 0.00 0.00 0.00 0.00 1.00
Sureste 0.96 0.02 0.00 0.02 0.00 0.00 0.00 0.00 0.00 0.00 1.00
 Fuente: Elaboración propia con datos desestacionalizados de la STPS.  
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Gráfica 1 
Empleo Formal por Región en México   

















               Fuente: STPS. 
Gráfica 2 















1/ El valor normalizado del logaritmo se obtiene de restar 
a cada observación de la serie (en logaritmos) la media y 
dividirla  por  la  desviación  estándar;    de  esta  forma  se 
obtiene una serie con media cero y desviación estándar 
igual a la unidad  
 Fuente: Elaboración propia con datos desestacionalizados 
de la STPS.   33 
Gráfica 3 
Ciclo Corto del Empleo Regional  














  Fuente: Elaboración propia con datos desestacionalizados de 
la STPS.  
 
Gráfica 4 
Ciclo Corto del Empleo Nacional: Observado versus Inferido del Empleo Regional 
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Fuente: Elaboración propia con datos desestacionalizados 
de la STPS.    35 
Gráfica 5 
Ciclo Largo del Empleo Regional  

















 Fuente: Elaboración propia con datos desestacionalizados 
de la STPS.  
 
Gráfica 6 
Ciclo Largo del Empleo Nacional: Observado versus Inferido del Empleo Regional 













 Fuente: Elaboración propia con datos desestacionalizados 
de la STPS.  
 
 