A predator-prey system in which the prey population consists of three genotypes is analyzed. The paper generalizes previous results on extinction of two genotypes leaving a homozygous population. In addition, conditions (when the heterozygote has the lower predation) are given under which all three genotypes persist. The case where a bifurcation of periodic solutions from one of the coordinate planes into the positive cone is also considered. Finally, it is shown that when predation on both homozygotes are the same, there exists a three-dimensional invariant manifold which either attracts or repels, depending on the heterozygote predation. 0 1987
INTRODUCTION
In recent years, models of predator-prey systems in which either the prey or both the predator and prey populations consist of several genotypes FREEDMAN, WAI-HUNG SO, AND WALTMAN have been studied. In the papers of Freedman and Waltman [ 11, 121 conditions were given under which two of three prey genotypes became extinct. These models were modified by Beck [ 1, 2] and Beck et al. [3, 4] to include three prey genotypes and three predator genotypes to model coevolution among certain predator-prey systems. A general discussion of continuous genetic models can be found in Waltman [23] . Related to the above are models including different fertilities among genotypes (Butler et [21] ) for a single population and among prey genotypes (So and Freedman [22] ) in a predator-prey system.
In the present paper, we generalize the results in [ 11, 121 , incorporating them, and more, into a single theorem. In addition, we also give conditions amounting to heterozygote advantage through predation for persistence of all three genotypes. Bifurcation results, leading to periodic coexistence, as well as a special case leading to an invariant manifold are also discussed.
The paper is organized as follows. In the next section, we describe the model. In Section 3 the extinction results are given and in Section 4 the bifurcation analysis is carried out. The persistence definition and results are presented in Section 5. In Section 6, the special case where the two homozygote predator functional responses are equal is considered. A discussion and interpretation of our results is in the final section.
THE MODEL
We model a prey and predator population where the prey has three genotypes corresponding to two alleles at a single locus and random mating. The predator feeds differentially on the three predator populations while the growth model remains neutral in the sense that there are no fertility differences. The differential equations take the form where s, k > 0 and where u=x,+jxz, u=xj+~x*, (2.2) x=x1+x,+x,.
B(x) is the common growth rate, D(x) a death rate, yxiPj(x)/x a measure of successful encounters for the predator with the prey, and k is a constant to measure to conversion of x to y. See [ 11, 123 for more details. The specific standard assumptions on B(x), D(X), P,(x) (i= 1, 2, 3) are (HI) B(X), D(X), Pi(X) E C' CO, 00 1.
Finally we note that if the P,'s are equal (to P(x), say) then solutions satisfy the two-dimensional system
The hypotheses on B, D, and P make (2.3) a commonly studied predator-prey problem. It is our view that (2.1) represents a splitting of the underlying system (2.3) to account for differences in predation according to genotypes.
We adopt the following notation. By R", we denote {(x,, . . . . x,) ) xi > 0, i = 1, . . . . n} the open positive cone, and by cl(R,+), the closed cone (the nonnegative cone). Various boundaries of R", with one or more coordinates zero are denoted by H,,, ,,,,= ,,,, where the missing variables are zero. For example, in cl( R4, ), H,,, y denotes the subset x2 = xj = 0 and H,,, x2, y denotes the subset xg = 0. If p is a point of R", , y(p) is the orbit through p, y + and y-the positive and negative semi-orbits, and Q(p) is the omega limit set. The stable, unstable, and center manifolds (when they exist) of an equilibrium will be denoted by w", II"', and w", respectively.
The system (2.1) has a number of equilibria. We denote these as E,, E, , Ez, H(c) always exist. E, exists if and only if P,(K) > s/k. Similarly, E, exists if and only if P,(K) > s/k.
EXTINCTION
In this section we consider questions concerning the extinction of subpopulations. Since it is not possible for the heterozygote population to uniquely become extinct, it is more appropriate to consider extinction of the allele. The principal result takes the form Then any solution of (2.1) satisfies lim x*(t) = 0 ,-CC lim x3( t ) = 0. ,+a0
The biological consequence of this theorem is that the population evolves to a "pure strain"--one allele disappears from the population entirely.
Before beginning the proof we note the following technical lemmas. Proof. Suppose x*(t) is a solution of (3.1) such that x*(O) = x* E sZ(x,). Then the entire trajectory y(x*) is in 52(x,). However, sincefi(x*) > 0, the ith component of this trajectory, denoted x*(t), is strictly increasing. For t < 0 and small, x*(t) is not in cl(R"+) contradicting the positive invariance of this set. LEMMA 3.3. The origin is not in the omega limit set of any trajectory of (2.1).
Proof: See So and Freedman [22] . Proof. The origin is globally stable on Hy. Hence, Lemma 3.3 applies. Note that these lemmas do not use (i) or (ii) and can be used in later sections where these assumptions are not made.
Proof of Theorem 3.1. Let y(p) be a trajectory of (2.1) through p and let Q(p) be the corresponding omega limit set. If lim inf, _ a: y(t) = 0 then there is an orbit in the omega limit set which satisfies
which in turn implies that x(t) satisfies
Thus lim, _ co x(t) = K. Hence for some neighborhood of (x,, x2, xj, 0), x1 + x2 +x3 = K, y' > 0, contradicting that lim inf,, ~ y(t) = 0 (either y + 0 monotonically or these exist t, -+ 00, y(t,) + 0, y'(t,) = 0, y(t,) a local minimum). We note that by using inequalities in (3.3) one can assume x(t) d K for all sufficiently large t (the set {(xi, x2, xX, y)l xl +x2 +x3 6 K} is attracting and, therefore, Since lim inf, _ 5 y(t)>O, it must be the case that lim,,, xi(t)=O. The assumption that lim sup, _ ,~ x2(t) > 0 would contradict Lemma 3.5.
It follows that lim ,-r ~ x2(t) = 0. Thus from (3.4) it follows that lim I--rao v(t)=0 or that lim,,, x(t) = 0. This contradicts Lemma 3.3. The proof is thus complete.
Theorem 3.1 extends the principal result in [l l] where P, = P, and in [ 121 where P, = P,. Since the model is neutral in terms of fertilities (selection is through the predator) the roles of x1 and x3 may be reversed. COROLLARY 3.6 . IA in addition to the hypotheses of the Theorem, E, exists and is globally stable (resp. globally asymptotically stable) on X,,, y, then it is globally attracting (resp. globally stable) on R:.
Proof.
Globally attracting follows from the theorem and the PoincarbBendixson theorem. In the case where E, is exponentially stable on H x,, y, two eigenvalues of system (2.1) evaluated at E,, are negative. One remaining eigenvalue is always negative. If P, < Pz, the remaining one is also negative. If P, = P,, the center manifold W(EJ) is one-dimensional and the strong stable manifold is three-dimensional. By the theorem, E, is stable on WC(Ej) n R4, so there are no invariant sets on U/C(E3) other than E,.
EXISTENCE OF PERIODIC SOLUTIONS
Periodic solutions are not expected in one-locus problems but the natural oscillatory properties of many predator-prey systems lead one to inquire as to the possibility of limit cycle behavior in systems like (2.1). The extinction result of the previous section says that all solutions of (2.1), under the conditions of Theorem 3.1, tend to the flow in the invariant set, H x,,y. The omega limit set then is formed by the trajectories of
It may be that these trajectories have a stable limit cycle. Might it then happen that these limit cycle could be "lifted" into the positive cone? The problem is like that of the chemostat studied in [7, S] (see also [23] ) and the techniques of that approach will be used here. It is clear, in view of Theorem 3.1 that the ordering PI(x) < P2(x) < P3(x) cannot be maintained.
We assume that the system (4.1) has the following property:
(H5) There exists a limit cycle of system (4.1) which has one Floquet multiplier strictly less than one.
We specialize the general system (2.1) by setting P2(x)=pPl(x). Thus P2(x) > PI(x) if p> 1 and P*(x)< P,(x) if p < 1. For convenience in certain of the computations which follow we set z1 =x1, z2 = y, z3 = x2, z4=x3, Z'ZI +z,+z,, and let u and v be as before. We write the system as u2B(z) " z; ET-- Remark. If, consistent with the preceding section, we also assume that
then the extinction results allow one to conclude that the bifurcation occurs for 1 -E < p < 1, E > 0 and sufficiently small. 
We seek to find the Floquet multipliers. These are given by the eigenvalues of X(T), where X(t) is the solution of
We will find enough of the structure of X( T) so that, combined with (H5), we can apply the simple bifurcation theory [ 18, 201 . First of all, any initial condition of the form X4i(0) = 0 results in X4i(f) z 0 as may be seen from the form of (4.4). Thus the solution X(t) above has the form
Thus if u, is the Floquet multiplier given by (H5), the Floquet multipliers of the full system are 1, ul, u2, and v3 with lull < 1 and Iv31 < 1 (since m44 < 0).
u2 is greater than one or less than one according to whether p < 1 or p > 1. Fix a point, z:, z$ on the orbit of (i,, t,, 0,O) and let A = 1 -p, and consider the Poincart map 7c1 on a suitably chosen Poincart section W, (in R3) of this point, which we view as the "origin." The eigenvalues of this map are ur, u2, and L)~. As u2 crosses the unit circle from inside to outside, the periodic orbit loses its stability out of the z,-z2 plane, and moreover du,(O)/dL > 0. Thus there is a unique curve, C, of fixed points of the mapping n: W,x[ -6, E] + R4 given by rc[z, A] = [n,(z), A]. These fixed points correspond to the only periodic solutions of the system (4.2) in a neighborhood of the original orbit (ii(t), i*(t), 0,O) (see [18, 201) .
It is not immediate, however, that this curve intersects the positive cone. Normally one would compute the eigenvector corresponding to u2 and use the property that the curve is tangent to this eigenvector to determine the location of the periodic solutions. However, a simple computation shows that the fourth component of this eigenvector is zero or the eigenvector lies in the hyperplane z4 = 0. Since z: > 0, z: > 0, the curve of fixed points shares the property. The two branches of the curve (recall it is tangent to the eigenvector with z,-component nonzero since it cannot be in the zi-z2 plane) guarantee that a portion of C lies in the z,-positive region. Might it also lie in the z,-negative region? It turns out that the vector field does not permit this. At z4 = 0, so the vector field everywhere points into the z,-positive region. At points with z4 ~0, i.e., at {(z,, z2, z3, z4)]zi>0, i= 1,2, 3, L>z>O, L>z~>z:-E, L>z,~z:--E for some .s>O, L>z,aO,
where L is the bound on the norm of solutions, since the remaining terms are positive. (The region z4 < 0 is not biologically meaningful but the same statement about the vector field would be true for any extension of (2.1) out of the positive cone.) The map rc cannot have a fixed point with initial conditions in this region since a trajectory could not return to its initial point. This completes the proof.
PERSI~~NCE
The most fundamental question in any model ecosystem is the question of survival-is it the case that for any set of positive initial conditions all populations survive. We express this idea in the notion of persistence. The system (2.1) is said to be persistent if for any solution of (2.1) lim inf, _ m x,(t)>O, i=l,2,3, and liminf,,, y(t)>O. The limit cycle found in the previous section is not enough to guarantee this (even if it could be shown to be asymptotically stable), since the quilibrium in the x,-y plane might still have a stable manifold which intersects R4,. The thrust of the persistence concept is that no orbits can have an omega limit point on 8R4+. This concept has been investigated for other ecosystem models in [13, 14, 221 .
To set the theorem we recall that the equilibria are labeled as 
H(c) corresponds to the Hardy-Weinberg equilibria and is a curve of fixed points joining E, to E, as c varies over [0, co).
We can now state the principal theorem of this section. Proof of Theorem 5.1. The proof begins with an analysis of the equilibria. The properties described are obtainable by an analysis of the variational system evaluated at the appropriate equilibrium. A complete analysis of equilibria in HX,,X2,Xj appears in [21] and a complete analysis of the other appears in [22] ; we abstract the essentials here. E, is a saddle point with H,, t M'"(E,). E, and E, are the endpoints of the curve of fixed points denoted by H(c). Each critical point in H(c) has a stable manifold of dimension at least two and a center manifold of dimension one, both lying Proof of Lemma 5.2. If lim inf , a, y(t) = 0 for some orbit y(p) of (2.1), then G?(p) intersects Hx,, Xlr x). The orbit through each of these points is in S(p). However, every orbit of (2.1) with y(0) = 0, x(0) > 0, tends to the plane x = K. E,, E 52(p) by Lemma 3.2, so the only possible omega limit sets in IL,, x2. x, are the equilibria on the set H(c). The flow in a neighborhood of each equilibrium is topologically equivalent to (see [ 191) z; =o (::)'=A (::) (5.4) where q > 0 (as a consequence of (5.2)) and A is a 2 x 2 matrix with negative eigenvalues. Thus the set of points attracted to H(.) and repelled by H(.) is not empty (and is the union of the same sets for each equilibrium). Thus the hypotheses of Theorem 3.2 of [9] apply and there is a point q of Q(p) in the attracting set of H(c). (The existence of such a point q can also be shown directly by using the linearization (5.4) to construct a Wazewski neighborhood around any equilibrium H(c) lying in Q(p) and argue as in Lemma Al of [ 133). It follows from the phase portrait on H,,, x2, *, [ll, 123 that cl(y-(q)) contains the origin or y-(q) is unbounded or y (q) is not entirely contained in cl(R4,), all of which are contradictions. This establishes the lemma.
Proof of Theorem 5.1 continued. Let y(p) be an orbit of (2.1) which is not persistent, i.e., there is a point q such that q E Q(P) n aR,+. From Lemma 5.2, 4 # H,, , x2, x3. From Lemma 3.4, q# (0, 0, 0, y) and, from Lemma3.3,q#(f,,f,,O,~)with~~>Oandq#(O,~~,~-,,~)with1,>0. Hence if qE fLx2, y or w Hx2,x3,v then v fLy or w K3,y. Suppose qEHx,,y. Then q # E, and y(q) c Q(p). Either y-(q) contains E, or E, or y-(q) is unbounded, all of which are contradictions. A similar argument eliminates points of Hxg,y and completes the proof.
One can apply the theorem in [6] to conclude that E"+ has an interior global attractor (and an interior rest point). Note that under the conditions of Theorem 3.1 for extinction, an interior equilibrium is not posssible.
THE SPECIAL CASE P3(x) = P,(x).
In this section we assume the special case holds where there is equal predation among the two homozygotes, i.e., P3(x) = PI(x). We note first that in this case the set Y={(x,,x~,x,,y)Jx,~O,x~~O,y~O} is invariant. LEMMA 
Let hypotheses (Hl)-(H4)
hold. Then if (xl(t), x,(t), x3(t), y(t))= is a solution of system (2.1) such that x30=x10, then x3(t)= x,(t) for all t>O.
Proof The proof follows immediately from the fact that (x3 -x1)' = ((x3 -x,Yx)CW) -D(x) -YP,(X)l.
We are interested in the cases that PZ(x) <P,(x) = P3(x) (heterozygote avantage) and P2(x) > PI(x) = P3(x) (heterozygote disadvantage). In both these cases, we wish to restrict ourselves to the situation where y(t) persists. From the previous section and the fact that Pj(x) -P,(x), the relevant hypotheses are W) P,(K) > s/k (H7) P,(K) + P,(K) > 2s/k. and hence
x (P,(x(t)) -PMt))(x1(4) -x,(t)) & (6.2) If x30 > x10, then, from Lemma 6.1, x3(t) > x1(t), t > 0. Hence from (6.2),
If this integral diverges, then x2 -+ 0 and x3(t) + 0 as t + co. But since OGx,(t)<x,(t), xl(t)-+0 as t -+ co, or x(t) -+ 0 contradicting Lemma 3.4. Therefore the integral converges. The uniform boundedness of the derivatives and the positivity of the functions imply that x2(f) y(t)(x,(t) -x3(t)) -+ 0 as t + GO.
By ( we arrive at the same conclusion considering u'fu-v'/v, proving the theorem.
We now show that in the contrary case, i.e., if there is homozygote advantage, then the manifold x1 =x3 acts as a separatrix in R$, such that solutions initiating off this manifold approach either H,, , y or H,,, y. Proof: Rewrite Eq. (6.1) as
and suppose that x3o > x,~. Then x3(t) > xl(t) and v(t) > u(t). Define
First suppose that lim, _ o. L(t) = co. Then, since v(t) is bounded, u(t) -+ 0.
On the other hand, if lim,,, L(t) < co, then this would force (since liminf,,,
then liminf,,, (v(t) -u(t)) = 0. However, from (6.6), exp L(t) -+ u,/v,. But u,/v, < 1 and exp L(t) > 1, which is impossible. Hence x2(t) -+O, and as in the previous theorem, either x,(t,) +O or x3(t,) -+ 0 for some t, + co. From (6. It is possible to write explicit conditions in the case when P3(x) = PI(x) for an interior equilibrium to exist. It will, of course, lie on the manifold given by x1 =x3. Let ,5*(x:, xt, XT, y*) be such an equilibrium. Then x: = x:. The equations for an equilibrium now become (6.7) Since x* = u* + u* = 2u* adding the first two of these equations and combining with the third'gives y* = 5 (B(x*) -D(x*)). (6.8) Finally, using (6.8) Then E* exists and is given by a positive solution of (6.9) for XT and XT. y* is given by (6.8) and XT =x7.
The stability analysis of this equilibrium when its exists is very complicated, even when restricted to the manifold x1 = x3, and we do not give such an analysis here.
We note that in the case where PZ(x) < PI(x) (so that persistence may occur) then condition (5.2') reduces to (6.11).
DISCUSSION
We have considered a model of predator-prey interaction in which the prey population is subdivided into three genotypes representing a onelocus, two-allele model. These populations interact by random mating with no fertility differences. Selection is present in the way the predator feeds on the prey. The method of attack in all cases throughout this paper utilized the theory of dynamical systems.
The first result is one of extinction+xtinction of one allele-which improves previous results on this type of problem. The extinction result provides a "platform" from which bifurcation can occur. Since predator-prey systems can have an oscillatory tendency, it is natural to seek oscillatory coexistence of all elements of the population even though one-locus problems (without an environmental component) are not oscillatory. Next we have considered questions of persistence for these models seeking conditions which allow the survival of all elements of the ecosystem for all initial conditions.
Finally we have investigated the special case where P,(x) E PJx). In that case the subspace x1 =x3 is an invariant manifold, which attracts in the case of heterozygote advantage (Pz < P,) and repells in the case of homozygote advantage (P2 > P,). We also gave conditions for there to exist an interior equilibrium, a situation which could not occur under the hypotheses of the previous papers in this series.
