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Nach der Aufkla¨rung der Struktur des Genoms des Fadenwurms, der Fruchtfliege,
der Maus und neuerdings auch des Menschen, erschließen sich der biomedizini-
schen Forschung große Potentiale durch die Aufkla¨rung der Struktur und Funk-
tion der im Genom kodierten Proteine. Ein Versta¨ndnis u¨ber die Funktion der
Proteine ist entscheidend fu¨r Erkenntnisse u¨ber den Lebenszyklus von Zellen, dem
Metabolismus und die Frage, wie Zellen Signale an ihre Umgebung senden und
Signale von dieser Umgebung empfangen und verarbeiten. Aufgrund des engen
Zusammenhangs von Struktur und Funktion wachsen die Bemu¨hungen, Prote-
ine strukturell aufzukla¨ren, und die bedeutendsten Wissenschaftszeitungen der
Welt vero¨ffentlichen jede Woche Arbeiten der biomedizinischen Forschung, in de-
nen die Strukturaufkla¨rung von Proteinen wesentlich zum Versta¨ndnis wichtiger
biologischer Prozesse beitra¨gt.
Gegenwa¨rtig werden zwei experimentelle Methoden zur Strukturaufkla¨rung
der Proteinkonfiguration unter physiologischen Bedingungen, der sogenannten
nativen Struktur, eingesetzt: die Kernspinresonanzspektroskopie und die Ro¨nt-
genstrukturanalyse. Diese Methoden geho¨ren im Bereich der Festko¨rperphysik ne-
ben der Neutronenstreuung zu den traditionell wichtigsten Techniken der Struk-
turaufkla¨rung, doch ist ihre Anwendung auf Proteine ungleich komplizierter oder
bei einigen Proteinen ga¨nzlich unmo¨glich. Experimentelle Verfahren liefern daru¨ber
hinaus im wesentlichen statische Informationen, aus denen sich direkte Ru¨ck-
schlu¨sse u¨ber die Dynamik des Mechanismus der Proteinfunktion nur schwer ent-
nehmen lassen.
Theoretische Verfahren zur biomolekularen Strukturvorhersage ko¨nnen hier
prinzipiell wichtige Beitra¨ge liefern. Die etablierten Verfahren sind jedoch ha¨ufig
zu ungenau (homologiebasierte Verfahren), um strukturell unterschiedliche Pro-
teine gut zu beschreiben, oder schlicht zu aufwendig (Molekulardynamik), als daß
sie mit den heute zur Verfu¨gung stehenden Rechnerresourcen biologisch relevan-
te Ergebnisse liefern ko¨nnten. In den letzten Jahren ist ein alternativer Ansatz
zur biomolekularen Strukturaufkla¨rung entwickelt worden, der seinerseits auf die
von Anfinsen stammende thermodynamische Hypothese zuru¨ckzufu¨hren ist, wel-
1
2 KAPITEL 1. EINLEITUNG
che besagt, daß sich das Protein im thermodynamischen Gleichgewicht mit sei-
ner physiologischen Umgebung befindet. In der vorliegenden Arbeit gelang die
erste erfolgreiche Umsetzung dieses Ansatzes mit atomistischer Auflo¨sung und
vertretbaren Rechnerresourcen bei Proteinen mit bis zu 60 Aminosa¨uren. Hier
ist insbesondere die erstmalige reproduzierbare Faltung des aus 40 Aminosa¨uren
bestehenden HIV-accessory Proteins 1F4I zu nennen.
Der besagte Ansatz teilt das Protein-Struktur-Problem in zwei komplementa¨re
Aufgabenstellungen: die Entwicklung atomistisch aufgelo¨ster, generischer Ziel-
funktionen (Kraftfelder) fu¨r die Freie Energie (oder Freie Enthalpie) und die Ent-
wicklung von Methoden (Optimierungsverfahren) zur Identifizierung des globalen
Minimums der Freien Energie, welches nach der thermodynamischen Hypothese
der nativen Struktur entspricht.
Daher schließt an das folgende, einfu¨hrende Kapitel, in dem na¨her auf die
Stoffklasse der Proteine und ihre Thermodynamik eingegangen wird, die Beschrei-
bung von Optimierungsverfahren und bereits existierender etablierter Kraftfel-
dern an. Dabei wird auch auf das am CARB – Centre for Advanced Research
in Biotechnology (Rockville, Maryland, USA) – in der Arbeitsgruppe von John
Moult entwickelte Kraftfeld Bezug genommen, welches als Ausgangspunkt dieser
Arbeit dient. Nach unseren Ergebnissen ist das CARB Kraftfeld jedoch fu¨r gro¨ße-
re Systeme nicht geeignet und wurde, wie in Kapitel 4 beschrieben wird, wa¨hrend
meiner Dissertation fast vollsta¨ndig neu parametrisiert. Ziel dieser Parametrisie-
rung war die Identifikation eines nativ-a¨hnlichen Zustandes des Proteins 1VII als
globales Minimum der Freien Energie. Fu¨r die Parameteranpassung selbst wur-
den verschiedene experimentelle Daten verwendet, um ein Kraftfeld zu erhalten,
welches auf eine Vielzahl von Proteinen anwendbar sein sollte. In Kapitel 5 wird
gezeigt, daß dieses Kraftfeld fu¨r 6 Helixproteine eine nativ-a¨hnliche Konfiguration
als globales Minimum der Freien Energieoberfla¨che identifiziert.
Bis dahin haben wir uns auf (α-) Helixproteine konzentriert, da das Struktur-
motiv des (β-) Faltblattes bei kleinen Proteinen eher selten ist und kleine Falt-
blattstrukturen nur eine geringe Stabilita¨t besitzen. In Kapitel 6 werden vorla¨ufi-
ge Ergebnisse fu¨r Faltblattstrukturen pra¨sentiert und ein Weg aufgezeigt, das
vorliegende Kraftfeld systematisch auf Faltblattstrukturen zu erweitern.
Kapitel 2
Grundlagen der Proteinfaltung
2.1 Pha¨nomenologie der Proteine
Proteine stellen eine der wichtigsten Substanzklassen fu¨r alle lebenden Systeme
dar. Die deutsche Bezeichnung “Eiweiß” ist irrefu¨hrend, da Proteine in allen Or-
ganen aller Lebewesen vorkommen und wichtige Funktionen in und außerhalb
der Zellen u¨bernehmen. So sind z.B. alle Enzyme und alle Antiko¨rper Protei-
ne. Weitere Funktionen sind Signalu¨bermittlung (z.B. Hormone), Geru¨st- und
Stu¨tzfunktion und viele andere mehr. Sie stellen etwa 17% unserer Ko¨rpermasse.
2.1.1 Chemischer Aufbau
Trotz dieser Bandbreite sind Proteine verha¨ltnisma¨ßig einfach aufgebaut. Sie ent-
stehen aus einer lineare Verkettung von Aminosa¨uren durch Peptidbindungen. Die
Peptidbindung entsteht formal durch die Eliminierung von Wasser zwischen der
Carboxylgruppe und Aminogruppe zweier aufeinanderfolgenden Aminosa¨uren.
Praktisch alle biologisch relevanten Proteine enthalten nur 20 verschiedene
Aminosa¨uren, die identische Hauptketten (engl. backbone oder mainchain) und
unterschiedliche Seitengruppen (engl. sidechain) haben (Abbildung 2.2). Das Bin-
deglied zwischen diesen beiden ist seitens der Hauptkette das Cα-Atom. Die Ato-
me der Seitengruppen werden von der Hauptkette fortlaufend mit β, γ, δ,  und
ζ indiziert.
Die Abfolge der Aminosa¨uren, ausgehend vom N -Terminus, bestimmt ein-
deutig den chemischen Aufbau eines Proteins. Diese Abfolge bezeichnet man als
Prima¨rstruktur oder schlicht als Sequenz. Die La¨nge der Sequenzen verschiede-
3
4 KAPITEL 2. GRUNDLAGEN DER PROTEINFALTUNG
ner Proteine variiert sehr stark bis hin zu Proteinen mit mehreren hundert Ami-
nosa¨uren.
Eine Besonderheit der Peptidbindung ist die Delokalisierung des pi-Orbitals
der Carboxylgruppe bis zum Stickstoff der gebundenen Aminogruppe. Dies zwingt
die vier Atome der beiden beteiligten Gruppen in eine Ebene. Verkippungen dieser
Peptidbindungsebene sind auf wenige Grad beschra¨nkt und energetisch benach-
teiligt. Bis auf wenige Ausnahmen nehmen Peptide die trans-Konfiguration ein,
bei der aufeinanderfolgende Cα-Atome auf gegenu¨berliegenden Seiten angeord-
net sind. Die Bindungen des Cα-Atoms entlang der Hauptkette sind frei drehbar
und bilden die Freiheitsgrade der Hauptketten. Zur Illustration kann man sich die
Hauptkette als u¨ber Scharniere, welche die Cα-Atome repra¨sentieren, verbundene
Rechtecke vorstellen (Abbildung 2.1).
Abbildung 2.1: Reduktion der Hauptkette auf ihre Freiheitsgrade
Die Dihedralwinkel der Aminosa¨ure i werden, wiederum vom N -Terminus
ausgehend, mit φi und ψi bezeichnet. So la¨ßt sich der Verlauf der Hauptket-
te bei fixierten Bindungsabsta¨nden anhand des Winkelsatzes {(φi, ψi)} eindeu-
tig darstellen. In Gegenzug sind Strukturmotive, wie α-Helix und β-Faltblatt,
mit bestimmten Winkelbereichen assoziiert. Tra¨gt man fu¨r ein Protein die φi
und ψi Werte in ein Koordinatensystem ein, so kann an diesem sogenannten
Ramachandran-Diagramm das Auftreten dieser Strukturmotive abgelesen wer-
den.
An die Cα-Atome sind entlang der Hauptkette ein Kohlenstoff- und ein Stick-
stoffatom gebunden. Die beiden noch fehlenden Bindungspartner sind bei Glycin
2 Wasserstoffatome. Bei allen anderen Aminosa¨uren ist eines der beidenH-Atome
durch kleinere kohlenstoffreiche Verbindungen ersetzt. Abha¨ngig davon, welches
der Wasserstoffatome substituiert ist, spricht man von L- oder R-Aminosa¨ur-
en; links- oder rechtsdrehend. Die in der Natur auftretenden Proteine sind aus-
schließlich aus L-Aminosa¨uren aufgebaut. Zwei Aminosa¨uren sind exemplarisch
in Abb. 2.2 abgebildet. Da die Hauptketten verschiedener Proteine sich nur in
der La¨nge unterscheiden, sind praktisch alle Eigenschaften des Proteins – Struk-
tur, Funktion, Stabilita¨t, Affinita¨t zu anderen Moleku¨len u.v.m. – allein von den
Seitengruppen bestimmt.
1In der Abbildung sind Kohlenstoffatome grau, Sauerstoffatome rot und die des Stickstoffs
blau eingefa¨rbt. Wasserstoffatome sind nicht eingezeichnet.
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Abbildung 2.2: Zwei der zwanzig Aminosa¨uren 1
2.1.2 Sekunda¨r- und Tertia¨rstruktur
Die dreidimensionale Struktur eines Proteins ist durch die Aminosa¨uresequenz
und damit von der Abfolge der Seitengruppen bestimmt [Anf73, AS75]. Als Se-
kunda¨rstruktur bezeichnet man die wiederkehrenden Strukturelemente der Pep-
tidhauptkette. Diese werden durch Wasserstoffbru¨ckenbindungen stabilisiert, die
sich zwischen den CO- und HN -Gruppen der Hauptkette ausbilden. Die wich-
tigsten Sekunda¨rstrukturen sind die α-Helix und das β-Faltblatt.
Legt man zwei gestreckte Aminosa¨urenketten nebeneinander, so ko¨nnen sich
bei bestimmter Anordnung Wasserstoffbru¨cken zwischen den beiden Stra¨ngen
ausbilden. Dabei ist es aus sterischen Gru¨nden notwendig, beide Stra¨nge ziehhar-
monikaa¨hnlich zu falten, weshalb dieses Strukturelement Faltblatt genannt wird.
Den griechischen Buchstaben β hat diese Geometrie verliehen bekommen, weil das
β-Keratin der Haare diese Struktur besitzt. Die Seitengruppen der Aminosa¨ur-
en stehen dabei nahezu senkrecht nach oben und unten von der Faltblattebene
ab2. Durch die Abfaltung der einzelnen Ebenen ist es mo¨glich, daß sich Wasser-
stoffbru¨cken nicht nur zwischen gegenla¨ufigen, antiparallelen Ketten ausbilden,
sondern auch zwischen gleichla¨ufigen, parallelen Ketten (Abbildung 2.3). Anti-
parallele Faltblattstrukturen entstehen ha¨ufig, indem eine gestreckte Peptidkette
an 2 aufeinanderfolgenden Cα-Atomen um 180
◦ geknickt wird. Diese Formation
wird β-Wende (engl. turn) oder Haarnadelbiegung genannt.
Wickelt man die Peptidkette schraubenfo¨rmig um einen Zylinder, so stehen
sich bei passendem Zylinderdurchmesser CO- und HN -Gruppen von Windung zu
Windung gegenu¨ber. Je nach Durchmesser ergeben sich unterschiedliche Struk-
2Bei einer Mischung von L- und R-Aminosa¨uren wu¨rden die Seitenketten teilweise in der
Faltblattebene liegen und wu¨rden die Faltblattstruktur sprengen.
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Abbildung 2.3: β Faltblattstrukturen
turen. In der Natur ist die α-Helix mit 3.6 Aminosa¨urenresten pro Windung sehr
verbreitet (Abbildung 2.4). Die Seitengruppen weisen bei allen Helixstrukturen
von der Zylinderachse weg.
Die Einteilung in Prima¨r-, Sekunda¨r, Tertia¨r- und Quarta¨rstruktur gibt den
Grad der Organisation der Struktur an. Die Prima¨rstruktur hat keine geometri-
sche Bedeutung, sondern beschreibt allein die Abfolge der Aminosa¨uren im Pep-
tid. Unter Sekunda¨rstruktur versteht man die erste Stufe der Organisation dieser
Aminosa¨urensequenz. Der Begriff Tertia¨rstruktur bezeichnet die genaue dreidi-
mensionale Struktur des Proteins, also die Position aller Proteinatome im Raum.
Diese Struktur ist nicht starr, sondern populiert unter physiologischen Bedingun-
gen ein Ensemble (mit einer RMS-Abweichung von bis zu 2A˚) von Strukturen
[IKP88]. U¨ber 50% der Struktur aller strukturaufgekla¨rten Proteine sind in einer
Form von Sekunda¨rstruktur integriert [SBO94]. Fu¨r immer wiederkehrende Moti-
ve, die aus Sekunda¨rstrukturelementen zusammengesetzt sind, wird gelegentlich
der Begriff Supersekunda¨rstruktur herangezogen.
Die zu einem globula¨ren Protein zusammengefalteten Peptidketten finden sich
zum Teil zu ho¨heren Aggregaten zusammen. Man bezeichnet die ra¨umliche Ge-
stalt dieser Aggregate als Quarta¨rstruktur. Meist bestehen Quarta¨rstrukturen
aus wenigen Proteinen, doch u¨bernimmt z.B. die Eisenspeicherung beim Pferd
ein Protein namens Apoferittin (1AEW ), welches aus 20 Untereinheiten besteht.
2.1.3 Funktion und Struktur
Die ra¨umliche Struktur eines Proteins unterliegt lokalen Fluktuationen. Es kommt
jedoch nicht zu spontanen und autonomen Umlagerungen einzelner Strukturele-
mente. Dies garantiert, daß etwa 1AEW wiederholt Eisen aufnehmen und spei-
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Abbildung 2.4: α Helixstruktur. Links: Cartoon-Darstellung. Mitte: Cartoon mit
allen Atomen. Rechts: Hauptkettenatome mit Wasserstoffbru¨ckenbindungen
chern kann und diese Funktion nicht zwischenzeitlich verlorengeht.
Seitdem 1958 die erste dreidimensionale Struktur eines Proteins (Myoglobin)
bestimmt wurde, ist die Zahl der strukturaufgelo¨sten Proteine auf u¨ber 20,000
Strukturen, die in einer zentralen Proteindatenbank [BWF+00] (“Protein Data
Bank”, kurz PDB) eingetragen sind, angewachsen. Diese Datenbank ist unter
http : //www.rcsb.org/pdb/ (oder schlicht http : //www.pdb.org) frei zuga¨nglich
und ha¨lt die Koordinaten der Proteinatome sowie einige weitere Informationen
u¨ber die Proteine bereit. Die Kennung eines Proteins in dieser Datenbank besteht
aus einem 4-stelligen alphanumerischen Code und definiert so einen wichtigen
Standard fu¨r die Proteinnomenklatur.
Daru¨ber hinaus gibt es Bemu¨hungen, die existierenden Datenbankeintra¨ge in
Strukturklassen einzuteilen. Die gro¨ßten Datenbanken, die sich dieser Aufgabe ge-
widmet haben, sind CATH [P+02] (http : //www.biochem.ucl.ac.uk/bsm/cath/)
und SCOP [MBHC95] (http : //scop.berkeley.edu/).
Das Interesse an der dreidimensionalen Struktur eines Proteins begru¨ndet sich
in dem engen Zusammenhang zwischen Struktur und Funktion. Erst wenn die
funktionellen Gruppen der Seitenketten richtig zusammenwirken, kann ein Prote-
in kleinere Moleku¨le binden und transportieren, sich selbst an andere Zellbestand-
teile heften, oder die elektrostatischen Bedingungen fu¨r andere Moleku¨le/Liganden
vera¨ndern, und so zum Beispiel die Affinita¨t des Hemmoleku¨ls um eine Gro¨ßen-
ordnung herabsetzen.
Es ist nicht weiter verwunderlich, daß Proteine mit vergleichbarer Struktur
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Abbildung 2.5: 1VHB (links) und 2LHB (rechts) haben a¨hnliche Strukturen und
biologische Funktionen, obwohl ihre Sequenz nur zu 8% u¨bereinstimmen. Der
abgebildete Ligand ist das sauerstoffbindende Hemmoleku¨l.
oftmals a¨hnliche Aufgaben erfu¨llen. Als Beispiel sei hier Vitreoscilla Stercoparia
Hemoglobin (1VHB) und Petromyzon Marinus Hemoglobin (2LHB) angefu¨hrt
(Abbildung 2.5). Wie die Namen schon besagen, geho¨ren beide Proteine zur Fa-
milie des Globins, dessen Aufgabe im Sauerstofftransport besteht. Das heißt, sie
besitzen beide die gleiche Funktion und wie in der Abbildung zu erkennen, auch
a¨hnliche Strukturen. Interessanterweise ist ihre Sequenz nur zu 8% identisch.
Die Transferierbarkeit der Funktionsweise von einem Protein auf ein anderes,
ist jedoch mit Vorsicht zu genießen, wie ein Vergleich von Lysozyme (1RE2) und
α-lactalbumin (1A4V), welche in Abb.2.6 wiedergegeben sind, zeigt. Die Sequenz
beider Proteine ist zu 40% identisch, und ihre Strukturen sind vergleichbar3.
Dennoch geho¨rt Lysozyme zur Proteinklasse der Enzyme (die genaue Bezeichnung
ist O-glycosyl Hydrolase), wohingegen α-lactalbumin keine katalytische Funktion
ausu¨bt.
Der Unterschied zwischen 1RE2 und 1A4V erschließt sich erst, wenn man die
Seitengruppen bestimmter Aminosa¨uren betrachtet. Wie in den meisten Fa¨llen
sind auch bei Lysozme nur wenige Aminosa¨uren an der Wechselwirkung mit ande-
ren Stoffen direkt beteiligt. Bei 1A4V ist eben dieser Proteinbereich des “aktiven”
1RE2 durch einen “inaktiven” ersetzt worden. Folglich ist die Wechselwirkung
mit anderen Stoffen bei gleicher ra¨umlicher Struktur der Hauptkette deutlich
verschieden.
3Proteine, die ein gewissen Maß an Sequenzu¨bereinstimmung haben und vergleichbare Struk-
turen ausbilden, nennt man homolog
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Auf ganz andere Weise demonstrieren Subtilisin (1GNS) und Chymotrypsin
(1AB9) (Abbildung 2.7), daß die Funktionsweise eines Proteins durch wenige
Aminosa¨uren dominiert wird. Hier ist es der Natur gelungen, fu¨r die Bewa¨lti-
gung einer Aufgabe zwei verschiedene Lo¨sungen zu finden. Man spricht in diesem
Zusammenhang von konvergenter Evolution. Bei beiden Proteinen ist die genaue
Lage des katalytischen Dreiecks Ser − His − Asp identisch im Raum positio-
niert, und sie ko¨nnen so auf gleiche Weise mit anderen Stoffen interagieren. Die
Residuennummern des Dreiecks sind 125, 64, 32 fu¨r 1GNS und 195, 57, 102 fu¨r
1AB9. Die Atome der Seitengruppen dieser Aminosa¨uren sind in Abbildung 2.7
explizit dargestellt. Es ist also keinesfalls so, daß hier ein kurzes Fragment fu¨r
die katalytische Wirkung verantwortlich ist, und der Rest nur die Struktur die-
ses Abschnittes stabilisiert. Vielmehr handelt es sich hier um einen hochgradig
kooperativen Effekt.
Abbildung 2.6: Lysozyme (1RE2) und α-lactalbumin (1A4V) sind in vereinfachter
Hauptkettendarstellung praktisch nicht zu unterscheiden, erfu¨llen aber nicht die
gleichen biologischen Aufgaben
Die Aminosa¨uren, die nicht direkt an der Funktionsweise des Proteins betei-
ligt sind, sind nicht zuletzt fu¨r die Stabilita¨t des Proteins entscheidend. Ohne
stabile Struktur wa¨re die ra¨umliche Anordnung der aktiven Aminosa¨uren star-
ken ra¨umlichen Schwankungen unterzogen oder wu¨rde zweitweise verlorengehen.
Untersuchungen von Staphylococcal Nuclease (1JOQ), einem Enzym mit 149
Aminosa¨uren, sind hierfu¨r ein deutliches Beispiel. Schneidet man dieses Prote-
in bei Residuum 126 ab, so reduziert sich die Aktivita¨t des Proteins auf 0.12%
des urspru¨nglichen Wertes, obwohl die Residuen des aktiven Zentrums weiterhin
vorhanden sind [AS75].
Wenn die Funktionweise eines Proteins von dessen genauer Struktur und diese
wiederum von der Proteinsequenz als Ganzes abha¨ngt, wird eine Erweiterung
unserer Kenntnisse u¨ber Proteinstrukturen sich positiv auf unser Versta¨ndnis
von biologischen Abla¨ufen auswirken. Dieses Versta¨ndnis wa¨re nicht nur dem
Fachgebiet der Biologie zutra¨glich, sondern wa¨re auch in vielen Bereichen der
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Abbildung 2.7: Ein Beispiel fu¨r konvergente Evolution. Das katalytische Dreieck
(Kugelkalotten) beider Proteine (1GNS links,1AB9 rechts), ist gleich und so sind
beide Proteine biologisch in gleicher Weise aktiv.
Medizin fo¨rderlich. Zum Beispiel auf dem Gebiet der Erbkrankheiten, denn Fehler
in der DNS gehen in fehlerhafte Sequenzen u¨ber und ko¨nnen so zu fehlgefalteten
Proteinstrukturen fu¨hren. Aufgrund ihrer Struktur ko¨nnen sie die urspru¨ngliche
Aufgabe des Proteins nicht wahrnehmen.
2.1.4 Die thermodynamische Hypothese
Proteine nehmen unter physiologischen Bedingungen eine eindeutige native Struk-
tur ein. A¨ndern sich diese Bedingungen, wie (sehr) hohe oder niedrige Tempe-
raturen, vera¨nderter pH-Wert oder Salzkonzentrationen, verlieren sie diese. Man
spricht dann von Denaturierung. Werden diese Vera¨nderungen zuru¨ckgenommen,
geht das Protein wieder in seine native Struktur u¨ber. Anson und Mirsky konnten
schon 1931 zeigen, daß Ha¨moglobin nach Denaturierung wieder in eine Struktur
u¨bergeht, deren Eigenschaften mit der Ausgangssubstanz identisch ist. Das wohl
beeindruckendste Beispiel fu¨r reversibles Falten stammt von Anfinsen aus dem
Jahr 1961 [AS75]. Bei Untersuchungen von Bovine Pancreatic Ribonuclease be-
obachtete er, daß dieses nach Entfalten, wobei seine natu¨rlichen Disulfidbru¨cken
aufbrachen, aus 105 mo¨glichen Kombinationen der Disulfidbru¨cken die natu¨rliche
Anordnung wiederherstellte. Dies ist insofern beeindruckend, da das Aufbrechen
zufa¨llig gebildeter Disulfidbru¨cken zuna¨chst einmal energetisch ungu¨nstig ist und
dieser Energieverlust erst durch erneute Disulfidbru¨ckenbildung kompensiert wer-
den kann. Folglich ha¨ngt die vom Protein eingenommene Struktur nicht von der
Ausgangsstruktur ab, aus der die Ru¨ckfaltung startet, denn ansonsten wa¨re eine
Mischung von Strukturen mit unterschiedlichen Disulfidbru¨cken zu erwarten. An-
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finsen schloß, daß die Struktur eines Proteins durch seine chemische Zusammen-
setzung, also die Abfolge der Aminosa¨uren, bestimmt sein muß. In Kombination
mit der Erkenntnis, daß die Sequenz eines Proteins in der DNS festgelegt ist und
die Struktur eines Proteins seine Funktion bestimmt, hat Anfinsen gezeigt, wie
in der DNS die Funktion jedes Proteins gespeichert ist.
Heute zeigt eine Vielzahl von Studien, daß reversible Faltung bei nahezu allen
(wasserlo¨slichen) Proteinen mo¨glich ist. Das Auftreten mehrerer konkurrierender
Strukturen, wie z.B. bei Vertretern der Serpin Familie, die in zwei verschiede-
nen Konfigurationen vorkommen [CES91, CES93], ist eher die Ausnahme als die
Regel. Demzufolge ist die native Struktur (bei reversibel faltenden Proteinen)
weder von einer Ausgangskonfiguration, wie sie etwa nach der Bildung am Ri-
bosom vorliegt, noch von Wahl (oder Existenz) eines spezifischen Faltungspfades
abha¨ngig. Ebensowenig ist fu¨r die Faltung die Beihilfe anderer Proteine notwen-
dig. Die native Struktur wird unter physiologischen Bedingungen spontan und
autonom eingenommen4. Sie ist folglich eine Zustandsfunktion, welche dem globa-
len Minimum der Freien Energie zustrebt. Diese von Anfinsen 1962 urspru¨nglich
als thermodynamische Hypothese bezeichnete Eigenschaft der Proteinfaltung ist
heute allgemein akzeptiert [Anf73]. Sie bezieht sich auf das Verhalten des Ge-
samtsystems und steht nicht im Widerspruch zu der Beobachtung, daß Proteine
bei hoher Konzentration aggregieren ko¨nnen, wie dies etwa bei der Alzheimer
Erkrankung der Fall ist.
Seither sind viele Bemu¨hungen unternommen worden, die Mechanismen zu er-
gru¨nden, welche es einem Protein ermo¨glichen, aus einer beliebigen Konfiguration
heraus seine native Struktur zu finden. Die bisherigen Experimente vermitteln
den Eindruck, daß es fu¨r verschiedene Proteine unterschiedliche Faltungsstrate-
gien zu geben scheint. Eine endgu¨ltige Kla¨rung des Faltungsmechanismus steht
jedoch noch aus. Der na¨chste Abschnitt versucht, einige der bisherigen Erkennt-
nisse kurz zusammenzustellen.
2.1.5 Der Beginn der Faltung
Die random-coil Struktur
Ein Modell zur Proteinfaltung muß bei bei einer sogenannten random-coil Struk-
tur beginnen und bei einer eindeutigen “gefalteten” Struktur enden, die alle nati-
ven Kontakte aufweist. Der Begriff der nativen Struktur ist eindeutig und wohl-
definiert. Hingegen ist die Natur der random-coil Struktur weniger erschlossen,
und es existieren unterschiedliche Definitionen. Dies liegt nicht zuletzt daran, daß
es sich hier nicht um einen einzelnen Zustand, sondern um ein Ensemble handelt.
Der Begriff random-coil Ensemble hat sich jedoch nicht etablieren ko¨nnen. 1970
4Die in der Natur auftretenden Chaperone (engl. Anstandsdame) sind Proteine, die der
Faltung anderer Proteine assistieren. Sie wirken jedoch nur als Katalysator eines Vorgangs, der
auch ohne sie stattfinden wu¨rde.
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definierte Tanford den random-coil Zustand eines Polymeres als eine Konfigu-
ration, in der Drehungen um jeden frei rotierbaren Winkel mo¨glich sind, wie
dies in kleinen Moleku¨len der Fall ist [Tan70]. Shortle definiert den random-coil
Zustand als diejenige Struktur, in der keine Seitengruppen-Seitengruppen Wech-
selwirkungen auftreten [Sho96]. Smith et al. haben angenommen, daß die Winkel
jedes einzelnen Residuums in einer random-coil Konfiguration unabha¨ngig von
den Winkeln aller anderen Residuen sind [SFSD96].
Wesentlich an allen Definitionen ist, daß im nativen Zustand nur ein Winkel-
satz mit kleinen Fluktuationen populiert ist, wohingegen fu¨r random-coil Zusta¨nde
ein breites Spektrum an Winkeln existiert. Dies bedeutet wiederum, daß random-
coil Zusta¨nde in einem sehr großen Phasenraum existieren und eine entsprechend
hohe Entropie besitzen. Demgegenu¨ber ist der Phasenraum der nativen Struk-
tur praktisch singula¨r. Der hohe Verlust an Konfigurationsentropie wa¨hrend des
Faltungsprozesses ist diesem entgegengerichtet und begu¨nstigt die random-coil
Konfigurationen. Er ist gleichzeitig der betragsgro¨ßte Beitrag zur Freien Energie.
Nimmt man an, daß fu¨r jede Seitengruppe drei gleichpopulierte niederener-
getische Konfigurationen existieren, von denen in der nativen Struktur nur eine
















abscha¨tzen (Anhang A). Bei Raumtemperatur tra¨gt die Konfigurationsentropie
jedes Residuums somit rund 0.7kcal mol−1 = 2.7 kJ mol−1 zur Freien Energie der
Faltung bei.
Der hydrophobe Kollaps und das Levinthalsche Paradoxon
Random-coil Konfigurationen sind im allgemeinen ra¨umlich ausgedehnt, um Dre-
hungen um die Dihedralwinkel zu ermo¨glichen. In wa¨sseriger Lo¨sung wa¨ren die
Aminosa¨uren dieser Proteinstuktur praktisch alle in Kontakt mit dem Lo¨sungs-
mittel. Nach allgemein akzeptierter Hypothese, die von Gittersimulationen besta¨-
tigt wird [SSK94a, Bal94], kollabiert diese sehr rasch zu einer semi-kompakten
Struktur, wodurch die Kontaktfla¨che zum Lo¨sungsmittel deutlich reduziert wird.
Dieser Mechanismus wird als hydrophober Kollaps bezeichnet.
Der hydrophobe Kollaps ist unter anderem am Protein barnase (1BNR) ex-
perimentell beobachtet worden [Wal96, FD96].Die random-coil und die semi-
kompakte ungeordnete Tro¨pfchenstruktur (random globule) haben einen Gyra-
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tionsradius5 von 31 beziehungsweise 15A˚. Letzterer ist dem Gyrationsradius der
nativen Struktur mit 13.4A˚ sehr a¨hnlich.
Ro¨ntgenkleinwinkelstreu-Experimente an Myoglobin haben weitere Einblicke
in die Natur dieses Kollapses erlaubt. So tritt bei Myoglobin der Kollaps ein, bevor
sich native Kontakte ausbilden [EJW+95]. Letztere bilden sich scheinbar erst in
einem spa¨teren Zeitpunkt der Faltung. In dem ungeordneten semi-kompakten
Zustand kompensiert die unspezifische Gruppierung hydrophober Seitenketten
im Inneren den Verlust an Konfigurationsentropie.
Fu¨r Myoglobin wurde die Anzahl der mo¨glichen Hauptkettenkonfiguratio-
nen aus einer Abscha¨tzung der Hauptkettenentropie pro Residuum bestimmt
[SSK94b]. Hiernach existieren circa 1044 (≈ 2.57 Konfigurationen pro Residu-
um) random-coil Zusta¨nde, die zu Beginn des Faltungsprozesses in circa 1026
(≈ 1.7 Konfigurationen pro Residuum) zufa¨llige semi-kompakte Strukturen kol-
labieren. Am Ende der Faltung verbleibt nur eine einzelne Struktur, die native
(Abbildung 2.8).
Abbildung 2.8: Hydrophober Kollaps des Proteins barnase (1BNR)
Wenn es dem Protein mo¨glich wa¨re, in nur 10−11s zwischen zwei dieser 1044
Konfigurationen zu wechseln, so wa¨ren 1033s ≈ 1025 Jahre notwendig, jede die-
ser Konfigurationen einmal einzunehmen. Allein im Raum der semi-kompakten
Zusta¨nde wa¨ren hierzu 1026 · 10−11s = 1015s ≈ 30 Millionen Jahre aufzubringen.
Somit bleibt auch nach dem hydrophoben Kollaps ein so großer Konfigurati-
onsraum u¨brig, daß ein Protein von einer semi-kompakten oder gar random-coil












Diese Definition weicht von der u¨blichen Definition mit Masse ab, doch ist der Unterschied, da
C, N , O a¨hnlich schwer sind, nur gering.
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Struktur ausgehend, die native Struktur nicht durch zufa¨lliges ausprobieren der
Konfigurationen finden kann.
Levinthal schloß, daß Faltungspfade existieren mu¨ssen, die eine random-coil
Zustand zur nativen Struktur fu¨hren6 [Lev68]. Der Endpunkt des Faltungspfades
mußte, nach der Auffassung von Levinthal, nicht notwendigerweise im Minimum
der Freien Energie liegen.
Mit dem Konzept des Faltungspfades geht einher, die Proteinfaltung als se-
quentielle chemische Reaktion aufzufassen, fu¨r die eine einzelne Reaktionkoor-
dinate existiert. Fu¨r sehr kleine Peptide ist dieses Bild experimentell besta¨tigt
[AS75]. Bei diesen Peptiden sind thermodynamisch nur zwei Zusta¨nde bedeutend,
der ungefaltete U und der gefaltete/native Zustand N . Der U¨bergang U 
 N
ist einem diskontinuierlichem Phasenu¨bergang a¨hnlich (quasi-first-order), wobei
eine moderate Energiebarriere die Zusta¨nde U und N trennt.
Die beiden großen Beitra¨ge zur differentiellen Freien Energie sind Konfigurati-
onsentropie und die hydrophobe Wechselwirkung, wobei der Verlust an Konfigu-
rationsentropie der Faltung entgegenwirkt und der hydrophobe Effekt die native
Struktur gegenu¨ber seinem unstrukturierten Pendant begu¨nstigt [Dil90, Hon99,
Tan70]. Daher weist der hydrophobe Effekt vom random-coil Zustand in Rich-
tung des nativen. Die A¨nderung der anderen Wechselwirkungen wird in Vergleich
hierzu als eher klein eingestuft [Dil90].
Die Zusammensetzung der Freie Energie des Faltungsprozesses la¨ßt sich wie
in Abb. 2.9 dargestellt illustrieren. Um dieser Abbildung Zahlen zuzuordnen, sei
hier Lysozyme mit 130 Residuen als Beispiel aufgefu¨hrt [MP95]. Der Beitrag
der unpolaren Gruppen zur Freien Energie der Denaturierung bei 25◦C wurde
zu 450 kcal mol−1 und der der polaren Gruppen zu 87 kcal mol−1 bestimmt, wo-
bei erster durch der hydrophoben Effekt dominiert wird. Von dieser Energie ist
die Konfigurationsentropie von 523 kcal mol−1 bei 25◦C abzuziehen. Die Freie
Energie der Entfaltung betra¨gt somit nur 14 kcal mol−1= 59 kJ mol−1, etwa 0.1
kcal mol−1= 0.5 kJ mol−1 pro Residuum.
2.1.6 Stabilita¨t der Proteine
Der Unterschied in der Freien Energie zwischen einer random-coil und der nati-
ven Struktur betra¨gt bei Raumtemperatur generell nur leicht u¨ber 0.1 kcal mol−1
pro Residuum. Bei starker Erwa¨rmung geht die native Struktur des Proteins
verloren. Wie hoch die Denaturierungstemperatur liegt, ist von vielen Faktoren
abha¨ngig. Mutationsexperimente, bei denen einzelne Aminosa¨uren ausgetauscht
werden, haben hier viele Einsichten gewa¨hrt. Die von Forschern ha¨ufigst angefu¨hr-
6Levinthal hatte 1968 keine auf experimentellen Daten beruhenden Abscha¨tzung der Kon-
figurationsraumgro¨ße vorliegen. Seine Scha¨tzung fu¨r Barnase (mit 110 Residuen) la¨ge bei
3109 ≈ 1052, da er von 3 Konfigurationen pro Residuum, genauer gesagt pro Hauptkettendi-
hedralwinkelpaar, ausging. Dies u¨berscha¨tzt den Zeitaufwand zwar, aber seine Argumentation
gilt auch im vermeintlich kleinen 1026 Eintra¨ge umfassenden Konfigurationenraum.
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Abbildung 2.9: Beitra¨ge zur Freien Energie des Faltungsprozesses
ten Faktoren, die zu einer gro¨ßeren Thermostabilita¨t fu¨hren, sind zum einen eine
erho¨hte Zahl von (Hauptketten-) Wasserstoffbru¨ckenbindungen, und zum anderen
eine Erho¨hung des polaren Anteils der Proteinoberfla¨che [VWA97]. Doch obwohl
der hydrophobe Effekt die treibende Kraft der Faltung ist, werden Proteine ther-
misch nicht stabiler, wenn sie mehr unpolare Gruppen vor dem Lo¨sungsmittel
verbergen ko¨nnen [HY95, Hon99].
Um ein Protein in seiner nativen Struktur nicht nur gegenu¨ber den vo¨llig un-
strukturierten random-coil Zusta¨nden, sondern auch gegenu¨ber kompakten Struk-
turen zu stabilisieren, ist eine ausgepra¨gt Energielu¨cke (in der inneren Energie)
notwendig, da die Konfigurationsentropie des nativen Zustandes sehr gering ist.
Einige Gittersimulationen haben gezeigt, daß Proteine mit großer Energielu¨cke
rasch falten [SSK94a]. In diesen Simulationen wurde auch die umgekehrte Folge-
rung aufgezeigt, daß na¨mlich alle rasch faltenden Protein eine ausgepra¨gte Ener-
gielu¨cke haben. Diese Umkehrung hat sich als Eigenschaft der speziellen Simula-
tion erwiesen, und konnte widerlegt werden [UM96, PO98].
Heute geht man davon aus, daß die Faltungsrate sehr wahrscheinlich von der
Kontaktordnung (engl. contact-oder CO) des Proteins abha¨ngig ist [BRTB02]. Die
Kontaktordnung ist der mittlere Sequenzabstand der Residuen, die in der Ter-
tia¨rstruktur Kontakte ausbilden, geteilt durch die Sequenzla¨nge. Die Abha¨ngig-
keit der Faltungsrate von dieser Gro¨ße ist darin begru¨ndet, daß Proteine mit ge-
ringer Kontaktordnung schon im fru¨hen Faltungsstadium stabilisierende Wechsel-
wirkungen und damit Kontakte ausbilden ko¨nnen, die den Verlust an Konfigurati-
onsentropie aufwiegen, wohingegen Proteine mit vielen nicht-lokalen Kontakten7
7Im Kontext der Proteinfaltung unterscheidet man lokale und nicht-lokale Wechselwirkun-
gen von kurz- und langreichweitigen. Lokal ist hierbei bezu¨glich des Anstands in der Sequenz
zu verstehen. Die (ra¨umlich) langreichweitige Coulomb-Wechselwirkung hingegen unterwirft
Sequenznachbarn in der gleichen Weise wie Aminosa¨uren, die in der Sequenz weit voneinander
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erst eine Entropiebarriere u¨berwinden mu¨ssen.
Die Notwendigkeit der Existenz einer Energielu¨cke fu¨r eine stabile native
Struktur bleibt weiterhin bestehen. Da wir nur ungenu¨gend Zugang zur Konfigu-
rationsentropie haben, weil sie nur in linearer Approximation u¨ber die Lo¨sungs-
mittelparameter in unser Potentialoberfla¨che der Freien Energie enthalten ist,
ko¨nnen wir den Unterschied zwischen dem nativen Ensemble und des random-
coil Ensemble nicht auflo¨sen. Wie in allen Kraftfelder der Freien Energie, sind in
PFF01 random-coil Zusta¨nde stets mit a¨ußerst schlechten Werten in der Freien
Energie behaftet. Die Proteinstrukturvorhersage kann sich auf den Unterschied
in der Freien Energie zwischen kompakten niederenergetischen Strukturen be-
schra¨nken, weshalb diese Fehleinscha¨tzung der random-coil Zusta¨nde nicht weiter
von Bedeutung ist.
Die absoluten Zahlenwerte fu¨r die Freie Energie einzelner Konfigurationen
sind nicht sehr aussagekra¨ftig, vielmehr sollte man sich auf die Unterschiede in
der Freien Energie zwischen zwei Strukturen konzentrieren. Fu¨r eine stabile na-
tive Struktur ist ein Unterschied in der Freien Energie zu anderen kompakten
Strukturen von nicht weniger als 2kBT , also grob 1 kcal mol
−1 (Anhang A). Die
Einheit kcal mol−1 ist somit die natu¨rliche Energieskala biologischer Systeme.
2.1.7 Das Framework- und das Nukleation-
Kondensations-Modell
Es ist unstrittig, daß ein random-coil Zustand zu Beginn der Faltung sehr rasch
in eine semi-kompakte Struktur u¨bergeht. Unklar ist jedoch, wieviel Struktur
er besitzt und wie diffus dieser Zwischenzustand ist. Myoglobin pra¨sentiert sich
als unstrukturierter Tropfen. Doch andere Proteine erscheinen in einem anderem
Licht. Bei Ribonuclease A (kurz: RNase A) bilden sich fru¨hzeitig (native) Se-
kunda¨rstrukturmotive aus, die eher auf einen Faltungsmechanismus gema¨ß eines
sogenannten Framework-Modells schließen lassen [UB88].
Im Framework-Modell bilden sich zuna¨chst stabile Sekunda¨rstrukturelemente
aus, die die notwendigen Rahmenbedingungen fu¨r die nachfolgende Anordnung
dieser Elemente zur vollsta¨ndigen nativen Struktur bilden. Die Bildung der Ter-
tia¨rstruktur soll durch einen Diffusionsprozeß erfolgen.
Dies steht im Widerspruch zu Experimenten an CI2 (Barey Chymotrypsin
Inhibitor 2, PDB-Code: 2CI2), einem Protein mit 83 Residuen. Seine Faltungs-
dynamik entspricht einem diskontinuierlichem Phasenu¨bergang von einer relativ
offenen Struktur aus, wie sowohl NMR als auch Messungen des zirkularen Di-
chroismus (CD) gezeigt haben [DLI+96, JeF93]. Im Framework Modell sollten
Proteinfragmente in wa¨sseriger Lo¨sung stabile Sekunda¨rstrukturanteile ausbil-
den, die der nativen Struktur zumindest a¨hnlich sind. Experimente, in denen das
Protein beginnend beim N -Terminus sukzessive aufgebaut wurde, haben jedoch
entfernt sind.
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die Ausbildung der Helix erst beobachten ko¨nnen, nachdem nahezu das gesamte
Protein zusammengesetzt war (Residuen 1-60). Es gibt auch keine schlu¨ssigen
Hinweise, daß kleinere Fragmente u¨berhaupt eine eindeutige und stabile Struktur
aufweisen. Dies bedeutet nicht, daß die Helix oder andere Strukturelemente sich
nicht kurzzeitig ausgebildet haben ko¨nnen.
Beeindruckend ist in diesem Kontext die Beobachtung, daß, wenn man aus CI2
Residuum 40 und 41 herausschneidet und damit in 2 Fragmente teilt, keines dieser
Fragmente irgendeine Struktur ausbildet. Mischt man jedoch die Fragmente, so
assoziieren die beiden Peptidketten unverzu¨glich zu einer nativa¨hnlichen Struktur
(1CIQ) [GRSDF94] (Abbildung 2.10). Ein Resultat, welches mit dem Framework
Modell nicht vereinbar ist.
Abbildung 2.10: Struktur des Barey Chymotrypsin Inhibitor 2 (links,2CI2) und
die Struktur der beiden Fragmente (rechts,1CIQ)
In Kombination mit (Punkt-)Mutationsexperimenten, bei denen einzelne Ami-
nosa¨uren (meist durch Aminosa¨uren ohne funktionelle Gruppen) ersetzt werden,
und Molekulardynamik Simulationen, hat sich das Nukleation-Kondensation Mo-
dell entwickelt. Demnach bildet sich zuna¨chst die Helix aus (Nukleation), gefolgt
von der “Stabilisierung” durch drei spezifische Seitengruppen-Wechselwirkungen
zwischen Lysin-2, Glutamin-7 und Asparagin-238. Nach der Vorstellung dieses
Modells kondensiert anschließend die Struktur um diesen Keim.
Dieses Modell ist mit den meisten Beobachtungen an anderen Proteinen konsi-
stent. Allerdings kann es unter anderem nicht erkla¨ren, warum das CI2 Fragment
aus den Aminosa¨uren 1 bis 40 nicht ohne das fehlende Stu¨ck eine stabile Helix
ausbildet, obwohl die fu¨r die Strukturbildung wichtige Seitengruppenwechselwir-
kung 2-7-23 innerhalb dieses Fragments liegt.
8Die Farbgebung in Abb. 2.10 ist blau fu¨r den N -Terminus/Residuum 1 und rot fu¨r den
C-Terminus/Residuum 64. Die Helix umfaßt die Residuen 12 bis 24.
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Es gibt noch eine Reihe offener Fragen bezu¨glich des Faltungsmechanismus.
Das Nukleation-Kondensation Modell an CI2 kombiniert Informationen aus Kern-
spinresonanzspektroskopie (NMR), Messungen des zirkularen Dichroismus (CD),
Punktmutationen und Molekulardynamik Simulationen. Schon fu¨r ein so kleines
Protein sind viele Methoden notwendig, um einen Eindruck u¨ber das Faltungssze-
nario zu erlangen. Dies zeigt, in welch komplexem Bild sich der Mechanismus der
Proteinfaltung pra¨sentiert. Mo¨glicherweise wird in naher Zukunft ein konsistentes
Modell der Proteinfaltung existieren, doch das bleibt abzuwarten. Daher mo¨chte
ich das Kapitel mit einer Illustration der momentan im Gespra¨ch befindlichen
Faltungsmodelle abschließen (Abbildung 2.11).
Abbildung 2.11: Die drei ga¨ngigen Modelle der Proteinfaltung. a) hydrophobe
Kollaps Modell, b) Framework Modell c) Nukleation-Kondensations Modell
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2.2 Thermodynamische Grundlagen der
Proteinfaltung
In den folgenden Abschnitten soll der Zusammenhang zwischen der Hamilton-
funktion und der Freien Energie durch gewissen Na¨herungen vereinfacht werden.
Anschließend werden dann die im Rahmen dieser Arbeit wichtigsten stochasti-
schen Optimierungsverfahren erla¨utert. Die verwendeten Notationen sind in An-
hang B beschrieben.
Die native Struktur ist gema¨ß der thermodynamischen Hypothese das Mini-
mum der Freien Energie F. Daher wollen wir uns etwas na¨her mit diesem thermo-
dynamischen Potential auseinandersetzten, welches nach den Gesetzen der stati-
stischen Physik mit dem Zustandsintegral Q verknu¨pft ist
F = −β−1 lnQ . (2.1)
Q wird durch Integration des Boltzmann Faktors e−βH(~p, ~q) u¨ber den Phasen-
raum9 Γ = (h3N)−1
∫∫
d~p d~q des Systems berechnet. H(~p, ~q) ist der Hamiltonian
des Protein/Lo¨sungsmittel-Systems in den verallgemeinerten Koordinaten ~q und
Impulsen ~p.
Wenn die Wahrscheinlichkeitsverteilung ρ(~p, ~q) ∼ e−βH(~p, ~q), wie bei der
nativen Struktur, um eine Konfiguration konzentriert ist, so la¨ßt sich die Ver-
teilung um diese Struktur herum entwickeln. Die Freie Energie kann dann in
harmonischer Na¨herung als Energie dieser Struktur plus einem Vibrationsbeitrag
geschrieben werden. Wenn mehrere energetisch gleiche Minima eng zusammen-
liegen, so ist dieser Summe noch ein weiterer Entropieterm zuzuschlagen, der
Konfigurationsentropie Skonf genannt wird. Am Ende dieses Abschnittes erhal-
ten wir
∆F = ∆Eprotein − T∆Swasser − T∆Skonf . (2.2)
Diesem Ergebnis wollen wir uns nun schrittweise na¨hern.
2.2.1 Das Konfigurationsintegral
Schreibt sich die Hamiltonfunktion als Summe von kinetischer und potentieller
Energie H(~q, ~p) = T (~p) + V (~q), mit den Ortkoordinaten ~q und den Impulsko-
ordinaten ~p, so kann der kinetische Anteil im kanonischen Zustandsintegral Q
9Der Vorfaktor des Zustands- bzw. Phasenraumintegral, welcher korrekte Boltzmann
Abza¨hlung genannt wird, ist (h3N )−1 und nicht (h3NN !)−1, da die Konfigurationen der Prote-
inatome aufgrund ihrer Bindungen zum Rest des Proteins unterscheidbar sind. Formal mu¨ßte
hier zwischen den Wassermoleku¨len und dem Protein unterschieden und ein Faktor Nw! fu¨r die
Wassermoleku¨le notiert werden. Da wir jedoch spa¨ter auf ein implizites Lo¨sungsmittelmodell
wechseln, wird hier auf diese Unterscheidung verzichtet.



















exp(−βV (~q)) d~q︸ ︷︷ ︸
Z
(2.5)
Das Integral der kinetischen Energie la¨ßt sich ausrechnen und fu¨hrt zur Definition




















Die Freie Energie ist dann10
F = −β−1 lnλ−3N − β−1 lnZ (2.7)
Der kinetische Anteil an der Freien Energie ist nur abha¨ngig von der Temperatur
des Systems und geht folglich bei fester Temperatur als Konstante in die Freie
Energie ein. Fu¨r die Proteinstrukturvorhersage spielen konstante Anteile keine
Rolle, da wir nur an Differenzen in der Freien Energie interessiert sind und wir
ko¨nnen den kinetischen Anteil von vornherein aus der Betrachtung ausschließen.
Die fu¨r die Strukturvorhersage wichtige Freie Energie F lautet somit







Ausgehend von den ersten beiden Atomen des Proteins, la¨ßt sich die Konfigu-
ration durch Angabe der Dihedralwinkel, Bindungswinkel und -la¨ngen eindeutig
angeben. Sei P die Menge aller Proteinkonfigurationen ~q. Der Konfigurations-
raum des Lo¨sungsmittels sei W , dessen Elemente wir als ~w notieren. In den
Simulationen werden wir es nur mit Wasser als Lo¨sungsmittel zu tun haben. Der
Hamiltonian des Gesamtsystems Hgesamt(~q, ~w) teilt sich in drei Komponenten auf.
In den Hamiltonian Hp(~q), der intramolekularen Wechselwirkungen des Proteins,
10Die Schreibweise λ3N gilt strenggenommen nur, wenn alle Teilchen die gleiche Masse habe.
Fu¨r die hier behandelten Systeme lautet die korrekte Schreibweise λ3#CC · λ3#HH · λ3#NN · λ3#OO ·
λ3#SS , mit den unterschiedlichenWellenla¨ngen fu¨r Kohlenstoff, Wasserstoff, Stickstoff, Sauerstoff
und Schwefel.
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den Hamiltonian Hw(~w), der entsprechend nur die Beschreibung des Wassers
u¨bernimmt, und den Wechselwirkungshamiltonian zwischen Protein und Wasser
Hpw(~q, ~w).
Hgesamt(~q, ~w) = Hp(~q) +Hpw(~q, ~w) +Hw(~w) (2.10)
Fu¨r die Freie Energie gilt dann
















exp(−β [Hpw(~q, ~w) +Hw(~w)]) d~w
}
d~q (2.15)








exp(−β [Hpw(~q, ~w) +Hw(~w)]) d~w
}
. (2.16)














Wenn wir von lokalen Minima sprechen, so meinen wir damit die Minima von
Hp(~q) + Ĥ
β
w(~q), und die Energiedifferenzen zwischen zwei Strukturen I und J
notieren wir zu ∆E = EI − EJ = [Hp(~x I) − Hp(~x J)] + [Ĥw(~x I) − Ĥw(~x J)].
Zum jetzigen Zeitpunkt ist der effektive Lo¨sungsmittelhamiltonian ein rein for-
males Hilfsmittel ohne eigene physikalische Bedeutung. Wir werden uns jedoch
spa¨ter auf die Betrachtung der Proteinkonfigurationen in lokalen Minima von
Hp + Ĥ
β
w beschra¨nken ko¨nnen. Die Zeit fu¨r den U¨bergang der Proteinkonfigu-
ration zwischen zwei Minima ist nach dem Ergebnis von Molekulardynamik Si-
mulationen deutlich gro¨ßer als die Relaxationszeit des Wassers [CK95]. Die der
statistischen Physik zugrundeliegende A¨quivalenz zwischen Ensemblemittel und
Zeitmittel ko¨nnen wir somit auch auf den Hamiltonian Ĥw anwenden. Somit ent-
puppt sich der effektive Hamiltonian als Freie Energie des Wassers bei fester
Proteinkonfiguration.
Die Notation Ĥβw fu¨r den implizieren Lo¨sungsmittelhamiltonian soll andeuten,
daß es formal mo¨glich ist, fu¨r das Lo¨sungsmittel eine andere Temperatur anzu-
setzen als fu¨r das Protein. Diese Bemerkung ist notwendig, da das Modell fu¨r das
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Lo¨sungsmittel bei uns auf 300K festgelegt ist, die Temperatur des Proteins aber
variiert wird.
Im Lo¨sungsmittelterm sind zwei verschiedene Effekte subsumiert. Zum einen
die Hydrophobizita¨t, welche an der Kontaktfla¨che zwischen Protein und dem
Wasser auftritt, und die Wirkung auf die Elektrostatik. Fu¨r die beiden Anteile
werden wir spa¨ter unterschiedliche Na¨herungen ansetzten.
2.2.3 Bindungswinkel und -la¨ngen
Eine Proteinkonfiguration ist durch die Dihedralwinkel φ, ψ und χ der Haupt-
und Seitenketten (Anhang B), sowie der Bindungswinkel und -la¨ngen α, l be-
stimmt. Da Dihedralwinkel “frei” drehbar sind, liegen die zugeho¨rigen Eigenfre-
quenzen mehrere Gro¨ßenordnungen unterhalb derjenigen der “starren” chemi-
schen Bindungen. Mit hohen Frequenzen der starren chemischen Bindung geht
einher, daß deren Amplituden nicht sonderlich groß sind. Die Bewegung der Bin-
dungswinkel und -la¨ngen erfolgt daher auf einer anderen Zeitskala als die der
Dihedralwinkel. Anders ausgedru¨ckt: werden die Dihedralwinkel von Zeitpunkt t
auf t+∆t vera¨ndert, so relaxieren die Bindungen innerhalb des Zeitfensters ∆t.
Folglich kann man die Bewegungsgleichungen dieser Freiheitsgrade trennen, und
wir ko¨nnen uns auf die Rotationen der Dihedralwinkel konzentrieren.
Dennoch lassen Molekulardynamik Simulationen den Schluß zu, daß die Vi-
brationen der Bindungen einen signifikanten Beitrag zur Freien Energie liefern
[KIP87]. Inwieweit dieser Beitrag bei der Differenzbildung zwischen zwei Konfi-
gurationen herausfa¨llt, wird im folgenden Abschnitt diskutiert.
2.2.4 Konfigurationsentropie
Unter physiologischen Bedingungen ist der native Zustand ein Ensemble aus
Strukturen, die untereinander einen RMSD-Wert von bis zu 2A˚ aufweisen [IKP88].
Diese Fluktuationen sind zum einen kleine Schwingungen um die Gleichgewichts-
lage und zum anderen U¨berga¨nge zwischen mehreren energetisch gleichwertigen
Minima, die im Phasenraum eng beieinanderliegen. Bei diesen benachbarten Mi-
nima handelt es sich zumeist um Strukturen, deren Seitenkettenanordnungen an
der Proteinoberfla¨che unterschiedlich ist. Die Sekunda¨rstruktur, also die Haupt-
kettenkonfiguration, bleibt dabei, ebenso wie die Seitenkettenanordnung im Inne-
ren, nahezu unangetastet [SSRD91]. Da Proteine eine sehr hohe Packungsdichte
haben bezeichnet man den Proteinkern gelegentlich als Festko¨rper-a¨hnlich und
die Oberfla¨che als Liquid-a¨hnlich (kurz: surface-molten-solids) [ZVK99].
In harmonischer Na¨herung kann das Protein durch ein System (mehrdimen-
sionaler) harmonischer Oszillatoren beschrieben werden. Nach dem Gleichvertei-
lungssatz der klassischen Thermodynamik liefert jeder quadratische im Hamil-




der Frequenz des Oszillators. Mit den Boltzmannfaktoren ρI der Eigenmoden un-










ρI ln ρI , (2.18)
der aus einem Anteil der Vibrationsentropie SvI der einzelnen Moden und der
“Mischungsentropie” der verschiedenen Moden besteht [KIP87].
Gema¨ß einer Analyse von Karplus, Ichiye und Pettitt [KIP87] fu¨r Bovine
Pancreatic Trypsin (BTPI) und Lysozyme ist die verbreitete Annahme, daß die
Vibrationsentropie SvI fu¨r alle Moden als auch fu¨r unterschiedliche Proteinkonfi-
gurationen gleich wa¨re, nur mangelhaft erfu¨llt. Ebensowenig la¨ßt sich SvI zu Null





nahezu unabha¨ngig von der Konfiguration. Fu¨r BTPI und Lysozyme bela¨uft sich
die mittlere Vibrationsentropie praktisch jeder Konfiguration auf ca. 34 cal pro
Mol, Residuum und Kelvin. Dies gilt fu¨r die native Struktur ebenso wie fu¨r ei-
ne einzelne random-coil Struktur. Fu¨r andere Proteine kann man ein a¨hnliches
Verhalten erwarten, wobei die Schwankungen um den Entropiemittelwert mit
wachsender Proteingro¨ße sehr wahrscheinlich abnehmen. Bei Proteinfragmenten
von weniger als etwa 15 oder 20 Aminosa¨uren ko¨nnte allerdings ein Beitrag der
Vibrationsentropie vorhanden sein, der einen signifikanten Einfluß auf die Stabi-
lita¨t der nativen Struktur hat.
Wenn die mittlere Vibrationsentropie zweier Proteinkonfigurationen gleich ist,
so fa¨llt dieser Beitrag bei der Differenzbildung heraus und kann, wie allgemein
u¨blich, vernachla¨ssigt werden. Der fu¨r die Proteinstrukturvorhersage interessante




ρI ln ρI (2.19)
geben. Dabei ko¨nnen die unterschiedlichen Proteinbestandteile unterschiedlich in
diese Summe eingehen. Das Proteininnere und die Hauptkette sind in kompakten
niederenergetischen Konfigurationen verha¨ltnisma¨ßig starr und tragen kaum zu
dieser Summe bei. Die Seitengruppen an der Proteinoberfla¨che ko¨nnen verschie-
dene Konfigurationen annehmen, da die Wassermoleku¨le sich der Proteinstruk-
tur anpassen. Sie sind es, die die Konfigurationsentropie maßgeblich bestimmen
[KIP87]. Der genauere Zusammenhang zwischen der Konfigurationsentropie und
der Position der Aminosa¨uren wird uns im Abschnitt zur Lo¨sungsmittelenergie
bescha¨ftigen.
2.2.5 Die Freie Energie als Funktion der Proteinstruktur
Obwohl wir wiederholt von “der nativen Struktur” oder “dem random-coil Zu-
stand” sprachen, haben wir diesen Strukturen implizit immer ein Ensemble zuge-
24 KAPITEL 2. GRUNDLAGEN DER PROTEINFALTUNG
ordnet. Diesen Gedanken wollen wir weiterverfolgen und, indem wir dem Ensem-
ble eine Freie Energie zuordnen, letztendlich einer einzelnen Struktur eine Freie
Energie zuweisen.
Durch die Verteilungsfunktion ρ, auchWahrscheinlichkeitsdichte genannt, wird
jedem Zustand eines Ensembles ein statistisches Gewicht zugeordnet. Bei der Fal-
tung eines Proteins ausgehend von einem random-coil Zustand, geht die zugeho¨ri-
ge Verteilung nach und nach in die Verteilung des nativen Zustandes u¨ber. Die





gegeben ist. Dieser Ausdruck gibt die Lage des Minimums der Freien Energie F
als Funktion der Verteilung wieder:
F (ρ) =
∫ [
ρ(~q)H(~q) + β−1ρ(~q) ln ρ(~q)
]
d~q = U − TS (2.21)
Wenn wir von der nativen Struktur stellvertretend fu¨r ein Ensemble sprechen,
dann bedeutet dies, daß die Verteilung ρ in der Na¨he dieser Struktur konzen-
triert ist. Fu¨r die Simulation wa¨hlen wir als Vertreter dieses Ensembles das Ma-
ximum der Verteilung bzw. das zugeho¨rige lokale Minimum von H. Aus dem
vorherigen Abschnitt wissen wir um die Beitra¨ge lokaler Fluktuationen zur inne-
ren Energie und der Vibrationsentropie. Somit ko¨nnen wir der nativen Struktur
eine Energie Enat = H(~q nat) = Hp(~x
nat) + Ĥw(~q
nat), einen vibrationsbedingten
Beitrag zur inneren Energie ∆U und zur Entropie Svibr zuordnen. Wenn jetzt
noch bekannt wa¨re, zwischen wievielen verschiedenen Konfigurationen das native
Ensemble wechseln kann, so wa¨re uns auch der Wert der Konfigurationsentropie
bekannt und insgesamt gilt
F = Enat +∆U − TSvibr − TSnatkonf (2.22)
Von den Beitra¨ge ∆U und Svibr wissen wir, daß sie fu¨r alle Strukturen gleich sind.
Damit ergibt sich die Differenz der Freien Energien zweier Strukturen zu
∆F = ∆E − T∆Skonf . (2.23)
Wir ko¨nnen diese Gleichung noch etwas umschreiben, denn es ist ∆E = EI−EJ =
H(~q I) − H(~q J) mit H(~q) = Hp(~q) + Ĥw(~q) und da wir den effektiven Lo¨sungs-
mittelhamiltonian als Freie Energie des Wassers verstehen ko¨nnen schreiben wir
∆E = [Hp(~q
I)−Hp(~q J)] + [Ĥw(~q I)− Ĥw(~q J)] = ∆Hp+∆Fw. Setzen wir dies in
obige Gleichung ein, erhalten wir
∆F = ∆Hp +∆Fw − T∆Skonf . (2.24)
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Wenn wir desweiteren annehmen, daß sich die innere Energie des Wassers sich
nicht a¨ndert, kann man dies auch in der Form
∆F = ∆Hp − Tw∆Sw − T∆Skonf (2.25)
schreiben, wie am Anfang dieses Abschnittes behauptet.
Im Ausdruck ∆Hp + ∆Fw werden zwei Proteinkonfigurationen miteinander
in Beziehung gesetzt. Die Konfigurationsentropie hingegen vergleicht die Umge-
bungen der beiden Proteinkonfigurationen und ergibt sich aus der Anzahl der
verschiedenen Minima um die jeweils betrachtete Struktur. In kompakten niede-
renergetischen Strukturen ist der Proteinkern dicht gepackt und dort finden keine
strukturellen Vera¨nderungen statt. Skonf wird von den Anteilen des Proteins be-
stimmt, die sich an der Oberfla¨che aufhalten, also in Kontakt mit dem Wasser
sind. All diesen Strukturen ist gemein, daß im Kern hydrophobe Seitenketten
gruppiert sind und alle hydrophilen Seitenketten in Kontakt mit dem Wasser
stehen. Daher kann man in einfachster Na¨herung annehmen, daß fu¨r niederener-
getische Strukturen die Konfigurationsentropie gleich ist und aus der Differenz
der Freien Energie herausfa¨llt11. Damit ergibt sich der Unterschied in der Freien




I)]− [Hp(~q J) + Ĥw(~q J)] . (2.26)
11Wir werden spa¨ter sehen, daß unser Ansatz fu¨r den effektiven Lo¨sungsmittelhamiltonian
eine gewisse Approximation der Konfigurationsentropie entha¨lt. Weshalb wir dann auf obige
Na¨herung nicht mehr angewiesen sind.
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Kapitel 3
Theoretische Modellierung
Der thermodynamischen Hypothese von Anfinsen folgend ist die native Struktur
eines Proteins das globale Minimum der Freien Energie. Infolgedessen la¨ßt sich
die native Struktur eines Proteins vorhersagen, wenn eine hinreichend genaue
Approximation der Freie Energie des Proteins in seiner physiologischen Umge-
bung bekannt ist und eine Methode vorliegt, die das globale Minimum der Freien
Energieoberfla¨che zuverla¨ssig identifiziert.
In diesem Kapitel sollen daher Verfahren zur Bestimmung des globalen Mi-
nimums vorgestellt werden und anschließend die Wechselwirkungen besprochen
werden, die fu¨r ein Protein in wa¨sseriger Lo¨sung von Bedeutung sind.
3.1 Stochastische Optimierungsverfahren
3.1.1 Einleitung
Gehen wir davon aus, daß der Hamiltonian oder die Freie Energie als Funkti-
on der Proteinkonfiguration bekannt ist, so verbleibt das Optimierungsproblem,
das globale Minimum der Freien Energie zu bestimmen. Die Hauptschwierigkeit
der Optimierungsverfahren liegt im exponentiellen Wachstum des Konfigurati-
onsraumes mit der Systemgro¨ße. Eine Formulierung dieses Problem im Kontext
der Proteinfaltung ist das Levinthalsche Paradoxon (Seite 12), demzufolge es
unmo¨glich ist, die native Proteinstruktur durch eine rein zufa¨llige Suche im Kon-
figurationsraum aufzuspu¨ren.
Da Proteine ihre native Struktur relativ schnell einnehmen, erfolgt die Op-
timierung in der Natur nicht rein zufa¨llig und das Paradoxon resultiert aus der
implizierten Annahme, daß die Potentialenergieoberfla¨che flach sei. In der Rea-
lita¨t spielt die Topologie der Potentialoberfla¨che eine entscheidende Rolle bei der
Konvergenz zum globalen Minimum. Es wird angenommen, daß die Potential-
energieoberfla¨che eines Proteins eine ausgepra¨gte Tricherstruktur (engl. funnel)
besitzt, der die Proteinstruktur im Prinzip an jedem Punkt im Konfigurations-
27
28 KAPITEL 3. THEORETISCHE MODELLIERUNG
raum in Richtung native Struktur weist.
Eine Strategie zur Identifizierung des Minimums liegt daher – trotz der Sy-
stemgro¨ße – in der Lo¨sung der Bewegungsgleichungen, die sich aus dem Hamilto-
nian ergeben. In einer solchen Molekulardynamik Simulation (Seite 44) la¨ßt sich
der vollsta¨ndige Faltungsprozeß deterministisch nachverfolgen. Dieses Verfahren
ist in seiner Natur seriell, das heißt nicht nur, daß zwei Simulationen von den
gleichen Startkonfigurationen aus identisch verlaufen, sondern auch, daß Simula-
tionen von unterschiedlichen Startkonfigurationen unabha¨ngig voneinander sind.
Da jede Simulation fu¨r sich das globale Minimum finden muß und dies nach ei-
ner deterministisch festgelegten Zeit erfolgt, sind Simulationen von verschiedenen
Startkonfigurationen aus unno¨tig.
Die Ergebnisse der bisherigen Simulationen dieser Art zeigen, daß die deter-
ministischen Optimierungsverfahren nicht effizient genug arbeiten, um Protein-
strukturvorhersage in gro¨ßerem Umfang zu betreiben. Daher werden vermehrt
stochastische Verfahren verwendet, die schon auf anderen Themengebieten er-
folgreich eingesetzt werden. Sie sind Gegenstand der folgenden Abschnitte. Bei
einer stochastische Simulation wird eine nicht-deterministische Abfolge von Kon-
figurationsraumpunkten konstruiert, deren Energie zumeist abfa¨llt, und so zum
Minimum fu¨hrt, aber gelegentlich bergauf u¨ber Energiebarrieren hinwegla¨uft.
Es werden nun zwei stochastische Verfahren vorgestellt, namens Monte-Carlo
(MC) und Simulated Annealing (SA). Erstes dient zur Bestimmung thermody-
namischer Erwartungswerte bzw. zur Konstruktion von Zusta¨nden mit einer be-
stimmten Verteilung. Letzteres lokalisiert Minima auf der Potentialenergieober-
fla¨che. Anschließend wird die Beziehung zwischen Molekulardynamik Simulatio-
nen und Monte-Carlo basierenden Verfahren beleuchtet und die Methode der
Basin-Hopping-Technique vorgestellt, die es ermo¨glichte die native Struktur des
Proteins 1F4I vorherzusagen. Die von uns eingesetzten Optimierungsverfahren
arbeiten ohne Gradienten.
3.1.2 Monte-Carlo Simulation (MC)
Ausgehend von Gleichung 2.20 besteht die Aufgabe der Proteinstrukturvorhersa-
ge in der Bestimmung der Verteilung ρnat aus der Proteinsequenz. Hierzu kann
man sich des Monte-Carlo-Verfahrens bedienen [KGV83].






zu bestimmen, ohne ρ˜ explizit anzugeben. Mit Hilfe der Verteilung ρ˜ ko¨nnen
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berechnet werden. Die Freie Energie berechnet sich dann z.B. gema¨ß Gleichung
3.27 aus
F = +β−1 ln〈exp(+βH)〉 .
Die Approximation gelingt, indem eine Sequenz von Konfigurationen {~q} erzeugt




= exp(−β [H(~q1)−H(~q2)]) (3.3)
auftreten.
Die Konstruktionsvorschrift dieser Konfigurationenfolge {~q} tra¨gt den Namen
Metropolis Algorithmus und ist relativ simpel. Von einem Zustand ~qi mit der
Energie Ei wird durch eine (kleine) A¨nderung ein Zustand ~qj mit Energie Ej
erzeugt. Liegt die Energie Ej unterhalb von Ei, so dient ~qj aus Ausgangspunkt
fu¨r die na¨chste Iteration und wird an die Folge {~q} angeha¨ngt. Fu¨r Ej > Ei
geschieht dies mit einer Wahrscheinlichkeit von
Aij = exp[−β(Ej − Ei)] . (3.4)
Wird die vorgeschlagene Konfiguration qj verworfen, so wird ein weiteres Mal qi
in die Sequenzliste aufgenommen. Die Wahrscheinlichkeit, ~qj zu akzeptieren, la¨ßt
sich auch kombiniert in der Form
Aij = min {1, exp[−β(Ej − Ei)]} (3.5)
angeben. Dieses Akzeptanzwahrscheinlichkeit heißt Metropolis Kriterium.
Erwartungswerte einer Observablen A ergeben sich als Mittelwert 〈A〉 =
(1/|{~q}|)∑{~q}A(~q) entlang der Konfigurationssequenz {~q}. Ist im Voraus be-
kannt, welche Erwartungswerte berechnet werden soll, so kann man auf die Spei-
cherung der Konfigurationen verzichten und stattdessen die Werte A(~q) aufsum-
mieren und am Ende der Simulation durch die Anzahl der Iterationsschritte teilen.
An die Konstruktion dieser Konfigurationenfolge, genauer gesagt an die Ge-
nerierung einer neuen Konfiguration, sind gewissen Bedingungen geknu¨pft, auf
die hier kurz eingegangen werden soll. Dabei streifen wir die Theorie der Markov
Ketten, welche sich mit statistisch unabha¨ngigen U¨berga¨ngen bescha¨ftigt. Diese
Unabha¨ngigkeit wird oft mit den Worten “the future depends on the past only
through the present” definiert und fu¨hrt uns direkt zu der ersten Bedingung an
die Generierung neuer Konfigurationen: sie mu¨ssen statistisch unabha¨ngig sein.
Das Monte-Carlo Verfahren ist damit prinzipiell unfa¨hig, aus vergangenen Gene-
rierungsversuchen zu “lernen”, um die Proteinstruktur gezielt zu optimieren.
Betrachten wir den Fortlauf einer Monte-Carlo Simulation etwas na¨her. Be-
findet sich das System zu einem beliebigen Iterationsschritt im Zustand ~qi und
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sei Gij die Wahrscheinlichkeit von Zustand ~qi die A¨nderung in den Zustand ~qj zu
generieren, so ist die U¨bergangswahrscheinlichkeit Pij von ~qi zu ~qj
Pij =
{
GijAij fu¨r i 6= j
1−∑j′ 6=i Pj′i fu¨r i = j . (3.6)
Dies gilt fu¨r jede einzelne Iteration. Bei zwei aufeinanderfolgenden Iterationen
ergibt sich fu¨r die U¨bergangswahrscheinlichkeit P
(2)
ij und danach entsprechend
fu¨r P
(3)











PikPklPlj , . . . (3.7)
Die in der statistischen Physik wichtige Bedingung der Ergodizita¨t wird auch an
P
(n)
ij gestellt; d.h. fu¨r beliebige i, j muß es ein n > 0 mit P
(n)
ij > 0 geben. Dies ist
die zweite Bedingung an das Monte-Carlo Verfahren, und ist so zu lesen, daß jede
beliebige Konfiguration i von jeder anderen Konfiguration j aus zu erreichen ist.
Die dritte Anforderung tra¨gt die Bezeichnung detailed balance und ist etwa durch
Gij = Gji erfu¨llt. Sie ist so zu verstehen, daß der Wechsel zwischen zwei Konfigu-
rationen in beide Richtungen (prinzipiell) gleich wahrscheinlich ist. Beru¨cksich-
tigt man, daß die Zusta¨nde ~qi und ~qj mit unterschiedlicher Wahrscheinlichkeit
vorliegen, so schreibt sich die detailed balance Bedingung fu¨r eine Wahrschein-
lichkeitsverteilung ρ˜(~q) wie folgt:
Pij ρ˜(~qi) = Pji ρ˜(~qj) (3.8)
Eine solche Verteilung ist stationa¨r (“invariant unter P”), d.h.∑
i
ρ˜(~qi)Pij = ρ˜(~qj) (3.9)






unabha¨ngig von i. Fu¨r Gij = Gji erfu¨llt sich die detailed balance Bedingung, und
es gilt
ρ˜(~qj)→ exp(−βEj)∫
exp(−βE(~q))d~q = ρ(~qj). (3.11)
Allgemein gilt: fu¨r normiertes f und Aij = min{1, f(i)/f(j)} ergibt sich unter
den Voraussetzungen a) Pij ist ergodisch und b) f erfu¨llt die detailed balance
Bedingung: limn→∞ P
(n)
ij = f(j). Der detailierte Beweis ist in praktisch jedem
Vorlesungsskript oder Buch zum Thema Markov-Ketten zu finden, siehe etwa
[Chu67]
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3.1.3 Simulated Annealing (SA)
Simulated Annealing (SA) ist einer der popula¨rsten Algorithmen im Bereich der
stochastischen Optimierung. Der Begriff Annealing beschreibt einen Prozeß, bei
dem es durch Erhitzen und anschließendes langsames Abku¨hlen mo¨glich ist, das
System aus einem lokalen Minimum in seinen Grundzustand zu u¨berfu¨hren und
so z.B. Fehlstellen in einem Festko¨rper zu beseitigen. Ein schnelles Abku¨hlen wird
auch als Quenchen bezeichnet, wobei das System zumeist in einem metastabilen
Zustand eingefroren wird.
Der Prozeß des Annealing kann in den Metropolis Algorithmus integriert wer-
den, indem dessen Temperatur langsam erniedrigt wird. Dabei ha¨ngt das Kon-
vergenzverhalten stark von der Ku¨hlungsstrategie {βn}n∈N ab. Die Temperatur-
adjustierung muß so langsam erfolgen, daß das System bei jeder Temperatur
equilibriert ist (adiabatische Zustandsa¨nderung), d.h. bis asymptotisch die kano-











i exp(−β(Ei − E?))
(3.13)
mit der Energie des globalen Minimums E? = min{Ei}. Die Exponenten sind
somit entweder Null oder negativ, und fu¨r β →∞ folgt ρ˜(~q) 6= 0 nur fu¨r E(~q) =
E?.
Nach der Theorie der Markov-Ketten existiert ein , welches die Konvergenz
zum Grundzustand fu¨r alle Abku¨hlstrategien {βn}n∈N garantiert, sofern diese
folgende Bedingung erfu¨llen:
βn ≤  log n , n ∈ N .
Ein Abku¨hlschema proportional log n wa¨re jedoch viel zu zeitaufwendig, so daß
man schnellere Abku¨hlraten verwenden und auf mathematische Zusage der Kon-
vergenz verzichten muß. Da wir darauf angewiesen sind, in kurzer Zeit viele un-
terschiedliche niederenergetische Strukturen zu erzeugen, ku¨hlen wir das System
sehr schnell ab. Je nach gewu¨nschter Laufzeit einer Simulation wa¨hlen wir ein
γ ∈ R und setzen
βn = β0 · γn , n ∈ {1, 2, . . . , nmax} (3.14)
Im Vergleich zu β ∼ log n zeigt sich, daß wir mehr Rechenzeit im hohen und mitt-
leren Temperaturbereich verbringen. Daher ko¨nnen unsere Simulationen gro¨ßere
Entfernungen auf der Potentialenergieoberfla¨che zuru¨cklegen. Problematisch ist
jedoch stets die abschließende lokale Optimierung bei niedrigen Temperaturen.
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3.1.4 Strukturgenerierung
Das Monte-Carlo Verfahren gibt uns die Mo¨glichkeit, die Verteilungsfunktion ρ
na¨herungsweise zu bestimmen. Der wesentliche Unterschied zur Molekulardyna-
mik, die u¨ber ihre Trajektorien auch Zugang zu thermodynamischen Erwartungs-
werten hat, ist darin zu sehen, daß es im Metropolis Algorithmus den Begriff Zeit
nicht gibt. Die na¨chste Iteration einer Monte-Carlo Simulation kann zu einer
Konfiguration fu¨hren, die in der Molekulardynamik erst nach vielen Zeitschritten
erreicht werden ko¨nnte, und so sind mittels Monte-Carlo große Spru¨nge auf der
Potentialenergieoberfla¨che mo¨glich (globale Vera¨nderungen). Ein Umstand, der
zur schnellen Relaxation der Verteilungsapproximation ρ˜ beitra¨gt. Die Schritte
einer Molekulardynamik Simulation sind im Gegensatz zur Monte Carlo Simula-
tion gerichtet, sie erfolgen stets in Richtung des Gradienten der Potentialenergie-
oberfla¨che. In manchen Fa¨llen kann es gu¨nstiger sein, dem Gradienten zu folgen,
als zufa¨llige Spru¨nge im Konfigurationsraum durchzufu¨hren. Bei sehr zackigen
Energieoberfla¨chen, wie sie bei einem Protein vorliegt, ist dies jedoch unwahr-
scheinlich.
Wichtig fu¨r das Konvergenzverhalten ist auch die Strategie, nach der neue
Konfigurationen generiert werden. In unseren Simulationen entstehen neue Kon-
figurationen durch Drehungen um die Dihedralwinkel; sie sind in drei Rotations-
kategorien eingeteilt. Allen dreien ist gemein, daß nur Vera¨nderungen an einer
einzelnen Aminosa¨ure vorgenommen werden und dort auch entweder nur an der
Haupt- oder an der Seitenkette. Bei der ersten Kategorie handelt es sich ur-
spru¨nglich um zufa¨llige Winkelvera¨nderungen von maximal ±5◦. Bei tiefen Tem-
peraturen muß der Winkelbereich jedoch weiter eingeschra¨nkt werden, um die
Akzeptanzrate der Simulation nicht zu sehr abfallen zu lassen. Bei Rotationen
der zweiten Kategorie werden die Dihedralwinkel auf zufa¨llige Werte zwischen
−180◦ und 180◦ gesetzt und so gro¨ßere Spru¨nge auf der Potentialenergieober-
fla¨che mo¨glich. Desweiteren existiert eine Bibliothek von Dihedralwinkeln, die
strukturaufgekla¨rten Proteinen entnommen wurden [AJ95], und in Kategorie drei
dazu verwandt wird, Konfigurationen mit diesen Winkeln zu erzeugen.
Rotationen der dritten Kategorie verletzen die detailed balance Bedingung
und werden nicht zur Bestimmung thermodynamischer Erwartungswerte einge-
setzt. Fu¨r die SA Simulation sind diese Rotationen jedoch sehr hilfreich, da sie
den Algorithmus mehr in “natu¨rlichen” Bereichen suchen lassen und so das Kon-
vergenzverhalten positiv beeinflussen. Eine genauere Analyse solcher Winkelbib-
liotheken findet sich in einer Arbeit von Abagyan und Totrov [AT94].
3.1.5 Der Temperaturbegriff in der Simulation
In unserem Kraftfeld ist das Lo¨sungsmittel implizit enthalten, das heißt, es exi-
stiert ein effektiver Hamiltonian, der alle Wechselwirkungen mit und innerhalb
des Wassers beschreibt. Dieser ist jedoch nur von der Struktur des Proteins
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abha¨ngig (Gleichung 2.16). Die zugeho¨rigen effektiven Lo¨sungsmittelparameter
sind an Transferenergien angepaßt, bei denen das Protein aus einer Oktanolum-
gebung in wa¨sserige Lo¨sung transferiert wurde. Das zugrundeliegende Experiment
ist bei einer konstanten Temperatur von 300K durchgefu¨hrt worden. Folglich be-
schreibt unserer Lo¨sungsmittelhamiltonian die Wechselwirkung des Proteins mit
dem Wasser nur richtig bei einer Temperatur von 300K. Das Monte-Carlo Ver-
fahren zur Bestimmung thermodynamischer Erwartungswerte ist an diese Tem-
peratur gebunden.
Gema¨ß Gleichung 2.26 kann die Differenz der Freien Energie fu¨r zwei Struk-
turen ausgerechnet werden. Hierbei handelt es sich stets um die Differenz bei
300K unabha¨ngig von der Temperatur der Simulation. Das heißt, wa¨hrend eines
SA Laufs bewegen wir uns auf der Potentialoberfla¨che der Freien Energie bei
300K. Der Temperatur der Simulation kommt daher keine eigene physikalische
Bedeutung zu.
Es gibt allerdings noch eine andere Interpretationsmo¨glichkeit, und zwar kann
man die Temperatur des Proteins und die des Lo¨sungsmittels trennen. Die Tem-
peratur des Wassers wird nun auf 300K festgelegt. Die Temperatur der Simulation
ist dann die Temperatur des Proteins. Der Unterschied im Formalismus besteht
darin, ob man entropische Beitra¨ge mit simuliert und diese dann fu¨r T → 0 ver-
schwinden, oder ob man sie von vornherein aus der Differenz der Freie Energie
herausnimmt.
3.1.6 Schwellwert Kriterium (TA)
Wenn man nicht an thermodynamischen Erwartungswerten interessiert ist, so ist
man nicht an das Metropolis-Kriterium gebunden und kann stattdessen aus einer
Vielzahl anderer Kriterien auswa¨hlen. Eines der einfachsten wird als threshold
acceptance (TA) bezeichnet [SM98].
Aij =
{
1 fu¨r Ej − Ei < β−1
0 sonst
(3.15)
Die Optimierung geschieht a¨hnlich wie bei SA, indem man bei einer hohen Tem-
peratur beginnend neue Konfigurationen gema¨ß 3.15 akzeptiert. Sukzessive wird
die Temperatur langsam abgesenkt, bis man eine vorgegebene Temperatur er-
reicht oder eine vorgegebene Anzahl von Konfigurationsvorschla¨gen generiert hat.
U¨blicherweise wird die Temperatur analog zu SA gema¨ß 3.14 abgesenkt.
Eigensta¨ndige Simulationen sind von uns mit diesem Kriterium nicht durch-
gefu¨hrt worden. Es ist vielmehr Bestandteil der folgenden beiden Optimierungs-
strategien.
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Abbildung 3.1: Schematische Darstellung einer Potentialenergieoberfla¨che. Die
durchgezogene Linie ist das Originalpotential, wa¨hrend die gestrichelte Linie das
effektive Potential der Minima wiedergibt.
3.1.7 Basin-Hopping-Technique (BHT)
Dieses Optimierungsverfahren ist die einfache Variante der folgenden EMC-Simula-
tion (evolutiona¨res Monte-Carlo), welche wir vor diesem Algorithmus entwickelt
und verwendet haben. Aus diesem stammt auch die Kombination von SA und
TA. Obwohl EMC und damit auch diese Simulationstechnik an eine Arbeit von
Schneider und Morgenstern [SM98] angelehnt sind, wurden die hier verwende-
ten Algorithmen mehrfach u¨berarbeitet und von einigen Parametern befreit.Die
Intention dieses Verfahrens war urspru¨nglich nicht die globale Optimierung, son-
dern es wurde entworfen, um mo¨glichst viele unterschiedliche niederenergetische
Strukturen zu erzeugen. Der Name Basin-Hopping Technique steht in Bezug auf
eine Arbeit von Wales fu¨r Lennard-Jones Cluster [WD97]. Die Potentialenergie-
oberfla¨che fu¨r Lennard-Jones-Cluster ist a¨hnlich zerklu¨ftet wie die eines Proteins.
Wales Idee bestand darin, ausgepra¨gte lokale Minima in kleinen Bereichen der
Potentialenergieoberfla¨che zu identifizieren und ein Monte-Carlo Simulation auf
diesen Minima durchzufu¨hren (Abbildung 3.1).
Das Grundgeru¨st des BHT-Algorithmus bilden aufeinanderfolgende SA Simu-
lationen. Jede dieser Simulationen beginnt bei einer (Simulations- oder Protein-)
Temperatur von 400 bis 600K und ku¨hlt das System auf etwa 1K ab. Diese hohe
Temperatur stellt sicher, daß es signifikante strukturelle A¨nderungen des Proteins
innerhalb der Simulationszeit geben kann. Auf der anderen Seite ist 1K niedrig
genug, um ein lokales Minimum zu identifizieren. Wenn wir auf die lokale Mini-
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mierung besonderen Wert legen, so verringern wir diese Temperatur noch weiter
auf 0.5 oder 0.2K.
Als Startkonfiguration fu¨r die na¨chste Iteration bzw. SA Simulation wird die
Endkonfiguration der aktuellen Iteration genommen, solange deren Energie nach
dem TA Kriterium nicht als “zu schlecht” eingestuft wird, d.h. solange die neue
Struktur eine a¨hnlich oder bessere Energie erreicht. In den Simulationen hat sich
eine Schranke von ∆E = 3 kcal mol−1 als sinnvoll erwiesen.
Die Laufzeit der einzelnen SA La¨ufe steigt mit fortlaufender Iterationszahl an,
beginnend mit n1 = 10
5 Schritten. Da die Gesamtzeit des Verfahrens nicht allzu-
sehr mit der Anzahl der Iterationen anwachsen soll, fu¨hren wir die i-te Iteration
mit ni =
√
i ·n1 SA-Schritten durch. Gleichzeitig ist damit gewa¨hrleistet, daß wir
in den ersten Iterationen nicht zuviel Rechenzeit in die lokale Optimierung inve-
stieren, sondern von energetisch schlechten Startstrukturen weg in Bereiche kom-
men, die energetisch niedriger liegen. In diesen niederenergetischen Bereichen ist
es notwendig, sowohl la¨nger lokal zu optimieren, als auch zwischenzeitlich la¨nger
aufzuheizen, um große Barrieren zu u¨berwinden.
Um einen ersten Eindruck zur Arbeitsweise dieses Verfahrens zu erlangen sei
auf Abb. 3.2 verwiesen. Hier ist die Energie als Funktion der Schrittzahl am
Beispiel einer 1F4I Simulation angegeben. Um die Sta¨rke der Fluktuationen zu
verringern, ist die Energie nur nach jeweils 5000 Schritten wiedergegeben. Hier-
durch erkennt man nicht, daß – wenn nach einem SA Lauf eine schlechte Struktur
gefunden wurde (z.B. nach 5.2× 106 Schritten) – nicht von dieser Struktur son-
dern von der vorherigen aus weitersimuliert wird. Die Simulationsbedingungen in
diesem Beispiel waren von den aktuell benutzen verschieden. Die Schrittzahl n0
lag bei 70, 000, und es wurde nur bis 5K abgeku¨hlt. Dennoch ist dieses Beispiel
hier aufgenommen worden, um auf einige Probleme hinzuweisen. Obwohl wir in
der Heizphase Strukturen vorfinden, deren Energie um mehr als 60 kcal mol−1
oberhalb des Minimums liegen, ist die RMSB Abweichung zweier aufeinander-
folgender Minima im Mittel nur 1.1A˚ und maximal 2.6A˚. Desweiteren ist zu
erkennen, daß die lokale Minimierung jeder Iteration wahrscheinlich noch nicht
abgeschlossen ist, denn bei vollendeter lokaler Minimierung erwarten wir einen
Abschnitt, in dem sich die Energie nicht mehr vera¨ndert.
Hieraus ko¨nnen wir zwei Schlu¨sse ziehen. Ersteinmal beno¨tigen strukturelle
A¨nderungen auch bei sehr hohen Temperaturen eine gewissen Zeit, denn obwohl
die Energie instantan der Temperaturerho¨hung folgt, ist damit nicht unbedingt
eine Struktura¨nderung verbunden. Zweitens ist bei einer Abku¨hlstrategie βn ∼ γn
eine Endtemperatur von 5K noch zu hoch, um eine gute lokale Optimierung zu
erhalten.
3.1.8 Eine evolutiona¨re Erweiterung (EMC)
Evolutiona¨re Algorithmen (EA) bezeichnen eine Klasse stochastischer Optimie-
rungsverfahren, deren bekanntester Vertreter, der Genetische Algorithmus (GA),
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Abbildung 3.2: Energieverlauf einer BHT Simulation
gelegentlich fu¨r das Proteinstrukturproblem eingesetzt wird. Wie Kay Hamacher
und Wolfgang Wenzel gezeigt haben, skaliert der numerische Aufwand jedoch
exponentiell mit der Systemgro¨ße [HW99], weshalb die Anwendung des GA auf
Probleme mit verha¨ltnisma¨ßig wenigen Freiheitsgraden beschra¨nkt werden soll-
te. Auf die Strukturoptimierung bezogen bedeutet dies, man sollte die direkte
Nutzung des genetische Algorithmus nur bei Peptiden mit weniger als 20 Ami-
nosa¨uren in Erwa¨gung ziehen. Als u¨bergeordnete Strategie unterliegen jedoch
nicht notwendigerweise alle evolutiona¨ren Algorithmen diesem Problem.
Ohne das Thema evolutiona¨rer Algorithmen weiter vertiefen zu wollen, wen-
den wir uns direkt dem Verfahren zu, das wir als evolutiona¨res Monte-Carlo
(EMC) bezeichnen (Abb. 3.3). Gegeben sei eine Population P (0) von N Konfi-
gurationen I ∈ P (0) mit Energien EI . M dieser Konfigurationen I unterwerfen
wir einer SA Simulation der La¨nge n0, an deren Ende wir neue Strukturen I
′ mit
Energien EI′ erhalten. Aus dem Satz P
′(0) der M + N neuen und alten Struk-
turen wa¨hlen wir N Kandidaten aus und fassen sie zu einer neuen Population
P (1) zusammen. Von dieser Population durchleben wieder M Mitglieder einen
SA Lauf und so weiter.
Die M in jeder Iteration ausgewa¨hlten Strukturen ko¨nnen parallel auf ver-
schiedenen Rechnern simuliert werden. Bislang haben wir das EMC Verfahren
nur mit etwa N = 20 Konfigurationen pro Populationen durchgefu¨hrt und davon
M = 4 − 6 parallel in SA Simulationen geschickt. Die Ergebnisse sind durchaus
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Abbildung 3.3: Ablaufskizze des evolutiona¨ren Monte-Carlo
positiv. Allerdings waren weitreichende Anpassungen notwendig, die sich darauf
beziehen, welche Strukturen man fu¨r die SA Simulationen auswa¨hlt und welche
Strukturen in die na¨chste Population aufgenommen werden. Einige Anpassun-
gen begru¨nden sich dadurch, daß auch fu¨r das EMC Verfahren in erster Linie
unterschiedliche niederenergetische Strukturen generieren soll.
Wenn man bedenkt, daß, wie im letzten Abschnitt gezeigt, eine SA Simulation
Strukturen generieren kann, die praktisch mit der Ausgangsstruktur u¨bereinstim-
men, d.h. gleiche Energie und eine RMSB Abweichung von unter 1A˚ haben, so er-
gibt sich schnell folgendes Super-Gau-Szenario. Wenn wir mit hoher Wahrschein-
lichkeit dieM energetisch niedrigsten Strukturen der Population P (i) auswa¨hlen,
und die anschließende SA Simulation keine A¨nderungen mit sich bringt, so sind
die ausgewa¨hlten M Konfigurationen nun zweifach in dem aus N +M Struktu-
ren bestehendem Strukturensatz P ′(i) enthalten. Bildet man nun einfach aus den
energetisch besten Strukturen dieses Satzes die na¨chste Population P (i + 1), so
sind die energetisch besseren Strukturen nun doppelt enthalten. In den folgenden
Iterationen P (i+ 2), P (i+ 3), usw., forciert sich diese Situation, bis das Verfah-
ren “konvergiert” ist und nur die urspru¨nglich beste Struktur (nun N -fach) in
der Population vertreten ist.
Um dieser Problematik zu begegnen, sind einige Selektionsmechanismen ein-
gefu¨hrt worden. Zuna¨chst einmal werden SA Simulationen von alle Strukturen
einer Population mit der gleichen Wahrscheinlichkeit aus gestartet. Hiermit wird
auch vermeidlich schlechten Strukturen die Chance zur Verbesserung gegeben.
Die von SA gefundene Struktur verdra¨ngt die energetisch schlechteste, wenn sie
eine tiefere Energie hat und eine RMSB Abweichung von mehr als 1A˚ zu allen
Strukturen der Population hat. D.h. die SA Struktur wird u¨bernommen, wenn
sie sowohl neu als auch energetisch gut ist. Sollte die neue Struktur einer schon
vorhandenen Struktur a¨hnlich sein (RMSB < 1A˚), so kann sie nur diese aus der
Population verdra¨ngen. Die Frage, ob die neue Struktur diese alte ersetzt, wird
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durch das TA Kriterium mit einer Schranke von ∆E = 3 kcal mol−1 entschieden.
Die Kriterien, eine neue Struktur aufzunehmen, sind so konzipiert, daß sie fu¨r
jeden SA Lauf einzeln angewandt werden ko¨nnen und nicht erst die Ergebnisse
aller M Simulationen vorliegen mu¨ssen. Durch diese asynchrone Verarbeitung ist
das evolutiona¨re Monte-Carlo Verfahren auch fu¨r den Einsatz auf heterogenen
Computerclustern geeignet.
Daru¨ber hinaus wird die Laufzeit der SA Simulationen angepaßt. Sie wird
erho¨ht, wennN -mal keine der neu generierten Strukturen akzeptiert wird. Verku¨r-
zungen der Laufzeit haben in keiner Formulierung eine sinnvollen Effekt erzielt.
Vielmehr kam nach einer Verku¨rzung praktisch immer ein Zyklus, in dem keine
neue Struktur akzeptiert wurde, d.h. die Laufzeit wurde direkt wieder erho¨ht.
Dabei ist zu beachten, daß bei einer asynchronen Verarbeitung Laufzeiterho¨hun-
gen sich erst nach einer Verzo¨gerung auf die Simulationen auswirken, da zuna¨chst
noch die Ergebnisse der La¨ufe mit der niedrigeren Schrittzahl abgearbeitet wer-
den.
Es gab eine Reihe von Variationen der Selektionkriterien und der Laufzeitan-
passung. Das TA Kriterium wurde eingefu¨hrt, da es ein klares Ja-Nein Kriterium
darstellt, im Gegensatz zu Kriterien die nur Wahrscheinlichkeiten fu¨r ein Ja ange-
ben, wie etwa das Metropolis Kriterium. Dies hatte den praktischen Hintergrund,
daß bei Ja-Nein Aussagen die Fehlersuche in der streckenweise recht undurchsich-
tigen Verwaltung der Strukturen deutlich einfacher ausfa¨llt.
Der Algorithmus des Freien Faltens ergibt sich als Spezialfall des EMC mit
N = 1 mit spezifischer Laufzeitanpassung.
3.2 Aufbau biomolekularer Kraftfelder
Mit den vorgestellten Verfahren sollte es uns mo¨glich sein, das globale Mini-
mum einer Zielfunktion zu identifizieren. Die folgenden Abschnitte bescha¨ftigen
sich nun mit den Konstituenten der zu optimierenden Funktion, welche durch die
Freie Energie eines Proteins in Wechselwirkung mit seiner natu¨rlichen Umgebung
gegeben ist. Die Wechselwirkungsenergie zwischen den Atomen beruht auf elek-
tromagnetischen Kra¨ften. Wenn die quantenmechanischen Wellenfunktionen der
Atome aus der Lo¨sung der Schro¨dinger Gleichung bekannt sind, so ist es im Prin-
zip mo¨glich aus den Ladungsverteilungen ρ1,2 die Energie aus Integration u¨ber




|~r1 − ~r2| d~r1d~r2
Da quantenmechanische Rechnungen aufgrund der Systemgro¨ße (bei mangeln-
den Symmetrien) unmo¨glich sind, wird auf Methoden der klassischen Mechanik
zuru¨ckgegriffen. Die wohl realistischste Beschreibung eines Proteins ist die Mole-
kulardynamik Simulation aller Atome des Proteins und des Lo¨sungsmittels. Fu¨r
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diese Art von Simulationen sind verschiedene Funktionen entwickelt worden, die
einem Punkt im Phasenraum eine Energie bzw. eine Kraft zuordnen. Diese Funk-
tionen werden Kraftfelder genannt, unabha¨ngig davon, ob einer Konfiguration
eine Kraft oder eine Energie zugeordnet wird. Werden die Atome des Lo¨sungs-
mittels mitsimuliert, so spricht man von einem explizitem Lo¨sungsmittel. Ha¨ngt
die Hamiltonfunktion des Systems nicht von der Koordinaten der Lo¨sungsmittela-
tome ab, sondern entha¨lt einen Anteil der u¨ber die Koordinaten des Proteins den
Einfluß der Wasseratome beschreibt, bezeichnet man dies als implizites Lo¨sungs-
mittelmodell.
3.2.1 Wechselwirkungen chemisch gebundener Atome
Die analytischen Formen biomolekularer Kraftfelder haben viele Gemeinsam-
keiten. Zuna¨chst einmal beschra¨nken sich alle Kraftfelder auf Zweiko¨rperkra¨fte.
Daru¨ber hinaus wird zwischen Wechselwirkungen “gebundener” (bond) und “un-
gebundener” (non-bond) Atome unterschieden. Erstere beziehen sich auf Wech-
selwirkungen zwischen Atompaaren, die durch ein, zwei oder drei konsekutive
kovalente Bindungen verbunden sind. Diese werden als 1-2, 1-3 oder 1-4 Wechsel-
wirkungen bezeichnet. Unter ungebundenen Wechselwirkungen werden alle wei-
teren Beitra¨ge subsumiert.
Die 1-2 Wechselwirkung beschreibt chemische Bindungen. Diese Bindungen
besitzen Schwingungsfreiheitsgrade, die sich aus ihrer quantenmechanischen Na-
tur ableiten. Diese Freiheitsgrade ko¨nnen in gewissen Grenzen in ein klassisches
Potential integriert werden. Hierbei begnu¨gt man sich zumeist damit, diese Frei-
heitsgrade in harmonischer Na¨herung zu beschreiben, d.h. eine Abweichung δl
der Bindungsla¨nge vom Gleichgewichtsbindungsabstandes l0 fu¨hrt fu¨r δl  l zu
einer Energiea¨nderung proportional δl2. Eine genauere Beschreibung des Poten-
tialverlaufes als Funktion des Bindungsabstandes bietet das Morse-Potential
E(l) = E0(1− e−A(l − l0))2 ,
welches in guter Na¨herung u¨ber einen großen Wertebereich von l gu¨ltig ist. Die
Wesensmerkmale des Morse-Potential sind die Core-Abstoßung fu¨r kleine l und
fu¨r l  l0 der U¨bergang in ein r−1 der Coulomb-Wechselwirkung. Die Wechsel-
wirkungskonstanten lassen sich aus quantenchemischen Rechnungen beziehen.
Das Potential fu¨r die Bindungswinkel θ wird der 1-3-Wechselwirkung zuge-
ordnet. In einem klassischen Kraftfeld wird auch hier zumeist in harmonischer
Na¨herung gearbeitet, E ∼ (θ − θ0)2. Bei Rotationen um chemische Bindungen,
1-4-Wechselwirkungen, wird sehr oft ein Potential der Form E ∼ 1+ cos(nφ+ γ)
verwendet. Als Beispiel fu¨r die Verwendung dieses Potential sei das Kraftfeld
AMBER angefu¨hrt, in dem Drehungen um X − C − C − X mit n = 3, γ = 0
beschrieben werden.
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3.2.2 Wechselwirkungen ungebundener Atome
Bei der klassischen Beschreibung der Wechselwirkung zwischen zwei Atomen wol-
len wir der Einfachheit halber damit beginnen, die Atome durch Punkte im Raum
mir verschiedenen Eigenschaften wie Masse, Ladung und Polarisierbarkeit zu re-
pra¨sentieren. Sind die beiden Punkte unendlich weit voneinander entfernt, so wird
ihre Wechselwirkungsenergie zu Null angenommen. Fu¨hrt man die Punkte bis auf








aufzubringen, wobei F (r) die Kraft zwischen den Atomen angibt. Eine repulsive
Kraft wird dabei stets positiv, eine attraktive stets negativ gewertet. Aus der
Arbeit erha¨lt man die Kraft zuru¨ck, wenn man den Gradienten der Arbeit bildet
~F (r) = ∇E(r).
Coulomb-Wechselwirkung
Die Wechselwirkungsenergie zweier Ionen mit den Ladungen q1 und q2, welche








Sie ist kleiner Null, also attraktiv, wenn die Ladungen unterschiedliches Vor-
zeichen haben. Befinden sich die Ionen in einem homogenem Medium, so ist
die Dielektrizita¨tskonstante 0 mit einem Faktor  zu multiplizieren. In einem
Festko¨rper ko¨nnen frei bewegliche Elektronen zu einer Abschirmung der Ionen-
ladungen fu¨hren, wodurch das 1/r-Verhalten der Wechselwirkungsenergie nicht
mehr erfu¨llt ist. Die Gu¨ltigkeit des Coulomb-Gesetzes bleibt nach Einfu¨hrung
einer abstandsabha¨ngigen Dielektrizita¨tsfunktion  7→ (r) erhalten. Einen ver-
gleichbaren Effekt haben Grenzenfla¨chen zwischen Medien mit unterschiedlichem
. Hier erfolgt die Abschirmung durch Polarisation der Grenzschicht. Die Wechsel-
wirkung mit der Polarisation la¨ßt sich fu¨r einfache Geometrien durch sogenannte
Spiegelladungen beschreiben.
Das bekannteste Beispiel zur Thematik der Spiegelladungen besteht darin,
eine Ladung q zu betrachten, die in einem Halbraum mit der Dielektrizita¨tskon-
stante 1 liegt und einen Abstand d von der Grenzfla¨che zum Halbraum mit der
Dielektrizita¨tskonstante 2 hat. Die Grenzfla¨che wird in die xy-Ebene mit z = 0
gelegt, sowie die Ladung in den Punkt (0; 0; d). Gesucht ist nach dem Potential
Φ des elektrischen Feldes ~E. Die Lo¨sung des Randwertproblems
1∇ ~E = 4piρ fu¨r z > 0
2∇ ~E = 4piρ fu¨r z < 0
∇× ~E = ~0

























Der Anteil R = q
′
1d2
wird Reaktionsfeld genannt. d1,2 sind die Absta¨nde von ~r








Setzt man die Werte der Dielektrizita¨tskonstanten fu¨r ein Protein 1 ≈ 30 und fu¨r
Wasser 2 ≈ 800 ein, so zeigt sich, daß eine Ladung q in einem proteina¨hnlichem
Medium eine Grenzschichtpolarisation erzeugt, die einer Spiegelladung im Wasser
von q′ ≈ −0.93q entspricht. Dieser Wert ist unabha¨ngig vom Abstand der Ladung
von der Grenzfla¨che und fu¨hrt zu einer attraktiven Wechselwirkung der Ladung
q mit der Grenzschichtpolarisation. Eine Ladung in einem Protein wird daher
immer bestrebt sein, an die Oberfla¨che des Proteins zu gelangen.
Eine fu¨r Proteine realistischere Geometrie ist eine Ladung q in einer Kugel
(mit 1), die von einem Medium (mit 2) umgeben ist. Sei a der Radius der Kugel
und s der Abstand der Ladung vom Kugelmittelpunkt, so kann das Reaktionsfeld















wobei Pn die Legendre Polynome bezeichnet, in erster Na¨herung zu einer Spie-









zusammengefaßt werden. Eine Herleitung und Diskussion dieses Ergebnisses in
Bezug auf Monte-Carlo und Molekulardynamik Simulationen ist in [Fri75] zu
finden. Fu¨r Ladungen nahe der Proteinoberfla¨che (s ≈ a) sind die beiden Spie-
gelladungen 3.16 und 3.17 nahezu identisch. Mit den Dielektrizita¨tskonstanten fu¨r
das Protein und fu¨r Wasser, folgt in 3.17 wegen a ≈ s rasch |q′| ≈ |q|. Dies be-
deutet, daß bei kompakten (kugelfo¨rmigen) Proteinstrukturen Ladungen an oder
nahe der Proteinoberfla¨che eine (praktisch) gleichgroße Spiegelladung in unmit-
telbarer Na¨he erzeugen. Damit ist die Ladung q etwa auf der gegenu¨berliegenden
Seite des Proteins nicht mehr zu sehen, sondern nur noch ein Dipolmoment der
Ladungen q und q′.
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Wechselwirkungen permanenter und induzierter Dipole
Wenn ein Moleku¨l mit einem permanenten Dipolmoment ~p einem elektrischen
Feld ~E ausgesetzt ist, so hat es die Energie
E = −~p · ~E = −|~p| · | ~E| cos θ .
Wird das elektrische Feld von einer Ladung im Abstand r erzeugt, so ist die
resultierende Energie proportional r−2. Wird das Feld durch einen weiteren Dipol
ersetzt, so erha¨lt man eine Energie die proportional zu r−3 ist.
Werden Ladungen in einem Moleku¨l einem elektrischen Feld ausgesetzt, so
fu¨hrt dies zu einer Verschiebung der Moleku¨lladungen, und das Moleku¨l wird
polarisiert. Die Sta¨rke des induzierten Dipols ~p ist
~p = α0 ~E ,
wobei α die Polarisierbarkeit des Moleku¨ls angibt. In erster Na¨herung ist α ein
Skalar mit der Dimension eines Volumens. Die Wechselwirkungsenergie dieses




~p · d ~E = −1
2
0α| ~E|2 . (3.18)
Wenn das elektrische Feld von einer Ladung q induziert wird, so ist






Diese Energie entspricht stets einer attraktiven Kraft zwischen Ladung und Mo-
leku¨l.
Van-der-Waals Wechselwirkung
Durch Fluktuationen der Ladungsverteilung in einem Atom entstehen kurzzeitig
Dipole, die andere Atome polarisieren ko¨nnen. Da das Feld eines Dipols mit r−3
variiert, folgt aus Gleichung 3.18, daß die Wechselwirkungsenergie induzierter Di-
pole mit r−6 variiert. Die Frequenz der zugrundeliegenden Fluktuationen ist sehr
groß, sodaß die Polarisierbarkeit nicht mehr als statische Gro¨ße aufgefaßt werden
kann. Vielmehr ist sie mit der Bewegung der Elektronen in einem elektromagneti-
schen Feld mit Frequenzen des optischen Spektrums verknu¨pft. Daher wird diese
Wechselwirkung auch als Dispersionskraft bezeichnet, und ihre Sta¨rke kann nicht
mehr nur aus der klassischen Physik abgeleitet werden. Eine Kombination von
klassischer und quantenmechanischer Theorie ergibt eine Wechselwirkungsenergie
von





Hierbei werden die Atome als harmonische Oszillatoren mit den Frequenzen ω1,2
und statischen Polarisierbarkeiten α1,2 beschrieben.
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Vermeidung einer Pauliprinzipverletzung
Das attraktive van-der-Waals-Potential wird kombiniert mit einem starken repul-
sivem Potential, um einen U¨berlapp der Atomorbitale fu¨r kleine Absta¨nde r zu
verhindern. Die gebra¨uchlichste Form ist das Lennard-Jones-Potential, welches










Das Minimum dieses Potentials liegt bei r = τ mit V (τ) = −V0. Die Werte fu¨r τ
und V0 sind atomspezifisch, wobei fu¨r r  τ die Formel 3.20 in 3.19 u¨bergeht.
Wasserstoffbru¨ckenbindungen
Die fu¨r die Proteinstruktur zentrale Wechselwirkung der Wasserstoffbru¨ckenbin-
dung wird in einer klassischen Theorie stets als Dipol-Dipol-Wechselwirkung klas-
sifiziert.
Abbildung 3.4: Wasserstoffbru¨ckenbindung zwischen zwei Peptidhauptkettenseg-
menten. Angegeben sind die Partialladungen der Atome.
Voraussetzung ist, daß ein Wasserstoffatom (Donor) an ein stark elektrone-
gatives Atom, z.B. Sauerstoff (bei Wasser) oder Stickstoff (Proteinhauptkette),
gebunden ist (Abbildung. 3.4). Dieses positiv polarisierte Wasserstoffatom kann in
Wechselwirkung mit einem negativ polarisierten Atom (Akzeptor) treten, wie z.B.
dem Sauerstoff in der Proteinhauptkette. Bei kurzen Donor-Akzeptor-Absta¨nden
kann sich der Bindungsabstand des Wasserstoffatoms zu seinem Donor-Bindungs-
partner, zugunsten eines ku¨rzeren Donor-Akzeptor-Abstands, vergro¨ßern. Diese
Abstandsa¨nderung ist allerdings recht klein; sie wird daher innerhalb einer klassi-
schen Beschreibung vernachla¨ssigt. Die Energie einer Wasserstoffbru¨ckenbindung
wird approximativ als proportional zur Dipol-Dipol-Wechselwirkung des donor-
seitigen HN -Dipols und des akzeptorseitigen CO-Dipols angesetzt.
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Fu¨r die Computersimulation ist es hilfreich, die Dipole als zwei getrennte
Ladungen zu repra¨sentieren, obwohl die Donor-Akzeptor-Absta¨nde mit dem Ab-
stand zwischenWasserstoff- und Sauerstoffatom vergleichbar sind, d.h. daß formal






|~rC − ~rH | −
1
|~rC − ~rN | −
1
|~rO − ~rH | +
1
|~rO − ~rN |
)
(3.21)
Allerdings weicht die Winkel- und Abstandsabha¨ngigkeit dieses Potentials von
der natu¨rlichen, quantenchemisch begru¨ndeten, Abha¨ngigkeit ab. Daher wurde in
vielen Kraftfeldern ein zusa¨tzlicher Term eingefu¨hrt, der bei der Beschreibung von
Wasserstoffbru¨ckenbindungen helfen soll.
Das 1-6-12-Potential
Die Wechselwirkung nicht miteinander gebundener Atome wird in einem klassi-
schen Potential durch Terme beschrieben, die Potenzen des inversen Atomabstan-
des r sind. Dabei sind die sogenannten 1-6-12 Terme in praktisch jedem Kraftfeld
integriert. Diese Terme stehen fu¨r die Coulomb-Wechselwirkung (∼ r−1), die
Dispersions- (∼ r−6) und repulsive Wechselwirkung (∼ r−12), wobei die letzten
beiden Summanden zur Lennard-Jones Wechselwirkung zusammengefaßt werden.
3.2.3 Molekulardynamische Simulationen
Sind alle im Protein-Wasser System auftretenden Kra¨fte bekannt, so kann in-
nerhalb einer klassischen Theorie die Bewegung aller Atome durch Differential-
gleichungen beschrieben werden. Zur Vereinfachung der Schreibweise fassen wir
die Atomkoordinaten ~xi = (xi1;xi2;xi3)
T aller Atome i ∈ {1, . . . , N} zu einer
Koordinate
x = (x11;x12;x12; . . . ;xN1;xN2;xN2)
T
im 3N -dimensionalen Raum zusammen. Fu¨r das Protein 1VII mit 36 Residuen
gehen hier N =596 Atome gemeinsam mit den Wassermoleku¨len ein, wobei auf
letztere verzichtet werden kann, wenn es u¨ber ein implizites Lo¨sungsmittel eine
zusa¨tzliche Kraft gibt, die die Wassermoleku¨le implizit beschreibt.
Bei endlichen Temperaturen folgt das Kra¨ftegleichgewicht des Systems der
Langevin Dynamik, also einer stochastischen Differentialgleichung [kse98]
Mx¨+ Cx˙+∇V (x) = DW˙ . (3.22)
M bezeichnet die Matrix, welche die Atommassen auf der Diagonalen entha¨lt, C
gibt die Da¨mpfung des Systems an und V ist das Potential der oben beschrie-
benen Kra¨fte. Auf der rechten Seite der Gleichung steht eine zufa¨llige Kraft, die
aus Fluktuationen durch Sto¨ßen mit der Umgebung resultiert, wodurch Energie
dispergiert. W˙ (t) beschreibt einen normierten Wiener Prozeß, welcher auch als
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normiertes weißes Rauschen bezeichnet wird1. Die Diffusionsmatrix D und der
Da¨mpfungsterm C ha¨ngen u¨ber das Fluktuations-Dissipations-Theorem zusam-
men
DDT = 2kBT C ,
wodurch die Verbindung zur Temperatur des Systems gegeben ist. Ein u¨blicher
Ansatz fu¨r die Matrix C ist es, eine skalaren Da¨mpfungskoeffizienten γ > 0





Im Tieftemperaturlimes geht die Differentialgleichung 3.22 in
Mx¨+ Cx˙+∇V (x) = 0
u¨ber. Fu¨r die Energie E = 1
2
x˙TMx˙ + V (x) folgt E˙ = 1
2
x¨TMx˙ + ∇V (x)T x˙ =
−x˙TCx˙. Da C positiv definit ist, verliert das System solange Energie bis alle
Energie in der potentiellen Energie enthalten ist.
Fu¨r verschwindende Da¨mpfung C → 0 erha¨lt man die Newtonschen Bewe-
gungsgleichungen eines Systems ohne Reibung
Mx¨ = −∇V (x) .
Diese partielle Differentialgleichung findet Verwendung bei Simulationen, die das
Wasser explizit beru¨cksichtigen. Die Temperatur des System steht gema¨ß des
Gleichverteilungssatzes der klassischen statistischen Physik in Beziehung zur ki-







Um einen ersten Eindruck von der analytische Form eines biomolekularen Kraft-
feldes zu erhalten, sei hier exemplarisch das AMBER Potential (in einer a¨lteren
1Fu¨r Zeitentwicklung eines solchen Prozesses von t zu t+∆t gilt: W (t+∆t) =W (t)+z
√
∆t
mit normalverteiltem z bei Varianz 1.











































Mit diesem Kraftfeld ist 1998 die bislang la¨ngste Molekulardynamik Simu-
lation eines Proteins mit explizitem Lo¨sungsmittel durchgefu¨hrt worden [DK98,
DWK98]. Es handelt sich dabei um 1VII, welches eine drei-Helix-Struktur be-
sitzt und mit 36 Residuen fu¨r alle Atome einschließende Computersimulationen
eine beachtliche Gro¨ße hat. Trotz enormen Rechenaufwands von insgesamt 85
CPU-Jahren auf einem der gro¨ßten existierenden Rechnercluster wurde die native
Struktur wa¨hrend der gesamten Simulation nicht ein einziges Mal eingenommen.
Die Simulationszeit entspricht einer Mikrosekunde der natu¨rlichen Bewegung des
Proteins, dessen Faltungszeit etwa bei 10 Mikrosekunden liegt. Es bleibt offen, ob
bei einer la¨ngeren Simulationszeit eine Trajektorie entstanden wa¨re, die durch die
native Struktur gefu¨hrt ha¨tte. Andere Szenarien sind jedoch ebenso wahrschein-
lich. Etwa, daß das zugrundegelegte Kraftfeld eine andere Struktur als globales
Minimum der Freien Energie ausweist. Damit wu¨rden die meisten mit diesem
Kraftfeld erzeugten Trajektorien niemals an der nativen Struktur vorbeikommen.
Doch auch wenn die native Struktur auf einer Molekulardynamik Trajekto-
rie liegt, so bedeutet dies nicht, daß diese Struktur auch das globale Minimum
der Freien Energie des Kraftfeldes ist. Falls es sich nur um einen metastabilen
Zustand handelt, wird die Proteinstruktur eine gewisse Zeit der nativen Struk-
tur a¨hnlich sein, um dann in Richtung des kraftfeldspezifischen Minimums der
Freien Energie weiterzuziehen. Um zu kla¨ren, ob das Kraftfeld die Natur rich-
tig wiedergibt, wa¨re eine Vielzahl sehr langer Simulationen notwendig. Dies war
zu dem damaligen Zeitpunkt technisch unmo¨glich durchzufu¨hren. Seither gibt es
nur einen großangelegten Versuch, die Freie Energie auf systematische Weise aus
Molekulardynamik Simulationen zu gewinnen. Dieses Projekt bu¨ndelt Rechenzeit
leerstehender Computer in Form eines speziellen Bildschirmschoners. Dieser Bild-
schirmschoner ist im Internet unter der Bezeichnung “folding@home” beziehbar2.
2http : //folding.stanford.edu
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Die bisherigen Resultate von folding@home zeigen, daß es mittels Moleku-
lardynamik Simulationen auch mit implizitem Lo¨sungsmittel und moderner Com-
putertechnik nicht mo¨glich ist, (fu¨r mehr als die kleinsten Peptide) prediktiv Pro-
teinstrukturvorhersage zu betreiben. Die erfolgreiche Faltung von 1L2Y, einem
Protein mit 20 Residuen, umfaßte einen Rechenaufwand von 250 CPU-Jahren
[SZP02]. Ein Faltungsversuch mit unserem Kraftfeld und Einsatz der Monte-
Carlo Simulationstechnik war nach einem halben CPU-Jahr vollsta¨ndig konver-
giert [SHW03].
Die Verwendung der Molekulardynamik zur Proteinstrukturvorhersage zeigt
hier eine weitere Schwa¨che. Die native Struktur entspricht einer “mittleren”
Struktur der Trajektorie, deren Fluktuationen bei 300K sehr stark sind, so daß
es nur bedingt mo¨glich ist, den Begriff mittlere Struktur sauber zu definieren
[SZP02].
Wie wir in einem spa¨teren Kapitel sehen werden, ist durch die Verwendung
impliziter Lo¨sungsmittel die Freie Energie unmittelbar zuga¨nglich geworden und
muß nicht erst im nachhinein ermittelt werden. Damit ist es nicht mehr notwen-
dig, entropische Beitra¨ge zu simulieren, sondern man kann das Proteinstruktur-
problem als reines Optimierungsproblem auf der Potentialoberfla¨che der Freien
Energie verstehen. Es ist allgemein u¨blich, die Terminologie der Molekulardyna-
mik teilweise zu u¨bernehmen. So werden wir auch weiterhin von einem Kraftfeld
sprechen, obwohl es treffender wa¨re, auf den Begriff “Potentialenergieoberfla¨che
der Freien Energie” zu wechseln. Wie die Molekulardynamik Simulationen ge-
zeigt haben, sind deterministische Verfahren mit der bei Proteinen vorliegenden
Konfigurationsraumgro¨ße u¨berfordert, weshalb ausschließlich stochastische Opti-
mierungsverfahren zum Einsatz kommen.
Mit dem U¨bergang zur Freien Energie ist es auch mo¨glich, die Auswirkungen
kleiner Kraftfeldvera¨nderungen effizienter zu untersuchen und aufgrund dieser
Analysen weitere Kraftfeldanpassungen durchzufu¨hren. Bei der Molekulardyna-
mik ist ein solcher Optimierungszyklus mit immensem Zeitaufwand verbunden
und mit den existierenden Computerressourcen nicht durchfu¨hrbar. Momentan
ist ein neuer Supercomputer namens Blue Gene3 in Planung, der diese Lu¨cke teil-
weise fu¨llen und Molekulardynamik Simulationen fu¨r Proteine in großem Maß-
stab ermo¨glichen soll. Ein geeignetes Kraftfeld auf diesem Computer sollte die
Beantwortung vieler grundlegenden Fragen ermo¨glichen und zur Aufkla¨rung des
Faltungsmechanismus beitragen.
Biologische Fragestellungen, fu¨r deren Beantwortung die Kenntnis der Frei-
en Energie ausreicht – also jede Frage zur Gleichgewichts-Thermodynamik –
bedu¨rfen keines solchen Supercomputers. Die Simulationen dieser Arbeit beruhen
großteils auf einem am Institut fu¨r Nanotechnologie (INT) des Forschungszentrum
3Dieser Rechner soll 2006 in Betrieb gehen und mit 1 PetaFLOPS den momentan sta¨rksten
Rechner namens Earth Simulator mit 41 TeraFLOPS von der Spitzenposition der sta¨rksten
Rechner der Welt verdra¨ngen; siehe http : //www.top500.org.
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Karlsruhe existierendem Computercluster zur Proteinstrukturvorhersage, welches
in der ersten Stufe aus 36 Computern mit 1GHz PentiumIII Prozessoren bestand
und derzeit aus 24 1GHz PentiumIII(Coppermine), 18 1.2GHz AMD Athlon und
28 2.4GHz Intel Xeon Prozessoren zusammengesetzt ist.
Wir wollen nun zuna¨chst unser Augenmerk auf andere Kraftfelder richten und
einige der bekanntesten Kraftfelder namentlich kurz erwa¨hnen (s.u.). Insbeson-
dere die ersten drei Kraftfelder sind untrennbar mit den Namen ihrer Entwickler
Scheraga, Karplus und Kollman verknu¨pft sind. Den angegebenen Literaturstel-
len ko¨nnen genauere Informationen zu den Kraftfeldern entnommen werden. Die
meisten Kraftfelder sind fu¨r Molekulardynamik Simulationen entwickelt worden
und in ein Programmpaket integriert. Die vorherrschende Programmiersprache
ist FORTRAN.
ECEPP Empirical Conformational Energy [MMBS75]
Program for Peptides
CHARMM Chemistry at Harvard Macromolecular [BBO+83]
Mechanics
AMBER Assisted Model Building with Energy [PCC+95]
Refinement
OPLS Opimized Potentials for Liquid [Jor81]
Simulations
MM3 Molecular Mechanics [AYL89]
GROMOS Groningen Molecular Simulations [SHT+99]
CFF Consistent Forcefield [HE94]
ESFF Extensible Systematic Forcefield [ESF]
Die letzten beiden Kraftfelder CFF und ESFF sind unter anderem im Pro-
grammpaket InsightII integriert, welches in unserer Arbeitgruppe in Zusammen-
hang mit dem Receptor Ligand Docking Problem benutzt wird. Das Receptor
Ligand Docking Problem bescha¨ftigt sich, vereinfacht gesagt, damit, Affinita¨ten
zwischen Moleku¨len (Liganden) und Proteinen zu bestimmen. ESFF ist beson-
ders fu¨r die Behandlung verschiedenster Liganden geeignet, da hier auch selten
auftretende Atome parametrisiert sind; Atome, die fu¨r andere Kraftfelder nicht
existieren.
AMBER und CHARMM sind sich in der analytischen Form sehr a¨hnlich und
verha¨ltnisma¨ßig einfach aufgebaut und nicht zuletzt deshalb weit verbreitet. In
Tabellen 3.1 und 3.2 sind die Bestandteile verschiedener Kraftfelder zusammen-
getragen, wobei die Vorfaktoren, sofern mo¨glich, weggelassen wurden. Die Kraft-
feldku¨rzel sind: A AMBER, C CHARMM, E ESFF, F CFF und M MM3. Das
ESFF Kraftfeld ist nur als Beispiel fu¨r die Verwendung des Morse Potentials
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Beschreibung von Potential Kraftfeld
Bindungsla¨ngen (l − l0)2 CA
k2(l − l0)2 + k3(l − l0)3 + k4(l − l0)4 F
(l − l0)2[1− 2(l − l0)] M
(1− e−A(l−l0))2 “Morse Potential” E
Bindungswinkel (θ − θ0)2 CA
k2(θ − θ0)2 + k3(θ − θ0)3 + k4(θ − θ0)4 F
(θ − θ0)2[1− 7× 10−8(θ − θ0)4] M
θl-Kreuzterme (θAB − θAB,0)[(lA − lA,0) + (lB − lB,0)] M
kθθ′(θ − θ0)(θ′ − θ′0) + klθ(l − l0)(θ − θ0)+
+kll′(l − l0)(l − l′0) F
Dihedralwinkel 1
2




(1 + cosφ) + k2
2
(1 + cos 2φ)+
+k3
2
(1 + cos 3φ) MF
φθl-Kreuzterme (l − l0)(k1 cosφ+ k2 cos 2φ+ k3 cos 3φ) F
(θ − θ0)(k1 cosφ+ k2 cos 2φ+ k3 cos 3φ) F
cosφ(θ − θ0)(θ′ − θ′0) F
Tabelle 3.1: Wechselwirkungen des 1-2, 1-3 und 1-4 Typs
aufgenommen worden. Aber auch ohne dieses ist das Spektrum der verwendeten
Potentialformen beunruhigend vielfa¨ltig. Es gibt offensichtlich noch immer kei-
nen Konsens u¨ber die funktionale Form der Bestandteile eines biomolekularen
Kraftfeldes, auch wenn die zugrundegelegten Kra¨fte prinzipiell verstanden sind.
In den Eintra¨gen der Tabelle 3.2 zur Elektrostatik und den Wasserstoffbru¨cken
sind keine Zuordnungen zu den Kraftfeldern vorgenommen worden, da diese Be-
standteile der Kraftfelder von Version zu Version variieren. So wurde z.B. in
AMBER das zur Beschreibung von Wasserstoffbru¨ckenbindungen dienende 10-12-
Potential durch Parameteranpassung in das Lennard-Jones Potential integriert.
In CHARMM sind verschiedene Potentiale integriert, die jedoch alle geringere
Potenzen des inversen Abstands haben: r−m − r−n mit m = 0, 2, 4 und n = 0, 2.
Um die Winkelabha¨ngigkeit der Wasserstoffbru¨cken zu beru¨cksichtigen, sind diese
teilweise noch mit Kosinusfunktionen der Donor- und Akzeptorwinkel multipli-
ziert. Der Eintrag qiqj/(4pir) im Abschnitt der Wasserstoffbru¨cken ist als Summe
u¨ber die Donor und Akzeptoratome zu lesen.
Zu diesen intramolekularen Wechselwirkungen kommen diejenigen hinzu, die
zwischen dem Protein und dem Lo¨sungsmittel existieren. Diese zerfallen in zwei
Betra¨ge. Zum Einen a¨ndert sich die Elektrostatik des Proteins und wird in den
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Beschreibung von Potential Kraftfeld
van-der-Waals Ar−12 −Br−6 CA
Ar−9 −Br−6 F




Elektrostatik qiqj/(4pi r) wahlweise




+(1− cos θ)(Cr−12 −Dr−6)
u.v.m.
Tabelle 3.2: Wechselwirkungen oberhalb von 1-4
entsprechenden Bestandteil der intramolekularen Wechselwirkungen integriert,
was zu unterschiedlichsten Dielektrizita¨tsfunktionen fu¨hrt. Der Andere Beitrag
des Lo¨sungsmittel wird als hydrophober Effekt bezeichnet. Bei dessen Beschrei-
bung wird zumeist auf den Ansatz von Eisenberg und McLachlan zuru¨ckgegrif-






Teils aus Ermangelung einer Alternative herrscht hier ein gewisser Konsens un-
ter den Kraftfeldnutzern und -entwicklern. Es hat sich in vielen vergleichenden
Molekulardynamik Simulationen gezeigt, daß dieses Modell recht gute Resultate
liefert und dabei mehrere Gro¨ßenordnungen weniger Rechenzeit beno¨tigt als eine
Simulation mit explizitem Lo¨sungsmittel [SSH94].
Die hier beschriebene Arbeit baut auf einem in der Arbeitsgruppe von John
Moult am CARB (Centre for Advanced Research in Biotechnology) entwickeltem
Kraftfeld auf. In seiner funktionalen Form ist dieses Kraftfeld von bestechender
Schlichtheit [Avb92, AM95, AJ95]. Unter Vernachla¨ssigung der Bindungswinkel
und -la¨ngen sind Dihedralwinkel die einzigen Freiheitsgrade des Proteins. Ein
spezielles Dihedralwinkelpotential der Form 1
2
(1 + cos(nφ+ γ)) ist nicht explizit
vorhanden, sondern kann als in die Elektrostatik integriert betrachtet werden.
Ebenso werden Wasserstoffbru¨ckenbindungen in einfacher Weise durch die elek-
trostatische Wechselwirkung der 2 Donor- und der 2 Akzeptoratome beschrie-
ben, die man als Approximation der Dipol-Dipol-Wechselwirkung auffassen darf.
Das Kraftfeld besteht also nur aus van-der-Waals Wechselwirkung, (Haupt- und
Seitenketten-) Elektrostatik und Lo¨sungsmittelbeitra¨gen. Allerdings verbergen
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sich, wie in anderen Kraftfeldern auch, noch einige Details in den Wechselwir-
kungskoeffizienten, und so spaltet z.B. der elektrostatische Term dreifach auf.
Fu¨gt man den Bezeichnungen von Gleichung 3.23 die Oberfla¨che Ai des i-ten
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Die Spezifikation der Lo¨sungsmittelbeitra¨ge Typ I und Typ II sind hier nicht
weiter von Bedeutung, ebenso wie die Dielektrizita¨tskonstanten. Beides wird uns
spa¨ter genauer bescha¨ftigen.
3.2.5 Zur Transferierbarkeit der Kraftfeldterme
Auch wenn wir nach und nach unser eigenes Kraftfeld entwickelt haben, so in-
kooperieren wir teilweise Ergebnisse anderer Arbeitsgruppen, die mit anderen
Kraftfeldern arbeiten. Daher soll an dieser Stelle darauf hingewiesen werden, daß
die Adaption einzelner Kraftfeldterme fu¨r die Freie Energie problematischer ist
als etwa fu¨r die innere Energie [MvG94]. Dies wird uns im Abschnitt u¨ber die elek-
trostatische Wechselwirkung nochmals bescha¨ftigen. Die Problematik ist jedoch
auch bei der Umsetzung experimenteller Daten in theoretische Modelle wichtig
und spielt z.B. fu¨r die Transferenergien des Proteins von Oktanol zu Wasser eine
Rolle, die uns in einem spa¨teren Abschnitt begegnen werden.
Wenn wir zu unserem bestehenden Kraftfeldhamiltonian H1 einen neuen Be-
standteil H2 hinzufu¨gen wollen, so setzt sich die innere Energie von H = H1+H2
zusammen aus den inneren Energien der einzelnen Hamiltonians:
U = 〈H〉 = 〈H1〉+ 〈H2〉 = U1 + U2 . (3.25)
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Hierbei sind die thermischen Erwartungswerte bezu¨glich H zu verstehen. Fu¨r eine
Observablen A(~p, ~q) lautet dieser thermische Erwartungswert
〈A〉 =
∫∫
A(~p, ~q) e−βH(~p, ~q)d~p d~q∫∫
e−βH(~p, ~q)d~p d~q
.
Die Freie Energie verha¨lt sich etwas anders als die innere Energie. Zuna¨chst la¨ßt
sich die Freie Energie








als Erwartungswert reformulieren (wenn man von einer Konstanten absieht, die
in der Differenz der Freien Energie nicht interessiert)




e+βH(~p, ~q)e−βH(~p, ~q)d~p d~q

= +β−1 ln〈e+βH 〉 . (3.27)
Die Entropie la¨ßt sich ebenfalls als Ensemble-Mittel angeben:
S = −∂F
∂T
= 〈H〉/T − kB ln〈e+βH 〉 . (3.28)
Nach einer Entwicklung der Exponential- und Logarithmusfunktion folgt4


















































[〈H2〉 − 〈H〉2]+O(β2) = U − TS
4Die Schreibweise O(β2) steht stellvertretend fu¨r
∑
i=0,1,2,3O(β
2〈H〉i〈H3−i〉), denn β2 be-
sitzt im Gegensatz zu β2〈H〉i〈H3−i〉 nicht die Einheit einer Energie.
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Man kann nun jedem Hamiltonian eine Freie Energie F1,2 = β
−1 ln〈eβH1,2〉 =
U1,2 − TS1,2 zuordnen, aber wegen
〈H2〉 − 〈H〉2 = 〈H21 〉 − 〈H1〉2 + 〈H22 〉 − 〈H2〉2
+ 〈H1H2〉+ 〈H2H1〉︸ ︷︷ ︸
= 2〈H1H2〉
−2〈H1〉〈H2〉
folgt im allgemeinen nicht F = F1 + F2 sondern
F = F1 + F2 + β [〈H1H2〉 − 〈H1〉〈H2〉] +O(β2)
= F1 + F2 − TS12 (3.29)
= U1 + U2 − TS mit S = S1 + S2 + S12 .
Die Freie Energie ist somit eine Summe u¨ber die einzelnen Energien und der
Entropie, die neben den Anteilen der beiden separaten Hamiltonians, auch die
Korrelationen zwischen den Hamiltonians entha¨lt. Inwieweit dieser entropische
Anteil weiter separiert werden kann, ist davon abha¨ngig, ob die Freiheitsgrade
des Systems entkoppelt werden ko¨nnen. Z.B. kann man in guter Approximation
zwischen bond und non-bond Wechselwirkungen unterscheiden [KIP87].
Fu¨r einen gegebenen Hamiltonian kann das Hinzufu¨gen oder Variieren einer
Wechselwirkung die Natur der erreichbaren Zusta¨nde ebenso wie deren Popu-
lation vera¨ndern. Der neue Hamiltonian hat eine entsprechende Freie Energie.
Um diesen Sachverhalt etwas konkreter zu fassen, stelle man sich ein Protein in
Vakuum oder in Oktanol (mit zugeho¨rigem Hamiltonian H1) und in Wasser (Ha-
miltonian H) vor. Damit ist die Wechselwirkung des Proteins mit dem Wasser
durch H2 = H − H1 gegeben. Die mit dieser Wechselwirkung assoziierte Freie
Energie F2 ist im allgemeinen nicht gleich der Differenz F − F1, sondern ha¨ngt
in bestimmter Weise von allen anderen auftretenden Wechselwirkungen ab.
Folglich kann der Einfluß des Lo¨sungsmittels nur bedingt in elektrostatische
Anteile und hydrophoben Effekt aufgeteilt werden. Ebenso problematisch ist die
Aufteilung der Wasserstoffbru¨ckenbindung in Lennard-Jones-, elektrostatische-
und Lo¨sungsmittelanteile sowie Zusa¨tze etwa in Form eines 10-12-Potentials.
Und wenn man sich vor Augen ha¨lt, daß in AMBER das 10-12-Potential fu¨r
die Wasserstoffbru¨ckenbindungen durch ein neu parametrisiertes 6-12-Lennard-
Jones Potential ersetzt wurde, so stellt sich die Frage, durch welche Wechselwir-
kung Wasserstoffbru¨cken stabilisiert werden, und gleichzeitig, welchen Wert eine
solche eindeutige Zuordnung hat?
Nach einem Ergebnis von Yang und Honig [YH95] mit einer a¨lteren Version
des CHARMM Kraftfeldes, welche wie AMBER neben dem Lo¨sungsmittel nur
Lennard-Jones und elektrostatische Beitra¨ge hat, tragen Wasserstoffbru¨ckenbin-
dungen wenig zur Stabilita¨t von α-Helices bei. Yang und Honig folgern, daß die
treibende Kraft der Helixbildung die versta¨rkte Lennard-Jones-Wechselwirkung
in der kompakten Helixkonfiguration zusammen mit dem hydrophoben Effekt sei,
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wohingegen Wasserstoffbru¨cken nur den Entropieverlust der Hauptkette kompen-
sieren. Allerdings fu¨hrt schon der hydrophobe Effekt zu kompakten Strukturen,
also zu einer Reduktion der Konfigurationsentropie, und dieser Anteil mu¨ßte in
der Analyse genauer beru¨cksichtigt werden. Wir halten die Folgerung von Yang
und Honig fu¨r kraftfeldspezifisch und fu¨r kaum u¨bertragbar.
Die obigen Betrachtungen haben zu Folge, daß es praktisch ausgeschlossen
ist, einzelne Parametersa¨tze, wie z.B Lennard-Jones Radien und Potentialtiefen,
zwischen verschiedenen Kraftfeldern auszutauschen. Die Parameter jedes Kraft-





Klassische Kraftfelder sind fu¨r unterschiedliche Aufgaben entwickelt worden und
haben eine lange Tradition in der theoretischen Chemie. Sie werden verwendet,
um bestimmte Experimente theoretisch zu erkla¨ren und sind entsprechend auf die
Reproduktion einzelner Aspekte, wie Vibrationsspektren oder spezifische Wa¨rme,
optimiert. In Zuge dieser Optimierung haben verschiedenste Wechselwirkungs-
potentiale ihren Platz innerhalb spezifischer Kraftfelder eingenommen. Einige
Kraftfelder dienen zur Beschreibung kleiner Moleku¨le, die in Lo¨sung oder in der
Gasphase miteinander (und mit dem Lo¨sungsmittelmoleku¨len) interagieren.
Bei der Proteinstrukturvorhersage befassen wir uns dagegen mit einem ein-
zelnen Moleku¨l aus mehreren hundert Atomen, welches sich stets in ein und dem-
selben Lo¨sungsmittel (Wasser) befindet. Die Beschreibung der Wechselwirkungen
kann sich daher ausschließlich an der Stoffklasse der Proteine orientieren und so
genauer auf die spezifischen Bedingungen eingehen. Einer der wesentlichen Unter-
schied zu kleinen Moleku¨len ist darin zu sehen, daß Proteine innere Strukturberei-
che vor dem Lo¨sungsmittel abschirmen ko¨nnen (hydrophober Kern), wohingegen
dies kleinen Moleku¨len unmo¨glich ist.
In der Arbeitsgruppe von John Moult am CARB ist ein Kraftfeld zur Protein-
strukturvorhersage entwickelt worden, welches bei Proteinfragmenten die native
Konfiguration nachbilden konnte. In Simulationen mit Proteinen, die aus mehr
als 30 Aminosa¨uren konstituiert sind, hat sich herausgestellt, daß die einzelnen
Kraftfeldterme u¨berarbeitet werden mußten. In mehreren Schritten ist so ein
eigensta¨ndiges Kraftfeld entstanden, dessen aktuelle Konstituenten sowie die Be-
stimmung ihre Parameter in diesem Kapitel na¨her erla¨utert werden. Momentan
tra¨gt das Kraftfeld den schlichten Namen Protein Force Field 1, kurz PFF01, und
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besitzt folgende Zusammensetzung:







Die Indizierungen sind aus der englischen Bezeichnung (side-/mainchain, hydro-
genbond(hb) und protein stabilization energy(pse)) abgeleitet.
PFF01 geho¨rt zu den sogenannten all-atom Kraftfeldern, d.h. im Gegensatz
zu united-atom Kraftfeldern, bei denen Seitengruppen zu einer Kugel oder El-
lipsoid zusammengefaßt sind, werden alle schweren Atome (C, N , O und S) des
Proteins explizit einbezogen. Wasserstoffatome, die an Kohlenstoff gebunden sind
und keine Partialladung tragen, werden in das Kohlenstoffatom integriert. Dieses
Kohlenstoffatom entspricht somit einem Methyl. Nur wenn das Wasserstoffatom
einen polaren Bindungspartner hat und eine eigene Partialladung besitzt, wird
es explizit beru¨cksichtigt.
Jedem Atom i wird ein Potentialtyp pt(i) zugeordnet. Der Potentialtyp soll
eine eindeutige Zuordnung der Parameter des Atoms i, wie Ladung, van-der-
Waals-Radius und Lo¨sungsmittelparameter, ermo¨glichen. An dieser Zuordnung
sind im Laufe der Kraftfeldoptimierung mehrfach kleinere Vera¨nderungen vorge-
nommen worden. In PFF01 unterteilen wir die 5 Elemente – Kohlenstoff, Sau-
erstoff, Stickstoff, Schwefel und Wasserstoff – in elf Potentialtypen. In Anhang
C sind die Zuordnungen der Potentialtypen zu den Atomen der 20 Aminosa¨ur-
en und eine Liste aller atomspezifischen Parameter zu finden. Dort sind auch
Abbildungen der 20 verschiedenen Seitengruppen vorhanden. An den Potential-
typbezeichnungen pt(i) ist an dieser Stelle nur wichtig, daß der erste Buchstabe
das jeweilige Element wiedergibt. Ein cme ist daher ein Kohlenstoffatom und ein
n2 ein Stickstoffatom.
Im Folgendem werden die einzelnen Kraftfeldanteile und die Bestimmung der
zugeho¨rigen Parameter besprochen.
4.2 Das Lennard-Jones Potential
Das Lennard-Jones Potential besteht aus einem attraktiven Term (1/r6), der
durch wechselseitig induzierte Dipol-Dipol-Wechselwirkung entsteht, und einem
stark repulsiven Potential, welches aus dem Pauli-Prinzip hergeleitet wird und
na¨herungsweise durch ein 1/r12 beschrieben wird. Die Implementierung innerhalb
des CARB Kraftfeldes lautet
Vij(r) = Aijr
−12 −Bijr−6 ,
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Abbildung 4.1: Verlauf des Lennard-Jones Potential (Gleichung 4.2, rot) und
die Verteilungsfunktion ρ(r) (Gleichung 4.10, blau) mit  = 0.3 kcal mol−1 und
T = 300K.
welche a¨quivalent ist zu









Das Minimum dieses Potentials liegt bei r = τ mit V (τ) = −. Die Werte fu¨r
τ und  sind atomspezifisch ( ≡ ii, τ ≡ τii) und 12τ wird van-der-Waals- oder
Lennard-Jones Radius des jeweiligen Atoms bezeichnet. Fu¨r die Wechselwirkung







Oft wird auch eine modifizierte Formulierung benutzt (z.B. in Kraftfeldern wie
AMBER und CHARMM):
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Hier gibt σ die Position der Nullstelle des Lennard-Jones Potentials und nicht die
des Minimums an, welches (unabha¨ngig von den beteiligten Atomen) bei 6
√
2σ
liegt und durch V (2−1/6σ) = − gegeben ist.

























Das heißt, im CARB Kraftfeld und infolgedessen auch in PFF01 sind die Gleich-
gewichtsabsta¨nde verschiedener Atomtypen geringer als etwa in CHARMM oder
AMBER. Dieser Unterschied ist typischerweise sehr gering. Fu¨r den Kohlenstoff-
Sauerstoff-Abstand folgt z.B. mit den Gleichgewichtsabsta¨nden von 4.1A˚ fu¨r Koh-
lenstoff und 3.1A˚ fu¨r Sauerstoff: σCO =
1
2
(4.1A˚+3.1A˚) = 3.6A˚ und τCO ≈ 3.57A˚.
Die Formel 4.2 ist fu¨r die Simulation am Computer gut geeignet, da der Term
proportional r−12 das Quadrat des r−6-Termes ist. Man bezeichnet diesen An-
satz auch als “Soft-Sphere-Potential”, da ein geringfu¨giger U¨berlapp der Orbitale
erlaubt ist. Das “Hard-Sphere-Potential” hat dagegen die Form
VHS(r) =
{
0 wenn r > τ
∞ sonst . (4.8)
Beiden Potentialen ist gemein, daß sie den vollsta¨ndigen Kollaps der Struktur
verhindern. Der wesentliche Unterschied beider Potentiale ist in der Existenz des
Lennard-Jones-Minimums bei r = τ zu sehen. Fu¨r ungebundene Atome bzw. Mo-
leku¨le fu¨hrt dies zur Bildung von kompakten Strukturen, sogenannten Lennard-
Jones-Clustern.
In den Kraftfeldern CHARMM und AMBER, welche fu¨r Molekulardynamik
Simulationen entwickelt wurden, wird das Lennard-Jones Potential verwandt, wo-
hingegen die Arbeitsgruppe von J. Moult dem Hard-Sphere-Potential den Vorzug
gibt. Das Hard-Sphere-Potential hat fu¨r die Computersimulation den Vorteil, daß
es nur bezu¨glich der na¨chsten Nachbarn ausgewertet werden muß, wodurch der
numerische Aufwand sinkt. Auf der anderen Seite kann ein nicht-differenzierbares
Potential nicht fu¨r Molekulardynamik Simulationen herangezogen werden. Dies
gilt auch fu¨r anderen Simulationsverfahren, welche die Existenz eines Gradienten
voraussetzen, oder wie das stochastische Tunneln (STUN [WH99]) kurzzeitig in
Bereiche unphysikalisch großer Energien eindringen.
Die Entscheidung, welches der beiden Potentiale in einem Kraftfeld verwen-
det wird, ist solange rein technischer Natur, wie die Potentialtiefe des Lennard-
Jones-Potentials so gering gewa¨hlt wird, daß sie keinen wesentlichen Beitrag zur
Faltungsenergie liefert. Inwieweit diese Annahme gerechtfertigt ist, ist unklar.
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Wie erwa¨hnt, wurde in AMBER ein Wasserstoffbru¨cken stabilisierendes 10-12-
Potential durch neue Lennard-Jones Parameter ersetzt, wodurch das Potential-
minimum zur Stabilisierung der Sekunda¨rstrukturelemente beitra¨gt. Diese These
wird von Molekulardynamik Simulationen des CHARMMKraftfeldes unterstu¨tzt,
die ebenfalls der Lennard-Jones Wechselwirkung eine starke stabilisierende Be-
deutung zuordnen [YH95]. Nach unserer Auffassung tra¨gt die zugrundeliegende
zeitliche Inhomogenita¨t der Dipolmomente wenig zur Stabilisierung von Wasser-
stoffbru¨ckenbindungen bei. In PFF01 ist die zentrale Gro¨ße des Lennard-Jones
Potentials der Gleichgewichtsabstand τ , deren Werte fu¨r die einzelnen Atome im
folgenden bestimmt wird.
Der Gleichgewichtsabstand soll jedoch nicht aus experimentell bestimmten
Energien abgeleitet werden, sondern aus den nativen Strukturen der Proteinda-
tenbank extrahiert werden. Aus den dort eingetragenen Koordinaten der Atome
la¨ßt sich die Verteilung der Atomabsta¨nde bestimmen, wobei keine 1-2, 1-3 und
1-4 gebundenen Atome beru¨cksichtigt werden. Fu¨r die Verteilung des Abstands
r zweier Atome i und j, deren Koordinaten mit ~ri und ~rj bezeichnet seien, gilt
ρ(r) = Z−1
∫
exp [−βH(~q)] δ (|~ri − ~rj| − r) d~q (4.9)
Fu¨r kurze Absta¨nde wird der r−12 Anteil des Lennard-Jones-Potentials alle an-
deren auftretenden Kra¨fte dominieren. Die Wahrscheinlichkeit, in der nativen
Struktur zwei Atome im Abstand r zueinander aufzufinden, ist dann durch








gegeben1. Da strukturaufgekla¨rte Proteine zugrundegelegt werden, ist β die Tem-
peratur der Experimente, also circa 300K. Die Gu¨ltigkeit dieser Formel be-
schra¨nkt sich auf den abstoßenden Bereich r . τ . Fu¨r r = 3
4
τ ist ρ(r) praktisch
auf Null abgefallen. Dies fu¨hrt zu einem sehr kleinen Abstandsbereich, dessen Da-
ten zur Bestimmung der Lennard-Jones-Parameter herangezogen werden ko¨nnen.
Diese Datenmenge erscheint nicht ausreichend, um fu¨r jedes Element 2 Parameter
(, τ) hinreichend genau zu bestimmen. Unter der Annahme, daß der Potential-
tiefe des Lennard-Jones-Potentials in der Proteinfaltung keine große Bedeutung
zukommt, haben wir die Potentialtiefe aus einer anderen Quelle u¨bernommen und
die Verteilung 4.10 nur bezu¨glich des Gleichgewichtsabstand an die Strukturdaten
angepaßt.
In die Kohlenstoffatome der hydrophoben Seitengruppen (ALA, LEU , ILE,
V AL) werden in vorliegenden Kraftfeld die gebundenen Wasserstoffatome mit
1Der Faktor r2 ergibt sich nach U¨bergang zu Kugelkoordinaten und Integration u¨ber den
Winkelanteil. Damit ist die Verteilung im R3 nicht normiert, sondern nur noch in einem endli-
chen Volumen V ⊂ R3.
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Abbildung 4.2: Vergleich der natu¨rlichen Abstandsverteilung mit dem Ergebnis
der Parameteroptimierung fu¨r 4.10 (T = 300K,  = 0.3 kcal mol−1). Die Markie-
rung zeigt die Lage des Gleichgewichtsabstandes τ = 4.1A˚ an.
eingerechnet. Somit entspricht jedes (sp3-hybridisierte) Kohlenstoffatom des Kraft-
feldes na¨herungsweise einem Methanmoleku¨l. Fu¨r dieses Moleku¨l existieren ex-
perimentelle Daten fu¨r die Lennard-Jones Potentialtiefe von  ≈ 0.3 kcal mol−1
[MG97], welche wir fu¨r alle Atomtypen u¨bernommen haben.
Ausgehend von sp3-hybridisiertem Kohlenstoff (Potentialtyp cme), dem bei
weitem ha¨ufigsten Potentialtyp, haben wir die Gleichgewichtsabsta¨nde der unter-
schiedlichen Elemente bestimmt. Als Grundlage dienen die 138 Proteinstrukturen
M138, die in Anhang B.1 aufgelistet sind. Die Abstandsverteilung fu¨r Kohlenstoff
innerhalb der Proteinstrukturen zusammen mit der Verteilung 4.10 fu¨r den opti-
malen Wert τ = 4.1A˚ ist in Abb. 4.2 wiedergegeben. Der experimentelle Wert der
Gleichgewichtslage fu¨r Methan liegt bei 3.81A˚. Die (sp3-hybridisierten) Kohlen-
stoffatome dieses Kraftfeldes, welche die gebundenen Wasserstoffatome integriert
haben, sind somit etwas gro¨ßer als freies Methan. Auf der anderen Seite wissen
wir aus Simulationen mit dem urspru¨nglichen CARB Kraftfeld, daß ein Gleich-
gewichtsabstand von 4.6A˚ zu groß ist. Das Ergebnis der Anpassung ist somit
durchaus konsistent mit dem Experiment und unseren Erfahrungen mit den Pa-
rametern des CARB Kraftfeldes.
Fu¨r die Sauerstoff- und Stickstoffatome sind die natu¨rlichen Verteilungen der
C−N bzw. C−O Absta¨nde und nicht die derN−N bzw. O−O Atome als Grund-
lage der Parameterbestimmung genommen worden, um elektrostatische Einflu¨sse
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auf die Lennard-Jones Parameter zu vermeiden. Der Gleichgewichtsabstand fu¨r
N und O ergibt sich nach 4.4 gema¨ß τXX = τ
2
CX/τCC mit X = N,O. A¨hn-
lich ist es bei den Parametern fu¨r Schwefel und Wasserstoff, die ebenfalls an die
Absta¨nde zu Kohlenstoffatomen angepaßt wurden. Hier liegt der Grund nicht in
der elektrostatischen Wechselwirkung, sondern an der statistisch nicht ausreichen-
den Datenmenge an Wasserstoff-Wasserstoff und Schwefel-Schwefel Kontakten. In
Tabelle 4.1 sind die Resultate der Parameteroptimierung der einzelnen Atomty-
pen angegeben. Die Verteilungen der nativen Strukturen und der theoretischen
Verteilung 4.10 sind in Abb. 4.3 dargestellt. Der Lennard-Jones Gleichgewichts-
abstand fu¨r das Wasserstoffatom der Hauptkette wurde nachtra¨glich vera¨ndert,
um die Geometrie der Helices genauer wiedergeben zu ko¨nnen.
Element Potentialtyp τ [A˚]
Kohlenstoff2(sp3-hybridisiert) cme, cp 4.10
Kohlenstoff (in Ringstruktur) cr 3.28
Stickstoff n1, n2, n3 3.55
Sauerstoff o1, o2 3.10
Schwefel s 3.80
Wasserstoff (Seitenkette) h 1.95
Wasserstoff (Hauptkette) hn 2.25
Tabelle 4.1: Lennard-Jones Gleichgewichtsabstand der einzelnen Atomtypen
4.3 Elektrostatik
Eine der schwierigsten Aspekte der Energiebestimmung einer Proteinkonfigura-
tion ist der Einfluß der dielektrischen Umgebung auf die elektrostatische Wech-
selwirkung. In biomolekularen Kraftfeldern wird die elektrostatische Wechselwir-
kung durch einen statischen Satz von Punktladungen approximiert. Ziel dieses
Abschnittes ist die Berechnung der elektrostatischen Energie dieser Punktladun-
gen. Polarisationseffekte werden dabei nicht auf mikroskopischer Ebene beschrie-
ben, sondern als u¨ber ein Gebiet “verschmierte” Reaktion des Mediums, oft in
Form einer ortsabha¨ngigen Dielektrizita¨tsfunktion.
Die auf dieser Abstraktionsebene exakte elektrostatische Energie la¨ßt sich aus
der Lo¨sung der Poisson-Boltzmann-Gleichung gewinnen. Diese wird im na¨chsten
Abschnitt behandelt. Darauf folgt die Betrachtung einiger Na¨herungen und Ein-
zelaspekte, die fu¨r die Proteinstrukturvorhersage wichtig sind, sowie die Beschrei-
bung eines speziellen Potentials der Wasserstoffbru¨ckenbindungen.
2In die Kohlenstoffatome des Kraftfeldes sind die gebundenen Wasserstoffatome integriert.
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Abbildung 4.3: Natu¨rliche Abstandverteilung zusammen mit dem Ergebnis der
Parameteranpassung fu¨r 4.10 (T = 300K,  = 0.3 kcal mol−1).
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4.3.1 Die Poisson-Boltzmann-Gleichung
Die fundamentale Relation der Elektrostatik ist die Poisson-Gleichung
0∇2φ(~r) = −ρ(~r) , (4.11)
welche die ra¨umliche Variation des Potentials φ an der Position ~r mit der La-
dungsdichte ρ in Beziehung setzt. Wenn die Ladungsverteilung durch einen Satz








|~r − ~ri| . (4.12)
Hierbei notieren ~ri die Position und qi die Sta¨rke der i-ten Punktladung.
Sind alle Ladungen eines System explizit gegeben, so lassen sich alle elek-
trostatischen Wechselwirkungen durch das Coulomb-Gesetz beschreiben. In vie-
len Fa¨llen sind die Details der Wechselwirkungen nicht von Bedeutung, und die
Poisson-Gleichung kann umgeschrieben werden, so daß die unbedeutenden Details
herausfallen. Wenn eine Region des Systems “gleichma¨ßig” auf die Anwesenheit
eines elektrischen Feldes ~E reagiert, ist diesem Bereich eine Suszeptibilita¨t χ zu-
geordnet, womit die Polarisationsdichte durch ~P = χ~E gegeben ist. Wenn das
Gesamtsystem eine homogene Suszeptibilita¨t besitzt, kann nach Einfu¨hrung der
relativen Dielektrizita¨tskonstanten  = 4piχ + 1 die Poisson-Gleichung und das
Coulomb-Gesetz zu





|~r − ~ri| (4.13)
umgeschrieben werden. Wenn die Dielektrizita¨tskonstante ra¨umlich variiert, so
ist das Coulomb-Gesetz nicht la¨nger gu¨ltig, und die Poisson-Gleichung geht u¨ber
in
0∇ · (~r)∇φ(~r) = −ρ(~r) . (4.14)
In dem fu¨r uns interessanten Szenario eines Proteins in wa¨sseriger Lo¨sung
liegt  zwischen 3 und 4 fu¨r Punkte innerhalb des Proteins, und im Wasser gilt
 = 80. Daru¨ber hinaus muß die Anwesenheit beweglicher Ionen (im Wasser
gelo¨ster Salze) beru¨cksichtigt werden. Sei n− die Ladungsdichte der Kationen
und n+ der Anionen, dann lautet die Poisson-Gleichung
0∇ · (~r)∇φ(~r) = −4pi
[
ρ(~r) + n+(~r)− n−(~r)
]
. (4.15)
In einem Mean-field Ansatz kann die Ionenverteilung als proportional zum Boltz-
mann-Faktor der Energie der Ionen mit Ladung ±q im Mean-field φ(~r) angesetzt
werden:
n± ∼ exp[−β(±q)φ(~r)] . (4.16)
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Damit geht Gleichung 4.15 in die Poisson-Boltzmann-Gleichung u¨ber:
0∇ · (~r)∇φ(~r)− κ2(~r) sinhφ(~r) = −ρ(~r) , (4.17)
mit dem Debye-Hu¨ckel Abschirmparameter κ, der mit der Ionensta¨rke I verknu¨pft






Fu¨r niedrige lokale Potentiale βqφ(~r) 1 (Gleichung 4.16) kann man die Poisson-
Boltzmann-Gleichung entwickeln und erha¨lt so die linearisierte Poisson-Boltzmann-
Gleichung
0∇ · (~r)∇φ(~r)− κ2(~r)φ(~r) = −ρ(~r) , (4.18)
Diese Gleichung inkooperiert elektrische und Dipol-Polarisation in  und Abschir-
mung durch Ionen in κ.
Setzen wir fu¨r  = 1 eine Ladung in den Ursprung des Koordinatensystems,







Das Coulomb-Potential der Ladung q wird unter Anwesenheit mobiler Ionen
durch eine exponentielle Abschirmung abgeschwa¨cht und geht im Limes ver-
schwindender Salzkonzentration κ → 0 in das reine Coulomb-Potential u¨ber.
Damit ist die elektrostatische Wechselwirkung zwischen Ladungen fu¨r Entfer-
nungen gro¨ßer als die Abschirmla¨nge κ−1 irrelevant. Unter physiologischen Be-
dingungen, also Salzkonzentrationen von ca. 100mM , ist die Abschirmla¨nge von
der Gro¨ßenordnung κ−1 ≈ 1nm.
Die numerische Lo¨sung der Poisson-Boltzmann Gleichung kann u¨ber finite
Differenzen Methoden erfolgen. Betrachten wir ein kubisches Gitter mit einem
Gitterabstand h. Unter Anwendung des Mittelwertsatzes der Funktionentheorie









Dabei bezeichnet N(i) die na¨chsten Nachbarn des Gitterplatzes i, ij die Dielek-
trizita¨tskonstante am Mittelpunkt zwischen i und j und qi die Ladung in i. Der
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Wert fu¨r κi ist dann von Null verschieden, wenn i innerhalb des Bereiches liegt,
in dem sich Ionen aufhalten ko¨nnen. Dies ist a¨hnlich der Definition der SAS-
Oberfla¨che des Wassers (Seite 80) zu verstehen, nur mit einem Radius von 2A˚.
Das bedeutet, wenn sowohl das Lo¨sungsmittel als auch die gelo¨sten Satze als Kon-
tinuum behandelt werden, existiert um das Protein ein du¨nner Bereich “reinen”
Wassers, der sogenannten Stern Layer, der insbesondere dann interessant wird,
wenn das Protein von einer spha¨rischen Geometrie abweicht und kleine Taschen
bildet.
Obige Formel wird im Zuge einer Fixpunktiteration zur Lo¨sung der Poisson-
Boltzmann-Gleichung herangezogen [NH91]. Eine sehr effiziente Lo¨sungsmethode
ist in das Programm APBS (Adaptive Poisson-Boltzmann Solver [BSJ+01]) in-
tegriert, welches im Rahmen wissenschaftlicher Arbeiten frei erha¨ltlich ist3 und
ein Interface zur Verarbeitung von Proteinstrukturen im Format der Proteinda-
tenbank PDB und zur Darstellung des Ergebnisses mit den Visualisierungspro-
grammen VMD und MOLMOL hat. Die Geschwindigkeit des APBS-Programmes
ist dennoch zu gering, als daß es fu¨r Simulationen eingesetzt werden ko¨nnte. Fu¨r
Proteinsimulationen ist man daher weiterhin auf Na¨herungen angewiesen.
4.3.2 Das generalisierte Born-Modell
Ausgangspunkt des Born-Modells ist ein einzelnes Ion in Lo¨sung. Das Ion wird
als Kugel mit Radius a und einer Punktladung q im Mittelpunkt modelliert, wel-
ches von einem Medium mit einer Dielektrizita¨tskonstanten w umgeben ist. Das
Kugelinnere wird spa¨ter dem Protein entsprechen und erha¨lt daher die Dielek-
trizita¨tskonstante p. Aufgrund der spha¨rischen Symmetrie reduziert sind dieses
Modell auf ein eindimensionales Problem und das elektrostatische Potential er-
gibt sich sehr schnell aus der ersten Maxwell-Gleichung in Integralform und der















, r < a
Der zweite Term fu¨r r < a ist das sogenannte Reaktionspotential. Die Wechsel-
wirkungsenergie der Punktladung mit diesem Potential ist die Ha¨lfte des Pro-
duktes der Ladung q und dem Potential, wobei der Faktor 1/2 auftritt, da es sich
hier nicht um eine Ladung in einem a¨ußeren Feld handelt, sondern das Reakti-
onspotential wird durch die Ladung selbst induziert. Die Polarisationenergie der
Solvatation eines spha¨rischen Ions ist somit gegeben durch
EBorn = −1
2










3APBS-homepage: http : //agave.wustl.edu/apbs/
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Diese Energie wird auch Born Energie genannt.
Fu¨r die Wechselwirkung zwischen zwei gelo¨sten Ionen betrachtet man zuna¨chst
die beiden Sonderfa¨lle, bei denen die Ionen unendlich weit entfernt sind (reiner
Coulomb-Fall) bzw. sich am gleichen Ort befinden (reiner Born-Fall). Fu¨r die
Polarisationenergie einer beliebigen Verteilung von N Ladungen wurde als Inter-
polation zwischen den beiden Extrema das sogenannte generalisierte Born-Modell
vorgeschlagen [STHH91]


















rij , rij  √aiaj Coulomb-Fall√
aiaj , rij  √aiaj Born-Fall
Der effektive Born Radius ai des Atoms i ist definiert als derjenige Radius, der
eingesetzt in die Born Gleichung 4.21 die elektrostatische Energie des Moleku¨ls
angibt, wenn alle bis auf die i-te Ladung abgeschaltet sind. Dieser Wert ist folglich
abha¨ngig von der Struktur des Proteins und der Position der Ladung im Protein.
Es existieren verschiedene Methoden, den Radius na¨herungsweise zu bestimmen,
ohne die Poisson-Boltzmann-Gleichung explizit lo¨sen zu mu¨ssen. Auf diese soll
hier jedoch nicht weiter eingegangen werden.
Wesentlich sind hier zwei Punkte. Zum einen reproduziert das generalisier-
te Born Modell, bei optimaler Wahl der effektiven Radien ai, die Resultate der
Poisson-Boltzmann Gleichung recht gut [OCB02] und zum anderen existiert in
Bezug auf das Proteinstrukturproblem zumindest ein Vergleich zwischen den Re-
sultaten des generalisierten Born Modells und der Verwendung des Coulomb-
Gesetzes mit angepaßten Dielektrizita¨tskonstanten [Fri02]. Demnach ist der Ge-
samtenergiebeitrag des generalisierte Born-Modells (mit recht genauer Bestim-
mung der effektiven Radien ai bei 653 niederenergetischen Strukturen von 3ICB)
proportional zur Gesamt-Coulomb-Energie, bei einem Korrelationkoeffizienten
von 0.94. Diese Korrelation war fu¨r eine abstandsabha¨ngige Dielektrizita¨tskon-
stante der Form  ∼ r deutlich geringer. Wir gehen daher davon aus, das die
Verwendung des Coulomb-Gesetzes mit angepaßten Dielektrizita¨tskonstanten im
Bereich der Proteinstrukturvorhersage eine verha¨ltnisma¨ßig gute Approximation
des generalisierten Born-Modells ist.
Es ist bekannt, daß die effektiven Born Radien ai recht genau bestimmt wer-
den mu¨ssen, um eine gute Approximation der Lo¨sung der Poisson-Boltzmann zu
bieten [OCB02]. Allerdings ist die genaue Ermittlung der effektiven Born Ra-
dien mit einem hohen Zeitaufwand verbunden, weil die genaue Geometrie des
Proteins beru¨cksichtigt werden muß. Wir haben daher bislang der alten Form
des CARB-Kraftfeldes folgend auf die Verwendung des Coulomb-Gesetzes mit
gruppenspezifischen Dielektrizita¨tskonstanten zuru¨ckgegriffen.
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4.3.3 Ionisation einzelner Seitengruppen
Einige Seitengruppen ko¨nnen Sa¨ure-Base-Reaktionen eingehen
HA+H2O 
 H3O+ + A− .
Die abku¨rzende Schreibweise HA 
 H+ + A− ist irrefu¨hrend, denn die Beteili-
gung des Wassers ist eine notwendige Bedingung fu¨r die Reaktion. Da man die
Konzentration des Wassers (bei verdu¨nnten Lo¨sungen) als konstant annimmt,






aufgenommen werden. In isolierter Form hat nur Histidin eine pKa-Wert (=
− logKa) von 6.04, der dem Wert der Dissoziationskonstanten des Wassers4 a¨hn-
lich ist. Somit koexistiert Histidin, sofern es im Kontakt mit Wasser steht, in
protonierten und deprotonierten Konfigurationen. Alle anderen Aminosa¨uren ha-
ben (isoliert) eine eindeutige Struktur. Asparagin- und Glutaminsa¨ure liegen stets
als COO− vor und sowohl Lysin als auch Arganin sind protoniert. Innerhalb eines
Kraftfeldes mu¨ssen letztere vier Aminosa¨uren nur durch eine chemische Konfigu-
ration wiedergegeben werden. Bei Histidin beschra¨nkt sich das CARB Kraftfeld
auf die protonierte Form, wohingegen einige andere Kraftfelder die deprotonierte
Form bevorzugen.
Es ist nicht zu erwarten, daß die geladenen Seitengruppen in der (de-)proto-
nierten Konfiguration regelma¨ßig im Inneren des Proteins anzutreffen sind. Viel
wahrscheinlicher ist, daß im Proteinkern die Seitengruppen zumeist in einem neu-
tralen Zustand vorkommen. Diese Annahme wird fu¨r Asparaginsa¨ure durch eine
SCF Rechnung unterstu¨tzt [KM01].
Das Sa¨ure-Base-Gleichgewicht der Seitengruppen wird in keinem der in ei-
nem vorigen Kapitel vorgestellten Kraftfelder beru¨cksichtigt. Somit werden elek-
trostatische Wechselwirkungen verborgenerer Seitenketten mo¨glicherweise falsch
wiedergegeben.
4.3.4 Ein einfaches Bild des Proteins in wa¨sseriger Lo¨sung
Wie im 3.2.2 Kapitel beschrieben, kann die Poisson-Gleichung fu¨r einfache Geo-
metrien analytisch gelo¨st werden. Approximiert man die Proteinkonfiguration
durch eine Kugel, so induziert eine Ladung an der Proteinoberfla¨che eine Spiegel-
ladung umgekehrten Vorzeichens (Gleichung 3.17). Diese Spiegelladung schirmt
die sie induzierende Ladung weitestgehend ab. Diese Abschirmung geht fu¨r im
Proteininneren liegende Ladungen verloren, da der Abstand zur Spiegelladung q′
4Der pH-Wert destillierten Wassers ist 7.0. In biologischen Systemen liegt der pH-Wert oft
im leicht sauren (< 7). Eine wichtige Ausnahme ist hierbei das Blut mit pH ≈ 7.4.
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Abbildung 4.4: Die unterschiedlichen Schichten eines Proteins in wa¨sseriger
Lo¨sung
mit 1/s wa¨chst, wenn s den Abstand der Ladung q zum Kugelmittelpunkt mißt.
Dennoch gibt es eine geringe attraktive Wechselwirkung zwischen den beiden
Ladungen, die in Richtung der Proteinoberfla¨che weist. Das heißt, daß die elek-
trostatische Energie zweier Ladungen an der Proteinoberfla¨che niedriger liegt, als
die von Ladungen im Protein5.
In einem groben Modell fu¨r die elektrostatische Wechselwirkung kann man
sich das Protein als eine hydrophobe Kugel umgeben von einer Schicht vorstel-
len, in welcher sich die geladenen Seitengruppen sammeln. Das Protein ist von
einem Mantel aus Wassermoleku¨len umgeben, und schwimmt in einer Lo¨sung
verschiedener Salze und anderer Stoffe, mit denen das Protein nur gelegentlich in
Beru¨hrung kommt6. Diese Modellvorstellung ist in Abb. 4.4 illustriert.
Diesem Bild folgend, unterscheiden wir elektrostatische Wechselwirkungen an
5Die “Ausschmierung” der Wassermoleku¨le zu einem kontinuierlichem Medium mit einer
homogenen Dielektrizita¨tskonstanten vernachla¨ssigt die Freie Energie des Wassers, welche von
sich aus im Rahmen des hydrophoben Effektes die Ladungen des Proteins an die Oberfla¨che
zieht.
6Einige Proteine sind fu¨r die Speicherung von Ionen oder Moleku¨len zusta¨ndig, und das
angefu¨hrte Modell ist dann nicht mehr anwendbar.
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der Proteinoberfla¨che von denen im Kern des Proteins. Die vorherrschende elek-
trostatische Wechselwirkung im Proteininneren sind Wasserstoffbru¨ckenbindun-
gen. Die Oberfla¨chenelektrostatik ist dominiert durch die Wechselwirkungen der
Seitengruppen.
4.3.5 Elektrostatik des CARB-Kraftfeldes
Die elektrostatischeWechselwirkung wird im CARBKraftfeld durch das Coulomb-
Gesetz mit gruppenspezifischen Dielektrizita¨tskonstanten beschrieben, wobei Was-
serstoffbru¨cken ga¨nzlich durch die Elektrostatik der Hauptkette beschrieben wer-
den (Gleichung 3.21).








Fu¨r die folgenden Betrachtungen ist es hilfreich, sich diese Energie nicht auf ato-
marer Auflo¨sung, sondern als Wechselwirkung von Gruppen von Atomen vorzu-
stellen, also z.B. als Interaktion der NH+3 -Gruppe des Lysin mit der OH-Gruppe
des Serin, statt einer Wechselwirkung des Serin-O mit einem Lysin-H. Die Parti-
alladungen qi sind eine modifizierte Version der Partialladungen des CVFF Kraft-
felds (consistent valence forcefield) von Dauber-Osguthrope [DORO+88]. Das
CVFF Kraftfeld ist traditionell das Standardkraftfeld des Discover-Programm-
paketes zur Proteinsimulation und wurde an Proteinen und Protein/Liganden-
Komplexen kalibriert.
Die Zuordnung der Atome i auf die Werte von κ ist in den Tabellen des
Anhangs C wiederzufinden und die zugeho¨rigen Dielektrizita¨tskonstanten κ(i),κ(j)
in Tabelle 4.2. Daru¨ber hinaus gilt κ(i),κ(j) = κ(j),κ(i) und fu¨r κ(i) = 0 gilt
0,κ(j) = κ(j),0 =∞.
κ = 1 bzw. κ = 2 sind fu¨r die Amino- bzw. Carboxylgruppe der Hauptket-
te reserviert und dienen im CARB-Kraftfeld der Beschreibung von Wasserstoff-
bru¨ckenbindungen. Sie stellen mit  = 1/0.375731 ≈ 2.66 die sta¨rkste elektrosta-
tische Wechselwirkung dar. Etwa einen Faktor 2.5 kleiner ist die Wechselwirkung
der Gruppen mit κ = 3, 4 und 5. Dies sind die partiell geladenen OH, CO und
NH2 Gruppen der (Asn, Gln, Ser, Thr, Tyr) Seitenketten. Nochmals einen Faktor
3 geringer ist die Wechselwirkung zu den geladenen COO− und NH(+)x Gruppen
(in Asp, Glu, Arg, Lys, His, Trp) mit κ = 6.
Die Tabelle 4.2 des CARB-Kraftfeldes wurde u¨ber einen Potential-of-mean-
force Ansatz gewonnen [AJ95]. Sie ist in die Elektrostatik des Kraftfeldes PFF01
u¨bernommen worden.
4.3.6 Elektrostatik der Hauptkette
In Abbildung 4.5 ist der atomare Aufbau der Hauptkette wiedergegeben. Die ver-
schiedenen Aminosa¨uren unterscheiden sich nur in der Struktur der Seitengrup-
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κ 1 2 3 4 5 6
1 −111 =0.375731 0.375731 0 0.143396 0.143396 0.043222
2 0.375731 0.161852 0.143396 0.143396 0.031012
3 0 0 0.161852 0.045452
4 0.143396 0.143396 0.043222
5 0.143396 0.031012
6 0.013097
Tabelle 4.2: inverse gruppenspezifische Dielektrizita¨tskonstanten −1κ(i),κ(j)
Abbildung 4.5: Darstellung der Hauptkette einer allgemeinen Aminosa¨urese-
quenz. Verschiedene Aminosa¨uren unterscheiden sich im Substituenten R
pen, hier mit R bezeichnet, welche an das jeweilige Cα-Atom der Hauptkette ge-
bunden sind. Das Cα-Atom ist von zwei Dipolen (der NH- und der CO-Gruppen)
flankiert. Die Wechselwirkungsenergie der Dipole wird u¨ber die Coulombenergie









mit  = 0/0.375731 (Tabelle 4.2). In vielen Kraftfeldern wird die Hauptketten-
elektrostatik fu¨r die Beschreibung der Wasserstoffbru¨ckenbindungen herangezo-
gen (Seite 3.2.2).
4.3.7 Elektrostatik der Seitengruppen
Die Wechselwirkung der Seitengruppen haben wir bislang nur geringfu¨gig ge-
genu¨ber dem CARB-Kraftfeld modifiziert. Dies liegt wesentlich daran, daß der
Beitrag der Seitengruppen-Elektrostatik zum Unterschied der Freien Energie zwei-
er Strukturen als untergeordnet eingestuft wird. Die dominanten Beitra¨ge erge-
ben sich aus dem Lo¨sungsmittel und den Wasserstoffbru¨ckenbindungen innerhalb
des Proteins. Die vorgenommenen A¨nderungen an der Seitengruppenelektrostatik
sind folgendermaßen motiviert:
Nach Simulation mit den (alten) Lo¨sungsmittelparametern σFS−TK (s.u.) hat
sich gezeigt, daß (partiell) geladene Seitenketten, die sich im Proteininneren grup-
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pieren, in einigen Fa¨llen zu metastabilen Zusta¨nden gefu¨hrt haben, deren Freie
Energie nicht deutlich oberhalb der Energie nativen Struktur liegt. Nach unse-
rer Vorstellung ist dies (zumindest fu¨r kleine Proteine) nicht korrekt. Wir gehen
davon aus, daß wegen des Sa¨ure-Base-Gleichgewichtes die betreffenden Seiten-
gruppen im Proteinkern nur in neutraler Form vorliegen. Daher sind wir dazu
u¨bergegangen, die Ladungen mit der dem Lo¨sungmittel zuga¨nglichen Oberfla¨che
zu skalieren. Diese Oberfla¨che bezieht sich nicht auf die einzelnen Atome, sondern
auf die Oberfla¨che der (Seiten-)Gruppe, zu der das Atom geho¨rt. Ebenso werden
alle Ladungen einer Gruppe mit demselben Faktor skaliert.
Wu¨rde man diese Skalierung proportional zur Oberfla¨che ansetzen, so wa¨re
es denkbar, daß zwei gegensa¨tzliche Ladungen auf der Proteinoberfla¨che sich nur
bis auf einen Mindestabstand anziehen, da eine weiter Anna¨herung zu einem
Verlust an freier Oberfla¨che fu¨hren wu¨rde. In einer ersten Abscha¨tzung gehen
wir davon aus, daß, wenn zwei Gruppen der elektrostatischen Wechselwirkung an
der Proteinoberfla¨che in Kontakt sind, etwa noch ein Viertel ihrer Oberfla¨chen
Zugang zum Wasser hat. Wenn also fu¨r eine Gruppe mehr als ein Viertel der
maximal mo¨glichen SAS-Oberfla¨che in der vorliegenden Konfiguration in Kontakt
mit dem Lo¨sungsmittel steht, beha¨lt diese Gruppe vollsta¨ndig ihre Ladungen.
Liegt die SAS-Oberfla¨che unterhalb dieser Grenze werden die Ladungen linear
herunterskaliert, bis sie auf Null abgefallen sind, wenn die Atomgruppe keine
freie Oberfla¨che mehr hat.
4.4 Wasserstoffbru¨ckenbindungen
Einen wichtigen Anteil an der Freien Energie und der Struktur des nativen Zu-
standes haben Wasserstoffbru¨ckenbindungen, die sich im Protein zwischen den
NH- und CO-Gruppen der Hauptkette ausbilden. In Kraftfeldern zur Simulation
von Proteinen kommt der Elektrostatik der Hauptkette eine wichtige, teilweise so-
gar zentrale Rolle bei der Ausbildung dieser Wasserstoffbru¨cken zu. So werden in
einigen Versionen des CHARMM und AMBER Kraftfeldes H-Bru¨cken durch eine
Kombination aus Hauptkettenelektrostatik und Lennard-Jones-Wechselwirkung
beschrieben. Es ist jedoch bekannt, daß quantenmechanische Effekte, die nicht in
der Elektrostatik enthalten sind, wesentlich zur Konfiguration der Wasserstoff-
bru¨cken beitragen. Da die Ausbildung von Sekunda¨rstrukturmerkmalen mit einer
großen Zahl an Wassersoffbru¨cken einhergeht, muß die Sta¨rke und Geometrie der
Wasserstoffbru¨ckenbindung richtig wiedergegeben werden.
4.4.1 Grenzen der Elektrostatik
Der Beitrag einer Wasserstoffbru¨cke zu Freien Energie wurde an vielen keinen Mo-
leku¨len experimentell bestimmt. Die Ergebnisse variieren zwischen−2.8 kcal mol−1
und +1.9 kcal mol−1 je nachdem, welches Moleku¨l betrachtet wurde [Avb92, MT94].
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Die Stabilita¨t der Wasserstoffbru¨ckenbindungen ha¨ngt daru¨ber hinaus stark vom
eingesetzten Lo¨sungsmittel ab. So liegen die Werte fu¨r N-methylacetamid in Was-
ser bei +3.1 kcal mol−1, in Dioxan bei +0.39 kcal mol−1 und bei −0.92 kcal mol−1
in Tetra-Chlor-Kohlenwasserstoff [Avb92].
Fu¨r eine CO · · ·HN Wasserstoffbru¨ckenbindung sagen quantenchemische Be-
rechnungen in der Gasphase eine Freie Energie von −6.5kcal mol−1 voraus (Die-
ser Wert gilt fu¨r die optimale Geometrie; in der α-Helix-Konfiguration sind es
nur −4.9 kcal mol−1 und −5.6 bis −6.3 kcal mol−1 in der β-Faltblatt-Anordnung)
[HY95]. Rechnet man hiervon die Transferenergien von Gas-zu-Wasser undWasser-
zu-O¨l ab, so ist eine CO · · ·HN Wasserstoffbru¨ckenbindung in Wasser nur mar-
ginal stabil mit −0.5 kcal mol−1 und in einem organischen Lo¨sungsmittel liegt
der Beitrag zur Freien Energie bei −3.8 kcal mol−1 [HY95]. Ju¨ngste DFT Stu-
dien an Polyalanin sagen fu¨r eine isolierte Wasserstoffbru¨cke eine Sta¨rke von
−3.5 kcal mol−1 voraus [INS+03]. Fu¨r eine unendliche Polyalaninkette in α-Helix
Konfiguration wurde ein Wert von −8.6 kcal mol−1 prognostiziert. Somit wu¨rde
eine α-Helix wesentlich durch einen kooperativen Effekt der Wasserstoffbru¨cken
stabilisiert. Die Versta¨rkung einzelner Wasserstoffbru¨cken erfolgt dabei unter
anderem durch Delokalisierung der Wasserstoffbru¨cken u¨ber die Peptidbindung
[Kau59]:
Andere Studien sagen allerdings eine kooperative Versta¨rkung einzelner Wasser-
stoffbru¨cken von weniger als 50%, statt mehr als 200% voraus [Smi94].
In biomolekularen Kraftfeldern ist es nicht mo¨glich, alle Einflu¨sse auf die
Sta¨rke einer Wasserstoffbru¨cke zu beru¨cksichtigen. In der Regel werden sie durch
die elektrostatische Wechselwirkung der vier Atome der Amino- und der Car-
boxylgruppe beschrieben (Abbildung 3.4).






|~rC − ~rH | −
1
|~rC − ~rN | (4.25)
− 1|~rO − ~rH | +
1
|~rO − ~rN |
)
(4.26)
Zusammen mit der Lennard-Jones Wechselwirkung ist es mo¨glich, den natu¨rli-
chen H − O-Abstand und die Winkelabha¨ngigkeit der Wasserstoffbru¨ckenbin-
dungssta¨rke na¨herungsweise zu reproduzieren.
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In Gleichung 4.26 ist eine “kooperative” Versta¨rkung durch die langreich-
weitigen Coulomb-Wechselwirkung enthalten. Beru¨cksichtigt man die u¨ber die
Peptidbindung na¨chstgelegenen Dipole CO bzw. HN mit, so liegt die Energie
der Konfiguration NH−CO · · ·HN −CO rund 50% u¨ber der reinen CO · · ·HN
Energie.
In einer Helixkonfiguration la¨ßt sich die von Gleichung 4.26 vorhergesagte
Sta¨rke des kooperativen Effektes wie in Abbildung 4.6 dargestellt zusammen-
fassen. Dazu wurde ein mit dem Programmpaket TINKER [RP03] generiertes
Polyalaninpeptid mit 40 Residuen im Vakuum simuliert. Die Helixkonfigurati-
on ist das globale Minimum der Potentialenergieoberfla¨che. Fu¨r ein Residuum
i lassen sich die elektrostatischen Beitra¨ge gema¨ß Gleichung 4.26 der Residuen
i + 1 bis einschließlich Residuum i + d aufaddieren. Die Beitra¨ge der Residuen




In Abbildung 4.6 sind die Summen der mittleren Energiebeitra¨ge als Funk-
tion des Residuenabstands d dargestellt. Fu¨r d > 6 gehen die Energiezuwa¨chse
in das 1/r2 der Dipol-Dipol-Wechselwirkung u¨ber, d.h. nach 1.5 Helixwindungen.
Die Energie der lokalen Wasserstoffbru¨ckenbindung betra¨gt −1.29 kcal mol−1 und
7Die Gesamtenergie der Hauptketten-Elektrostatik ist die Summe der Einzelbeitra¨ge u¨ber al-









j 6=iEij berechnen. Fu¨r das Diagramm ist der Teil∑d
j>iEij der Doppelsumme in Vorwa¨rtsrichtung berechnet worden.
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ist als punktierte Linie eingezeichnet. Dieser Energiebeitrag wird in die Summe∑|i−j|≤d
j>i Eij bei d = 4 aufgenommen, da eine α-Helix Wasserstoffbru¨cken zwi-
schen der i-ten und (i+4)-ten Aminosa¨ure ausbildet. Die kooperative Versta¨rkung
der Wasserstoffbru¨ckenbindung in eine Helixrichtung betra¨gt im CARB-Kraftfeld
etwa 130%.
Folglich ist eine Helix im CARB-Kraftfeld faktisch nur wegen des langreichwei-
tigen Charakters der zugrundeliegenden Wechselwirkung thermodynamisch sta-
bil. Abschirmeffekte durch das Lo¨sungsmittel und dort gelo¨ste Ionen verhindern
mit großer Sicherheit kooperative Effekte dieser Gro¨ße. Es verwundert nicht, daß
im Zusammenspiel mit dem CARB-eigenen Lo¨sungsmittelmodell erste Simulatio-
nen an gro¨ßeren Proteinen stets zu Strukturen mit einzelnen sehr langen Helices
gefu¨hrt haben. Wir gehen davon aus, daß die reine elektrostatische Behandlung
die Sta¨rke der lokalen Wasserstoffbru¨cke unterbewertet und die des kooperativen
Anteils u¨berbewertet.
Abbildung 4.7: Ein wiederholt auftretendes Strukturelement des Kraftfeldes mit
reinem elektrostatischen Wasserstoffbru¨ckenpotential
Abgesehen von der U¨berbetonung langreichweitiger Effekte hat der gewa¨hlte
Ansatz, Wasserstoffbru¨cken u¨ber Dipol-Dipol-Wechselwirkungen bzw. Gleichung
4.26 mit einer festen Dielektrizita¨tskonstanten zu beschreiben, wiederholt zu be-
stimmten lokalen Hauptketten-Konfigurationen gefu¨hrt. Eine dieser Konfiguratio-
nen ist in Abbildung 4.7 dargestellt und zeigt eine doppelte Wasserstoffbru¨cke,
die u¨ber untypische (aber nicht Lennard-Jones-verbotene) Dihedralwinkel zustan-
degekommen ist. Diese Konfiguration war in den Simulationen sowohl am Ende
von Helices als auch als stabilisierendes Element unstrukturierter Bereiche anzu-
treffen. Allerdings wird in den 138 Proteinen (M138, Anhang B.1), die uns schon
im Abschnitt zur van-der-Waals Wechselwirkung begegnet sind, keines der Se-
kunda¨rstrukturelemente durch eine doppelte Wasserstoffbru¨cke terminiert. Auch
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wenn das Sauerstoffatom 2 einfachbesetzte 2p-Orbitale hat und daher 2 Was-
serstoffbru¨cken ausbilden kann, ist dieses Motiv nur a¨ußerst selten in Proteinen
realisiert. Bei diesem Strukturelement handelt es sich wahrscheinlich um ein Ar-
tefakt der Gleichung 4.26, welche die Natur nicht richtig wiederzugeben scheint.
Hier muß festgehalten werden, daß sich dies Argument auf die ausgebildeten Win-
kel bezieht, wohingegen der Abstand zwischen den H- und O-Atomen recht gut
mit den natu¨rlichen Absta¨nden u¨bereinstimmt.
Das Strukturmotiv aus Abbildung 4.7 la¨ßt sich durch Einfu¨hrung eines Po-
tentials der Dihedralwinkel, etwa in der Form cos(nφ + γ) (vgl. AMBER und
CHARMM), energetisch benachteiligen. Dabei wu¨rden die langreichweitigen Ei-
genschaften der elektrostatischen Wechselwirkung jedoch unangetastet bleiben,
weshalb wir einer andere Lo¨sung den Vorzug gegeben haben.
4.4.2 Bestimmung eines Korrekturpotentials
Fu¨r isolierte Aminosa¨uren lassen sich die Ladungsverteilung der Elektronen be-
rechnen und den Atomen so Partialladungen zuordnen. Die elektrostatische Wech-
selwirkung zweier Aminosa¨uren im Vakuum, die durch eine große Distanz von-
einander getrennt sind, la¨ßt sich durch das Coulomb-Gesetz beschreiben, welches
auch Grundlage fu¨r Gleichung 4.7 ist. Bringt man die beiden Aminosa¨uren zusam-
men, so daß sie eine Wasserstoffbru¨ckenbindung ausbildet, werden Polarisations-
effekte und Delokalisierung wichtig. Die Dielektrizita¨tskonstante in Gleichung 4.7
ist durch ein potential-of-mean-force-Ansatz aus strukturaufgekla¨rten Proteinen
abgeleitet worden [AM95]. Da in diesen Strukturen sehr viele Wasserstoffbru¨cken
ausgebildet sind, sind in der Dielektrizita¨tskonstante sowohl die Elektrostatik
als auch alle weiteren quantenmechanischen Einflu¨sse subsumiert. Wenn Geome-
trie und Sta¨rke der Wasserstoffbru¨cken in den Simulationen mit dieser Dielek-
trizita¨tskonstanten richtig reproduziert worden wa¨ren, so ko¨nnte man auf die
Trennung der klassischen elektrostatischen Beschreibung und der quantenmecha-
nischen Behandlung verzichten. Wir haben daher die Verteilung einiger wichtiger
Charakteristika der Wasserstoffbru¨ckenbindungen in strukturaufgekla¨rten Prote-
inen untersucht und – in U¨bereinstimmung mit den Resultaten des vorangegan-
genen Abschnitts – gefunden, daß eine Korrektur zur klassischen Beschreibung
des Coulomb-Gesetzes no¨tig ist.
Ziel dieses Abschnittes ist die Beschreibung eines (klassischen) Kontaktpo-
tentials, welches die quantenmechanischen Korrekturen enthalten soll. Die Was-
serstoffbru¨ckenbindungsenergie Ehb la¨ßt sich dann durch eine Kombination der
Hauptkettenelektrostatik Emain und des Kontaktpotentials Epmf mit λ ∈ [0; 1]
beschreiben:
Ehb = λEmain + (1− λ)Epmf (4.27)
Hierbei bietet λ einen kontinuierlichen U¨bergang zwischen der reinen elektrosta-
tischen Beschreibung und dem neuen Potential. Wie noch gezeigt wird, liegt der
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Abbildung 4.8: Normierte O−H-Abstandsverteilung (schwarz) und der abstands-
abha¨ngige Anteil des Wasserstoffbru¨ckenpotentials (rot)
optimale Wert bei λ = 0.25.
In den Simulationen mit einer rein elektrostatischen Beschreibung konnte be-
obachtet werden, daß die Verteilung der H-O-Atomabsta¨nde denen der natu¨rli-
chen entspricht. Die Aufgabe des Potential Epmf fu¨r die Proteinstrukturvorhersa-
ge besteht darin, die natu¨rliche Winkelverteilung in den Simulationen nachzubil-
den. Daher wurde fu¨r die funktionale Form des neuen Wasserstoffbru¨ckenpoten-
tials Epmf ein Produkt aus einer abstandsabha¨ngigen Funktion, die das Potential
auf den interessanten Abstandsbereich beschra¨nkt, und einer winkelabha¨ngigen
Funktion angesetzt.
Die natu¨rliche Abstandsverteilung der Wasserstoffbru¨cken in den 138 struk-
turaufgekla¨rten Proteinen M138 (Anhang B.1) ist in Abbildung 4.8 wiedergegeben.
Der abstandsabha¨ngige Faktor von Epmf wird durch eine Funktion beschrieben,
die fu¨r kleine Absta¨nde gleich 1 und dann bei einem bestimmten Wert kontinu-
ierlich und differenzierbar auf Null abfa¨llt. Als Prototyp einer solchen Funktion
haben wir










gewa¨hlt. Fu¨r den Abstandsanteil von Epmf speziell r0 = 2.5A˚ und σr = 0.1A˚.
Der Verlauf dieser Funktion ist in die Abbildung 4.8 aufgenommen worden.
Die Geometrie der NH- und CO-Gruppen erlaubt gema¨ß Abbildung 4.9 die
Definition dreier Winkel. Mit dem Winkel ν wird der Winkel zwischen den Ato-
men N , H und O bezeichnet und der Winkel der NH- und CO-Dipole tra¨gt den
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Abbildung 4.9: Definition der Wasserstoffbru¨ckenwinkel
Abbildung 4.10: Konturgraph der Winkelverteilung in Wasserstoffbru¨ckenbindun-
gen.
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Namen δ. Die Winkel seien dabei so definiert, daß 0◦ der gestreckten NH-OC
Konfiguration entspricht. Fu¨r den dritten Winkel χ, den Winkel zwischen C, O
und H, gilt χ = ν + δ; er muß nicht weiter beru¨cksichtigt werden.
Bei der Betrachtung der Winkelverteilung ist zu beru¨cksichtigen, daß die
Fla¨che fu¨r einen Winkelbereich α bis α+∆α (mit α = ν, δ, χ) von α abha¨ngig ist,
da die Verteilung im dreidimensionalen Raum nicht nur u¨ber den Abstand, son-
dern noch u¨ber den verbleibenden Winkel zu integrieren ist. Wie man sich leicht
klarmachen kann, ist die Fla¨che des Winkelbereichs α bis α + ∆α proportional
sinα. Daher werden natu¨rliche Winkelverteilung durch sinα dividiert und somit
“fla¨chennormiert” betrachtet.
Im Konturgraphen 4.10 ist die fla¨chennormiert Ha¨ufigkeit natu¨rlicher Wasser-
stoffbru¨cken gegen die beiden Winkel ν und δ aufgetragen, wobei im dunkelblau-
en Bereich keine Wasserstoffbru¨cke mit den entsprechenden Winkeln in den 138
Strukturen aus Anhang B.1 existiert, und die Farbe rot signalisiert, daß Wasser-
stoffbru¨cken sehr oft mit diesen Winkeln gebildet werden. Der rote rechteckige
Bereich fu¨r Winkel kleiner ν < 20◦ und δ < 10◦ legt einen Produktansatzes des
winkelabha¨ngigen Anteils des Wasserstoffbru¨ckenpotentials Epmf in ν und δ na-
he. Fu¨r gro¨ßere Winkel muß dieses Potential jedoch um Korrelationen zwischen
ν und δ korrigiert werden. Der Abfall des Verteilung unter den Wert 0.5 ist am
tu¨rkisfarbenen Bereich zu erkennen. Der Verlauf dieser U¨bergangslinie la¨ßt sich
durch











mit ν0 = 30
◦ und δ0 = 24◦ beschreiben.
Der winkelabha¨ngige Teil des neuen Wasserstoffbru¨ckenpotential wird durch
eine Funktion des Typs 4.28 mit dem Argument ζ (und ζ0, σζ) beschrieben.
Das Potential hat seine volle Sta¨rke fu¨r kleine Winkel ν und δ und fa¨llt fu¨r
gro¨ßere Winkel (ζ & ζ0) kontinuierlich auf Null ab. Die Werte ζ0 = 1.5 und
σζ = 0.05 wurden so gewa¨hlt, daß die natu¨rlichen Wasserstoffbru¨cken in den 138
strukturaufgekla¨rten Proteinen M138 durch das neue Potential erkannt wurden.
Fassen wir zusammen:
In PFF01 werden Wasserstoffbru¨cken gema¨ß
Ehb = λEmain + (1− λ)Epmf , (4.30)
durch zwei Anteile beschrieben, ein langreichweitiges elektrostatisches Potential






|~rC − ~rH | −
1
|~rC − ~rN |
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)
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mit 11 = 1/0.375731 (Tabelle 4.2). Das Kontaktpotential lautet (Abbildung 4.9)
Epmf (r, ν, δ) = E0 · t(r; r0, σr)︸ ︷︷ ︸
abstandsabha¨ngig
· t(ζ(ν, δ; ν0, δ0); ζ0, σζ)︸ ︷︷ ︸
winkelabha¨ngig
(4.31)






E0 = −2.31 kcal mol−1
r0 = 2.5 A˚







Der Parameter λ bietet die Mo¨glichkeit, die Beschreibung der Wasserstoff-
bru¨cken kontinuierlich von der langreichweitigen elektrostatischen Beschreibung
durch das Coulomb-Gesetz in eine Beschreibung zu u¨berfu¨hren, die sich an ex-
perimentell aufgelo¨sten Strukturen orientiert, um quantenmechanische Einflu¨sse
miteinzubeziehen.
Um den Wert fu¨r λ zu bestimmen, sind mehrere nativen Strukturen mit
verschiedenen λ-Werten relaxiert worden. Die mittlere RMSB-Abweichung der
relaxierten Struktur nur nativen war bei λ = 1/4 minimal. Dieser Wert fu¨hrt
dazu, daß effektiv die Dielektrizita¨tskonstanten fu¨r die Seitengruppen- und die
Hauptketten-Elektrostatik anna¨hernd gleich sind (In Tabelle 4.2 fu¨hrt λ = 1/4
zu −111 = 0.375731 7→ 0.375731λ ≈ 0.094). Folglich hat die Einfu¨hrung des neu-
en Potentials zu einer Vereinfachung der Parameterstruktur des kompliziertesten
Kraftfeldbestandteiles, na¨mlich der Elektrostatik der Proteinatome, gefu¨hrt.
4.5 Wechselwirkung mit dem Lo¨sungsmittel
Die Proteinstrukturvorhersage behandelt – zum derzeitigen Stand der Forschung
– ausschließlich Proteine in wa¨sseriger Lo¨sung. Die Interaktion der Wassermo-
leku¨le untereinander und mit dem Protein wirken sich auf verschiedene Aspekte
aus. Zum einen fu¨hrt die Polarisierbarkeit des Wassers zu einer Abschirmung der
elektrostatischen Wechselwirkung innerhalb des Proteins, wie es im vorherigen
Abschnitt besprochen wurde. Ebenso wird die Desolvatationsenergie partial gela-
dener Atome in der Elektrostatik beru¨cksichtigt. Dynamische Aspekte sind dabei
weitestgehend unberu¨cksichtigt geblieben. Diese dynamischen Beitra¨ge spiegeln
sich in der Entropie des Protein/Wasser-Systems wider, welche sich ihrerseits in
zwei Bestandteile zerlegen la¨ßt. Die Bewegungen des Proteins fu¨hren zur Konfi-
gurationsentropie und der Verlust dynamischer Wasserstoffbru¨ckenbindungen des
Wasser wird als hydrophober Effekt bezeichnet.
In Kraftfeldern der Freien Energie wird die Entropie nicht simuliert, sondern
im Rahmen eines impliziten Lo¨sungsmittelmodells behandelt. So gelingt es, ei-
ner einzelnen Proteinkonfiguration effektiv eine Entropie zuzuordnen. Bei der
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Betrachtung impliziter Lo¨sungsmittelmodelle werden wir uns zuna¨chst auf die
Interaktion des Proteins mit dem Wasser konzentrieren und nachfolgend die Kon-
figurationsentropie des Proteins besprechen.
4.5.1 Implizite Lo¨sungsmittelmodelle
Seit den 80er-Jahren folgen implizite Lo¨sungsmittelmodelle dem Ansatz, daß der
Lo¨sungsmittelbeitrag zur Freien Energie mit der Proteinoberfla¨che in Beziehung
gesetzt werden kann. Der Begriff der Proteinoberfla¨che ist als die dem Wasser
durch van-der-Waals Kontakt zuga¨ngliche Oberfla¨che zu verstehen. Diese Ober-
fla¨che wird im Englischen auch mit Solvent Accessible Surface Area (SASA) be-
zeichnet. Die folgende Definition geht zuru¨ck auf Lee und Richards [LR71]: Die
Atome des Proteins seien durch Kugeln repra¨sentiert, deren Durchmesser dem
Lennard-Jones Gleichgewichtsabstand τii gleichgesetzt wird. Die Oberfla¨che er-
gibt sich nun durch “Abrollen” einer fiktiven Wasserkugel mit einem Radius von
1.4A˚ u¨ber die Proteinatomkugeln (Abbildung 4.11). Die SAS-Oberfla¨che ist nicht
die Oberfla¨che des Proteins, die von einer Kugel mit Radius 1.4A˚ beru¨hrt werden
kann, sondern die Menge aller Punkte, an die der Kugelmittelpunkt der Wasserku-
gel plaziert werden kann8. In Anhang D sind verschiedene numerische Methoden
zur Berechnung der SAS-Oberfla¨che beschrieben.
Abbildung 4.11: Definition der Proteinoberfla¨che (SASA) am Beispiel zweier Ato-
me
Die Proteinoberfla¨che ist eine Funktion der Konfiguration. Wa¨hrend der Fal-
tung von einer gestreckten Struktur hin zur nativen, a¨ndert sich die mittlere
8An dieser Stelle wird der Begriff des van-der-Waals Radius anders interpretiert als andern-
orts im CARB Kraftfeld u¨blich. Hier ergibt sich der Gleichgewichtsabstand durch Addition
(τij = 12 (τii + τjj)) und nicht durch Multiplikation (τij =
√
τiiτjj).
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Freie Oberfla¨che einer Aminosa¨ure. Das Verha¨ltnis dieser Oberfla¨chena¨nderung
zur Oberfla¨che einer gestreckten Referenzstruktur wurde von Rose et al. bestimmt
[R+85] (Abbildung 4.12). Es zeigte sich, daß die Aminosa¨uren entlang dreier Li-
nien arrangiert sind und sich diesbezu¨glich in drei Familien einteilen lassen; in
hydrophob, leicht polar und stark polar. Die Zuordnung der Aminosa¨uren lautet:
hydrophob (rot) Ala, Cys, Val, Ile, Leu, Met, Phe, Trp
leicht polar (gru¨n) Gly, Ser, Thr, His, Tyr
stark polar (blau) Pro, Asp, Asn, Glu, Gln, Lys, Arg
Abbildung 4.12: Reproduktion des Graphen von Rose et al. [R+85]
Diese Einteilung ergibt sich allein aus den Oberfla¨chenvera¨nderungen wa¨hrend
der Faltung, wenngleich die Namensgebung durch die chemische Zusammenset-
zung der Aminosa¨uren motiviert ist. Bemerkenswert an dieser Verteilung ist die
Einstufung von Tryptophan als hydrophob und Prolin als stark polar, welche im
Widerspruch zu vielen Kategorisierungen steht, welche auf Transferenergien (s.u.)
der Aminosa¨uren zwischen Vakuum-und-Wasser oder O¨l-und-Wasser beruhen.
In oberfla¨chenbasierten Lo¨sungsmittelmodellen wird die freie Oberfla¨che in
Relation zur Freien Energie des Proteins und des Wassers gesetzt. Dabei wird
versucht, den Unterschied zwischen dem Energiebeitrag einer Aminosa¨ure im In-
neren des Proteins und dem einer Aminosa¨ure an der Proteinoberfla¨che zu erfas-
sen. Unter der Annahme, daß Oktanol als Lo¨sungsmittel eine Umgebung schafft,
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die dem Inneren eines Proteins a¨hnlich ist, kann aus dem Transfer eines Peptids
von Oktanol zu Wasser der Lo¨sungsmittelbeitrag zur Freien Energie ermittelt
werden. Um dies zu tun, bedienen wir uns eines weit verbreiteten Ansatzes, der
Eisenberg und McLachlan zugeordnet wird [EM86]. Ihr Ansatz beruht im We-
sentlichen auf zwei Annahmen:
• Die Freie Energie des Transfers der Aminosa¨uren von Wasser ins Innere des
Proteins ist die Summe u¨ber die Transferenergien der einzelnen Atome.
• Die Transferenergie jedes einzelnen Atoms i ist eine lineare Funktion seiner
Oberfla¨che Ai.
Ordnet man jedem Atom i u¨ber seinen Potentialtyp pt(i) einen Lo¨sungsmittel-
parameter (ASP:Atomic Solvation Parameter) σpt(i) zu, so kann die Beziehung






Aus den Transferenergien und den Atomoberfla¨chen lassen sich die Lo¨sungs-
mittelparameter nach Gleichung 4.32 bestimmen. Die 20 Aminosa¨uren X =
Ala, V al, . . . lassen sich, um mo¨glichst gleiche Bedingungen zu gewa¨hrleisten,
mit Glycin flankiert und als Tripeptid in der Form Gly −X −Gly untersuchen.
Fauchere und Pliska haben die Transferenergien der Tripeptide von Wasser zu
n-Oktanol experimentell bestimmt [FP83].
Arbeiten auf dem Gebiet der Theorie der Polymere haben ergeben, daß bei
Transferenergien die unterschiedlichen Volumina der Lo¨sungsmittel sowie der Tri-
peptide beru¨cksichtigt werden mu¨ssen und diese im allgemeinen zu einer Erho¨hung
der Transferenergien fu¨hren. Die experimentellen Daten von Fauchere und Plis-
ka sind in einer Arbeit von Sharp entsprechend korrigiert worden [SNFH91] und
sind den Orginaldaten in Tabelle 4.3 gegenu¨bergestellt. Desweiteren ist in die Ta-
belle eine Hydrophobizita¨tsskala aufgenommen, die aus einem potential-of-mean-
force (PMF) aus 88 strukturaufgekla¨rten Proteinen ermittelt wurde [CS92]. Sie
ist stellvertretend fu¨r ein Reihe von Hydrophobizita¨tsskalen aufgenommen wor-
den, die auf unterschiedliche Weise ermittelt wurden [CS92]. Der Vergleich der
Transferenergien und der PMF Daten zeigt die Schwierigkeit, den Begriff Hydro-
phobizita¨t zu quantifizieren. So liegt die Korrelation9 zwischen den korrigierten
Transferenergien und der Hydrophobizita¨tsskala nur bei 0.77. Die Abweichung
9Der empirische Korrelationskoeffizient ist definiert durch
R(x, y) =
∑N
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der Korrelation von 1 wird insbesondere von Cystin, Prolin und Lysin hervor-
gerufen, gefolgt von Glycin und Alanin. Im Vergleich zur Arbeit von Rose et
al. zeigt sich, daß schon dort das Verhalten der Aminosa¨uren Lysin, Cystin und
Alanin von dem der anderen Aminosa¨uren abwich (Abbildung 4.12).
Aminosa¨ure Transferenergie nach Volumen-korrigierte Hydrophobizita¨t
Fauchere und Pliska Energien nach [CS92]
[kcal mol−1] [kcal mol−1]
Ala 0.42 1.02 0.2
Arg -1.38 0.77 -0.6
Asn -0.79 0.39 -0.4
Asp -1.05 0.08 -1.3
Cys 2.10 3.18 2.0
Gln -0.30 1.47 -1.0
Glu -0.87 0.77 -1.2
Gly 0.00 0.00 0.0
His 0.18 1.94 0.5
Ile 2.46 4.86 1.5
Leu 2.32 4.88 0.6
Lys -1.35 1.00 -1.5
Met 1.68 3.79 0.5
Phe 2.45 5.02 1.0
Pro 0.67 2.50 -0.9
Ser -0.05 0.58 -0.7
Thr 0.36 1.52 -0.4
Trp 3.07 6.13 1.6
Tyr 1.31 3.89 0.6
Val 1.67 3.50 0.7
Tabelle 4.3: Transferenergien aller Aminosa¨uren relativ zu Glycin im Vergleich
zu einer Hydrophobizita¨tsskala, welche aus Proteinstrukturen abgeleitet wurde.
Fu¨r die Bestimmung der Lo¨sungsmittelparameter nach Gleichung 4.32 wurden
die Transferenergien der Tripeptide Gly −X −Gly sowohl in der unkorrigierten
als auch in der Volumen-korrigierten Fassung verwendet. Diese Transferenergien
sollen der Energie entsprechen, die notwendig ist, einen Aminosa¨urerest von der
Oberfla¨che ins Innere des Proteins zu bringen10. Demzufolge haben die Tripeptide
in Oktanol, welches dem Inneren des Proteins entsprechen soll, keine freie Ober-
fla¨che, d.h. AOktanol(i) ≡ 0A˚2 fu¨r alle i. Folglich beziehen sich die Oberfla¨chen
10Die Lennard-Jones-Wechselwirkung zwischen dem Protein und dem Lo¨sungsmittel ist in
der Transferenergie enthalten, insbesondere die zwischen dem Protein und dem Lo¨sungsmittel
Oktanol. In Inneren des Proteins fließt der Lennard-Jones-Beitrag somit doppelt in die Freie
Energie ein. Dies ist in unserem Kraftfeld jedoch nicht weiter von Bedeutung, da das Lennard-
Jones-Minimum nicht sehr ausgepra¨gt ist.
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auf der rechten Seite von Gleichung 4.32 auf die Peptidstruktur in Wasser und
sind durch die Wahl einer Seitengruppenkonfigurationen festgelegt. Diese Wahl
bestimmt, wie sich herausstellen wird, maßgeblich die Lo¨sungsmittelparameter
und die Qualita¨t der Anpassung.
Die zweite Gro¨ße, die in die Lo¨sungsmittelparameter eingeht, ist die Ober-
fla¨che (∼ 4pi(rvdw + 1.4)2) der Atome. Nachdem die Lennard-Jones-Radien neu
bestimmt wurden, war es daher notwendig die Anpassung der Parameter neu
durchzufu¨hren. Im Zug dieser Parameteroptimierung ist die Zahl der Potentialty-
pen von 34 auf 11 reduziert worden und gleichzeitig das CARB-eigene Lo¨sungs-
mittelmodell, welches neben den linearen Ausdru¨cken σpt(i)A(i) auch kubische
Terme ξpt(i)A(i)
3 integriert hat, auf das Eisenberg-McLachlan Modell vereinfacht
worden.
Fu¨r die Generierung der Peptidkonfigurationen wurde das Programmpaket
TINKER [RP03] eingesetzt, welches die Mo¨glichkeit bietet, eine Konfiguration
aus der Angabe der Sequenz zu erzeugen. Die mit TINKER generierten Struktu-
ren der Tripeptide wurden teilweise nachbehandelt, um gestreckte Konfiguratio-
nen zu formen, in denen gleiche Atome in unterschiedlichen Aminosa¨uren (z.B.
Cβ in Phe, Tyr, His und Trp) vergleichbar große Oberfla¨chen haben. Denn wenn
diese Atome den gleichen Lo¨sungsmittelparameter erhalten, so ist zu erwarten,
daß die Tendenz, dem Wasser Kontaktfla¨chen zu bieten, die gleiche ist, und dies
sollte sich in der Struktur grob wiederfinden lassen.
Die zu den TINKER-Strukturen geho¨rigen Oberfla¨chen sind zusammen mit
den von Fauchere und Pliska gemessenen Transferenergien in die erste Lo¨sungs-
mittelparameteranpassung eingeflossen. In Tabelle 4.4 sind die Resultate der
Parameteroptimierung unter der Bezeichnung σFP−TK aufgelistet, wobei das Sub-
skript FP − TK so zu verstehen ist, daß hier die Transferenergien von Fauchere
und Pliska (FP) gegen die Oberfla¨chen der mit TINKER (TK) erzeugten Struk-
turen angepaßt wurden.
Fu¨r die Parameteranpassung steht jedoch nur ein experimenteller Wert pro
Aminosa¨ure zur Verfu¨gung; d.h. (abzu¨glich Glycin) nur 19 Bestimmungsglei-
chungen. Um eine fu¨r die Proteinstrukturvorhersage ausreichende Qualita¨t der
Lo¨sungsmittelparameter zu gewa¨hrleisten, muß die Zahl der Freiheitsgrade mo¨glichst
niedrig gewa¨hlt werden. Wasserstoffatome erhalten daher aufgrund ihrer geringen
Gro¨ße keinen eigenen Parameter. In ersten Na¨herung kann man davon ausgehen,
daß jedem der vier Elemente (C, N , O, S) unabha¨ngig von dessen Hybridisierung
und Partialladung nur ein Lo¨sungsmittelparameter zugeordnet werden muß. Von
den 4 optimierten Werten aus sind die Parameter der verschiedenen Potentialty-











zu minimieren. Auf diese Weise konnte eine systematische Differenzierung der
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Elemente nach ihrer Hybridisierung und Partialladung stattfinden. Dabei ist zu
beachten, daß etwa fu¨r n3, welches nur in Lysin vorkommt, nur eine Bestim-
mungsgleichung vorliegt und diese einen utopischen Wert fu¨r σn3 prognostiziert.
Hier ist etwas Feingefu¨hl notwendig, um die Lo¨sungsmittelparameter in einem
“natu¨rlichen” Rahmen zu halten11.
Schon in dieser Formulierung wurde eine deutlich Verbesserung des Kraftfeldes
erzielt. Zum ersten Mal konnte eine Konkurrenz zwischen Wasserstoffbru¨cken-
bindungen, die zum damaligen Zeitpunkt rein elektrostatischer Natur waren,
und dem hydrophoben Effekt beobachtet werden. In den Simulationen bildeten
sich kompakte Strukturen mit hohem Sekunda¨rstukturanteil aus, wohingegen das
Lo¨sungsmittelmodell des CARB-Kraftfeldes stets zu langen Helices und den da-
mit verbundenen gestreckten Konfigurationen fu¨hrte. Wie im na¨chsten Kapitel
gezeigt wird, war die native Struktur von 1VII jedoch nicht das globale Minimum
der durch das Kraftfeld beschriebenen Potentialenergieoberfla¨che.
Zur Stabilisierung der nativen Struktur sind einige der Lo¨sungsmittelparame-
ter variiert worden. Diese Vera¨nderungen von σFS−TK waren zeitweise so groß, daß
u¨berpru¨ft werden mußte, ob mit den jeweiligen Parameter die Transferenergien
mittels Gleichung 4.32 noch reproduziert werden konnten. Bei den Aminosa¨ur-
en, die hierbei die gro¨ßten Abweichungen zwischen Experiment und theoretischer
Vorhersage aufwiesen, zeigt sich, daß es prinzipiell mo¨glich gewesen wa¨re, die-
sen Fehler durch A¨nderungen der Seitenkettenkonfiguration auf nahezu Null zu
reduzieren! Dieser signifikante Einfluß der Peptidstruktur auf die Lo¨sungsmit-
telparameter weist darauf hin, daß man bei der Auswahl der Konfiguration mit
großer Sorgfalt vorgehen muß. Offenbar ist es notwendig, die Transferenergien ge-
nau den Strukturen gegenu¨berzustellen, die in wa¨sseriger Lo¨sung vorliegen, um
die Lo¨sungsmittelparameter mo¨glichst frei von sto¨renden Einflu¨ssen zu halten.
Sharke und Rupley haben die Atomoberfla¨chen strukturaufgekla¨rter Proteine
untersucht und so die Oberfla¨chen der Aminosa¨uren, so wie sie wahrscheinlich in
wa¨sseriger Lo¨sung vorliegen, bestimmt [SR73]. Nach allgemein akzeptierter Auf-
fassung bilden die Konfigurationen von Sharke und Rupley eine verha¨ltnisma¨ßig
gute Grundlage fu¨r die Lo¨sungsmittelparameteranpassung. Es bleibt offen, ob
und in wie weit die elektrostatische Wechselwirkung zwischen Seitenketten und
Hauptkette die Struktur eines Tripeptids beeinflußt. Es sollte in diesem Zusam-
11Eisenberg und McLachlan [EM86] haben sich auf 5 Potentialtypen beschra¨nkt. Dadurch ist
unter anderem die Transferenergie fu¨r Lysin nur sehr schlecht reproduziert worden. Ihre Be-
schra¨nkung hat den Vorteil, daß den optimierten Parametern eine Standardabweichung zugeord-
net werden kann. Fu¨r Kohlenstoff haben sie einen Wert von σC = 16±2 cal/(molA˚2) bestimmt,
also eine moderate Standardabweichung. Fu¨r das Stickstoff-Sauerstoff-Paar hingegen liegt der
Wert bei σN/O = −6±4 cal/(molA˚2). In der Arbeit von Pickett und Sternberg [PS93] (ebenfalls
mit 5 Potentialtypen) liegen die Fehler sogar noch etwas ho¨her: σN/O = −7±7 cal/(molA˚2) und
σO− = −8± 16 cal/(molA˚2), also 200%. In unserer Rechnung mit 4 Potentialtypen fanden wir
die gro¨ßte Standardabweichung bei Stickstoff mit 180%, was unter anderem darin begru¨ndet
liegt, daß das geladene n3 zuna¨chst nicht von den polaren n1, n2 Potentialtypen unterschieden
werden kann.
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Abbildung 4.13: Eine Konfiguration des Tripeptids Gly-Gln-Gly mit starker elek-
trostatischer Seitenkette-Hauptketten Wechselwirkung
menhang nicht vergessen werden, daß die C- und N -Termini der Tripeptide (de-
)protoniert sind und in unmittelbarer Na¨he der Seitengruppe liegen. So ist etwa
fu¨r Glutamin die Konfiguration in Abbildung 4.13 mo¨glich.
Zusa¨tzlich zum U¨bergang auf die neuen Konfigurationen haben wir auch
beru¨cksichtigt, daß die beiden Lo¨sungsmittel n-Oktanol und Wasser unterschied-
liche Volumina besitzen. Der Lo¨sungsmittelparametersatz in Tabelle 4.4, welcher
aus den Volumen-korrigierten Transferenergien und den Sharke und Rupley Ober-
fla¨chen bestimmt wurde, tra¨gt die Bezeichnung σSH−SR. Abbildung 4.14 zeigt den
Vergleich zwischen den experimentellen Energien und den theoretischen Werten
nach Gleichung 4.32. Dieser Parametersatz ist derjenige, der in der Kraftfeldver-
sion PFF01 verwendet wird und zur Stabilisierung mehrerer Proteine beigetragen
hat.
4.5.2 Konfigurationsentropie
Mit dem Ansatz von Eisenberg und McLachlan wird der Anteil zur Freien Energie
des Protein/Wasser-Systems beschrieben, der als hydrophober Effekt bezeichnet
wird und sich prima¨r an der Entropie des Wassers orientiert. Dabei geht es um die
Bewegungen der Wassermoleku¨le und die Ausbildung dynamischer Wasserstoff-
bru¨ckenbindungen. In diesem Abschnitt behandeln wir die Mobilita¨t der Proteins.
In einer random-coil Struktur in wa¨sseriger Lo¨sung unterliegen Seitenketten
nicht nur kleineren Vibrationen, sondern wechseln zwischen energetisch a¨hnlichen
Konfigurationen, deren Dihedralwinkel stark voneinander abweichen. Dies fu¨hrt
zu einem Beitrag in der Freien Energie, der als Konfigurationsentropie bezeichnet
wird. Im Verlauf der Faltung werden einige Seitenketten vor dem Wasser abge-
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Abbildung 4.14: Vergleich der Volumen-korrigierten experimentellen Transfer-













Tabelle 4.4: Liste der Lo¨sungsmittelparameter in cal mol−1 A˚−2. Wasserstoff-
atome erhalten den Wert ihres Bindungspartners. In PFF01 werden die σSH−SR
Parameter verwendet.
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schirmt und verlieren aufgrund der Packungsdichte des Proteins die Mo¨glichkeit,
verschiedene Minima einzunehmen. Dieses Verhalten konnte an mehreren Pro-
teinen beobachtet werden [SSRD91]. Die gleiche Argumentation kann auch auf
die Hauptkette u¨bertragen werden, deren Beweglichkeit so zu Null approximiert
werden kann. Die Fa¨higkeit einer Seitengruppe, verschiedene Konfigurationen
einzunehmen, scheint dabei verha¨ltnisma¨ßig sprunghaft einzusetzen, wenn die
freie Oberfla¨che der Seitenkette circa 50% bis 60% der Oberfla¨che einer gestreck-
ten Konfiguration hat [PS93]. Eine Seitengruppe beno¨tigt demnach ein kritisches
Mindestwasservolumen in seiner Umgebung, bevor es mehrere Konfigurationen
einnimmt.
Da n-Oktanol (C8H17O) deutlich mehr Volumen und Masse hat als ein Was-
sermoleku¨l (H2O), ist die Beweglichkeit einer gelo¨sten Peptidseitengruppe einge-
schra¨nkt. Auch wenn die Reduktion des Bewegungsspielraums durch n-Oktanol
nicht die gleiche Sta¨rke hat, wie sie der Innenbereich eines Proteins bietet, so ist
dennoch anzunehmen, daß der gelo¨sten Seitengruppe effektiv nicht ihr kritisches
Mindestwasservolumen zur Verfu¨gung gestellt wird. Die Konfigurationsentropie
der Seitengruppe in n-Oktanol ist folglich gleich Null und in den Transferenergi-
en von Fauchere und Pliska ist der Beitrag der Konfigurationsentropie zur Freien
Energie der Faltung enthalten. Somit ist in unserem Lo¨sungsmittelmodell die
Konfigurationsentropie integriert, und zwar in linearer Approximation.
In einer Arbeit von Pickett [PS93] ist versucht worden, den Beitrag der Konfi-
gurationsentropie aus den Transferenergien herauszurechnen. Dies ist jedoch eher
fu¨r Molekulardynamik Simulationen von Interesse, die sich u¨ber ihre Trajektorien
die Konfigurationsentropie erarbeiten und ansonsten diesen entropischen Beitrag
doppelt za¨hlen wu¨rden. Fu¨r Kraftfelder der Freien Energie sehen wir bislang keine
Notwendigkeit die Konfigurationsentropie aus dem Lo¨sungsmittelmodell heraus-
zutrennen, um diese Gro¨ße dann durch ein anderes Modell wieder einzufu¨hren,




Proteinstrukturvorhersage geschieht derzeit ausschließlich durch sehr aufwendige
experimentelle Verfahren. Von Computersimulationen erhofft man sich fu¨r die
Zukunft eine Unterstu¨tzung, wenn es z.B. um Strukturen von Proteinen geht,
deren Sequenz der mehrerer experimentell strukturaufgekla¨rter Proteins a¨hnelt.
Biomolekulare Simulationen ko¨nnten so zwischen existierenden Daten interpolie-
ren. Daru¨ber hinaus wa¨ren Simulationen dieser Art auch bei anderen Fragestel-
lungen nu¨tzlich, etwa zu Themen wie biologische Regelmechanismen, Transport,
Moleku¨laffinita¨t oder Aggregation von Proteinen.
Die Zielsetzung der Proteinstrukturvorhersage ist zum gegenwa¨rtigen Stand
der Forschung die Nachbildung wesentlicher struktureller Merkmale der nativen
Konfiguration. Bei Helixproteinen sind dies in ersten Na¨herung Anzahl und An-
ordnung der Helices. Es wird in diesem Kapitel gezeigt, inwieweit es mo¨glich
war, diese Merkmale zu reproduzieren. Dabei wird stets auf die Aspekte der na-
tiven Struktur aufmerksam gemacht, die in den Simulationen nicht vorhergesagt
werden konnten.
Neben der Geometrie des Proteins ist auch die Freien Energie zu beachten.
Die Beitra¨ge der einzelnen Energieterme in den beschriebenen Approximationen
des vorangegangenen Kapitels liegen mindestens eine Gro¨ßenordnung ho¨her als
ihre Summe (Abbildung 2.9). Daher ist es schwierig, die richtige Balance zwischen
den Energietermen zu finden. Die native Struktur zu stabilisieren bedeutet, daß
die Differenz der Freien Energien zwischen der (relaxierten) nativen und jeder
anderen Konfiguration mindestens 1 kcal mol−1 betra¨gt. Ein generisches Kraftfeld
muß diese Balance bei einer großen Zahl von Proteinen herstellen. Dies ist bislang
niemandem zufriedenstellend gelungen. Die Gru¨nde liegen zum Teil auf der Seite
der Kraftfelder, aber auch auf Seite der eingesetzten Optimierungsverfahren.
Das urspru¨ngliche Kraftfeld, von dem aus PFF01 entwickelt wurde, ist am
CARB (Centre for Advanced Research in Biotechnology) in der Gruppe um
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John Moult entwickelt worden [Avb92, AM95, AJ95] und konnte dort mit ge-
wissem Erfolg auf Proteinfragmente mit bis zu 18 Residuen angewandt wer-
den [PM97a, PM97b]. Als Optimierungverfahren fu¨r Proteinfragmente wurde am
CARB vorwiegend der genetische Algorithmus eingesetzt. Simulationen haben
allerdings gezeigt, daß der genetische Algorithmus bei gro¨ßeren Systemen das
globale Minimum nicht zuverla¨ssig identifiziert. Unser Ansatz war, durch Ein-
satz anderer/neuer Optimierungsverfahren die Proteingro¨ße von den damals 18
Residuen deutlich zu erho¨hen.
Wir wa¨hlten daher zuna¨chst ein Protein mit mehr als 18 Residuen aus, welches
schon von anderen Gruppen untersucht wurde. Das Protein 1VII mit 36 Residuen
ist ein autonom faltendes Teilstu¨ck des Proteins 1QQV (Chicken Villin Headpie-
ce) und ist nach einem gescheiterten Faltungsversuch von Duan und Kollman
von besonderem Interesse [DK98, DWK98]. Bei unseren Simulationen im CARB-
Kraftfeld mit verschiedenen Optimierungsverfahren konnten Konfigurationen mit
einer Freien Energie unter der der relaxierten nativen Struktur generiert werden.
Diesen Strukturen war gemein, daß sie aus ausgedehnten Helixkonfigurationen
bestanden, die keinen hydrophoben Kern ausbildeten (Abbildung 5.1). Mit den
Simulationen konnte gezeigt werden, daß das damalige CARB-Kraftfeld nicht fu¨r
die Proteinstrukturvorhersage von (Helix-)Proteinen geeignet ist. Dieses Ergeb-
nis steht nicht im Widerspruch zu den Resultaten der Fragmente, da diese wegen
ihrer geringen Gro¨ße nicht in der Lage sind, Seitengruppen in einem hydrophoben
Kern ga¨nzlich vor dem Kontakt mit dem Wasser zu verbergen.
Die Schwachstellen des CARB-Kraftfeldes bestanden im Lo¨sungsmittelmodell
und in der Beschreibung der Wasserstoffbru¨ckenbindungen. Diese Bestandteile
sind von uns in mehreren Schritten u¨berarbeitet worden, indem die strukturellen
und energetischen Unterschiede der fehlgefalteten Konfigurationen zur nativen
Struktur identifiziert und ursa¨chlich beseitigt wurden. Im na¨chsten Abschnitt
soll daher kurz erla¨utert werden, wie die Unterschiede zwischen zwei Strukturen
herausgearbeitet werden ko¨nnen, um dann darauffolgend die Schritte der Kraft-
feldoptimierung na¨her zu betrachten, die letzten Endes zu PFF01 gefu¨hrt haben.
Es schließen zwei Versuche an, PFF01 auf weitere Proteine anzuwenden: 1F4I
[Abschnitt 5.5] und 1L2Y [Abschnitt 5.6] (Abbildung 5.2). In beiden Fa¨llen ist
eine reproduzierbare Faltung gelungen. Bei der Simulation von 1F4I handelt es
sich um die erstmalige reproduzierbare Faltung eines Proteins mit mehr als 20 Re-
siduen in einem all-atom Kraftfeld mit physikalischen Wechselwirkungen. Nach
diesem Erfolg verbleibt noch zu demonstrieren, daß das Kraftfeld auch andere
Proteine stabilisieren kann. Mit dem in Abschnitt 5.7 vorgestellten Verfahren
werden daher gezielt unterschiedlichste niederenergetische Strukturen dreier wei-
terer Proteine erzeugt: 1BDD (52 Residuen), 1ENH (54 Residuen) und 1GYZ
(60 Residuen) [Abschnitte 5.8-5.10]. Es wird gezeigt, daß eine Stabilisierung die-
ser Proteine mo¨glich war. Diese Ergebnisse zeigen, daß das Kraftfeld PFF01 fu¨r
die Anwendung auf die gesamte Proteinfamilie der Helixproteine geeignet zu sein
scheint.
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Abbildung 5.1: Tertia¨rstruktur und hydrophober Kern (Kugelkalotten) des Pro-
teins 1VII (36 Residuen, links) und eine Konfiguration mit gema¨ß des CARB-
Kraftfeldes niedrigerer Freien Energie
5.2 Analysetechniken
Es soll nun kurz skizziert werden, welche Verfahren zur Analyse der simulierten
Strukturen eingesetzt wurden. Eine genaue Beschreibung dieser Verfahren findet
sich in Anhang B. Die Methoden betrachten dabei entweder einzelne Strukturen,
oder vergleichen zwei Konfigurationen miteinander und arbeiten komplementa¨r
zur dreidimensionalen Darstellung der Struktur.
Bei der separaten Betrachtung der Konfigurationen steht die Frage im Vor-
dergrund, welche Aminosa¨uren an der Bildung von Helices beteiligt sind und
welche in einer abweichenden Anordnung vorliegen. Man spricht hier von Se-
kunda¨rstrukturanalyse. Das von uns diesbezu¨glich eingesetzte Programm tra¨gt
die Bezeichnung DSSP. Jeder Struktur wird so eine Buchstabenfolge zuordnen,
bei der ein “H” an Position i besagt, daß Residuum i in eine Helix eingebunden
ist. Im Kontext dieser Arbeit kann jeder andere Buchstabe als unstrukturierter
Bereich interpretiert werden und wird zur besseren Unterscheidung mit einem
Kleinbuchstaben notiert.
Die Sekunda¨rstruktur gibt keine Auskunft u¨ber die ra¨umliche Anordnung der
Atome und auch bei identischer Sekunda¨rstruktur ko¨nnen sich zwei Strukturen
im dreidimensionalen Raum deutlich unterscheiden. Ein Maß fu¨r den Abstand
zweier (Tertia¨r-) Strukturen ist die mittlere quadratische Distanz der Protein-
atome, die Root Mean Square Derivation. Da wir prima¨r an der ra¨umlichen Ge-
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Abbildung 5.2: Tertia¨rstruktur und hydrophober Kern der Proteine 1F4I (40(+5)
Residuen, links) und 1L2Y (20 Residuen, rechts). Fu¨r 1F4I sind 21 Strukturen
in der Proteindatenbank PDB enthalten, die sich strukturell nur in den letzten
5 tu¨rkis bis rot dargestellten Aminosa¨uren unterscheiden. Diese 5 Aminosa¨uren
werden in den Simulationen nicht beru¨cksichtigt.
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stalt der Hauptkette interessiert sind, wird der RMSD-Wert meist nur aus den
Absta¨nden der Hauptkettenatomen berechnet. Wir schreiben kurz RMSB statt
RMSDbackbbone. Beide Abstandsbegriffe sind modulo Translationen und Rotatio-
nen der Proteine als Ganzes zu verstehen, d.h. vor der Berechnung der Zahlen-
werte, werden die Proteine bestmo¨glich u¨berlagert. Die natu¨rlichen Fluktuatio-
nen der nativen Proteinstruktur bei 300K fu¨hren zu Konfigurationen mit einer
RMSD-Abweichung von etwa 2.0A˚ [IKP88].
In den RMSB-Wert gehen die Positionen der Seitengruppen nicht ein, u¨ber
deren Lage man sich anhand eines Cβ-Mosaik einen U¨berblick verschaffen kann.
In diesem Mosaik werden Unterschiede in den Absta¨nden der Cβ-Atomen farbig
wiedergegeben. Sind in den beiden Strukturen die Absta¨nde der Cβ-Atome na-
hezu gleich, so wird die Mosaikposition schwarz eingefa¨rbt; grau steht fu¨r einen
mittleren Abstandsunterschied, weiß repra¨sentiert eine hohe Abweichung. Das
Cβ-Mosaik ist recht empfindlich gegen strukturelle Unterschiede und kann in
Erga¨nzung zur grafischen Darstellung der Hauptkette bei der Identifikation der
Strukturunterschiede beitragen.
In Anhang B findet sich neben den genauen Definitionen dieser Techniken
auch ein erla¨uterndes Beispiel.
5.3 Verbreiterung des Faltungspfades
Schon die ersten Simulationen zeigten, daß eine reproduzierbare Strukturvorher-
sage mit den derzeit verfu¨gbaren Rechnerresourcen an der Sta¨rke der Lennard-
Jones-Wechselwirkung scheitert. Eine erfolgreiche Faltung ist nur mo¨glich, wenn
die Simulation einen Pfad mittlerer und tiefer Energien von einer random-coil
Struktur in die native findet. Im Niederenergiebereich, in dem nur kompakte
Strukturen existieren, fu¨hrt allerdings nahezu jede Konfigurationsa¨nderung zu ei-
nem U¨berlapp der Atome und wird daher aufgrund einer extrem hohen Lennard-
Jones Energie unterbunden. Dies gilt insbesondere fu¨r große Proteine und bei
Simulationen im Dihedralwinkelraum, da eine Winkela¨nderung, den Proteinbe-
reich bis zu einem der Termini im dreidimensionalen Raum dreht. Somit sind
Faltungspfade bei großen Proteinen extrem schmal und die Wahrscheinlichkeit,
daß ein Optimierungsverfahren diesem durch einen rein stochastischen Prozeß
(d.h. ohne Gradienten) folgen kann, liegt nahe Null. Es erscheint notwendig, den
Weg zum globalen Minimum der Potentialenergieoberfla¨che ku¨nstlich zu verbrei-
tern, indem man den abstoßenden Teil des Lennard-Jones Potentials abschwa¨cht.
Da die Lennard-Jones Radien nicht vera¨ndert werden ko¨nnen, muß man daher
die Potentialtiefe insgesamt reduzieren.
Damit die Energieunterschiede verschiedener niederenergetischer Proteinstruk-
turen nicht durch die Lennard-Jones-Wechselwirkung dominiert wird, war in
den Simulationen eine Abschwa¨chung des Lennard-Jones-Potentials bis auf  =
0.01kcal mol−1 notwendig. Mit diesen Werten war es mo¨glich, mehrere Proteine
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in ihrer nativen Struktur zu stabilisieren und teilweise zu falten. Die Gyrationsra-
dien aller niederenergetischen Konfigurationen der bislang untersuchten Proteine
stimmen mit den Gyrationsradien der nativen Strukturen gut u¨berein.
5.4 Die Optimierung des Kraftfeldes an 1VII
Der auf dem Gebiet der Proteinfaltung beru¨hmteste Faltungsversuch eines Prote-
ins stammt von Duan und Kollman [DK98, DWK98]; er war nicht erfolgreich. Das
betrachtete Protein war 1VII mit 36 Residuen. Die Simulationszeit belief sich auf
85 CPU-Jahre und entspricht 1 Mikrosekunde auf der natu¨rlichen Zeitskala. Un-
ter physiologischen Bedingungen liegt die experimentell beobachtete Faltungszeit
allerdings ein bis zwei Gro¨ßenordnungen daru¨ber. So bleibt die Frage unbeantwor-
tet, ob bei entsprechend langer Simulationszeit, eine nativ-a¨hnliche Konfiguration
als globales Minimum der Freien Energie des AMBER Kraftfeldes ausgewiesen
worden wa¨re.
Bislang ist es nur dem Folding@home-Projekt gelungen, eine Molekulardyna-
mik Simulation auf einer Zeitskala durchzufu¨hren, die der natu¨rlichen Faltungs-
zeit entspricht. Nach den bisher vero¨ffentlichten Daten werden in den Simulatio-
nen die drei Helices der nativen Struktur nicht stabil ausgebildet, und das zu-
grundegelegte CHARMM Kraftfeld scheint nicht in der Lage, die native Struktur
richtig vorherzusagen. Dabei sollte beachtet werden, daß die Fluktuationen der
Struktur in einer Molekulardynamik Simulation bei 300K so groß sind, daß sich
die “mittlere” vorhergesagte Struktur nur grob identifizieren la¨ßt [SZP02]. Die
Strukturvorhersagen von Kraftfeldern der Freien Energie liegt fu¨r 1VII bei u¨ber
5A˚ RMSB-Abweichung [LHH03]. Unser Kraftfeld ist an 1VII optimiert worden,
und so liegt die RMSB-Abweichung deutlich unter dem Wert anderer Kraftfelder.
Die Optimierung des Kraftfeldes erfolgte durch den sogenannten Decoy-An-
satz. Hierbei werden in Simulationen niederenergetische Strukturen erzeugt und,
soweit mo¨glich, das globale Minimum der Freien Energieoberfla¨che der jeweils
aktuellen Kraftfeldversion bestimmt. Findet das Optimierungsverfahren Struk-
turen, die unterhalb der Freien Energie der relaxierten nativen Struktur liegen,
so ist gezeigt, daß das Kraftfeld fehlerhaft ist. Die wesentliche Aufgabe der Kraft-
feldoptimierung besteht darin, den Anteil des Kraftfeldes zu identifizieren, der fu¨r
die Fehlfaltung verantwortlich ist, und diesen zu korrigieren.
Um sicherzustellen, daß die am Kraftfeld vorgenommenen A¨nderungen nicht
im Widerspruch zu bis dato gewonnenen Ergebnissen stehen, mu¨ssen nicht nur
neue Simulationen durchgefu¨hrt werden, sondern auch die Freie Energie der Kon-
figurationen vergangener Simulationen ausgewertet werden. Die Gesamtzahl der
Strukturen fu¨r 1VII liegt mittlerweile bei u¨ber 76, 000, und eine Energiebestim-
mung all dieser Strukturen wu¨rde eine zu große Zeitspanne in Anspruch neh-
men. In diesem Zusammenhang hat es sich bewa¨hrt, einen Decoy-Satz anzulegen,
in dem keine nahezu identischen Strukturen enthalten sind, d.h. die paarweise
5.4. DIE OPTIMIERUNG DES KRAFTFELDES AN 1VII 95
RMSB-Abweichung liegt bei mindestens 1.0A˚.
Die 14,000 Konfigurationen dieses Decoy-Satzes lassen sich nach ihren Freien
Energien sortieren, und Strukturen unterhalb ein gewa¨hlten Energie lassen sich
in Gruppen einteilen, die untereinander maximal 3.0A˚ voneinander abweichen.
Tra¨gt man diese Gruppierung gegen die Energie auf, so entsteht eine baumar-
tige Struktur, wie sie in Abbildung 5.3 wiedergegeben ist. Die Entstehung eines
Decoy-Baumes aus einer bzw. mehreren Faltungssimulationen la¨ßt sich folgen-
dermaßen nachvollziehen. Die Hochtemperaturkonfigurationen sind energetisch
sehr schlecht, decken allerdings durch ihre große Anzahl einen großen Bereich des
Konfigurationsraumes ab und bilden so den Stamm des Decoy-Baumes. Werden
die Strukturen wa¨hrend der Optimierungsphase abgeku¨hlt und erreichen so nied-
rigere Energien, pflanzt sich der Baum nach unten hin fort. An gewissen Stellen
mu¨ssen sich die Strukturen entscheiden, in welches Energietal sie hineinlaufen
wollen. Die Energieta¨ler werden durch die A¨ste des Baumes repra¨sentiert. Die
Astspitzen sind die energetisch tiefsten Punkte der Energieta¨ler.
Den Verzweigungsstellen der A¨ste kommt dabei im Prinzip eine wichtige Be-
deutung zu. Wenn eine Simulation ein Energietal identifiziert hat (z.B. Struktur
C in Abbildung 5.3), muß die Energie dieser Konfiguration erst auf den Wert
der U¨bergangsenergie angehoben werden, bevor die Struktur in einer nachfol-
genden Abku¨hlung in ein neues Minimum (A, B, M oder N) u¨bergehen kann.
Die Energien, bei denen die A¨ste zusammenwachsen, geben allerdings nur ei-
ne obere Schranke fu¨r die U¨bergangsenergien an, da dieser Baum nur aus den
Decoy-Strukturen gewonnen wurde und keine separate Bestimmung der U¨ber-
gangsenergien stattgefunden hat. Es sei angemerkt, daß die Anzahl der Struktu-
ren in den verschiedenen Decoy-Gruppen keine Aussagekraft hat und nicht in der
Wahrscheinlichkeit der thermodynamischen Verteilung ρ ∼ exp(−βH) auftreten,
da hier Strukturen aus sehr vielen Simulationen, darunter auch Rechnungen mit
anderen Kraftfeldvarianten, zusammengetragen wurden.
Bei der Kraftfeldoptimierung kann man in erster Na¨herung davon ausgehen,
daß die energetisch niedrigsten Mitglieder einer Decoy-Gruppe (Astspitzen) die
wesentlichen Merkmale der gesamten Gruppe aufweisen, und sich daher zuna¨chst
auf die Betrachtung der Minima beschra¨nken.
Der Baum in Abbildung 5.3 entstand nach Simulationen ohne das in Ab-
schnitt 4.4 diskutierte Korrekturpotential – das heißt, mit einer rein elektrosta-
tischen Beschreibung der Wasserstoffbru¨ckenbindungen (Seite 72) – und mit den
Lo¨sungsmittelparametern σFS−TK (Seite 87). Unter dem Baum sind die Struktu-
ren der Minima, sowie die native Struktur, unter der Bezeichnung der experimen-
tellen Methode mit der sie bestimmt wurde (NMR), dargestellt. Die Struktur N
ist die relaxierte native Struktur. Sie ist nicht das globale Minimum der Freien
Energie. Dieses ist (wahrscheinlich) durch die Struktur M gegeben, deren Heli-
ces anders angeordnet sind. Dieser Baum und die zugeho¨rigen Strukturen stellen
ein wichtiges Zwischenergebnis dar. Hier war es zum ersten Mal gelungen, einen
Wettbewerb zwischen hydrophoben Effekt und Sekunda¨rstrukturbildung durch
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Wasserstoffbru¨ckenbindungen zu beobachten. So ist durchaus beachtlich, daß die
niederenergetischen Strukturen allesamt drei Helices ausbilden und la¨ngere un-
strukturierte Abschnitte besitzen, wie es auch in der nativen Struktur zu sehen ist.
In diesem Stadium der Kraftfeldentwicklung war die relaxierte native Struktur
ein ausgepra¨gtes Minimum der Potentialenergieoberfla¨che und gleichzeitig eine
der energetisch niedrigsten Konfigurationen.
Es ist mit der damaligen Kraftfeldparametrisierung nicht gelungen, die na-
tiven Struktur von 1VII als globales Minimum der Potentialenergieoberfla¨che
auszuweisen. In den Simulationen wurden Konfigurationen gefunden, deren Freie
Energie unterhalb der relaxierten nativen Struktur lagen. Die Energieterme, die
diese Strukturen gegenu¨ber der nativen begu¨nstigten, waren der Lo¨sungsmittel-
beitrag und die Wasserstoffbru¨ckenbindungsenergie. Beide Kraftfeldbestandteile
sind u¨berarbeitet worden und haben zu einer deutlichen Verbesserung gefu¨hrt,
in dem Sinne, daß nur noch sehr wenige Strukturen energetisch unterhalb der
relaxierten Struktur lagen.
Die beiden Parametersa¨tze fu¨r den Lo¨sungsmittelbeitrag σFS−TK und σSH−SR
weichen signifikant voneinander ab und sind jeweils mit großen Fehlern verse-
hen. Wie im Abschnitt zur Parameteranpassung beschrieben, existiert eine starke
Abha¨ngigkeit der Lo¨sungsmittelparameter von den zugrundegelegten Referenz-
konfigurationen und den experimentell bestimmten Transferenergien. Es wurde
gezeigt, daß die Wahl der Referenzkonfigurationen problematisch ist, und die
Transferenergien nicht konsistent mit anderen Hydrophobizita¨tsskalen sind. Wir
sind daher davon ausgegangen, daß in den Lo¨sungsmittelparametern noch ein
systematischer Fehler enthalten sein ko¨nnte.
Um diesem Umstand Rechnung zu tragen, wurde in das Lo¨sungsmittelmodell
fu¨r jede Aminosa¨ure res ∈ {Ala,Arg, . . .} ein Multiplikator pires eingefu¨hrt. Mit
diesem Faktor werden die Parameter der jeweiligen Aminosa¨ure multipliziert. Der





Mit diesem Ansatz kann das spezifische Verhalten einzelner Aminosa¨uren besser
beru¨cksichtigt werden. Die Faktoren, die zu einer Stabilisierung der relaxierten
nativen Struktur von 1VII gefu¨hrt haben, sind in Tabelle 5.1 wiedergegeben. Den
Faktor der hydrophoben Seitengruppen von pi = 0.8 verstehen wir so, daß die
elektrostatische Wechselwirkung auf die partialladungsfreien hydrophoben Sei-
tengruppen keinen Einfluß nimmt, welche im Gegensatz dazu fu¨r partial gela-
dene Seitengruppen ein Beitrag zur Transferenergie bzw. Referenzkonfiguration
liefert (Abbildung 4.13) und so in einem systematischen Unterschied zwischen
den geladenen und ungeladenen/hydrophoben Seitengruppen mu¨ndet. Bei Tryp-
tophan liegt der pi-Faktor 25% unter dem Wert fu¨r die anderen hydrophoben
Seitengruppen. Diese Abweichung ist sehr stark, war jedoch notwendig, um die
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1VII (veraltet)
Abbildung 5.3: Der 1VII-Baum vor PFF01
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pi Aminosa¨ure
0.8 Ala, Ile, Leu,
Met, Phe, V al
0.6 Trp
1.0 sonst
Tabelle 5.1: Faktoren der einzelnen Aminosa¨uren in Gleichung 5.1.
native Struktur von 1VII zu stabilisieren. Tryptophan ist nach den Volumen-
korrigierten Transferenergien diejenige Aminosa¨ure mit dem gro¨ßten Unterschied
zwischen Proteininnerem und Proteinoberfla¨che. Es ist erwa¨hnt worden, daß diese
Aminosa¨ure auf verschiedenen Hydrophobizita¨tsskalen sehr unterschiedlich einge-
stuft wird. Wir vermuten daher, daß der experimentelle Wert der Transferenergie
dieser Aminosa¨ure als Tripeptid ihren hydrophoben Charakter in einem Protein
nicht richtig wiedergibt.
Mit diesem letzten Endes sehr begrenzten Eingriff in das Lo¨sungsmittelmodell
war es mo¨glich, eine relaxierte native Struktur als globales Minimum der Potential-
energieoberfla¨che zu identifizieren. An dieser Stelle ist die Kraftfeldoptimierung
beendet worden, und das Kraftfeld PFF01 war damit vollsta¨ndig festgelegt.
Tra¨gt man alle Simulationsdaten fu¨r 1VII zusammen, so ergibt sich der in
Abbildung 5.4 wiedergegeben Decoy-Baum. In diese Abbildung ist die Energie-
skala und die Anzahl der Decoys als Funktion der Energie hinzugefu¨gt worden.
In der darunterstehenden Tabelle sind die Energien zusammen mit den RMSB-
Abweichungen zur nativen Konfiguration und der Sekunda¨rstruktur aufgelistet.
Die oberste Sekunda¨rstruktur ist die der nativen Konfiguration. Der Buchstabe
zwischen der RMSB-Abweichung und der Sekunda¨rstruktur gibt die Bezeichnung
im Baumdiagramm wieder. Auf der nachfolgenden Seite sind die Strukturen und
das zugeho¨rige Cβ-Mosaik (Anhang B.3.2) der relaxierten Struktur N gegen die
native abgebildet.
Die niedrigste in Simulationen gefundene Freie Energie ist die einer nativ-
a¨hnlichen Struktur mit einer RMSB-Abweichung von 3.56A˚. Vergleicht man die
native und die Struktur N etwas genauer, so erkennt man am Cβ-Mosaik, daß es
einen Bereich gibt, in dem die Konfiguration N keine nativen Kontakte ausbildet.
Der Grund hierfu¨r liegt mo¨glicherweise in der Fehleinscha¨tzung der Seitenketten-
Elektrostatik in PFF01. Die beiden kurzen Helices sind in der nativen Struk-
tur durch eine Wasserstoffbru¨cke zwischen der Seitengruppe des Arganin 15 und
des Hauptketten-CO-Gruppe des Leucin 2 miteinander verbunden, wohingegen
das Arganin 15 in der Struktur N ins Lo¨sungsmittel ragt. Dieses Detail wird in
PFF01, wie in faktisch allen Simulationen mit anderen Kraftfeldern, nicht richtig
wiedergegeben. Die Charakteristika der nativen Struktur in Bezug auf die Haupt-
kette sind jedoch sehr gut in der relaxierten Konfiguration wiedergegeben, ebenso
wie der hydrophobe Kern von 1VII, der im Wesentlichen aus drei Phenylalanin
besteht (Abbildung 5.1). Der Energieunterschied zwischen der nativ-a¨hnlichen
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Struktur N und der energetisch zweitplazierten Struktur B liegt bei 1 kcal mol−1
und ist knapp ausreichend, die nativ-a¨hnliche Struktur zu stabilisieren.
Es ist uns bislang nur einmal gelungen, eine native-a¨hnliche Struktur in einer
Faltungssimulation, also von einer random-coil Struktur aus, zu finden. Obwohl
der Decoy-Baum eine gewisse Trichterstruktur (engl. funnel) aufweist, ist er im
Niederenergiebereich sehr breit, und obwohl die Verbindungspunkte der A¨ste nur
eine obere Schranke fu¨r die Energiebarriere zwischen den A¨sten ist, so ist aufgrund
der hohen Zahl an verfu¨gbaren Strukturen anzunehmen, daß die U¨bergangsener-
gie nur wenige kcal mol−1 unter den angegebenen Energien liegt. Somit ist es
in den Simulationen a¨ußerst schwer, aus einem der Minima in ein anderes zu
wechseln.
Alle Astspitzen besitzen einen mit der nativen Struktur vergleichbaren Se-
kunda¨rstrukturanteil. A, C und E bilden zwei Helices und N, B, D und F, in
U¨bereinstimmung mit der nativen Struktur, drei Helices. Dies ein ein signifikan-
ter Unterschied zu fru¨heren Simulationen mit AMBER [DK98, DWK98] oder der
aktuellen Simulation mit ECEPP [LHH03], in denen nur selten drei Helixkonfi-
guration gefunden wurde.
Eine weitere Optimierung des Kraftfeldes allein an 1VII – etwa um den Ab-
stand der nativen Struktur zu der im Kraftfeld relaxierten Konfiguration zu ver-
ringern, erscheint nicht sinnvoll, da wahrscheinlich eher 1VII-spezifische Details
in das Kraftfeld integriert wu¨rden, die bei der Simulation an anderen Proteinen
wieder entfernt werden mu¨ßten.
5.5 Die Faltung des HIV-accessory Proteins 1F4I
Nachdem das Kraftfeld fu¨r ein Protein optimiert wurde, ist es notwendig, dieses
auf mindestens ein weiteres System anzuwenden, um den generischen Charak-
ter des Kraftfeldes zu testen. Ohne weitere Parametervera¨nderungen wurde mit
PFF01 das Protein 1F4I simuliert. In der nativen Struktur von 1F4I bilden die
Residuen 41 bis 45 keine stabile Struktur aus, sondern stehen in beliebiger Rich-
tung von den anderen Residuen ab (Abbildung 5.2). Daher wurden diese Residuen
entfernt und nur der strukturierte Bereich der ersten 40 Aminosa¨uren betrachtet.
Ein Kontakt einer Seitengruppe mit einer anderen oder mit der Hauptkette, wie
in 1VII, existiert nicht.
Zur Faltung von 1F4I wurde erstmals eine spezielle Strategie verwendet, die ei-
ne Simulation von einer random-coil Struktur zum globalen Minimum in mehrere
Phasen aufteilt. Auf den konzeptionelle Hintergrund dieses Verfahrens wird in ei-
nem spa¨teren Abschnitt gesondert eingegangen. An dieser Stelle sei nur kurz der
Simulationsablauf skizziert. Ausgangspunkt der Faltung bilden 20 random-coil
Strukturen, die in BHT-Simulationen (Basin-Hopping-Technique) bei 20%-iger
Lo¨sungsmittelreduktion von 800 auf 300K abgeku¨hlt wurden. Die TA-Akzeptanz-
schwelle wurde auf 15 kcal mol−1 gesetzt. In einer zweiten Phase erhielt das
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Lo¨sungsmittel seine volle Sta¨rke zuru¨ck. Die 20 Endstrukturen dieser Simula-
tionen wurden in einer dritten Phase der Optimierung durch die BHT Methode
unterzogen, d.h. die Endtemperatur eines SA Laufen lag bei 1K. Jede Simulation
durchlief insgesamt 107 Monte-Carlo Schritte.
Damit wurden 20 verschiedene random-coil Strukturen unabha¨ngig vonein-
ander simuliert. Am Ende der Simulation wurden die 20 Strukturen gema¨ß ih-
rer Energie sortiert, und die fu¨nf energetisch niedrigsten Strukturen hatten ei-
ne RMSB-Abweichung zur nativen Struktur von weniger als 3.00A˚. Die mit
−119.54 kcal mol−1 beste Struktur hatte eine RMSB-Abweichung von nur 2.34A˚.
Dies ist die erste Simulation eines all-atom Kraftfeldes, basierend auf physikali-
schen Wechselwirkungen, in der reproduzierbar (in 5 von 20 Simulationen) ein
Protein mit mehr als 20 Residuen gefaltet wurde.
Der zugeho¨rige Decoy-Baum hat sich auch nach weiteren Simulationen kaum
vera¨ndert und ist in Abbildung 5.6 zusammen mit der Liste der Energien, RMSB-
Abweichungen und den Sekunda¨rstrukturen zu sehen. Es fa¨llt auf, daß die erste
Struktur, die mehr als 3A˚ von der Konfiguration N abweicht und daher im Baum
einen eigenen Eintrag erha¨lt, mit F = −114.06 kcal mol−1 schon 5 kcal mol−1
u¨ber der Energie von N liegt1. Erst weitere 5 kcal mol−1 spa¨ter kommt eine neue
Decoy-Gruppe hinzu.
Die ausgepra¨gte Trichterstruktur in der Potentialenergieoberfla¨che von 1F4I
hat sehr wahrscheinlich zur raschen und reproduzierbaren Faltung von 1F4I bei-
getragen. Dennoch scheinen die Energieta¨ler A, B von C, N, D und E, F durch
hohe Energiebarrieren getrennt. Dies ko¨nnte erkla¨ren, warum nicht nahezu alle
20 Simulationen die Struktur N gefunden haben.
5.6 Das Trp-Cage Protein 1L2Y
Diese Protein ist im Labor synthetisiert worden und erfu¨llt daher keine biolo-
gisch Funktion. Mit 20 Aminosa¨uren ist dies das kleinste Protein, welches einem
Zwei-Zustands-Faltungsmechanismus folgt, daß heißt, es ist entweder vollsta¨ndig
gefaltet oder entfaltet [SSR02]. Wie in Abbildung 5.8 zu sehen, bildet es zwei
kurze Helices und ein unstrukturiertes Endstu¨ck aus. Eine Besonderheit in der
nativen Struktur ist, daß der hydrophobe Kern faktisch nur aus Tryptophan 6 be-
steht, dessen Seitenketten-NH-Gruppe eine Wasserstoffbru¨cke zur Hauptketten-
CO-Gruppe des Arganin 16 bildet. Diesem Umstand verdankt das Protein 1L2Y
den Namen “Trp-Cage”.
1L2Y konnte im vergangenen Jahr in Molekulardynamik Simulationen mit
1Es wa¨re falsch anzunehmen, daß es unter den mittlerweile 60,000 Strukturen fu¨r 1F4I
keine Strukturen mit Energien zwischen −119.54 kcalmol−1 und −116.25 kcalmol−1 gebe. Es
ist vielmehr so, daß diese Strukturen von der Struktur N nicht mehr als 1A˚ abweichen, und
daher nicht in den Decoy-Satz aufgenommen sind. Fu¨r ho¨here Energien gilt das entsprechende
Argument, so daß sich die 60,000 Strukturen nur in 4,500 Decoys gruppieren.
5.6. DAS TRP-CAGE PROTEIN 1L2Y 101
dem CHARMM [SZP02] und AMBER [SSR02] Kraftfeld gefalten werden. Wo-
bei zu erwa¨hnen ist, daß das Strukturelement, des hydrophoben Kerns und der
Wasserstoffbru¨cke des Tryptophan 6 nicht (CHARMM) oder nur in wenigen Si-
mulationen (AMBER) aufgetreten ist. Unsere Simulationen in PFF01 sind mit
dem Molekulardynamik Simulationen qualitativ vergleichbar, wobei auch wir den
Trp-Ka¨fig nicht in allen Simulationen vorhersagen konnten, insbesondere die Kon-
figuration des globalen Minimums bildet diesen Ka¨fig nicht aus (Abbildung 5.8).
Dies steht wahrscheinlich im Zusammenhang mit den schon fru¨her zu beobachten-
den Problemen, welche bei dieser Aminosa¨ure aufgetreten sind, und im Lo¨sungs-
mittelmodel zu einem pi-Faktor von 0.6 gefu¨hrt haben (Gleichung 5.1 und Tabelle
5.1).
Den experimentell nachgewiesenen Zwei-Zustands-Faltungsmechanismus konn-
ten wir insofern beobachten, als daß es keine niederenergetische Struktur von
1L2Y mit gro¨ßerer RMSB-Abweichung zur relaxierten nativen Struktur gibt. Die
Simulationszeit im CHARMM Kraftfeld bela¨uft sich auf 250 CPU-Jahre. Mittels
stochastischer Optimierung im PFF01 Kraftfeld mit 25 Simulationen war insge-
samt nur ein halbes CPU-Jahr bis zur vollsta¨ndigen Konvergenz aufzubringen
[SHW03]. Diese Zahlen sind ein starkes Indiz dafu¨r, daß im Bereich der Protein-
strukturvorhersage stochastische Optimierungsverfahren den Molekulardynamik
Simulation u¨berlegen sind.
Der Zwei-Zustands-Faltungsmechanismus hat dazu gefu¨hrt, daß wir dieses
Protein praktisch immer und mit sehr geringem Rechenaufwand falten ko¨nnen.
Das Fehlen einer niederenergetischen fehlgefalteten Struktur macht dieses Protein
jedoch eher unattraktiv fu¨r die Untersuchung von Optimierungsstrategien.
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1VII





-85.14 3.56 N cccHHHHHHHHtscHHHHHHscHHHHHHHHHHHtcc
-84.11 6.36 B cccHHHHHHtHHHHHHHHHHssscctttHHHHHHHc
-83.54 7.27 C cHHHHHHHHHsssccsscscHHHHHHHHHHHHHtcc
-83.17 5.96 E cHHHHHHHHHtssscsccssHHHHHHHHHHHHHtcc
-83.10 6.29 cccHHHHHHcHHHHHHHHHHsssccHHHHHHHHHHc
-82.59 6.40 cccHHHHHHcHHHHHHHHHHsssccHHHHHHHHtcc
-82.43 6.14 D cHHHHHHHHtHHHHHHHHHHsssctttcHHHHHttc
-82.28 5.80 F cHHHHHHcHHHHHHHHHHcHHHHHHHHHHHHHHHHc
-82.17 6.44 cccHHHHHHcHHHHHHHHHHsssccHHHHHHHHHHc
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1VII
native Struktur Decoy N 3.56A˚ Cβ-Mosaik fu¨r N
Decoy A 7.85A˚ Decoy B 6.36A˚ Decoy C 7.27A˚
Decoy D 6.14A˚ Decoy E 5.96A˚ Decoy F 5.80A˚
Abbildung 5.5: Die niederenergetischen Strukturen des 1VII-Baumes fu¨r PFF01
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1F4I























-103.88 5.92 D cHHHHHHHHHHHccHHHHHHHHHcssccccHHHHHHHHHc
-102.86 7.55 B cHHHHHHHHHHHtscHHHHHHcttsscscHHHHHHHHHHc
-97.99 5.77 E cHHHHHHHHHHHtcssscgggttscscscHHHHHHHHHHc
-93.17 6.44 F cHHHHHHHHHHHcHHHHscccsscssssccHHHHHHHHHc
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1F4I
native Struktur Decoy N RMSB=2.34A˚ Cβ-Mosaik
Decoy A 4.61A˚ Decoy B 7.55A˚ Decoy C 6.48A˚
Decoy D 5.92A˚ Decoy E 5.77A˚ Decoy F 6.44A˚
Abbildung 5.7: Die niederenergetischen Strukturen des 1F4I-Baumes fu¨r PFF01
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Abbildung 5.8: Vergleich der nativen Struktur von 1L2Y (links) und der in PFF01
gefalteten Konfiguration(rechts)
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5.7 Analyse der Hochtemperatur-Simulationen
Die bei 1F4I erstmals eingesetzte Strategie, random-coil Strukturen einige Zeit
bei hohen Temperaturen zu simulieren und erst anschließend lokal zu optimieren,
soll in diesem Abschnitt na¨her betrachtet werden, da diese auch bei anderen
Proteinen angewandt wurde. In seiner derzeit eingesetzte Formulierung weicht das
Verfahren leicht von der 1F4I-Variante ab und entha¨lt weniger freie Parameter.
Jeder Faltungsversuch, beginnend von einem Satz mit circa 20 bis 50 un-
terschiedlichen random-coil Strukturen, besteht aus zwei Phasen. In der Ersten
wird bei einer konstanten Temperatur simuliert, da bei einer Abku¨hlung auf tiefe
Temperaturen die random-coil Strukturen direkt in das na¨chstgelegenen lokalen
Minimum hineinlaufen und dort verbleiben wu¨rden. Die Simulationstemperatur
ist mit 500 bis 700K recht hoch gewa¨hlt, um große strukturelle Vera¨nderungen
zu ermo¨glichen. Es sei daran erinnert, daß die Simulationstemperatur nicht die
physikalische Temperatur des Protein/Wasser-Systems ist [Abschnitt 3.1.5]. Jede
dieser Simulationen umfaßt im allgemeinen ein bis zwei Millionen Monte-Carlo
Schritte und dauert fu¨r die Protein 1VII und 1F4I ein bis zwei Tage. Wa¨hrend
dieser Zeit werden in regelma¨ßigen Absta¨nden die jeweils aktuellen Konfiguratio-
nen gespeichert. In der zweiten Phase erfolgt die Identifikation lokaler Minima
durch die BHT.
Es gelangen jedoch nicht die Endkonfigurationen des ersten Simulationsab-
schnittes in die zweite Phase, sondern ein Teil der aufgezeichneten Zwischenstruk-
turen. Der energetisch niedrigstliegende dieser Zusta¨nde wird stets in die na¨chste
Runde u¨bernommen. In energetisch aufsteigender Reihenfolge werden (von den
insgesamt circa 1000 gespeicherten Konfigurationen) Strukturen hinzugenommen,
die zu den bislang ausgewa¨hlten einen RMSB-Abstand von mindestens 5.0A˚ ha-
ben. Damit ist sichergestellt, daß sehr unterschiedliche Strukturen in die na¨chste
Optimierungsphase gelangen und daß in der zweiten Phase in verschiedenen Be-
reichen des Konfigurationsraumes optimiert wird. Die Dauer der zweiten Phase
liegt bei etwa ein bis zwei CPU-Monaten pro Struktur.
Obwohl die Hochtemperaturphase vergleichsweise kurz ist, kommt ihr eine
große Bedeutung in den Faltungssimulationen zu, die zum Teil durch eine spe-
zielle Modifikation der Kraftfeldparameter bedingt ist. In Anlehnung an das
Framework-Modell der Proteinfaltung (Abbildung 2.11), wonach sich zuna¨chst
die Sekunda¨rstruktur und dann die dreidimensionale Anordnung der Atome in
der Tertia¨rstruktur bildet, wird in der Hochtemperaturphase die Lo¨sungsmittel-
energie knapp 20% reduziert. Auf diese Weise erlangt die elektrostatische Wech-
selwirkung und insbesondere die Wasserstoffbru¨ckenbindungsenergie ein gro¨ßeres
Gewicht. Die Ausbildung von Sekunda¨rstrukturelementen – nicht nur das der α-
Helix, sondern auch das β-Faltblatt – ist in dieser Simulationsphase begu¨nstigt.
Wu¨rde der Lo¨sungsmittelbeitrag auf Null reduziert, so wa¨re die energetisch gu¨nstig-
ste Konfiguration die einer einzelnen Helix mit maximaler La¨nge.
In der Tat finden sich unter den energetisch besten 50% der Hochtempera-
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Decoy A native Struktur Decoy B
Abbildung 5.9: Die native Struktur von 1R63 (Mitte) im Vergleich mit dem
Hochtemperaturfavoriten (links) und der Struktur mit nahezu identischer Se-
kunda¨rstruktur (rechts)
turkonfigurationen fast ausschließlich Zusta¨nde mit hohem Sekunda¨rstrukturan-
teil. Die Reduktion des Lo¨sungsmittelhamiltonian ist so moderat, daß nicht etwa
Strukturen mit einzelnen sehr langen Helices, also relativ gestreckte Konfigura-
tionen, den Wettstreit um die niedrigste Energie gewinnen, sondern kompakte
Strukturen, wenngleich der Sekunda¨rstrukturanteil im Durchschnitt ho¨her liegt
als in der nativen Struktur. Es hat sich gezeigt, daß Konfigurationen mit einer der
nativen a¨hnlichen Sekunda¨rstruktur verha¨ltnisma¨ßig ha¨ufig unter den energetisch
Besten der Hochtemperatursimulation anzutreffen sind.
Auch wenn zu Beginn der zweiten Phase schon Strukturen existieren, die die
native Sekunda¨rstruktur haben, so ist die Anordnung dieser Strukturelemente
im dreidimensionalen Raum meist von der nativen verschieden. Hierfu¨r sei 1R63
als Beispiel aufgefu¨hrt. Mit 63 Residuen ist es das gro¨ßte Protein, dem wir uns
bislang zugewandt haben. Es handelt sich, wie in Abbildung 5.9 zu sehen, um ein
fu¨nf-Helix Protein. (Der N -Terminus ist in blau, der C-Terminus in rot wiederge-
geben. Die Helices werden vom N -Terminus ausgehend durchnumeriert.) In diese
Abbildung ist auch die beste Struktur eines Hochtemperaturlaufs aufgenommen
(Decoy B). Die Sekunda¨rstruktur dieser beiden Konfigurationen ist praktisch
identisch. In Tabelle 5.2 sind die Sekunda¨rstrukturen der zehn energetisch be-
sten Hochtemperaturkonfigurationen aufgelistet. Die RMSB-Abweichungen aller
Hochtemperaturstrukturen von der nativen Konfiguration liegt bei u¨ber 8A˚, das
heißt, obwohl die Hochtemperaturstrukturen die Helices der nativen Konfigura-
tion ausgebildet haben, sind dieses vo¨llig verschieden im Raum angeordnet.













Tabelle 5.2: Die Sekunda¨rstruktur der zehn energetisch niedrigsten Struktu-
ren einer Hochtemperatursimulation fu¨r 1R63. In der obersten Zeile ist die Se-
kunda¨rstruktur der nativen Konfiguration angegeben und die Sekunda¨rstrukturen
zu den Decoys A und B sind mit A und B indiziert.
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5.8 1BDD
Die erfolgreiche Faltung eines Proteins mit 40 Residuen (1F4I) ist einer der
wesentlichen Punkte dieser Dissertation. Ein weiterer Aspekt betrifft die Fra-
ge, inwieweit es gelungen ist, ein Kraftfeld zu parametrisieren, welches auf eine
ganze Proteinklasse, die der Helixproteine, angewendet werden kann. Wir such-
ten daher nach weiteren kleinen Helixproteinen und haben uns fu¨r drei Proteine
entschieden, die in diesem und den folgenden zwei Abschnitten behandelt wer-
den: 1BDD, 1ENH und 1GYZ. Fu¨r diese drei Proteine wird gezeigt, daß eine
nativ-a¨hnliche Struktur als das globale Minimum der Freien Energie (im bislang
untersuchen Teil des Konfigurationsraumes) identifiziert werden konnte. Zu die-
sem Zweck wird die native Struktur jedes der drei Proteine in einem BHT-Lauf
(Basin-Hopping-Technique) relaxiert und das der nativen Struktur na¨chstliegen-
de ausgepra¨gte lokale Minimum identifiziert. Damit ist das Ziel eines bei einer
random-coil Struktur beginnenden Faltungsversuches festgelegt, und zwar sowohl
in Bezug auf die Struktur, als auch auf den Wert der Freie Energie.
Betrachten wir nun die Ergebnisse fu¨r 1BDD [ZK97] mit 52 Residuen2, welches
wie 1F4I aus drei Helices besteht. Die von random-coil Zusta¨nden beginnenden
Simulation gliederte sich in die weiter oben beschriebenen zwei Abschnitte, eine
Hochtemperatur- und eine Optimierungsphase. Die Zahl der optimierten Struk-
turen ist zu gering, um einen Decoy-Baum sinnvoll anfertigen zu ko¨nnen. Einen
U¨berblick u¨ber die Energien und RMSB-Absta¨nde der erfolgten Simulationen ist
in Abbildung 5.10 wiedergegeben. Im RMSB-Abstands/Energie-Diagramm sind
die Relaxationsla¨ufe der nativen Struktur in rot und die Ergebnisse der freien
Faltungssimulationen in schwarz abgebildet. Die energetisch niedrigste Struktur
der Relaxationsla¨ufe wird mit N bezeichnet. Die beiden gru¨nen Punkte geho¨ren
zu den beiden energetisch niedrigsten Konfigurationen der Faltungssimulationen,
und sind als Decoy A und B bezeichnet.
Die in den Simulationen gefundene Konfiguration mit der niedrigsten Freien
Energie (Decoy A) liegt 1 kcal mol−1 u¨ber der relaxierten nativen Struktur und
ist 4.52A˚ entfernt. Im Vergleich der Strukturen ist zu erkennen, daß in Decoy A
die erste Helix (blau) aufgebrochen ist. Das eingesetzte Optimierungsverfahren,
welches nur Rotationen eines einzelnen Residuums kennt, ist nicht in der Lage,
Konfigurationsa¨nderungen an Decoy A vorzunehmen, um das fehlende kcal mol−1
in der Freien Energie zu gewinnen. Decoy B ist eine fu¨nf-Helix Struktur und be-
sitzt eine ausgepra¨gte spha¨rische Geometrie. Hier zeigt sich zum wiederholten
Male, daß im Kraftfeld PFF01 im Gegensatz zu der urspru¨nglichen Parametri-
sierung des CARB-Kraftfeldes ein Wettstreit zwischen hydrophoben Effekt und
Sekunda¨rstrukturbildung durch Wasserstoffbru¨cken beobachtet werden kann.
2Die 1BDD-Struktur der Proteindatenbank PDB weist 60 Aminosa¨uren auf, von denen die
ersten fu¨nf und die letzten drei keine stabile Struktur ausbilden. Diese acht Residuen werden
in den Simulationen nicht beru¨cksichtigt.
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Decoy A Decoy B
F = −160.35kcal
mol
RMSB=4.52A˚ F = −159.88kcal
mol
RMSB=8.81A˚
Abbildung 5.10: 1BDD-Simulationen mit PFF01
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5.9 1ENH
In einer aktuellen Arbeit wurde 1ENH zusammen mit weiteren drei Helix-Proteinen
in einem stark vereinfachten Modell behandelt, um Hypothesen zum Faltungsme-
chanismus durch theoretische Berechnungen zu unterstu¨tzen [IKW02]. Mit 54 Re-
siduen entzieht sich die Faltungsdynamik dieses Proteins jedoch einer vollsta¨ndi-
gen Betrachtung durch die Molekulardynamik Simulation. Auch wenn unsere
Simulationen den Faltungsmechanismus nicht entra¨tseln ko¨nnen, so ko¨nnte ein
Decoy-Baum mit den richtigen U¨bergangsenergien einiges u¨ber die Thermody-
namik des Systems aussagen. Doch bevor ein solcher Baum angefertigt werden
kann, mu¨ssen wir kla¨ren, ob 1ENH mit PFF01 und dem vorliegenden Simulati-
onsprogramm gefaltet werden kann.
Bei der Relaxation in PFF01 bildet 1ENH eine vierte Helix aus (Decoy N in
Abbildung 5.11), wohingegen die ersten sieben Residuen in der nativen Struktur
eine gestreckte Konfiguration einnehmen, die zu einer verbesserten elektrostati-
schen Wechselwirkung der Seitenketten fu¨hrt. Dabei wird die hydrophile Seiten-
gruppe des Glutamin 42 weitestgehend vor dem Lo¨sungsmittel abgeschirmt; eine
Konfiguration, die in PFF01 energetisch benachteiligt ist. Im Cβ-Mosaik sind die
schwarz eingefa¨rbten Helixanteile zu erkennen. Beru¨cksichtigt man, daß auch die
grauen Bereiche im Rahmen der natu¨rlichen Fluktuationen liegen, so weicht die
relaxierte Struktur nur bei der zusa¨tzliche Helix und beim U¨bergang der zweiten
zur dritten Helix von der nativen Struktur ab.
In Abbildung 5.11 sind die Ergebnisse der Relaxationen (rot) und der Frei-
en Faltung (schwarz) wiedergegeben. Die Konfiguration, die bei mittelma¨ßiger
Energie der nativen Struktur a¨hnelt, ist als Decoy A abgebildet. Allerdings ist
die in den Simulationen vorhergesagte Struktur (Decoy B) 5.84A˚ von der nativen
Struktur entfernt und besitzt die gleiche Energie wie die relaxierte Struktur N.
Auch wenn die mittlere Helix bei Decoy B la¨nger ist als in der nativen Struktur,
so sind die Anordnungen der Helices in den Strukturen recht a¨hnlich.
Wie aus dem Energie/Abstands-Diagramm zu entnehmen, fand das Opti-
mierungsverfahren fu¨r 1ENH mit 54 Residuen keine Struktur mit weniger als
3.5A˚ RMSB-Abweichung zur nativen Struktur, und der Bereich bis 4.0A˚ ist sehr
du¨nn besetzt. Hinzu kommt, daß nur wenige Strukturen eine Freie Energie un-
terhalb von −180 kcal mol−1 haben. Im u¨berna¨chsten Abschnitt werden wir uns,
nachdem wir die Ergebnisse fu¨r 1GYZ kennengelernt haben, etwas ausfu¨hrlicher
mit den Optimierungsverfahren und den 1ENH Simulationen bescha¨ftigen.
Es sei hier noch an Tabelle 5.3 auf Seite 116 verwiesen, in der die Energien,
RMSB-Abweichungen und Sekunda¨rstrukturen der besten 15 Konfigurationen
aufgelistet sind. Wie zu erkennen, ist die Sekunda¨rstruktur aller niederenergeti-
schen Konfigurationen der nativen recht a¨hnlich.
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Decoy A Decoy B
F = −184.54kcal
mol
RMSB=3.83 F = −192.75kcal
mol
RMSB=5.84A˚
Abbildung 5.11: 1ENH-Simulationen mit PFF01
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5.10 1GYZ
Die in den letzten Abschnitten vorgestellten Proteine bilden drei Helices aus. Die
Betrachtung eines Proteins mit vier Helices in der nativen Struktur macht es
erforderlich, die Systemgro¨ße weiter zu erho¨hen. Mit 60 Residuen ist 1GYZ eines
der kleinsten Peptide, die in diesem Kontext zur Verfu¨gung stehen.
Die Relaxation der nativen Struktur ist mit einer RMSB-Abweichung von
1.61A˚ sehr dicht an der natu¨rlichen Konfiguration geblieben und liegt nahezu
2 kcal mol−1 unterhalb aller Strukturen, die wir in den Faltungssimulationen er-
reicht haben (Abbilding 5.12). Die relaxierte Struktur kann in Bezug auf die
Hauptkette als identisch zur nativen Struktur angesehen werden. Der RMSD-
Abstand, also der mittlere quadratische Abstand aller Atome, liegt bei 2.72A˚.
Daran, daß das Cβ-Mosaik nicht vollsta¨ndig schwarz eingefa¨rbt ist, obwohl die
Strukturen sehr a¨hnlich sind, ist die hohe Empfindlichkeit des Cβ-Mosaiks ge-
genu¨ber strukturellen Unterschieden zu erkennen.
Im oberen Diagramm der Abbildung ist zu erkennen, daß das Optimierungs-
verfahren zum wiederholten Male Schwierigkeiten hat, niederenergetische Konfi-
gurationen ausfindig zu machen. Die Strukturvorhersage (Decoy B) der Simula-
tion ist 9.05A˚ von der nativen Struktur entfernt. Positiv ist jedoch zu vermerken,
daß Decoy B vier Helices entha¨lt, von denen die letzten zwei in der La¨nge und
die letzten drei auch in ihrer relativen Ausrichtung denen der nativen Struktur
a¨hnlich sind.
Das Optimierungsverfahren war außerstande, Strukturen mit einem RMSB-
Abstand unter 3.8A˚ zu generieren. Selbst unter 4.5A˚ sind nur sehr wenige niede-
renergetische Strukturen zu sehen. A¨hnlich wie bei 1ENH ist auch der Energie-
bereich unterhalb von etwa 20 kcal mol−1 u¨ber der relaxierten nativen Struktur
nur du¨nn besiedelt. Dabei muß jedoch beru¨cksichtigt werden, daß fu¨r 1ENH und
1GYZ momentan jeweils nur 10,000 Strukturen vorliegen. Decoy A ist eine der
wenigen Strukturen der Faltungssimulation, die, bei ma¨ßiger Energie, relativ dicht
an die native Struktur gelangt ist. Die Sekunda¨rstruktur stimmt, wie der Tabel-
le 5.3 entnommen werden kann, sehr gut mit der nativen Struktur u¨berein. In der
Abbildung 5.12 und der Tabelle 5.3 ist zu erkennen, daß der wesentliche Unter-
schied zwischen der nativen Struktur und Decoy A in der La¨nge und Orientierung
der zweiten Helix besteht.
Tabelle 5.3 zeigt, daß die drei a¨ußeren Helices bei allen niederenergetischen
1GYZ-Strukturen ausgebildet sind. Im Zwischenbereich werden eine oder zwei He-
lices gebildet, deren Position variiert. Die Simulationen bilden jedoch tendenziell
weniger Sekunda¨rstruktur aus als in der nativen Struktur vorhanden. Hingegen
bilden die Simulationen zu 1ENH offenbar eher mehr Sekunda¨rstruktur als die
Natur.
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Decoy A Decoy B
F = −147.65kcal
mol
RMSB=4.80A˚ F = −152.48kcal
mol
RMSB=9.05A˚
Abbildung 5.12: 1GYZ-Simulationen mit PFF01
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Tabelle 5.3: Sekunda¨rstruktur der energetisch besten Konfigurationen fu¨r 1ENH
und 1GYZ. Die rechtsstehenden Buchstaben markieren die Namen der Decoys.
Kapitel 6
Diskussion
Eine erfolgreiche de-novo Proteinstrukturvorhersage, also die Bestimmung der
Tertia¨rstruktur allein aus der Kenntnis der Proteinsequenz, ist eines der gro¨ßten
ungelo¨sten Probleme der biophysikalischen Chemie. Das wachsende Interesse an
der Strukturaufkla¨rung von Proteinen erkla¨rt sich durch die enge Beziehung zwi-
schen Struktur und biologischer Funktion. Experimentelle Strukturaufkla¨rung ist
jedoch recht aufwendig und schwierig; in einigen Fa¨llen sogar ga¨nzlich unmo¨glich.
Desweiteren liefern diese Experimente prima¨r statische Informationen. Eine Theo-
rie, die eine genaue Modellierung biophysikalischer Wechselwirkungen in kurz-
er Zeit erlaubt, wu¨rde die experimentelle Strukturaufkla¨rung komplementieren.
Daru¨ber hinaus wu¨rde diese Theorie eine Basis fu¨r ein breites Spektrum an Si-
mulationen von biologischen Systemen auf mikroskopischer Ebene schaffen. Diese
Simulationen wu¨rden die Mo¨glichkeit bieten, Hypothesen u¨ber Regelmechanis-
men und Protein-Protein Aggregation schnell und einfach zu testen. Computer-
unterstu¨tzte Proteinstrukturvorhersage geschieht derzeit mit homologiebasierten
Verfahren, deren Resultate wichtige Hinweise fu¨r die Proteinstruktur liefern, je-
doch nicht mit der Genauigkeit, die fu¨r eine Analyse biologischer Prozesse notwen-
dig ist. Die homologiebasierten Methoden besitzen kein deutliches Verbesserungs-
potential. Der davon grundsa¨tzlich verschiedene Ansatz der Molekulardynamik
Simulation arbeitet – ein geeignetes Kraftfeld vorausgesetzt – sehr genau. Der
Rechenaufwand ist jedoch viel zu hoch, als daß dieses Verfahren im großen Maß-
stand einsetzbar wa¨re. Dies ist auch der Grund dafu¨r, daß existierende Kraftfelder
nicht an Proteinen, sondern nur an kleinen Moleku¨len optimiert worden sind.
Nach der thermodynamischen Hypothese von Anfinsen, fu¨r die er 1972 den
Nobelpreis in Chemie erhielt, ist die Proteinstruktur das globale Minimum der
Freien Energie. Damit ist das Protein-Struktur-Problem den Methoden der sta-
tistischen Physik zuga¨nglich. Die thermodynamische Hypothese wird mittlerwei-
le von vielen Experimenten besta¨tigt. Unterstu¨tzungen dieser Hypothese durch
theoretische Modelle liegen jedoch nur in groben Approximationen der Proteine
vor.
Das vorliegende Kraftfeld ist das erste realistische Proteinmodell, welches fu¨r
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mehrere Proteine die jeweilige native Struktur als globales Minimum auszeichnet.
Dies ist das Ergebnis mehrerer Arbeitsschritte, die sich zuna¨chst recht schwierig
gestalteten. Wir konzentrierten uns dabei auf ein einzelnes Protein (1VII) und
folgten dem Ansatz, daß ein fehlerhaftes Kraftfeld fu¨r mindestens eine nicht-
native Struktur eine Freie Energie prognostiziert, die unterhalb der Freien Ener-
gie der nativen Struktur liegt. Wenn ein solches nicht-natives Decoy gefunden
wurde, ist das Kraftfeld entsprechend modifiziert worden. Es wurde darauf Wert
gelegt, daß die notwendigen Kraftfeldvera¨nderungen physikalisch motiviert sind.
Auch aus diesem Grund wurden zur Parameteranpassung zumeist experimen-
telle Ergebnisse beru¨cksichtigt, die sich aus aufgekla¨rten Proteinstrukturen und
Lo¨sungsmittel-Transferenergien ergaben. Simulationen an 1VII haben gezeigt,
daß in den experimentellen Daten der Transferenergie verschiedene Aspekte in-
tegriert sind und zu systematischen Parametrisierungsfehlern gefu¨hrt haben. Fu¨r
1VII konnte der Einfluß dieser Fehler auf die Freie Energie identifiziert und be-
hoben werden. Es war anfa¨nglich nicht zu erwarten, daß die gewa¨hlte Parametri-
sierung fu¨r mehr als dieses eine Protein geeignet ist.
Wie in dieser Arbeit gezeigt wurde, weist das vorliegende Kraftfeld fu¨r 6 Pro-
teine unterschiedlicher Gro¨ße eine nativ-a¨hnliche Struktur als globales Minimum
der Freien Energie aus. Dies deutet darauf hin, daß auch die scheinbar 1VII-
spezifischen Parameteranpassungen auf die ganze Proteinfamilie der Helixprote-
ine u¨bertragbar sind. In Bezug auf Molekulardynamik Simulationen muß darauf
hingewiesen werden, daß diese Parameteranpassung erst nach umfangreichen Si-
mulationen eines relativ großen Proteins (1VII mit 36 Residuen) als notwendig
erkannt und in mehreren Schritten umgesetzt werden konnte. Beide Aspekte, die
Einsicht in die Notwendigkeit der Anpassung und deren Umsetzung, scheitern bei
Molekulardynamik Simulationen daran, daß die verfu¨gbaren Rechnerkapazita¨ten
mehrere Gro¨ßenordnungen zu gering sind.
Bei stochastischen Optimierungsverfahren ist noch eine signifikante Effekti-
vita¨tssteigerung zu erwarten. Diese kann sich aus der Entwicklung ga¨nzlich neuer
Optimierungsstrategien und aus der Anpassung existierender Verfahren an die
spezifischen Bedingungen der Proteinfaltung ergeben. Hierbei ließen sich auch
experimentell gewonnene Erkenntnisse u¨ber Faltungsmechanismen beru¨cksichti-
gen, wie wir es bei den Hochtemperatursimulationen (Abschnitt 5.7) getan haben,
indem wir dem Framework-Modell (Abbildung 2.11) folgend die Ausbildung von
Sekunda¨rstrukturelementen begu¨nstigt haben.
Nach unserer Einscha¨tzung sollte sich eine nachfolgende Arbeit zuna¨chst auf
die Weiterentwicklung der Optimierungsverfahren konzentrieren. Im folgenden
Abschnitt soll daher der Aspekt der Optimierung noch etwas ausfu¨hrlicher be-
handelt werden. Die vorliegende Arbeit hat sich der Kraftfeldentwicklung fu¨r die
Familie der Helixproteine gewidmet. Um zu kla¨ren, inwieweit dieses Kraftfeld auf
β-Faltblattstrukturen erweiterbar ist, sollen anschließend vorla¨ufige Ergebnisse
fu¨r eine β-Faltblattstruktur pra¨sentiert werden.
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6.1 Lokale versus globale Optimierung
Bei 1L2Y und 1F4I hat die Optimierung reproduzierbar die nativen Struktur ge-
funden und diese als globales Minimum der Protentialoberfla¨che ausgewiesen. Fu¨r
1VII, 1BDD, 1ENH, 1GYZ und 1R63 war es den Optimierungsverfahren nicht
mo¨glich, Strukturen ausfindig zu machen, die energetisch unter der relaxierten na-
tiven Struktur lagen. Dies spricht fu¨r die Qualita¨t des Kraftfeldes PFF01. Diese
Aussage ist jedoch solange mit Vorsicht zu genießen, wie kein Optimierungsver-
fahren vorliegt, welches die native Struktur dieser Proteine findet. Es ist denkbar,
daß ein solches Verfahren gleichzeitig Strukturen aufspu¨ren wu¨rde, die energetisch
unterhalb der relaxierten nativen Struktur liegen.
Daher ha¨ngt der Erfolg weiterer Simulationen nicht nur vom Fortschritt in
der Approximation der Freien Energie als Funktion der Proteinstruktur, sondern
auch von der Qualita¨t der Optimierungsverfahren ab. Die Ergebnisse zu 1ENH
und 1GYZ zeigen, daß die verwendeten Verfahren nicht hinreichend in der Lage
sind, den Niederenergiebereich der Potentialenergieoberfla¨che stark und in der
Verteilung breit zu populieren. Dies gilt wahrscheinlich nicht nur fu¨r große Pro-
teine, sondern auch fu¨r Proteine mit einer sehr breiten Trichterstruktur in der
Potentialenergieoberfla¨che, wie sie bei 1VII vorliegt.
Das Problem der Optimierungsverfahren besteht hierbei in der lokalen Opti-
mierung. Das heißt, daß Simulated Annealing mit den eingesetzten Rotationska-
tegorien fu¨r die Identifizierung eines tiefen lokalen Minimums auf der Potential-
energieoberfla¨che eines Proteins eher ungeeignet ist. Als u¨bergeordnete Optimie-
rungsmethode hat sich die Basin-Hopping-Technique hingegen innerhalb gewisser
Grenzen bewa¨hrt. Um dies zu illustrieren, wurde der Fortlauf der BHT Simulati-
on wa¨hrend der Optimierungsphase fu¨r 1ENH in Abbildung 6.1 sichtbar gemacht.
Dazu wurden (fu¨r jede Simulation getrennt) die nach den SA-Iterationen gefun-
denen Strukturen durchnumeriert und die RMSB- und RMSD-Absta¨nde1 zweier
Strukturen i und j(> i) in eine Matrix R eingetragen. Das Matrixelement Rij
(oberhalb der Diagonalen) gibt den RMSB- und das Element Rji (unterhalb der
Diagonalen) den RMSD-Abstand an. Beide Zahlenwerte sind bei 4.0A˚ abgeschnit-
ten worden.
In Abbildung 6.1 sind die RMSB-RMSD-Matrizen fu¨r 9 ausgewa¨hlte Simula-
tionen farbig dargestellt. Die drei Matrizen der ersten Zeile geben Simulationen
wieder, in denen die Struktur wa¨hrend der Simulation viele unterschiedliche Be-
reiche aufgesucht hat, wie die dominierende Farbe rot (RMSB, RMSD≥ 4A˚)
zeigt. Insbesondere in der rechten Matrix ist an ihrer Blockform zu sehen, daß
das Optimierungsverfahren eine gewisse Zeit einen kleinen Bereich des Konfi-
gurationsraumes intensiv durchsucht (RMSB-Werte blau bis tu¨rkis, d.h. < 2A˚;
RMSD-Werte gru¨n, d.h.< 2.5A˚), bevor es die Struktur in andere Regionen schickt
1Der RMSD-Abstand ist die mittlere quadratische Abweichung aller Atome nach optimaler
U¨berlagerung der beiden Strukturen. Der RMSB-Wert ist analog fu¨r die Atome der Hauptkette
definiert [Abschnitt B.3.1].
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und dort eine lokale Suche erfolgt. Diese drei Simulationen sind stellvertretend
fu¨r etwa 20% aller 1ENH-Simulationen aufgenommen worden. Sehr viel ha¨ufiger
finden sich RMSB-RMSD-Matrizen der Art, wie sie in der zweiten Zeile abge-
bildet sind. Hier ist die Zeitspanne, die eine Struktur innerhalb eines kleinen
Bereiches des Konfigurationsraumes optimiert wird, deutlich ho¨her. Einige we-
nige Simulationen finden jedoch wa¨hrend der gesamten Laufzeit nicht aus ihrer
Umgebung heraus. Drei solche Beispiele sind in der untersten Zeile wiederzu-
finden. Die vorherrschende Farbe der RMSB-Werte ist tu¨rkis bis blau (< 1A˚),
woraus sich ergibt, daß die Hauptkette des Peptids ihre Konfiguration faktisch
nicht vera¨ndert hat. Zusammen mit dem gru¨nen RMSD-Bereich la¨ßt sich hieraus
folgern, daß in den Simulationen nie akzeptable Konfigurationsa¨nderungen der
Hauptkette vorgeschlagen wurden. Man beachte, daß die RMSD-Werte nur in
sehr seltenen Fa¨llen tu¨rkis eingefa¨rbt sind, also die RMSD-Abweichungen fast
ausnahmslos u¨ber 1.5A˚ liegen.
In einer typische BHT Simulation reihen sich Abschnitte mit geringen RMSB-
RMSD-Werten (lokale Suche) aneinander. Der U¨bergang zwischen diesen Ab-
schnitten ist durch strukturelle Vera¨nderungen gekennzeichnet, die zu einer RMSB-
Abweichung u¨ber 3A˚ fu¨hren (globale Schritte). Somit zeigt die BHT genau das
gewu¨nschte Verhalten und arbeitet zumeist recht zuverla¨ssig. Dennoch reichen die
globalen Schritte bei 1ENH und 1GYZ nicht aus, um in der aufgewandten Re-
chenzeit Strukturen nahe der nativen Konfiguration zu generieren. An 1ENH (54
Residuen) wurden zwei Faltungsversuche unternommen, die jeweils 20 unabha¨ngi-
ge Simulationen umfaßten. Die Hochtemperaturphase dauerte jeweils einen Tag
und die Rechenzeit der Optimierungsphase bela¨uft sich auf etwa einen Monat
pro Struktur (107 Monte-Carlo Schritte2) auf einem 1.4GHz Rechner, d.h. fu¨r 20
1ENH-Simulationen auf insgesamt knapp 2 CPU-Jahre.
Die gleichen Computerressourcen waren fu¨r die Faltung von 1F4I mit 40 Resi-
duen (in der Optimierungsphase) notwendig. Es ist daher nicht zu u¨berraschend,
daß wir nur einen kleinen Teil des Konfigurationsraumes wa¨hrend der Simula-
tionen von 1ENH und 1GYZ einsehen konnten und keine Strukturen nahe der
nativen fanden. Wie vereinzelte SA La¨ufe zeigen, existieren jedoch auch in die-
sen Region energetisch sehr tiefliegende Strukturen, die nur mit einer geringen
Erfolgsquote aufgespu¨rt werden konnten. Das heißt, zuna¨chst bedarf die lokale
Optimierung einer Qualita¨tssteigerung und muß u¨berarbeitet werden.
6.2 Grenzen und Ausbaupotential von PFF01
Neben den Optimierungsverfahren besitzt auch das Kraftfeld selbst noch Poten-
tial zu Verbesserung. Der Schwerpunkt dieser Arbeit liegt auf Helixproteinen,
und bei 1F4I konnte erstmals die native Struktur eines Peptids mit 40 Residuen
2Im Vergleich mit den Simulationsprogrammen zum CARB- und ECEPP-Kraftfeld ist das
Simulationsprogramm zu PFF01 somit einen Faktor 10 schneller [Han].
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Abbildung 6.1: Strukturelle Vera¨nderungen in den BHT Simulationen fu¨r 1ENH.
Das obere rechte Dreieck der Matrizen repra¨sentiert jeweils die RMSB-Absta¨nde,
das untere linke die RMSD-Werte.
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allein durch Simulation in einem all-atom Kraftfeld mit physikalischen Wechsel-
wirkungen vorhergesagt werden. Andere Helixproteine betreffend scheitert eine
reproduzierbare Vorhersage bislang an mangelnden CPU-Ressourcen. Das Kraft-
feld selbst weist jedoch eine nativa¨hnliche Konfiguration als globales Minimum
des bislang zuga¨nglichen Bereiches der Freien Energieoberfla¨che aus. Wir wollen
uns nun dem zweiten wichtigen Sekunda¨rstrukturelement vieler Proteine zuwen-
den, dem β-Faltblatt.
Faltblattstrukturen stellen bislang fu¨r alle Kraftfelder eine große Herausfor-
derung dar. Unsere Versuche, PFF01 auf β-Faltbla¨tter anzuwenden, konzentrie-
ren sich auf das Protein 1BHI, welches aus einer α-Helix und einem β-Faltblatt
besteht (Abbildung 6.2). 1BHI ist eines der kleinsten Peptide, welches in einer
stabilen Konfiguration vorliegt und ein β-Faltblatt ausbildet. Das β-Faltblatt ist
in der nativen Struktur jedoch nicht sehr gut ausgebildet und wird nur durch zwei
Wasserstoffbru¨cken stabilisiert. Neben 1BHI ist noch ein Fragment von 2BG1 zu
nennen, welches in wa¨sseriger Lo¨sung ein einzelnes β-Faltblatt ausbildet. Diese
Struktur ist jedoch recht instabil und geht in Lo¨sung immer wieder fu¨r kurze
Zeit verloren [DLK99]. Es wird allgemein angenommen, daß die Bildung des er-
sten anti-parallelen β-Faltblattes nicht sehr stabil ist und eine Faltblatt-Struktur
erst nach der Anlagerung des dritten Strangs thermodynamisch stabil ist [HY95].
Diese Auffassung ist jedoch nicht unumstritten.
Abbildung 6.2: Die native Struktur des Proteins 1BHI
Die ersten Faltungsversuche von 1BHI waren nicht erfolgreich und haben zu
Strukturen gefu¨hrt, die unterhalb der relaxierten nativen Struktur liegen. Insbe-
sondere eine zwei Helix Struktur hat eine sehr niedrige Freie Energie. Obwohl zum
Teil Faltblattstrukturen in der Simulation auftreten, liegt ihre Energie mehrere
kcal mol−1 oberhalb einer zwei Helix Struktur. Daraufhin wurde eine 1BHI Kon-
figuration generiert, die in der Region des nativen β-Faltblattes alle zugeho¨rigen
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Wasserstoffbru¨cken ausgebildet. Die Energie diese Struktur ist mit derjenigen
der zwei Helix Konfiguration vergleichbar. Somit scheint das Kraftfeld PFF01
nicht grundsa¨tzlich fu¨r β-Faltblattstrukturen ungeeignet, da ausgepra¨gte Falt-
blattstrukturen offenbar eine sehr niedrige Energie besitzen. Es hat sich heraus-
gestellt, daß der lokalen Hauptkettenwechselwirkung3 fu¨r die Stabilisierung des
β-Faltblattes eine tragende Rolle zukommt. Die richtige Parametrisierung dieser
speziellen Wechselwirkung sollte uns in die Lage versetzen, die Ausbildung von β-
Faltbla¨tter in ausreichendem Maße zu unterstu¨tzt, ohne die bisherigen Ergebnisse
der Helixproteine negativ zu beeinflussen.
Nach unseren bisherigen Erfahrungen werden fu¨r die Bildung ausgedehnter
Faltblattstrukturen die in Abschnitt 3.1.4 beschriebenen Rotationskategorien, die
zur Generierung unterschiedlicher Konfigurationen eingesetzt werden, entspre-
chend zu erweitern sein. Weniger ausgepra¨gte Faltblattstrukturen sind dagegen
auch mit den derzeitigen Rotationskategorien nicht selten. Sogar in den Simulatio-
nen der Helixproteine konnten vereinzelt Strukturen mit geringem Faltblattanteil
beobachtet werden. In Abbildung 6.3 ist eine dieser Strukturen exemplarisch fu¨r
1F4I wiedergegeben und soll abschließend demonstrieren, daß eine Erweiterung
von PFF01 auf β-Faltbla¨tter zwar schwierig ist aber wahrscheinlich dennoch in
naher Zukunft mo¨glich sein wird.
Abbildung 6.3: Faltblattstruktur eines 1F4I Decoys
3Dies sind (elektrostatische) Wechselwirkung der Peptidbindungsdipole in der Sequenz be-
nachbarter Aminosa¨uren. Sie lassen sich entweder durch Dipol-Dipol-Wechselwirkungen oder
durch ein Dihedralwinkelpotential beschreiben [AM95].




Konstanten Avogadro NA 6.0221367× 1023 Moleku¨le mol−1
Elementarladung e 1.6021773× 10−19 C
Dielektrizita¨tskonstante 0 8.8541878× 10−12 AsV −1m−1[ = C2 J−1m−1]
Allgemeine Gaskonstante R 8.3145 J K−1mol−1
Boltzmann-Konstante kB 1.3807× 10−23 J K−1 = R/NA
Umrechnungen:
La¨nge 1 Angstro¨m A˚ = 10−10m = 0.1nm
Energie 1 Kalorie cal = 4.184J
Damit gilt bei T = 25◦C = 298.15K
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Anhang B
Geometrie der Proteine
In diesem Abschnitt wird der Formalismus zur Darstellung und Verarbeitung der
Proteinkonfigurationen erla¨utert. Dabei wird der Zusammenhang zwischen Se-
kunda¨rstrukturelementen und Dihedralwinkelverteilung ebenso beleuchtet wer-
den, wie die von uns eingesetzten Vergleichsmo¨glichkeiten zwischen zwei Struk-
turen, welche ohne Einsatz eines Kraftfeldes auskommen.
B.1 Der Proteinsatz M138 nicht-homologer Struk-
turen
Die Parametrisierung des Kraftfeldes beruft sich nicht nur auf experimentell be-
stimmte Energien, sondern orientiert sich auch an nativen Strukturen. Dazu be-
darf es eines Satzes strukturaufgekla¨rter Proteine, die mo¨glichst genau gemes-
sen und wenig Gemeinsamkeiten in ihrer Sequenz haben. Von diesen Strukturen
sind die Lennard-Jones Parameter und das Korrekturpotential der Wasserstoff-
bru¨ckenbindungen abgeleitet worden.
Aus einer Arbeit von Abagyan und Totrov[AT94] haben wir eine Liste experi-
mentell aufgekla¨rter Proteine u¨bernommen, deren Auslo¨sung unter 2.0A˚liegt und
deren Sequenz paarweise zu maximal 50% u¨bereinstimmt. Von der urspru¨nglichen
Liste haben wir diejenigen Elemente entfernt, deren Eintra¨ge in der Proteinda-
tenbank PDB nur Koordinaten fu¨r die Cα-Atome oder der Hauptkettenatome
enthalten. In wenigen Fa¨llen waren die in der Arbeit von Abagyan und Totrov
benannten PDB-Ku¨rzel nicht in der Datenbank vorhanden und mußten daher
auch aus der Liste gestrichen werden. Die resultierende Liste umfaßt 138 Struk-
turen. Die PDB-Codes der Strukturdaten, aus denen sowohl die Lennard-Jones
Parameter wie auch die Parameter des Wasserstoffbru¨ckenbindungspotentials ab-
geleitet wurden, lauten:
1AAP-A, 1ACX, 1AKE-A, 1ALC, 1APT, 1BBH-B, 1BBP-B, 1C53, 1CRN,
1CSE-I, 1CTF, 1DFN-B, 1DRB-B, 1ECN, 1ER8-E, 1FIA-A, 1FKB, 1FXD, 1GD1-
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R, 1GKY, 1GOX, 1GP1-B, 1GPB, 1HIP, 1HMO-D, 1HNE-E, 1HOE, 1IFB, 1L06,
1LMB-B, 1LTE, 1LTS-A, 1LTS-C, 1LTS-H, 1MEE-A, 1OMD, 1OVA-D, 1PAZ,
1PGX, 1PII, 1PK4, 1PPD, 1PPT, 1R69, 1RBP, 1RNB, 1SAR-B, 1SGC, 1SGT,
1TGL, 1TGS-I, 1THB-C, 1TMN-E, 1TRB, 1UBW, 1YCC, 1YPI-B, 256B-B,
2ACT, 2ALP, 2APR, 2AZA-B, 2CBC, 2CCY-B, 2CDV, 2CI2-I, 2CNA, 2CSC,
2CYP, 2FBJ-H, 2FBJ-L, 2FCR, 2FX2, 2GBP, 2HHB-B, 2LH7, 2LHB, 2LTN-B,
2LTN-C, 2MCM-A, 2MCG-2, 2MHR, 2OVO, 2PAB-A, 2PCY, 2PKA-A, 2PKA-
Y, 2POR, 2PRK, 2RN2, 2RSP-A, 2SCP-A, 2SNM, 2SOD-Y, 2TEC-E, 2TRX-B,
2TSC-B, 2WRP-R, 2ZTA-A, 31BI, 351C, 3BLM, 3C2C, 3CBH, 3CHY, 3CLA,
3DFR, 3GRS, 3RP2-B, 4BP2, 4CPV, 4ENL, 4FAB-H, 4ICB, 4INS-D, 4LYZ,
4MBA, 4PEP, 4PTI, 5ABP, 5EBX, 5EST-E, 5HVP-A, 5P21, 5PAL, 5RUB-B,
5RXN, 5TNC, 6CHA-A, 6CPA, 6CPP, 6FAB-H, 6LDH, 6RNT, 6RXN, 7AAT-A,
7ACN, 8DFR
Die kleinsten Proteine in der Liste sind 1DFN − B und 4INS − D mit je-
weils 30 Residuen. 7ACN mit 753 Aminosa¨uren ist der gro¨ßte Eintrag. Insgesamt
umfaßt diese Liste 24893 Aminosa¨uren, also im Mittel 183 Residuen pro Protein.
B.2 Strukturwiedergabe
B.2.1 Lokale Geometrie
Die Struktur eines Proteins wird durch die Koordinaten jedes Atoms i im drei-
dimensionalen Raum repra¨sentiert, also durch Angabe aller Ortsvektoren ~xi =
(xi1, xi2, xi3)
T ∈ R3. Die Anzahl der Atome werden wir im allgemeinen mit dem
Buchstaben N oder M angeben und die Gesamtheit der Atomkoordinaten einer
Struktur I mit {~x Ii }Ni=1, oder kurz ~x
~x ≡ {~x Ii }Ni=1 . (B.1)






· dx1,1dx1,2dx1,3dx2,1 · · · dxN,3 (B.2)
Sind zwei Atome i und j kovalent miteinander verbunden, so ist der Bindungs-
vektor durch ~rij = ~xj − ~xi gegeben und der Bindungsabstand errechnet sich zu








Abbildung B.1: Definition der Bindungs- und Dihedralwinkel
Als Maß fu¨r die Gro¨ße eines Proteins dient die mittlere quadratische Abweichung











|~xi − ~xj|2 (B.4)
In anderen Kontexten beru¨cksichtigt der Gyrationsradius die unterschiedlichen
Massen der Atome. Fu¨r Proteine wird diese Unterscheidung zumeist ignoriert, da
die Massen von Kohlenstoff, Sauerstoff und Stickstoff recht a¨hnlich sind.
Entlang einer Kette kovalenter Bindungen lassen sich gema¨ß der Notation
in Abb. B.1 Bindungs- und Dihedralwinkel definieren. Den Bindungswinkel α =
^(i−j−k) ∈ [0◦; 180◦) erha¨lt man aus dem Skalarprodukt und der Torsionswinkel
ω = ^(i−j−k−l) ∈ (−180◦; 180◦] ist der Winkel zwischen den Normalenvektoren








(~p× ~r) · (~r × ~q)
|~p× ~r||~r × ~q| (B.7)
Das Vorzeichen von ω ist das des Spatproduktes (~p× ~r) · ~q.
U¨blicherweise werden Bindungswinkel in einem Protein mit dem griechischen
Buchstaben θ beschriftet, sowie die Dihedralwinkel, die die Drehung um die
Hauptkettenbindungen N −Cα, Cα−C und C−N beschreiben, mit φ, ψ und ω.
Die Dihedralwinkel der Seitenkette tragen die Bezeichnung χi (i = 1, 2, . . .) und
werden von der Hauptkette nach außen durchnumeriert. Wie in der Einleitung
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erwa¨hnt (Seite 4), liegt es in der Natur der Peptidbindung begru¨ndet, daß ω nie
deutlich von 180◦ abweicht. Im vorliegendem Kraftfeld wird ω beim dem Werte
fixiert, den das Protein gema¨ß der Koordinaten in der Proteindatabank PDB hat.
Gema¨ß der Homogenita¨t und Isotropie des Raumes definiert der vollsta¨ndige
Satz aus Bindungsla¨ngen, -winkel und Dihedralwinkeln eindeutig die Struktur
des Proteins. Einige Aminosa¨uren enthalten Mehrfachbindungen und Ringstruk-
turen, sodaß auf die Angabe einiger Winkel verzichtet werden kann, ohne die
Eindeutigkeit zu verlieren.
B.2.2 Das Ramachandran-Diagramm
Alle Sekunda¨rstrukturelemente sind eindeutig gewissen Dihedralwinkelwerten zu-
zuordnen. Das ha¨ufigste Sekunda¨rstrukturelement ist das der (rechtsha¨ndigen)
α-Helix. Der axiale Abstand zwischen zwei aufeinanderfolgenden Monomeren ist
1.5A˚und das Verha¨ltnis zwischen der Steigung und dem axialen Abstand ist
3,6. Nach 5 Windungen und 18 Aminosa¨uren erha¨lt man eine exakte Wieder-
kehr der Atomabfolge. Der Neigungswinkel zwischen zwei aufeinanderfolgenden
Aminosa¨uren betra¨gt 100◦ und die Dihedralwinkelpaare φ, ψ sind fu¨r alle Ami-
nosa¨uren gleich. Die Helix wird durch Wasserstoffbru¨ckenbindungen zwischen der
CO-Gruppe der i-ten und der HN -Gruppe der i+4-ten Aminosa¨ure stabilisiert.
Eine andere mo¨glich Helixkonfiguration ist die sogenannte 310-Helix. Hierbei
bilden sich Wasserstoffbru¨cken zwischen der i-ten und (i + 3)-ten Aminosa¨ure
aus. Die Stabilita¨t der 310-Helix ist deutlich geringer als die der α-Helix, da die
CO-Gruppe nicht entlang der Helix weist, sondern leicht nach außen geneigt
ist. Die stabilisierenden Wasserstoffbru¨ckenbindungen sind somit verha¨ltnisma¨ßig
schlecht ausgebildet.
Ein anderes Motiv, bei dem sich Wasserstoffbru¨cken zwischen der i-ten und
i + 3-ten Aminosa¨ure ausbilden, ist der β-Turn. Auf dieses Strukturelement soll
hier, ebenso wir auf der β-Faltblatt, jedoch nicht weiter eingegangen werden. Die
durchschnittlichen Dihedralwinkel der ha¨ufigsten Sekunda¨rstrukturelemente sind
in Tabelle B.1 angeben.
Struktur φ [deg] ψ [deg] Residuen pro Abstand zweier
Windung Monomere [A˚]
α-Helix -57 -47 3.6 1.5
310-Helix -49 -26 3.0 2.0
↑↑ β-Faltblatt -119 113 - -
↑↓ β-Faltblatt -139 135 - -
Tabelle B.1: Durchschnittswerte der Dihedralwinkel fu¨r die vier ha¨ufigsten Se-
kunda¨rstrukturelemente[Dau98]
Tra¨gt man die Dihedralwinkel von strukturaufgekla¨rten Proteinen in einem
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Diagramm ein, so ergeben sich Ha¨ufungspunkte an den in der Tabelle aufgeliste-
ten Stellen. In Abb. B.2 ist dies fu¨r den oben beschriebenen Proteinsatz M138
ohne die Aminosa¨uren Glycin und Prolin geschehen. Fu¨r die noch zu beschrei-
bende Bestimmung der Lennard-Jones Parameter ist dieses Diagramm nicht ohne
Relevanz, da genau dort die Proteine betrachtet werden, die auch in Abb. B.2
beru¨cksichtigt wurden.
Wie in der Abbildung zu erkennen, kommen große Winkelbereiche bei nati-
ven Strukturen nicht vor. Dies liegt laut allgemeiner Lehrmeinung in der van-
der-Waals Wechselwirkung begru¨ndet, denn bei diesen Winkeln kommt es zum
U¨berlapp verschiedener Atomorbitale. In der Hard-Sphere Approximation, die
den U¨berlapp zweier Orbitale ga¨nzlich verbietet, lassen sich die “verbotenen”
Bereiche besonders deutlich erkennen (Abbildung B.3). Da Glycin kein Cβ Atom
vorweisen kann, ist ihm auch der Bereich frei zuga¨nglich, der fu¨r andere Ami-
nosa¨uren wegen eines U¨berlapps mit dem Cβ-Atomorbital verboten ist. Entspre-
chend ist die Verteilung der Dihedralwinkel signifikant von denen der anderen
Aminosa¨uren verschieden ( Abbildung B.4). Die Bezeichnung “verbotener” Be-
reich ist, zumindest bei einem U¨berlapp mit einem Wasserstofforbital, stark u¨ber-
zogen, denn wie man im Vergleich der beiden Diagramme B.2 und B.3 im Punkt
(φ;ψ) = (−90◦; 0◦) erkennt, ist dieser Bereich sehr wohl populiert.
Prolin ist die einzige Aminosa¨ure, die zwei kovalente Bindungen zwischen
Haupt- und Seitenkette besitzt (Abbildung B.5). Aus diesem Grund sind die
Dihedralwinkel sta¨rker eingeschra¨nkt als bei allen anderen Aminosa¨uren, und so
geht Prolin im allgemeinen nicht in das Ramachandran-Diagramm ein.
B.2.3 Sekunda¨rstrukturanalyse
Eine Helix wird durch Wasserstoffbru¨ckenbindungen stabilisiert, wobei sich die
Wasserstoffbru¨cken zwischen der i-ten und (i + 4)-ten Aminosa¨ure ausbilden.
Folglich ko¨nnen 3 aufeinanderfolgende Aminosa¨uren keine (stabile) Helix bil-
den, selbst wenn ihre Dihedralwinkel die entsprechenden Werte einnehmen. Die-
sem Umstand muß man Rechnung tragen, will man aus der Winkelverteilung
Ru¨ckschlu¨sse auf die Sekunda¨rstruktur ziehen. A¨hnlich ist die Situation bei β-
Faltbla¨ttern. So wird aus einem einzelnen Aminosa¨urenstrang erst dann ein β-
Faltblatt, wenn dieser u¨ber Wasserstoffbru¨cken mit einem zweiten Strang ver-
bunden ist. Eine zuverla¨ssige Zuordnung von Sekunda¨rstruktur muß sich folglich
an den Dihedralwinkeln und der Elektrostatik der Hauptkette orientieren.
Fu¨r die Sekunda¨rstrukturanalyse verwenden wir ein Programm von Kabsch
und Sanders, welches unter dem Namen DSSP (Database of Secondary Struc-
ture in Proteins) frei erha¨ltlich ist[KS83]. Es ist eines der weitverbreitesten Se-
kunda¨rstrukturanalyseprogramme. Die Proteinabbildungen dieser Arbeit sind wei-
testgehend mit Molscript[Kra91] und Raster3D[LB00] erstellt worden, wobei das
Sekunda¨rstrukturanalyseprogramm von Molscript durch DSSP ersetzt wurde.
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Abbildung B.2: Ramachandran-Diagramm strukturaufgekla¨rter Proteine (ohne
die Aminosa¨uren Glycin und Prolin)
Bei DSSP werden die Sekunda¨rstrukturen auf 8 verschiedene Zusta¨nde abge-
bildet:
• H = α-Helix
• G = 310-Helix
• I = pi-Helix
• B = Residuum in isolierter β-Bru¨cke
• E = ausgedehnter β-Strang
• T = Wasserstoffbru¨ckengebundene Drehung (turn)
• S = Kurve (bend)
• C = Kna¨uel
Das Strukturelement C fu¨r Kna¨uel wird eingefu¨gt, wenn kein Kriterium fu¨r die
anderen sieben Strukturelemente greift. Eine Folge von mehreren aufeinanderfol-
genden Cs in der Sekunda¨rstruktur steht fu¨r einen “unstrukturierten” Bereich.
Um diese Bereiche optisch besser sichtbar zu machen, wird fu¨r ein Kna¨uel auch
ein Kleinbuchstabe (“c”) niedergeschrieben.
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Abbildung B.3: Ramachandran-Diagramm in der Hard-Sphere Approximation.
Die erlaubten Bereiche sind farbig gekennzeichnet und die verbotenen Zonen sind
den u¨berlappenden Atomen zugeordnet, z.B. kennzeichnet Cβi−Hi+1 einen U¨ber-
schneidung des Cβ-Atoms der i-ten Aminosa¨ure mit dem H-Atom der Hauptket-
ten NH-Gruppe in Aminosa¨ure i+ 1.
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Abbildung B.4: Ramachandran-Diagramm fu¨r Glycin
Abbildung B.5: φ− ψ-Diagramm fu¨r Prolin
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B.3 Vergleich zweier Strukturen
Zwei Mo¨glichkeiten zur Gegenu¨berstellung mehrerer Konfigurationen sind prak-
tisch schon genannt worden. So kann man die von DSSP erhaltene Sekunda¨rstruk-
turanalyse der zwei Strukturen gegenu¨berstellen, oder die Ramachandran Dia-
gramme miteinander vergleichen. Dabei ist es hilfreich, sich nicht das Rama-
chandran Diagramm des gesamten Proteins anzusehen, sondern jeweils nur aus-
zugsweise von Residuum i bis Residuum j.
B.3.1 Root Mean Square Derivation
Fu¨r die Simulation ist es wichtig, zwei Strukturen energetisch vergleichen zu
ko¨nnen. Um zu kla¨ren, ob eine Simulation die native Struktur eingenommen
hat, beno¨tigen wir ein Maß fu¨r den Unterschied bzw. Abstand zwischen zwei
Strukturen.
Einen Abstandsbegriff fu¨r zwei Strukturen I und J mit den Koordination




|~ri − ~rj|2 . (B.8)
Allerdings muß man diesen Begriff modulo Translationen ~t und Rotationen R des
Proteins als Ganzes verstehen. Daher betrachten wir als Abstand zweier Struk-
turen folgende Root Mean Square Derivation 1






|~r Ii −R~rJj + ~t|2 . (B.9)
Diese mißt den Abstand nach bestmo¨glicher U¨berlagerung der beiden Struktu-
ren. Sie weicht allerdings rasch von Null ab, auch wenn sich die beiden Struktu-
ren fu¨r das menschliche Auge als sehr a¨hnlich pra¨sentieren. Sehr oft wird daher
der RMSD-Wert nur aus den Hauptkettenatomen berechnet. Wir schreiben kurz
RMSB statt RMSDbackbbone. Will man die Anzahl der Atome noch weiter reduzie-
ren, so beschra¨nkt man sich auf die Cα-Atome. Diese geben im Gegensatz etwa zu
den Stickstoffatomen der Hauptkette, rudimenta¨r die Lage der Seitenketten wie-
der und sind gleichzeitig diejenigen Atome der Hauptkette, deren Dihedralwinkel
drehbar sind. Dieser Wert wird mit RMSDα bezeichnet.
Einige Strukturmerkmale gehen bei den Werten fu¨r RMSB und RMSDα je-
doch verloren. So macht es keinen Unterschied, ob eine Seitenkette nach innen
1Wie man leicht zeigen kann ist ~t = 0 fu¨r 〈~r I〉 = 〈~rJ〉 und es verbleibt die Aufgabe die
Spur einer 3 × 3-Matrix zu maximieren. D.h. man kommt bei R = Rx(α)Ry(β)Rz(γ) und
∂
∂α,β,γRMSD= 0 ohne komplizierte Ausdru¨cke trigonometrischer Funktionen aus.
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oder nach außen weist. Folglich geben diese Werte nur an, inwieweit vorhandene
Sekunda¨rstrukturelemente richtig angeordnet sind. Positiv zu vermerken ist, daß
die richtige Anordnung der Sekunda¨rstruktur jedoch oftmals mit der richtigen
Lage der Seitengruppen einhergeht.
B.3.2 Das Cβ-Mosaik
Um auch diejenigen Fa¨lle, fu¨r die obige Bedingung nicht gilt, zu erfassen, wird ge-
legentlich der relative Abstand der Cβ-Atome innerhalb einer Struktur betrachtet
und die Cβ − Cβ-Abstandsmatrizen zweier Strukturen voneinander subtrahiert.
Liegt der Abstandsunterschied unterhalb von 0.75A˚ so wird eine schwarze, zwi-
schen 0.75 und 1.5A˚ ein graue Markierung in ein Mosaik eingezeichnet. Das so
erhaltene Mosaik gibt uns einen guten Eindruck u¨ber die Kontakte und somit
u¨ber die Lage der Seitenketten. Da bei α-Helices und β-Faltbla¨ttern die Cβ-
Absta¨nde fixiert sind, kann man diese Sekunda¨rstrukturelemente ebenfalls in die-
sen Abbildungen wiederfinden, sofern sie in beiden Strukturen vorhanden sind.
Die Abstandsintervalle [0; 0.75] und (0.75; 1.5] liegen unterhalb der experimentel-
len Auflo¨sung und sind daher ihrerseits mit großen Fehlern behaftet. Wir haben
uns fu¨r diese Intervalle entschieden, um auch zwei Strukturen aus den Simulatio-
nen miteinander vergleichen zu ko¨nnen. Das Werkzeug des Cβ-Mosaiks ist sehr
empfindlich gegenu¨ber strukturellen Unterschieden.
Fu¨r die Beschra¨nkung auf die Cβ-Atome gibt es mehrere Gru¨nde. So ist die
Ausrichtung der Seitenkette maßgeblich durch dieses Atom bestimmt, welches
seinerseits eine gewisse Unempfindlichkeit gegenu¨ber der exakten Position des
Seitengruppenrestes hat. Hiermit haben wir das Problem, welches auch beim
RMSD-Wert vorliegt, vermeiden ko¨nnen. Auch ist die geringe Gro¨ße des Cβ-
Mosaiks von Vorteil. Schließlich handelt es sich hier nur um eine von mehreren
mo¨glichen Analysetechniken, sodaß zuviele Details nur hinderlich wa¨ren.
B.4 Ein Beispiel: 1BHI
In Abb. B.6 sind die native Struktur von 1BHI, einem Protein mit 29 Residuen,
sowie drei aus verschiedenen Monte-Carlo Simulationen gewonnenen Strukturen
(Decoys), abgebildet. Die native Struktur und das Decoy A sind in der verein-
fachten Hauptkettendarstellung sehr a¨hnlich. Wa¨re diese Struktur durch einen
Faltungsversuch und nicht durch lokale Relaxation entstanden, so wu¨rden wir
dies als erfolgreiche Faltung bezeichnen. Dennoch gibt es kleine Abweichungen.
Ein Unterschied ist aus der Sekunda¨rstrukturanalyse zu erkennen. In der nativen
Struktur ist das β-Faltblatt zwischen den Residuen 3, 4 und 13, 14 ausgebildet,
wohingegen bei Decoy A die Residuen 5 und 6 beteiligt sind. Im Cβ-Mosaik ist der
Helixbereich von Residuum 21 aufwa¨rts schwarz eingefa¨rbt. Wenn im Verha¨ltnis
zur nativen Struktur nur der Bereich vom N -Terminus bis zum Turn um 2 Re-
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siduen verschoben wa¨re, wie die Sekunda¨rstrukturanalyse suggeriert, ohne den
Rest der Struktur zu vera¨ndern, wa¨re im Cβ-Mosaik auch der Bereich etwa ab
Residuum 10 dunkler, d.h. das β-Faltblatt ist nicht nur verschoben sondern auch
geringfu¨gig um die Helix herumgedreht.
In Decoy B bilden die ersten 6 Residuen eine Helix. Im Cβ-Mosaik ist die Ne-
bendiagonale der ersten Residuen trotz des strukturellen Unterschiedes schwarz.
Den schwarzen Mosaiksteinen der ersten Nebendiagonalen kommt somit kaum
eine Aussagekraft zu. Erst wenn die schwarzen Mosaiksteine die Diagonale ver-
lassen, stimmt die Geometrie der beiden Strukturen lokal u¨berein. Dies zeigt sich,
an der ersten Residuen des Decoys C, welche eine β-Faltblatt ausbilden und im
Cβ-Mosaik eine deutliche Fa¨rbung des oberen linken Bereiches bewirken.
Die Tabelle der RMS-Abweichungen kann als Anhaltspunkt dafu¨r genom-
men werden, daß eine RMSD-Abweichung von unter 4.0A˚ notwendig ist, um die
Struktur verha¨ltnisma¨ßig gut zu approximieren. Im Vergleich dazu liegt die expe-
rimentelle Auflo¨sung im Bereich von 2A˚, dem Bereich natu¨rlichen Fluktuationen
in wa¨ssriger Lo¨sung.
Das wichtigste Instrument ist die interaktive dreidimensionale Darstellung
am Computer. Hier ist es mo¨glich, zwischen verschiedenen Darstellungsweise zu
wechseln; etwa von der Darstellung der Sekunda¨rstruktur zur Darstellung aller
Atome und deren kovalenten Bindungen. Im Zusammenspiel mit den Energiebei-
tra¨gen der einzelnen Aminosa¨uren ist es mo¨glich, diejenigen Proteinabschnitte
zu identifizieren, die bei mehreren Strukturen gleich bzw. unterschiedlich sind.
Somit lassen sich die Charakteristika der jeweiligen Struktur recht schnell heraus-
arbeiten. Diese ko¨nnen ihrerseits dann mit anderen Methoden weiter analysiert
werden.
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σpt(i)pires(i)Ai (=: Epse) Lo¨sungsmittel
(C.1)
Die Parametrisierung der Funktion f(CO · · ·HN) ist in Gleichung 4.31 wiederge-
geben. Es bezeichnet r den Abstand zweier Atome i und j. Ai ist die freie Ober-
fla¨che des Atoms i. Die Summen erstrecken sich nur u¨ber diejenigen Atompaare,
die nicht u¨ber 1, 2 oder 3 konsekutive kovalente Bindungen miteinander verbun-
den sind. Die Werte fu¨r r und Ai sind von der Proteinkonfiguration abha¨ngig.
Alle anderen auftretenden Werte sind durch die Chemie des Proteins festgelegt
und stimmen gro¨ßtenteils u¨berein. So sind etwa die Lennard-Jones Parameter
Aii und Bii fu¨r alle sp
3-hybridisierten Kohlenstoffatome gleich, ebenso wie die
(relative) Dielektrizita¨tskonstante bei gleichen funktionellen Gruppen identisch
ist. Die κ-Werte liefern dabei die Zuordnung der Atome zu ihren funktionellen
Gruppen. Dennoch werden im folgenden die Parameter jedes Atoms einzeln auf-
gelistet, um eine direkte Gegenu¨berstellung der Aminosa¨uren und der Parameter
zu ermo¨glichen.
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Die Hauptkette
Ein Protein ist eine lineare Kette von Aminosa¨uren, wobei die Cα-Atome von zwei
Peptidbindungen flankiert sind. Lediglich die beiden Termini, also die erste und
letzte Aminosa¨ure, nehmen an nur einer Peptidbindung teil. Die NH2-Gruppe des
N -Terminus ist stets protoniert und die COOH-Gruppe des C-Terminus deproto-
niert. Wenn wir die atomare Zusammensetzung der Hauptkette einer Aminosa¨ure
angeben wollen, beno¨tigen wir drei verschiedene Varianten, N -Terminus, “norma-
le” Hauptkette und den C-Terminus. Triglycin entspricht (unter Vernachla¨ssigung
der nichtpolarisierten Wasserstoffatome) genau dieser Anordnung.
Das Triglycin ist in Abb. C.1 dargestellt. In der darunterstehenden Tabelle
sind die zugeho¨rigen Identifikationen und Parameter aufgelistet. Diese Tabelle
ist folgendermaßen aufgebaut. In der ersten Spalte ist der Name der Aminosa¨ure
angegeben, wobei der dreibuchstabigen Abku¨rzung noch ein N fu¨r N -Terminus
oder ein C fu¨r C-Terminus zugefu¨gt wird. In der Tabelle folgt in der 2. Spalte der
Name des Atoms, wobei der erste Buchstabe den Typ des Atoms angibt: H fu¨r
Wasserstoff, C fu¨r Kohlenstoff u.s.w.. Der zweite Buchstabe entspricht im Nor-
malfall der Durchnumerierung der Seiteketten in griechischen Buchstaben (wobei
Programm intern Cα mit CA, Cβ mit CB bezeichnet wird). Die dritte und vier-
te Spalte gibt den Potentialtyp an, dessen erster Buchstabe wieder dem Typen
des Atoms entspricht. Im CARB Kraftfeld sind 34 verschiedene Potentialtypen
enthalten, die zuna¨chst auf 26 (3.Spalte) und anschließend auf elf reduziert wur-
den (4.Spalte). Da diese Zuordnung jedoch teilweise vera¨ndert worden ist und
in zuku¨nftigen Kraftfeldverbesserungen eventuell wieder abgea¨ndert wird, sind
beide Notationen aufgefu¨hrt. Zur besseren Unterscheidung werden wir die Be-
zeichnungen der 3. Spalte als CARB Notation und die der 4. Spalte als PFF01
Notation referieren.
Die PFF01 Notation hat folgenden Aufbau: Der Großteil der Kohlenstoffa-
tome besitzt den Potentialtyp cme. Der Buchstabe c steht fu¨r Kohlenstoff und
das Suffix me ist die Abku¨rzung fu¨r Methan, womit angedeutet werden soll, daß
dieses Kohlenstoffatom die gebundenen Wasserstoffatome mit einschließt. Davon
separiert sind Kohlenstoffatome, die an stark polare Sauerstoff oder Stickstoffato-
me gebunden sind. Diese werden mit cp bezeichnet. Die dritte Kohlenstoffvariante
liegt in Ringstrukturen, wie in Phenylalanin, Tyrosin, Histidin und Tryptophan,
und tra¨gt die Bezeichnung cr. Alle einfach an Kohlenstoff gebundenen Sauer-
stoffatome sind vom Typ o1; z.B. in Serin, Threonin und Tyrosin. Sauerstoffato-
me mit Mehrfachbindungen, darunter auch die mesomeriestabilisierten Bindun-
gen in COO−, werden mit o2 bezeichnet; letztere finden sich in Asparagin- und
Glutaminsa¨ure, erstere in Asparagin und Glutamin. Das Stickstoffatom der NH
Gruppe in Arganin, Histidin und Tryptophan ist n1; das der NH2 Gruppen in
Asparagin und Glutamin ist n2. Der Potentialtyp n3 ist speziell fu¨r das Stickstof-
fatom der NH+3 Gruppe des Lysin reserviert. Die Schwefelatome in Cystin und
Methionin sind beide vom Typ s. Bei den Wasserstoffatomen unterscheiden wir
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das der Hauptkette (hb) von allen weiteren (h).
Die in den folgenden Tabellen rechtsstehenden Parameter sind, wie der Glei-
chung C.1 zu entnehmen, die Partialladung q, der Index κ ∈ [0; 6] fu¨r die Dielek-
trizita¨tskonstante κ(i),κ(j), die beiden Lennard-Jones Parameter A, B und der
Lo¨sungsmittelparameter σ. Es sei vorweg erwa¨hnt, daß  =∞ fu¨r κ = 0 gilt, d.h.
daß Atome mit κ = 0 nicht in die elektrostatische Wechselwirkung eingehen. Zu-
meist tragen Atome mit κ = 0 keine Partialladungen und κ = 0 sorgt Programm
intern dafu¨r, daß nicht unno¨tigerweise Nullen aufsummiert werden. Die Klamme-
rung der κ-Werte dient der Einteilung der Atome in “elektrostatische Gruppen”,
kurz ES-Gruppen.
Abbildung C.1: Aufbau des Triglycin. Unter Variation des Restes R entstehen
die anderen 19 Tripeptide der Form Gly −X −Gly; X = Ala,Asn, . . .
Aminosa¨uren
GLYN NT n3 n3
GLYN HEN1 h3 h
GLYN HEN2 h3 h
GLYN HEN3 h3 h
GLYN CA cb cme
GLYN C cd co
GLYN O odd o1
GLY N n n1
GLY HN hn hn
GLY CA caa cme
GLY C cd cp
GLY O odd o1
GLYC N n n1
GLYC HN hn hn
GLYC CA caa cme
GLYC C cd cp
GLYC O odd o1
GLYC OT o- o1
qi κ(i) Aii Bii σi
-0.600 0 40062.70 40.03 -15
0.450 0 30.23 1.10 -15
0.450 0 30.23 1.10 -15
0.450 0 30.23 1.10 -15
0.250 0 225634.90 95.00 28
0.380 p2 225634.90 95.00 -2
-0.380 x2 7876.63 17.75 -10
-0.280 p1 40062.70 40.03 -10
0.280 x1 97.56 1.98 -10
0.000 0 225634.90 95.00 28
0.380 p2 225634.90 95.00 -2
-0.380 x2 7876.63 17.75 -10
-0.280 p1 40062.70 40.03 -10
0.280 x1 97.56 1.98 -10
-0.250 0 225634.90 95.00 28
0.650 0 225634.90 95.00 -2
-0.700 0 7876.63 17.75 -10
-0.700 0 7876.63 17.75 -10
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Die Seitenketten
In den folgenden Abbildungen und Tabellen finden sich die Parameter der 19
Aminosa¨urenreste. Die Bindung zur Hauptkette ist jeweils angedeutet.
qi κ(i) Aii Bii σi
ALA CB cme cme 0.000 0 225634.90 95.00 28
ILE * cme cme 0.000 0 225634.90 95.00 28
LEU * cme cme 0.000 0 225634.90 95.00 28
VAL * cme cme 0.000 0 225634.90 95.00 28
PHE CB cme cme 0.000 0 225634.90 95.00 28
PHE CG -Z cr cr 0.000 0 32094.71 35.83 31
CYS CB cme cme 0.000 0 225634.90 95.00 28
CYS SG s s 0.000 0 90657.38 60.22 28
MET CB cme cme 0.000 0 225634.90 95.00 28
MET CG cme cme 0.000 0 225634.90 95.00 28
MET SD s s 0.000 0 90657.38 60.22 28
MET CE cme cme 0.000 0 225634.90 95.00 28
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qi κ(i) Aii Bii σi
ASN CB cme cme 0.000 0 225634.90 95.00 28
ASN CG c- cp 0.380 p5 225634.90 95.00 -2
ASN OD1 od o2 -0.380 x5 7876.63 17.75 -5
ASN ND2 n2 n2 -0.560 p4 40062.70 40.03 -5
ASN HNA h2 h 0.280 4 30.23 1.10 -5
ASN HNB h2 h 0.280 x4 30.23 1.10 -5
ASP CB cme cme -0.200 p6 225634.90 95.00 28
ASP CG c- cp 0.340 6 225634.90 95.00 -2
ASP OD1 o- o2 -0.570 6 7876.63 17.75 -5
ASP OD2 o- o2 -0.570 x6 7876.63 17.75 -5
GLN CB cme cme 0.000 0 225634.90 95.00 28
GLN CG cme cme 0.000 0 225634.90 95.00 28
GLN CD c- cp 0.380 p5 225634.90 95.00 -2
GLN OE1 od o2 -0.380 x5 7876.63 17.75 -5
GLN NE2 n2 n2 -0.560 p4 40062.70 40.03 -5
GLN HNA h2 h 0.280 4 30.23 1.10 -5
GLN HNB h2 h 0.280 x4 30.23 1.10 -5
GLU CB cme cme 0.000 0 225634.90 95.00 28
GLU CG cme cme -0.200 p6 225634.90 95.00 28
GLU CD c- cp 0.340 6 225634.90 95.00 -2
GLU OE1 o- o2 -0.570 6 7876.63 17.75 -5
GLU OE2 o- o2 -0.570 x6 7876.63 17.75 -5
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qi κ(i) Aii Bii σi
PRO N n n1 -0.420 0 40062.70 40.03 -10
PRO CA caa cme 0.210 0 225634.90 95.00 28
PRO CB cme cme 0.000 0 225634.90 95.00 28
PRO CG cme cme 0.000 0 225634.90 95.00 28
PRO CD cme cme 0.210 0 225634.90 95.00 28
SER CB cme cme 0.030 p3 225634.90 95.00 28
SER OG os o1 -0.380 3 7876.63 17.75 -10
SER HOG hd h 0.350 x3 30.23 1.10 -10
THR CB cme cme 0.030 p3 225634.90 95.00 28
THR OG1 os o1 -0.380 3 7876.63 17.75 -10
THR HOG hd h 0.350 x3 30.23 1.10 -10
THR CG2 cme cme 0.000 0 225634.90 95.00 28
TYR CB cme cme 0.000 0 225634.90 95.00 28
TYR CG cr cr 0.000 0 32094.71 35.83 31
TYR CD1 cr cr 0.000 0 32094.71 35.83 31
TYR CD2 cr cr 0.000 0 32094.71 35.83 31
TYR CE1 cr cr 0.000 0 32094.71 35.83 31
TYR CE2 cr cr 0.000 0 32094.71 35.83 31
TYR CZ cr cr 0.030 p3 32094.71 35.83 31
TYR OH oy o1 -0.380 3 7876.63 17.75 -10
TYR HOH hd h 0.350 x3 30.23 1.10 -10
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qi κ(i) Aii Bii σi
ARG CB cme cme 0.000 0 225634.90 95.00 28
ARG CG cme cme 0.000 0 225634.90 95.00 28
ARG CD cme cme 0.190 p6 225634.90 95.00 28
ARG NE na n1 -0.500 6 40062.70 40.03 -10
ARG HNE h1 h 0.370 6 30.23 1.10 -10
ARG CZ cb 1 cp 0.460 6 225634.90 95.00 -2
ARG NH1 n+ n1 -0.500 6 40062.70 40.03 -10
ARG NH2 n+ n1 -0.500 6 40062.70 40.03 -10
ARG HHA h+ h 0.370 6 30.23 1.10 -10
ARG HHB h+ h 0.370 6 30.23 1.10 -10
ARG HHC h+ h 0.370 6 30.23 1.10 -10
ARG HHD h+ h 0.370 x6 30.23 1.10 -10
LYS CB cme cme 0.000 0 225634.90 95.00 28
LYS CG cme cme 0.000 0 225634.90 95.00 28
LYS CD cme cme 0.120 p6 225634.90 95.00 28
LYS CE cb cp 0.300 6 225634.90 95.00 -2
LYS NZ n3 n3 -0.500 6 40062.70 40.03 -15
LYS HZA h3 h 0.360 6 30.23 1.10 -15
LYS HZB h3 h 0.360 6 30.23 1.10 -15
LYS HZC h3 h 0.360 x6 30.23 1.10 -15
1Im CARB Kraftfeld ist das Cζ Atom vom Typ cme. Allerdings ist es dem Cζ aufgrund
seiner starken polaren Ladung mo¨glich, mit dem Sauerstoff des Wassers a¨hnlich stark zu in-
teragieren, wie es den polaren Wasserstoffatomen des Arganin mo¨glich ist[Smi94] und wird in
gewissen Kontexten als Wasserstoffbru¨cken-Donator bezeichnet. Somit ist dieses Kohlenstoff
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qi κ(i) Aii Bii σi
HIS CB cme cme 0.110 p6 225634.90 95.00 28
HIS CG cr cr 0.170 6 32094.71 35.83 31
HIS ND1 n1 n1 -0.500 6 40062.70 40.03 -10
HIS HD1 hp h 0.370 6 30.23 1.10 -10
HIS CD2 cr cr 0.330 6 32094.71 35.83 31
HIS CE1 cr cr 0.650 6 32094.71 35.83 31
HIS NE2 n1 n1 -0.500 6 40062.70 40.03 -10
HIS HE2 hp h 0.370 x6 30.23 1.10 -10
TRP CB cme cme 0.000 0 225634.90 95.00 28
TRP CG cr cr 0.000 0 32094.71 35.83 31
TRP CD1 cr cr 0.000 0 32094.71 35.83 31
TRP CD2 cr cr 0.000 0 32094.71 35.83 31
TRP NE1 nw n1 -0.280 p6 40062.70 40.03 -10
TRP HNE h1 h 0.280 x6 30.23 1.10 -10
TRP CE2 cr cr 0.000 0 32094.71 35.83 31
TRP CE3 cr cr 0.000 0 32094.71 35.83 31
TRP CZ2 cr cr 0.000 0 32094.71 35.83 31
TRP CZ3 cr cr 0.000 0 32094.71 35.83 31
TRP CH2 cr cr 0.000 0 32094.71 35.83 31
als hydrophil zu bezeichnen und wir weisen ihm den Potentialtyp cp zu.
Anhang D
Integration auf Kugeloberfla¨chen
Die Berechnung der dem Lo¨sungsmittel zuga¨nglichen Proteinoberfla¨che, genauer
gesagt die SAS-Oberfla¨che, ist derjenige Bestandteil einer Energieberechnung fu¨r
eine Struktur, der den ho¨chsten Rechenaufwand darstellt. Hier ist ein Kompromiß
zwischen Rechenzeit und Genauigkeit zu finden.
Zur Berechnung der SAS-Oberfla¨che wird der Radius ri jedes Atoms i um
den eines fiktiven Wassermoleku¨ls von 1.4A˚ erho¨ht. Die Freie Oberfla¨che eines
Atoms i ist dann diejenige Fla¨che, die nicht innerhalb eines Nachbaratoms j ∈
N(i) liegt. Als Nachbaratome j ∈ N(i) werden die Atome bezeichnet, deren
Kugeloberfla¨che sich mit der des i-ten Atoms schneidet, d.h., wenn die Summe der
Radien kleiner als der Abstand dij der Atome ist. Fu¨r die numerische Bestimmung
dieser Oberfla¨che gibt es “exakte” und “approximative” Verfahren.
Eine Beispiel fu¨r ein approximatives Verfahren ist die LCPO-Methode (Li-











welches den Teil der Oberfla¨che des Atoms i angibt, der von Atom j abgedeckt
wird, benutzt, um die Oberfla¨che des Atoms i unter Anwesenheit aller Nachbara-
tomeN(i) als Funktion des Atompaareoberfla¨chen na¨herungsweise zu bestimmen:
ALCPOi = P1 · 4pir2i + P2 ·
∑
j∈N(i)













Die Parameter P1 bis P4 sind Atomtyp-spezifisch, wobei LCPO 18 verschiede-
ne Atomtypen unterscheidet. Wir konnten im Gegensatz zu [WSS99] keine gute
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U¨bereinstimmung der LCPO mit den exakten Oberfla¨chen erzielen. Eine andere










mit bij = pi ri(ri + rj − dij)(1 + (rj − ri)d−1ij )
wobei pij = 0.8875 fu¨r kovalent gebundene Atome und ansonsten pij = 0.3516
gilt. pi sind atomspezifische Parameter[FAC02]. Erste Ergebnisse zeigen auch hier
keine gute U¨bereinstimmung mit den exakten Oberfla¨chen. Ein Vorteil der “ap-
proximativen” Verfahren liegt darin, daß sie eine einfache Berechnung des Gra-
dienten zulassen, wodurch sie insbesondere fu¨r Molekulardynamik Simulationen
interessant sind.
Unter exakten Verfahren sind hier die Algorithmen zu verstehen, die eine
Kenngro¨ße – Punktzahl N oder Punkt-/Ebenenabstand ∆z – haben, die im Li-
mes N → ∞, ∆z → 0 das analytisch exakte Ergebnis liefern. Darunter fa¨llt
z.B. das Verfahren von Lee und Richards[LR71], welches das Protein in Scheiben
schneidet und auf den zweidimensionalen Ebenen die analytisch bestimmbaren
Sehnenla¨ngen, die im Kontakt mit dem Lo¨sungsmittel sind, aufaddiert. Die Ge-
samtla¨nge wird dann mit der Schichtdicke ∆z multipliziert, um die freie Ober-
fla¨che zu erhalten. Im Limes unendlich feiner Schnitte erha¨lt man den exakten
Wert der freien Oberfla¨che. In das CARB Simulationspaket ist dieser Algorithmus
integriert, wobei der Schnittebenenabstand auf 0.39A˚ festgelegt wurde.
Eine andere Mo¨glichkeit der Oberfla¨chenintegration besteht darin, Punkte auf
der Kugeloberfla¨che zu verteilen und die Anzahl der Punkte, die nicht innerhalb
anderer Nachbarn liegen zu za¨hlen. Wenn allen Punkten ein gleichgroßes Fla¨chen-
element zugeordnet ist, so verha¨lt sich die freien Oberfla¨che zur Gesamtoberfla¨che
wie die frei liegenden Punkte zur Gesamtpunktzahl. Fu¨r N →∞ erha¨lt man das
exakte Ergebnis. Bei fester Gesamtpunktzahl N ist die Genauigkeit des Verfah-
rens von der Verteilung der Punkte auf der Oberfla¨che abha¨ngig. Eine mo¨gliche
Punktverteilung mit gleichen Fla¨chenelementen entsteht, wenn man die Kugel in
Streifen gleicher Dicke schneidet (∆z = const.) und die verbleibenden Scheiben
in gleichgroße Stu¨cke unterteilt:
x = cosφ sin θ , y = sinφ sin θ , z = cos θ
mit cos θ = 1− j + 1/2M + 1 ; j = 1, 2, . . . ,M
φ = i · 2pi
N/M
; i = 1, 2, . . . , N/M
Wenn man die Scheiben an den Polen nochmals halbiert und in diesen Scheiben
die Anzahl der φ Werte halbiert, um die Gesamtpunktzahl konstant zu halten,
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wird die Genauigkeit etwas erho¨ht. Nach dieser Vorschrift werden Punktmengen
mit N > 1000 generiert.
Eine weitere Methode, Punkte mo¨glichst gleichma¨ßig zu verteilen, ist es, die
Punkte als Elektronen auf einer Kugeloberfla¨che zu interpretieren und die Ver-
teilung mit der niedrigsten elektrostatischen Energie zu bestimmen. Dies ist das
sogenannte Thompson-Problem, welches fu¨r Punktzahlen N > 100 ein numerisch
sehr rechenintensive Aufgabe darstellt, die nur a¨ußerst langsam konvergiert.
Die Oberfla¨chenberechnung der Tripeptide von Sharke und Rupley [SR73] ist
mit 92 gleichverteilten Punkten durchgefu¨hrt worden. Hier sei angemerkt, daß
es geometrisch mo¨glich ist, 92 Punkte gleichma¨ßig auf einer Kugeloberfla¨che zu
verteilen, wohingegen dies etwa fu¨r 93 Punkte nur na¨herungsweise mo¨glich ist.
Die Zahlen, fu¨r die eine vo¨llig gleichma¨ßige Verteilung mo¨glich ist, werden magic
numbers genannt. Einige Simulationsprogramme arbeiten mit mehreren Hundert
Punkten auf der Kugeloberfla¨che. In unserem Simulationsprogramm verwenden
wir 3072 Punkte fu¨r die Integration auf der Kugeloberfla¨che, da eine kleinere
Punktmenge nicht die gewu¨nschte Genauigkeit besitzt. Hierbei handelt es sich
nicht um den Versuch, die freie Proteinoberfla¨che mo¨glichst genau auszurechnen,
sondern diese große Punktemenge ist notwendig, um der Isotropie des Raumes
zu genu¨gen.
Abbildung D.1: Vergleich verschiedener Integrationsmethoden
Dies soll am Beispiel der nativen Struktur von 1VII verdeutlicht werden. Dreht
man die Proteinstruktur um die x-Achse so a¨ndert sich die (exakte) freie Ober-
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fla¨che des Proteins nicht. Entsprechend ist auch der Beitrag des Lo¨sungsmittels
zur Freie Energie konstant. In Abb. D.1 sind die Lo¨sungsmittelenergien der na-
tiven Struktur von 1VII jeweils nach einer Rotation um 5◦ um die x-Achse fu¨r
verschiedene Integrationsmethoden aufgetragen. Sowohl die Integrationsroutine
des CARB Kraftfeldpaketes als auch die Integration mit N = 512 nahezu gleich-
verteilten Punkten liefern je nach Orientierung der Struktur Energien, die um
bis zu 1.2 kcal mol−1 voneinander abweichen. Bei N = 92 Punkten liegt der ma-
ximale Unterschied bei 3.5 kcal mol−1, und ein Drittel der Energien liegen nicht
innerhalb des in Abb. D.1 dargestellten Bereiches von 46− 48 kcal mol−1.
Fu¨r die Proteinstrukturvorhersage muß das Kraftfeld in der Lage sein, einen
Energieunterschied der nativen Struktur zu einer mißgefalteten von wenigen kcal mol−1
zu identifizieren. Die Genauigkeit der Integration sollte daher so gewa¨hlt sein, daß
der Beitrag zur Freien Energie, der aus der Proteinoberfla¨che stammt, nicht mehr
als etwa ein halbes kcal mol−1 schwankt. Wir haben uns daher fu¨r die Punktin-
tegration mit N = 3072 (teilweise sogar N = 5000) entschieden.
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