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Abstract
In this paper we show some multiplicity estimates theorems for a con-
nected algebraic group (not necessarily commutative) G over an algebraically
closed subfield of C. More specifically, under particular assumptions on the
parameters and the points where the polynomial has high order with respect
to a Lie subalgebra of the Lie algebra associated to G, we present a series of
results where we find obstruction varieties with different properties. Some of
the results obtained in this paper improve the multiplicity estimates theorem
for arbitrary connected algebraic groups that already exist, see [15, Thm. 0.3].
1 Introduction
In transcendence theory, the multiplicity estimates theorems have been quite im-
portant. Some of the main results of transcendence theory have used multiplicity
estimates theorems in fundamental parts of their proofs, see for instance [23, Haupt-
satz], [21, Thm. 4.1] and [8, Thm. 3]. One of the first multiplicity estimates theorem
was obtained by Nesterenko [17]. In the next few years, several improvements were
done, see for example [3], [13] or [14]. Some years later Wu¨stholz [22, Main Thm.]
and Philippon [18, Thm. 2.1] published two breakthrough results; these papers were
quite important in the developments of number theory since they have had sev-
eral applications in transcendence theory. Also Wu¨stholz and Philippon results were
improved in different directions in several papers, see for instance [15, Thm 0.3],
[24, Thm. 1.1], [16, Thm. 1] and [6, Thm. 1]. In particular we shall be interested
in the point of view of Nakamaye in [15, Thm. 0.3]. The results of Wu¨stholz and
Philippon were done for connected commutative algebraic groups and Nakamaye
remarked that most of the tools, jointly with some technical assumptions, used in
the proof of [15, Thm. 0.3] are generalizable to connected algebraic groups. The goal
of this paper is to continue with the study of multiplicity estimates theorems for
noncommutative algebraic groups.
Let K be an algebraically closed subfield of C and G a connected algebraic group
over K of dimension n. In Section 2 we construct a G−biequivariant compactification
1
2G and a closed embedding φ : G→ PN . We denote by I(G) the set of polynomials of
K[x0, . . . , xN ] which vanish in φ(G). We will denote by g the corresponding K−Lie
algebra of G; in other words g is the set of left invariant elements of Der(OG,OG)
and it may be identified with the left invariant elements of Der(OG,OG), see Section
3. When I is a homogeneous ideal of K[x0, . . . , xN ], Z(I) ⊆ PN denotes its zero set.
For all k ∈ {0, . . . , N}, set Gk := {z ∈ G : xk(φ(z)) 6= 0} and assume without loss
of generality that 1 ∈ ⋂nk=0Gk. Let b be a Lie subalgebra of g and {∆1, . . . ,∆d} a
fixed basis of b; denote by U(b) the universal enveloping algebra of b. We denote by
U(b, T ) the K−subspace of U(b) generated by ∆t11 . . .∆tdd where t1, . . . , td ∈ N∪{0}
and
∑d
i=1 ti ≤ T . For any element ∆ := ∆t11 . . .∆tdd , define
∆(Gk) :=
td︷ ︸︸ ︷
∆d(Gk) ◦ . . . ◦∆d(Gk) ◦ . . . ◦
t1︷ ︸︸ ︷
∆1(Gk) ◦ . . . ◦∆1(Gk);
then the definition of ∆(Gk) for arbitrary ∆ ∈ U(b) is extended by linearity. Given
g ∈ G let Q0, . . . , QN ∈ K[x0, . . . , xN ] be homogeneous polynomials of the same
degree and U ⊆ G a neighbourhood of 1 such that φ(gz) = [Q0(z) : . . . : QN(z)] for
all z ∈ U and write Q := (Q0, . . . , QN ). For P ∈ K[x0, . . . , xN ] \ I(G) homogeneous,
define ordg(b, P ) as the minimum T ∈ N ∪ {0} such that there exists ∆ ∈ U(b, T )
satisfying
∆(G0)
(
P ◦Q
(
x0
x0
, . . . ,
xN
x0
))∣∣∣∣∣
[x0:...:xN ]=φ(1)
6= 0;
the definition of ordg(b, P ) depends neither on Q0, . . . , QN nor on U . We identify
G(K) := HomSpec(K)(Spec(K), G) with the closed points of G and we consider it a
subset of G(C) := HomSpec(K)(Spec(C), G). G(C) has a C−Lie group structure with
Lie(G(C)) ∼= g⊗KC. Call B the connected analytic subgroup of G(C) corresponding
to the Lie subalgebra b ⊗K C of Lie(G(C)). For an irreducible subvariety W of G
and w ∈ W (C) such that W (C) ∩ Bw is transverse at w, call
τ(W ) := dim(B)− dim(W (C) ∩Bw).
If V is an irreducible variety of φ(G), set τ(V ) := τ(φ−1(V )). For a projective variety
V embedded in PN , we denote by deg(V ) the degree of V . For a finite subset Σ1 of
G containing 1, define Σ0 = {1} and ΣS :=
{∏S
k=1 gk : g1, . . . , gS ∈ Σ1
}
for S ∈ N.
Finally, for x ∈ R we denote by [x] the largest integer less than or equal to x. The
first main result of this paper is the following.
Theorem 1.1. Let P ∈ K[x0, . . . , xN ] \ I(G) be homogeneous of degree D. Assume
that ordg(b, P ) ≥ T + 1 for all g ∈ ΣS and D ≥
∑S
i=0(|Σ1| − 1)i. Then there
exists c1 independent of S, T,D, b,Σ1 and P with the following property: for all
d0 ∈ {1, . . . , n} there is an irreducible subvariety W of G such that
3i) dim(W ) ≤ d0.
ii) 1 ∈ W ∩G.
iii) φ(W ) ⊆ Z(P ).
iv) If NW is the number of different cosets gW for all g ∈ Σ[S
n
], then
NW
([
T
n
]
+ τ(W )
τ(W )
)
deg(φ(W )) ≤ c1Dn−dim(W ).
If we remove the hypothesis D ≥ ∑Si=0(|Σ1| − 1)i from Theorem 1.1, we cannot
assure, given a d0 ∈ {1, . . . , n}, the existence of W satisfying i). Nonetheless, also in
this case we may find W satisfying ii)-iv); in other words we shall demonstrate the
following statement.
Theorem 1.2. Let P ∈ K[x0, . . . , xN ] \ I(G) be homogeneous of degree D. As-
sume that ordg(b, P ) ≥ T + 1 for all g ∈ ΣS. Then there exists c2 independent of
S, T,D, b,Σ1 and P with the following property: there is an irreducible subvariety
W of G such that
i) 1 ∈ W ∩G.
ii) φ(W ) ⊆ Z(P ).
iii) If NW is the number of different cosets gW for all g ∈ Σ[S
n
], then
NW
([
T
n
]
+ τ(W )
τ(W )
)
deg(φ(W )) ≤ c2Dn−dim(W ).
In the previous theorems, we find irreducible subvarieties of G satisfying some prop-
erties; it is natural to ask whether we can assure that W is in an interesting family
of varieties. In the next results, we shall show that under certain hypothesis W may
be assumed to be the closure of an irreducible normal algebraic subgroup in G.
Moreover, the following theorem could have application in transcendence theory for
noncommutative algebraic groups.
Theorem 1.3. Let P ∈ K[x0, . . . , xN ] \ I(G) be homogeneous of degree D. Assume
that ordg(b, P ) ≥ T + 1 for all g ∈ ΣS, gB = Bg for all g ∈ Σ1 and
∑S
i=0(|Σ1| −
1)i ≤ D. Then there exists c3 independent of S, T,D, b,Σ1 and P with the following
property: for all d0 ∈ {1, . . . , n} there is an irreducible algebraic subgroup H of G
such that
i) dim(H) ≤ d0.
4ii) φ(H) ⊆ Z(P ).
iii) H is a normal subgroup of G.
iv) Let H be the closure of H in G. If NH is the number of different cosets Hg
for all g ∈ Σ[S
n
], then
NH
([T
n
]
+ τ(H)
τ(H)
)
deg(φ(H)) ≤ c3Dn−dim(H).
The last main result will be a mix between Theorem 1.2 and Theorem 1.3; concretely,
we remove the assumption D ≥∑Si=0(|Σ1| − 1)i from Theorem 1.3, nevertheless we
assure that the obstruction variety is the closure of a normal algebraic subgroup.
This theorem generalizes [15, Thm. 0.3]; specifically, it is assumed in [15, Thm. 0.3]
that B is the image of C−Lie group morphism ψ : Cd → G(C) and therefore this
image is a commutative subgroup of G(C), see [15, p. 157]. In the following theorem
we show that this assumption is not needed.
Theorem 1.4. Let P ∈ K[x0, . . . , xN ] \ I(G) be homogeneous of degree D. Assume
that ordg(b, P ) ≥ T + 1 for all g ∈ ΣS and gB = Bg for all g ∈ Σ1. Then there
exists c4 > 0 independent of S, T,D, b,Σ1 and P with the following property: there
is an irreducible algebraic subgroup H of G such that
i) φ(H) ⊆ Z(P ).
ii) H is a normal subgroup of G.
iii) Let H be the closure of H in G. If NH is the number of different cosets Hg
for all g ∈ Σ[S
n
], then
NH
([T
n
]
+ τ(H)
τ(H)
)
deg(φ(H)) ≤ c4Dn−dim(H).
The paper is organized as follows. Based on [19] and [20], in Section 2 we introduce
the biequivariant compactifications and very ample line bundles that will be used in
the remainder of the paper. In Section 3 we state the definitions and results about
derivations needed in this paper. In Section 4 we define and study the function of
ideals that are used in the proofs of our main results; it is important to remark that
the point of view that we will have is completely algebraically and it wont depend
on the exponential map. The proof of our main results follow roughly the standard
techniques of the multiplicity estimates theorems, see for instance [18] and [15]; in
Section 5 we shall recall and prove the main tools used in these standard techniques.
In the last two sections we demonstrate our main statements.
5Notation and conventions
In this paper K is a an algebraically closed subfield of C and all the schemes
are defined over Spec(K) unless otherwise is mentioned. The ring of polynomials
(resp. field of rational functions) in variables x0, . . . , xN with coefficients in K is
denoted by K[x0, . . . , xN ] (resp. K(x0, . . . , xN )); an element
f
h
∈ K(x0, . . . , xN) may
be considered as a function outside Z(h) := {z ∈ KN+1 : h(z) = 0} and its
value in z ∈ KN+1 \ Z(h) will be denoted by f
h
(x0, . . . , xN)|(x0,...,xn)=z. In this paper
G = (G, µ, 1) is a n−dimensional connected algebraic group over K with g its asso-
ciated Lie algebra. If there is not possibility of confusion, for all g, h ∈ G we denote
its product by gh or g ·h instead of µ(g, h). The maximal connected affine subgroup
of G will be denoted by L which has dimension m. If V is a variety, OV denotes
its structural sheaf and Ox,V its stalk in x ∈ V . We call K[V ] the ring of regular
functions and K(V ) its function field. Also Pic(V ) denotes the group of isomorphism
classes of line bundles; thus Pic(V ) may be identified with the isomorphism classes
of invertible sheaves, see [9, p. 128]. We identify V (C) := HomSpec(K)(Spec(C), V )
with the set of closed points of V ×Spec(K) Spec(C). If L ∈ Pic(V ) is base point free,
denote by φL : V → Pdim(H0(V,L))−1 the unique morphism, up to an automorphism of
Pdim(H
0(V,L))−1, induced by L. Let F and G be OV -modules. For any OV−modules
morphism ϕ : F → G and U ⊆ V open subset, ϕ(U) : F(U) → G(U) denotes the
OV (U)−module morphism. For subsets X and Y of K[x0, . . . , xN ], hX is the set of
homogeneous elements of X and (X, Y ) is the ideal generated by X and Y . If I and
J are ideals of K[x0, . . . , xN ], IJ (sometimes written I · J) is the ideal generated by
the product set. For any z ∈ V , denote by Tz(V ) the tangent space of V in z. We
write the superindexes in parenthesis if confusion is possible with exponentiation.
2 Biequivariant compactifications
The purpose of this section is to construct a particular biequivariant compactification
of G and a projective embedding of it.
2.1 Construction of G
In this subsection we recall the compactification of G constructed by Rovelli [19] and
we show that it is G−biequivariant. The Chevalley-Rosenlicht-Barsotti Theorem, see
[19, Thm. 1.1.1], states that L is a normal subgroup of G and A := G/L has an
abelian variety structure such that the following sequence is an exact sequence of
algebraic groups
0 −→ L −→ G piG−→ A −→ 0.
6We say that an algebraic subgroup H of G is anti-affine if K[H ] = K. If K is the
smallest algebraic subgroup of G such that G/K is an affine group, then K is anti-
affine, connected and contained in the center of G by [2, Thm 1.2.1]; in this section K
denotes the smallest algebraic subgroup of G such that G/K is an affine group and
we call it the anti-affine part of G. The restriction µ|K×L is a surjective morphism of
algebraic groups with kernel
{(
g−1, g
) ∈ K × L : g ∈ L ∩K} by [2, Thm. 1.2.4]. It
is well known, see [1, Sec. 1.10], the existence of an injective morphism of algebraic
groups L →֒ GLm; hence we assume that L is an algebraic subgroup of GLm from
now on. Identifying GLm with the complement of the zero set of the determinant
polynomial in Am
2
, we assume that GLm is embedded in Am
2
. Rovelli [19, Ex. 3.4.2]
shows that Pm
2
is a left GLm−equivariant compactification with the following open
embedding
(2.1) GLm −→ Pm2 , (xi,j) 7→ [1 : x1,1 : x1,2 : . . . : xm,m]
and the extension of the left translation
ψL : GLm × Pm2 → Pm2
ψL
(
(xi,j), [p0 : ... : pm2 ]
)
=
[
p0 :
m∑
j=1
x1,jp(j−1)m+1 : ... :
m∑
j=1
xm,jp(j−1)m+m
]
.
Moreover, (2.1) is a biequivariant compactification of GLm with the following ex-
tension of the right translation
ψR : Pm
2 ×GLm → Pm2
ψR
(
[p0 : . . . : pm2 ], (xi,j)
)
=
[
p0 :
m∑
j=1
pjxj,1 : . . . :
m∑
j=1
pm2−m+jxj,m
]
.
From now on we consider GLm embedded in Pm
2
. Let L be the closure of L in Pm
2
.
Then L is a biequivariant compactification of L with the actions ψL|L×L and ψR|L×L.
The following morphism is a left action of L in G
L×G −→ G, (l, g) 7→ gl−1;
thus L acts on G× L. Define
G :=
(
G× L)/ ∼ where (g, z) ∼ (g′, z′) if (g′, z′) = (gl−1, ψL(l, z)) for some l ∈ L
with the projection
ρ : G× L −→ G, ρ(g, z) = [g, z].
7If no confusion is possible, we simply denote by [g, z] the projection of (g, z) ∈ G×L
in the set G. In [19, Cor. 1.3.8] it is shown that the following morphism is an open
embedding
G −→ G, g 7→ [g, 1]
and the following left action of G in G is an extension of the left translation action
̺L : G×G −→ G, ̺L(g, [g′, z]) = [gg′, z].
Define the morphism
τ : (G× L)× L −→ G× L, τ((g, z), l) = (g, ψR(z, l)).
Then there is a morphism η : G × L → G which makes the following diagram
commutative
(G× L)× L τ−−−→ G× L
ρ×idL
y yρ
G× L η−−−→ G.
Hence η has the following property
(2.2) η
(
̺L(g, z), l
)
= ̺L
(
g, η(z, l)
) ∀ z ∈ G, l ∈ L, g ∈ G.
Since K is in the center of G, we have that for all g, g′ ∈ G and h ∈ K ∩ L
η
(
̺L(g, g
′), h
)
= gg′h = ghg′ = ̺L
(
gh, g′
)
;
moreover, inasmuch as G is dense in G, we have that
(2.3) η
(
̺L(g, z), h
)
= ̺L
(
gh, z
) ∀ z ∈ G, g ∈ G, h ∈ K ∩ L.
We prove that there exists a right action of G in G which is a morphism and an
extension of the right translation.
Proposition 2.1. The following morphism is an extension of the the right transla-
tion
̺R : G×G −→ G, ̺R
(
z, kl
)
= η(̺L(k, z), l) ∀ k ∈ K, l ∈ L, z ∈ G.
Moreover
̺L
(
g, ̺R
(
z, g′
))
= ̺R
(
̺L(g, z), g
′
) ∀ g, g′ ∈ G, z ∈ G.
8Proof. Define
̺̂R : G×K × L −→ G, ̺̂R(z, k, l) = η(̺L(k, z), l).
From (2.3) ̺̂R(z, k, l) = z ∀ z ∈ G, (k, l) ∈ ker(µ|K×L)
and the density of G in G yields
̺̂R(z, k, l) = z ∀ z ∈ G, (k, l) ∈ ker(µ|K×L)
This implies that ̺̂R factorizes through G×G and consequently ̺R is a well defined
morphism. Since ̺L and η are actions and K is in the center of G, it follows easily
from (2.2) that ̺R is a right action. To conclude the first claim, note that
̺R
(
g, kl
)
= η(̺L(k, g), l) = (kg)l = g(kl) ∀ k ∈ K, l ∈ L, g ∈ G.
The second claim follows straightforward from (2.2) and (2.3).
2.2 Linearized line bundles
In the last part of this section, we give very ample line bundles of the compactifi-
cation constructed in Section 2.1. Let V be a variety with a left action of L which
is also a morphism and let L be line bundle of V . We say that L is L−linearized
if L has a left L−action which is a morphism that lifts the action of L in V ; we
denote by PicL(V ) the set of isomorphism classes of L−linearized line bundles of
V and consider PicL(V ) a subset of Pic(V ). Let ζ be the left action of L in L and
π : L → L a L−linearized line bundle. Define
L := (G×L)/ ∼ where (g, z) ∼ (g′, z′) if (g′, z′) = (gl−1, ζ(l, z)) with l ∈ L
with the projection
π : L → G, π([g, z]) = [g, π(z)].
It is shown in [12, Lemma 1.2]1 that π : L → G is indeed a line bundle and this
induces a function PicL(L)→ Pic(G); moreover, from [12, Lemma 1.4]
L ⊗ L′ = L ⊗ L′ ∀ L,L′ ∈ PicL(L).
It is shown in [19, Lemma 3.4.3] that O(1) ∈ PicGLm(Pm2); hence for all k ∈ N we
have that O(k) ∈ PicGLm(Pm2) and therefore O(k)|L ∈ PicL(L). As a consequence
of [19, Sec. 1.3], the following projection is a morphism
πG : G→ A, πG([g, x]) = πG(g).
1In [12] it is assumed that G is commutative; nonetheless, the proofs of [12, Lemma 1.2] and
[12, Lemma 1.4] also work without this assumption.
9Denote by PicR(G) the subset of Pic(G) whose elements are the classes(
π∗
G
LA ⊗O(1)|L
)⊗k
= π∗
G
L⊗kA ⊗O(k)|L
where k ∈ N and LA ∈ Pic(A) is very ample and symmetric. The first impor-
tant property of PicR(G) that we will note is that its elements are very ample and
moreover there exist elements of PicR(G) such that the image of G under their
corresponding embeddings are normal projective varieties.
Proposition 2.2. For any L ∈ PicR(G), L is very ample. Furthermore, φL⊗k(G) is
a projective normal variety if k > n.
Proof. See [19, Thm. 2.3.8 and Cor. 3.2.3].
The following result is obtained with the same the ideas of [13, Lemma 1].
Proposition 2.3. Let φ : G → PN be a closed embedding such that xk(φ(1)) 6= 0
for all k ∈ {0, . . . , N}. There exists c5 ∈ N with the following properties.
i) There are an open affine finite covering
{
U
(L)
α
}
α∈AL
of G×G and bihomoge-
neous polynomials T
(L)
0,α , . . . , T
(L)
N,α ∈ K[x0 . . . , xN , y0, . . . , yN ] of bidegree (c5, c5)
for all α ∈ AL such that
φ(̺L(g, z)) =
[
T
(L)
0,α (φ(g), φ(z)) : . . . : T
(L)
N,α(φ(g), φ(z))
]
∀ (g, z) ∈ U (L)α
and
U (L)α ∩ {(1, z) : z ∈ G} 6= ∅ ∀ α ∈ AL.
ii) There are an open affine finite covering
{
U
(R)
α
}
α∈AR
of G×G and bihomoge-
neous polynomials T
(R)
0,α , . . . , T
(R)
N,α ∈ K[x0 . . . , xN , y0, . . . , yN ] of bidegree (c5, c5)
for all α ∈ AR such that
φ(̺R(z, g)) =
[
T
(R)
0,α (φ(z), φ(g)) : . . . : T
(R)
N,α(φ(z), φ(g))
]
∀ (z, g) ∈ U (R)α
and
U (R)α ∩ {(z, 1) : z ∈ G} 6= ∅ ∀ α ∈ AR.
Proof. Call Ak := {[x0 : . . . : xN ] ∈ PN : xk 6= 0} for k ∈ {0, . . . , N}. Since
G×G and G×G are quasicompact topological spaces, there exist open affine finite
coverings
{
W
(L)
α
}
α∈AL
,
{
W
(R)
α
}
α∈AR
of G and
{
V
(L)
α
}
α∈AL
,
{
V
(R)
α
}
α∈AR
of G with
the following properties:
1) 1 ∈ ⋂α∈AL W (L)α and 1 ∈ ⋂α∈AR W (R)α .
10
2) For all α, α′ ∈ AL and β, β ′ ∈ AR, there are k(α), k(α′), k(β), k(β ′) ∈
{0, . . . , N} such that φ(W (L)α ) ⊆ Ak(α), φ(V (L)α′ ) ⊆ Ak(α′), φ(W (R)β ) ⊆ Ak(β)
and φ
(
V
(R)
β′
) ⊆ Ak(β′).
3) Call U
(L)
α := W
(L)
α ×Spec(K) V (L)α and U (R)β := V (R)β ×Spec(K) W (R)β for all α ∈
AL, β ∈ AR. Then
{
U
(L)
α
}
α∈AL
and
{
U
(R)
β
}
β∈AR
are open affine finite coverings
of G×G and G×G respectively.
4) For all α ∈ AL and β ∈ AR, there are T (L)0,α , . . . , T (L)N,α ∈ K[x0 . . . , xN , y0, . . . , yN ]
of bidegree (c6,α, c7,α) and T
(R)
0,β , . . . , T
(R)
N,β ∈ K[x0 . . . , xN , y0, . . . , yN ] of bidegree
(c8,β, c9,β) such that
φ(̺L(g, z)) =
[
T
(L)
0,α (φ(g), φ(z)) : . . . : T
(L)
N,α(φ(g), φ(z))
]
∀ (g, z) ∈ U (L)α
φ(̺R(z, g)) =
[
T
(R)
0,β (φ(z), φ(g)) : . . . : T
(R)
N,β(φ(z), φ(g))
]
∀ (z, g) ∈ U (R)β .
Set c5 := max{c6,α, c7,α, c8,β, c9,β : α ∈ AL, β ∈ AR}. The properties 2) and 3) imply
that for each α ∈ AL and β ∈ AR there exist linear forms FW,α, HV,β ∈ K[x0, . . . , xN ]
and FV,α, HW,β ∈ K[y0, . . . , yN ] such that
FW,α(φ(g)) · FV,α(φ(z)) 6= 0 ∀ (g, z) ∈ U (L)α
HV,β(φ(z)) ·HW,β(φ(g)) 6= 0 ∀ (z, g) ∈ U (R)β .
Define the polynomials
T
(L)
k,α := T
(L)
k,α · F c5−c6,αW,α · F c5−c7,αV,α and T (R)k,β := T (R)k,β ·Hc5−c8,βV,β ·Hc5−c9,βW,β
for all k ∈ {0, . . . , N}, and note that i) and ii) are satisfied.
Remark 2.4. With the notation as in Proposition 2.3, as it is already noted in [13,
Lemma 1], if (g, z) ∈ G×G is such that not all the values T (L)k,α (φ(g), φ(z)) are zero
for k ∈ {0, . . . , N}, then
φ(̺L(g, z)) =
[
T
(L)
0,α (φ(g), φ(z)) : . . . : T
(L)
N,α(φ(g), φ(z))
]
.
The equivalent result holds for ̺R.
3 Derivations
In this section we state the definition and facts about derivations that will be
needed in the next sections. From now on G is the biequivariant compactification
constructed in the previous section, and for simplicity write gz := ̺L(g, z) and
11
zg := ̺R(z, g) for all g ∈ G and z ∈ G. Also we fix L ∈ PicR(G) and a projective
embedding φ := φL⊗n+1 : G→ PN ; in particular, φ(G) is a normal projective variety.
We assume without loss of generality that xk(φ(1)) 6= 0 for all k ∈ {0, . . . , N} and
then Gk := {z ∈ G : xk(φ(z)) 6= 0} is a nonempty open subset of G. Call I(G)
the homogeneous prime ideal of K[x0, . . . , xN ] corresponding to φ(G) ⊆ PN . For
all k ∈ {0, . . . , N} we denote by Ik(G) the deshomogenization of I(G) by xk, and
φk :=
(
x0
xk
, . . . , xN
xk
) ◦ φ. In particular
OG(Gk) ∼= K
[
x0
xk
, . . . ,
xN
xk
]/
Ik(G).
We denote by kz the minimum integer k such that φ(z) ∈ Gk. When I is a homoge-
neous ideal of K[x0, . . . , xN ], Z(I) denotes the zero set of I in PN .
For all g ∈ G, let λg : G → G and ξg : G → G be the left translations by g
and ηg : G → G be the right translation by g. Denote by Der(OG,OG) the set of
Spec(K)−derivations ∆ : OG → OG, and analogously define Der(OG,OG). Recall
that the Lie algebra associated to G is
g :=
{
∆ ∈ Der(OG,OG) : ∆ ◦ λ∗g = λ∗g ◦∆ ∀ g ∈ G
}
and set
g :=
{
∆ ∈ Der(OG,OG) : ∆ ◦ ξ∗g = ξ∗g ◦∆ ∀ g ∈ G
}
.
Name DerK(O1,G,K) the set of K−derivations ∆ : O1,G → K and analogously define
DerK(O1,G,K). Then, see [4, Expose´ II], there exist isomorphisms of K−linear spaces
g ∼= DerK(O1,G,K) ∼= T1(G) ∼= T1(G) ∼= DerK(O1,G,K) ∼= g.
In particular, the restriction map g → g induced by the open embedding G → G
is an isomorphism of K−linear spaces, and from now on we identify g with g via
this map. Fix a basis ∆1, . . . ,∆d of b and remember that U(b) denotes the universal
enveloping algebra of b. The subset of U(b) where the elements are of the form
∆t11 . . .∆
td
d with t1, . . . , td ∈ N ∪ {0} is a basis of U(b), see [10, Thm. 7.1.9]. Denote
by U(b, T ) the K-linear subspace of U(b) generated by the elements ∆t11 . . .∆tdd with
t1, . . . , td ∈ N∪{0} and
∑d
i=1 ti ≤ T . The adjoint representation is defined as follows
Ad : G −→ GL(g), Ad(g)(∆) = η∗g ◦∆ ◦ η∗g−1.
If Ad(g)(b) ⊆ b, then the definition of Ad(g)(∆) may be extended for ∆ ∈ U(b) in
the natural way: Ad(g)(∆) = η∗g ◦∆ ◦ η∗g−1; in particular Ad(g)(U(b, T )) ⊆ U(b, T ).
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4 Ideals
In this section we define the ideals that will be used in the proofs of the main
theorems. This is done in the spirit of [18, Sec. 4]; nonetheless, instead of using the
properties of the d−parameters subgroups as it is used in the commutative case, we
use that the elements of g are the left invariant derivations.
Let I be an homogeneous ideal of K[x0, . . . , xN ]. We denote by KI the set of all
homogeneous primary ideals J containing I with Z(J) 6= ∅ and
In(I) :=

K[x0, . . . , xN ] if KI = ∅⋂
J∈KI
J otherwise.
Lemma 4.1. Let I and J be homogeneous ideal of K[x0, . . . , xN ]. If Z(J) = ∅, then
KI = KI∩J = KIJ .
Proof. Insomuch as I ⊇ I ∩ J ⊇ IJ , we get that KI ⊆ KI∩J ⊆ KIJ and therefore it
is enough to show that KI ⊇ KIJ . If I ∩K 6= {0}, then KI = K[x0, . . . , xN ] and the
statement is true. Thus we assume that I ∩K = {0}. Let K ∈ KIJ and P ∈ hI \{0}.
Hence
(P )J ⊆ IJ ⊆ K
and Hilbert’s Nullstellensatz, see [9, Ch. 1], implies that P ∈ K inasmuch as Z(J) =
∅ (in other words, if P 6∈ K, then √J ⊆ K since K is primary and therefore Z(K) ⊆
Z(J) which is impossible). This means that I ⊆ K and thereby K ∈ KI .
A straight consequence of the previous lemma is the following statement.
Corollary 4.2. Let I be a homogeneous ideals of K[x0, . . . , xN ]. If I1, . . . , Ir, Ir+1,
. . . , Ik are primary homogeneous ideals such that I =
⋂k
s=1 Is with Z(I1), . . . ,Z(Ir)
nonempty and
Z(Ir+1) = . . . = Z(Ik) = ∅,
then In(I) = In
(⋂r
s=1 Is
)
=
⋂r
s=1 Is. In particular, for any homogeneous ideal J of
K[x0, . . . , xN ]:
i) In(I ∩ J) = In(I) ∩ In(J).
ii) In(I, J) =
(
In(I), In(J)
)
.
iii) In(In(I)) = In(I).
iv) Z(In(I)) = Z(I).
13
The following application of Hilbert’s Nullstellensatz will be used several times.
Proposition 4.3. Let {Jα}α∈A and {Fα}α∈A be families of homogeneous ideals of
K[x0, . . . , xN ] such that Z(Fα) = ∅ for all α ∈ A. For any homogeneous ideal I of
K[x0, . . . , xN ]
In
(
I,
⋃
α∈A
Jα
)
= In
(
I,
⋃
α∈A
Fα · Jα
)
.
Proof. The noetherianity of K[x0, . . . , xN ] let us assume that the index set A is
finite. Then Corollary 4.2 ii) yields
In
(
I,
⋃
α∈A
Jα
)
=
(
In(I),
⋃
α∈A
In(Jα)
)
In
(
I,
⋃
α∈A
Fα · Jα
)
=
(
In(I),
⋃
α∈A
In(Fα · Jα)
)
.(4.1)
Finally, Lemma 4.1 implies that In(Jα) = In(Fα · Jα) for all α ∈ A, and therefore
Corollary 4.2 ii) and (4.1) conclude the proof.
From Proposition 2.3 we fix c5 ∈ N , the open affine coverings
{
U
(L)
α
}
α∈AL
of G×G
and
{
U
(R)
α
}
α∈AR
of G×G, and the bihomogeneous polynomials T (L)0,α , . . . , T (L)N,α,
T
(R)
0,α , . . . , T
(R)
N,α ∈ K[x0 . . . , xN , y0, . . . , yN ] of bidegree (c5, c5) such that
φ
(
gz
)
=
[
T
(L)
0,α (φ(g), φ(z)) : . . . : T
(L)
N,α(φ(g), φ(z))
]
∀ (g, z) ∈ U (L)α , α ∈ AL
φ
(
zg
)
=
[
T
(R)
0,α (φ(z), φ(g)) : . . . : T
(R)
N,α(φ(z), φ(g))
]
∀ (z, g) ∈ U (R)α , α ∈ AR
and for all α ∈ AL, β ∈ AR
U (L)α ∩ {(1, z) : z ∈ G} 6= ∅ and U (R)β ∩ {(z, 1) : z ∈ G} 6= ∅.
From Remark 2.4 we may assume that for all α ∈ AL and β ∈ AR
U (L)α = G×G \
{
(g, z) ∈ G×G : T (L)l,α (φ(g), φ(z)) = 0 ∀ l ∈ {0, . . . , N}
}
U
(R)
β = G×G \
{
(z, g) ∈ G×G : T (R)l,β (φ(z), φ(g)) = 0 ∀ l ∈ {0, . . . , N}
}
.
We abbreviate the notation setting x := (x0, . . . , xN ), y := (y0, . . . , yN) and
T (L)α (x,y) :=
(
T
(L)
0,α (x,y), . . . , T
(L)
N,α(x,y)
)
∀ α ∈ AL
T (R)α (x,y) :=
(
T
(R)
0,α (x,y), . . . , T
(R)
N,α(x,y)
)
∀ α ∈ AR.
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For any f ∈ K(x0, . . . , xN), set
f (L)g,α (x) := f
(
T (L)α (φkg(g),x)
)
∀ α ∈ AL
f (R)g,α (x) := f
(
T (R)α (x, φkg(g))
)
∀ α ∈ AR
where recall that kg is minimum k such that g ∈ Gk. When I is an homogeneous
ideal of K, define the ideals
TLg(I) := In
(
P (L)g,α , I(G) : P ∈ hI, α ∈ AL
)
TRg(I) := In
(
P (R)g,α , I(G) : P ∈ hI, α ∈ AR
)
Remark 4.4. Let I be a homogeneous ideal of K[x0, . . . , xN ] and g ∈ G. Corollary
4.2 iv) yields
Z(TLg(I)) = φ
(
g−1 · φ−1(Z(I))
)
and Z(TRg(I)) = φ
(
φ−1(Z(I)) · g−1
)
.
We start proving the main properties of the ideals defined above.
Lemma 4.5. Let I be a homogeneous ideal of K[x0, . . . , xN ] and g ∈ G. Then
TLg(In(I)) = TLg(I) and TRg(In(I)) = TRg(I).
Proof. We just show the first equality since the second equality is proven analogously.
Inasmuch as I ⊆ In(I), we get
TLg(I) ⊆ TLg(In(I)).
By Corollary 4.2 and the Primary Decomposition Theorem, there is an homogeneous
ideal J of K[x0, . . . , xN ] such that I = In(I)∩J and Z(J) = ∅. Given a homogeneous
ideal K of K[x0, . . . , xN ], write
Kg :=
(
P (L)g,α , I(G) : P ∈ hK, α ∈ AL
)
.
Remark 4.4 asserts that Z(TLg(J)) = ∅ and consequently Z(Jg) = ∅ by Corollary
4.2 iv). Then we complete the proof as follows
TLg(In(I)) = In(In(I)g)
= In
(
In(I)g · Jg
)
by Proposition 4.3
⊆ In((In(I) · J)g) since In(I)g · Jg = (In(I) · J)g
⊆ In(Ig) since In(I) · J ⊆ I
= TLg(I).
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Lemma 4.6. Let I be a homogeneous ideal of K[x0, . . . , xN ] and g, h ∈ G.
i) TLh
(
TLg(I)
)
= TLgh(I).
ii) TRh
(
TRg(I)
)
= TRhg(I).
iii) TRh
(
TLg(I)
)
= TLg
(
TRh(I)
)
.
iv) TL1(I) = In
(
P, I(G) : P ∈ hI) = TR1(I).
Proof. We only show i) since ii),iii) and iv) are proven in a very similar way. From
Lemma 4.5 it is enough to show
(4.2) In
((
P (L)g,α
)(L)
h,β
, I(G) : P ∈ hI, α, β ∈ AL
)
= TLgh(I)
Given α, β, γ ∈ AL, let U be the subset of G which elements z satisfy that (h, z) ∈
U
(L)
β , (g, hz) ∈ U (L)α and (gh, z) ∈ U (L)γ ; in particular U is an open nonempty subset.
Then for all z ∈ U
φ
(
(gh)z
)
=
[
T
(L)
0,γ (φ(gh), φ(z)) : . . . : T
(L)
N,γ(φ(gh), φ(z))
]
=
[
T
(L)
0,α
(
φ(g), T
(L)
β (φ(h), φ(z))
)
: . . . : T
(L)
N,α
(
φ(g), T
(L)
β (φ(h), φ(z))
)]
= φ
(
g(hz)
)
.(4.3)
For all l ∈ {0, . . . , N} and P ∈ hI
w
(l)
α,β(x) := T
(L)
l,α
(
φkg(g), T
(L)
β (φkh(h),x)
)deg(P )
v(l)γ (x) := T
(L)
l,γ (φkgh(gh),x)
deg(P ).
From (4.3) we deduce that for all z ∈ U
P
(
T (L)γ (φkgh(gh), φkz(z))
)
w
(l)
α,β(φkz(z)) =
P
(
T (L)α
(
φkg(g), T
(L)
β (φkh(h), φkz(z))
))
v(l)γ (φkz(z)).
Since U is dense in G
P
(
T (L)γ (φkgh(gh),x)
)
w
(l)
α,β(x)− P
(
T (L)α
(
φkg(g), T
(L)
β (φkh(h),x)
))
v(l)γ (x) ∈ I(G),
and consequently we have the equality
In
(
P
(
T (L)α
(
φkg(g), T
(L)
β (φkh(h),x)
))
v(l)γ (x), I(G) :
P ∈ hI, α, β, γ ∈ AL, l ∈ {0, . . . , N}
)
=
In
(
P
(
T (L)γ (φkgh(gh),x)
)
w
(l)
α,β(x), I(G) : P ∈ hI, α, β, γ ∈ AL, l ∈ {0, . . . , N}
)
.
(4.4)
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On the other hand
Z
(
w
(l)
α,β(x), I(G) : l ∈ {0, . . . , N}, α, β ∈ AL
)
=
Z
(
v(l)γ (x), I(G) : l ∈ {0, . . . , N}, γ ∈ AL
)
=∅.
Then (4.2) is a straight consequence of applying Proposition 4.3 to both sides of
(4.4).
Recall that {∆1, . . . ,∆d} is a fixed basis of b. Let c6 > 1 be a big enough natural
number with the following property: for all l, k ∈ {0, . . . , N} and j ∈ {1, . . . , d}
there is R
(l)
j,k ∈ K[x0, . . . , xN ] of total degree c6 such that
∆j(Gk)
(
xl
xk
+ Ik(G)
)
= R
(l)
j,k
(
x0
xk
, . . . ,
xN
xk
)
+ Ik(G)
and we define the homogenizations
Q
(l)
j,k(x0, . . . , xN) := x
c6
k · R(l)j,k
(
x0
xk
, . . . ,
xN
xk
)
.
For f ∈ K(x0, . . . , xN , y0, . . . , yN), k ∈ {0, . . . , N} and j ∈ {1, . . . , d}, write
D(∆j)(f(x,y)) :=
N∑
l=0
∂f(x,y)
∂yl
·Q(l)j,0(y),
and D(1)(f) = f where 1 is the multiplicative neutral element of U(b). In general,
for t1, . . . , td ∈ N ∪ {0}, set
D(∆t11 . . .∆tdd )(f) :=
td︷ ︸︸ ︷
D(∆d) ◦ . . . ◦ D(∆d) ◦ . . . ◦
t1︷ ︸︸ ︷
D(∆1) ◦ . . . ◦ D(∆1)(f),
and then the definition of D(∆)(f) for ∆ ∈ U(b) is extended by linearity. Let
P ∈ K[x0, . . . , xN ] be homogeneous, α ∈ AR and ∆ ∈ U(b, T ). Define
P∆,α(x) := D(∆)
(
P
(
T (R)α (x,y)
))∣∣∣
y=φ0(1)
∈ K[x0, . . . , xN ].
Set
∂TLg(I) :=
((
P∆,α
)(L)
g,β
, I(G) : P ∈ hI, α ∈ AR, β ∈ AL, ∆ ∈ U(b, T )
)
∂TRg(I) :=
((
P∆,α
)(R)
g,β
, I(G) : P ∈ hI, α, β ∈ AR, ∆ ∈ U(b, T )
)
.
Remark 4.7. Let I be homogeneous ideal of K[x0, . . . , xN ], T ∈ N∪{0} and g ∈ G.
If I(G) and I are generated by homogeneous polynomials of degree at most D, then
∂TLg(I) and ∂
T
Rg
(I) will be generated by homogeneous polynomials of degree at most
c25D; in particular, the previous upper bound is independent of T .
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The main goal of this section is to show that In(∂TLg(I)) and In(∂
T
Rg
(I)) have similar
properties to the ideals defined in [18, De´f. 4.2]. Thus the remainder of this section
is devoted to this goal. To achieve this purpose, we need some technical results and,
to state these auxiliary lemmas, we need some definitions. For e ∈ K(x0, . . . , xN),
k ∈ {0, . . . , N} and j ∈ {1, . . . , d}, write
Bk(∆j)(e(x)) :=
N∑
l=0
∂e(x)
∂xl
·Q(l)j,k(x)
and Bk(1)(e) = e where 1 is the multiplicative neutral element of U(b). We extend
the definition of Bk(∆) for ∆ ∈ U(b) as follows: for t1, . . . , td ∈ N ∪ {0} set
Bk
(
∆t11 . . .∆
td
d
)
(e) :=
td︷ ︸︸ ︷
Bk(∆d) ◦ . . . ◦ Bk(∆d) ◦ . . . ◦
t1︷ ︸︸ ︷
Bk(∆1) ◦ . . . ◦ Bk(∆1)(e)
and then Bk(∆)(e) is extended by linearity for ∆ ∈ U(b). Let P ∈ K[x0, . . . , xN ] be
homogeneous, α ∈ AR, ∆ ∈ U(b, T )\U(b, T −1), ∆′1, . . . ,∆′r ∈ b and k, k1, . . . , kr ∈
{0, . . . , N}. Define the polynomials
P
(∆′1,...,∆
′
r)
(k1,...,kr)
(x) := Bkr(∆′r) ◦ . . . ◦ Bk1(∆′1)(P (x))
P∆k (x) := Bk(∆)(P (x))
P
(k)
∆,α(x) := T
(R)
k,α (x,y)
deg(P )+T · D(∆)
(
P
(
T
(R)
α (x,y)
)
T
(R)
k,α (x,y)
deg(P )
)∣∣∣∣∣
y=φ0(1)
.
Since ∆j(Gk)(Ik(G)) ⊆ Ik(G) for all j ∈ {1, . . . , d} and k ∈ {0, . . . , N}, it should
be clear that if P ∈ I(G) is homogeneous, then, with the notation as above,
P
(∆′1,...,∆
′
r)
(k1,...,kr)
, P∆k , P
(k)
∆,α and P∆,α are also in I(G). Let I be a homogeneous ideal of
K[x0, . . . , xN ] and T ∈ N ∪ {0}. Call
BT (I) := In
(
P
(∆′1,...,∆
′
r)
(k1,...,kr)
, I, I(G) : P ∈ hI, r ∈ {1, . . . , T},
∆′1, . . . ,∆
′
r ∈ b, k1, . . . , kr ∈ {0, . . . , N}
)
CT (I) := In
(
P∆k , I(G) : P ∈ hI, ∆ ∈ U(b, T ), k ∈ {0, . . . , N}
)
DT (I) := In
(
P
(k)
∆,α, I(G) : P ∈ hI, α ∈ AR, ∆ ∈ U(b, T ), k ∈ {0, . . . , N}
)
ET (I) := In
(
P∆,α, I(G) : P ∈ hI, α ∈ AR, ∆ ∈ U(b, T )
)
.
We shall show that BT (I) = CT (I) = DT (I) = ET (I). We start proving an auxiliary
statement.
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Lemma 4.8. Let P ∈ K[x0, . . . , xN ] be homogeneous, ∆ ∈ b, α, β ∈ AR and k, l ∈
{0, . . . , N}. Set u(x) := (x
deg(P )
k
)
(l)
∆,α
T
(R)
k,α
(x,φ0(1))deg(P )−1
. Then the following polynomials are in
I(G).
i) xc6−1k · P∆l (x)− xc6−1l · P∆k (x)− deg(P ) ·
(
xk
)∆
l
· xc6−2k · P (x)
ii) T
(R)
k,α (x, φ0(1)) · P (l)∆,α(x)− T (R)l,α (x, φ0(1)) · P (k)∆,α(x)− u(x) · P
(
T
(R)
α (x, φ0(1))
)
.
iii) T
(R)
k,α (x, φ0(1))
deg(P ) · P∆,β(x)− T (R)k,β (x, φ0(1))deg(P ) · P∆,α(x)
+
(
x
deg(P )
k
)
∆,α
· P (T (R)β (x, φ0(1)))− (xdeg(P )k )∆,β · P (T (R)α (x, φ0(1)))
Proof. First we show that i) is in I(G). For all z ∈ Gk ∩Gl, the Leibniz’s rule yields
∆(Gl)
(
P (x)
x
deg(P )
l
)∣∣∣∣
x=φl(z)
= ∆(Gl ∩Gk)
(
P (x)
x
deg(P )
l
)∣∣∣∣
x=φl(z)
= ∆(Gl ∩Gk)
(
P (x)
x
deg(P )
k
· x
deg(P )
k
x
deg(P )
l
)∣∣∣∣
x=φl(z)
= ∆(Gk)
(
P (x)
x
deg(P )
k
)
· x
deg(P )
k
x
deg(P )
l
+∆(Gl)
(
x
deg(P )
k
x
deg(P )
l
)
· P (x)
x
deg(P )
k
∣∣∣∣
x=φl(z)
.(4.5)
Multiplying (4.5) by x
deg(P )+c6−1
l · xc6−1k , we get
xc6−1k · P∆l (x)
∣∣∣
x=φl(z)
= xc6−1l · P∆k (x) +
(
x
deg(P )
k
)∆
l
· xc6−1k ·
P (x)
x
deg(P )
k
∣∣∣
x=φl(z)
= xc6−1l · P∆k (x) + deg(P ) ·
(
xk
)∆
l
· xc6−2k · P (x)
∣∣∣
x=φl(z)
.(4.6)
Insomuch as c6 > 1, x
c6−2
k is certainly a polynomial. Since Gk∩Gl is dense in G, (4.6)
implies that i) evaluated in any point of φ(G) is zero and therefore it is contained
in I(G).
Now we show that ii) is contained in I(G). For 0 ≤ j ≤ N and w ∈ G0, set
P
(j,w)
∆,α (x) := T
(R)
j,α (x,y)
deg(P )+1 · D(∆)
(
P
(
T
(R)
α (x,y)
)
T
(R)
j,α (x,y)
deg(P )
)∣∣∣∣∣
y=φ0(w)
;
hence P
(j,1)
∆,α = P
(j)
∆,α. Let (z, w) be an element of U
(R)
α such that z ∈ Gl ∩Gk, w ∈ G0
and zw ∈ Gl ∩Gk. Call v := (φl(z), φ0(w)). Then
P
(
T
(R)
α (x,y)
)
T
(R)
l,α (x,y)
deg(P )
∣∣∣∣∣
(x,y)=v
=
P
(
T
(R)
α (x,y)
)
T
(R)
k,α (x,y)
deg(P )
· T
(R)
k,α (x,y)
deg(P )
T
(R)
l,α (x,y)
deg(P )
∣∣∣∣∣
(x,y)=v
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and Leibniz’s rule yields
D(∆)
(
P
(
T
(R)
α (x,y)
)
T
(R)
l,α (x,y)
deg(P )
)∣∣∣∣∣
(x,y)=v
= D(∆)
(
P
(
T
(R)
α (x,y)
)
T
(R)
k,α (x,y)
deg(P )
)
· T
(R)
k,α (x,y)
deg(P )
T
(R)
l,α (x,y)
deg(P )
+D(∆)
(
T
(R)
k,α (x,y)
deg(P )
T
(R)
l,α (x,y)
deg(P )
)
· P
(
T
(R)
α (x,y)
)
T
(R)
k,α (x,y)
deg(P )
∣∣∣∣
(x,y)=v
(4.7)
Multiplying (4.7) by T
(R)
l,α (x,y)
deg(P )+1 · T (R)k,α (x,y), we arrive to
T
(R)
k,α (x,y) · P (l,y)∆,α (x)
∣∣∣
(x,y)=v
= T
(R)
l,α (x,y) · P (k,y)∆,α (x)
+ T
(R)
k,α (x,y) · (xdeg(P )k )(l,y)∆,α ·
P
(
T
(R)
α (x,y)
)
T
(R)
k,α (x,y)
deg(P )
∣∣∣∣
(x,y)=v
.(4.8)
Now note that the set of elements (z, w) in U
(R)
α such that z ∈ Gl ∩Gk, w ∈ G0 and
zw ∈ Gl ∩Gk is dense in G×G since it is intersection of the nonempty open sets
U (R)α ∩ (G×G0) ∩
(
(Gl ∩Gk)×G
) ∩ {(z, w) ∈ G×G : zw ∈ Gl ∩Gk}.
Thus (4.8) holds true for all (z, w) ∈ G×G and it leads to ii) taking w = 1.
We prove iii). Let (z, w) be in U
(R)
α ∩U (R)β and write v := (φkz(z), φkw(w)). Note that
T
(R)
k,α (x,y)
deg(P ) · P
(
T
(R)
β (x,y)
)∣∣∣∣
(x,y)=v
=
T
(R)
k,β (x,y)
deg(P ) · P
(
T (R)α (x,y)
)∣∣∣∣
(x,y)=v
(4.9)
since
φ(zw) =
[
T
(R)
0,α (z, w) : . . . : T
(R)
N,α(z, w)
]
=
[
T
(R)
0,β (z, w) : . . . : T
(R)
N,β(z, w)
]
;
moreover, (4.9) remains valid also for (z, w) 6∈ U (R)α ∩ U (R)β since T (R)l,α (z, w) = 0 for
all l ∈ {0, . . . , N} or T (R)l,β (z, w) = 0 for all l ∈ {0, . . . , N}. Applying D(∆) to (4.9),
the Leibniz’s rule gives iii) taking w = 1.
Lemma 4.9. Let I be a homogeneous ideal of K[x0, . . . , xN ] and T ∈ N∪{0}. Then
BT (I) = CT (I).
Proof. The proof is by induction on T . The result is trivial for T ∈ {0, 1}, and hence
we assume that BT−1(I) = CT−1(I) and T ≥ 2. In the induction step, the inclusion
BT (I) ⊇ CT (I) is trivial since
P
(∆′1,...,∆
′
r)
(k,...,k) = P
∆′1...∆
′
r
k ∀ P ∈ hI, r ∈ {0, . . . , T}, k ∈ {0, . . . , N}, ∆′1 . . .∆′r ∈ b.
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Hence, to complete the proof, it is enough to show that BT (I) ⊆ CT (I). For s, t, k ∈
Z with k ∈ {0, . . . , N} and s ∈ {0, . . . , T}, define the index sets
At,s :=
{
(k1, ..., kr) ∈ Zr : r ∈ {1, ..., t}, k1, ..., kr ∈ {0, ..., N}, k1 = ... = kmin{r,s}
}
,
the monomials ws,k := x
(T−s)(c6−1)
k and the ideals
Is := In
(
ws,k′0 · P
(∆′1,...,∆
′
r)
(k′1,...,k
′
r)
, P
(∆′1,...,∆
′
r)
(k1,...,kr)
, I, I(G) : P ∈ hI, r ∈ {1, . . . , T},
k′0 = k
′
min{r,s}, ∆
′
1, ...,∆
′
r ∈ b, (k′1, ..., k′r) ∈ AT,s, (k1, ..., kr) ∈ AT−1,s
)
.
Take P ∈ hI, k ∈ {0, . . . , N}, s, r ∈ {0, . . . , T} with s < r, ∆′1, . . . ,∆′r ∈ b and
(k′1, . . . , k
′
r) ∈ AT,s. From Lemma 4.8 i), we get the inclusion(
xc6−1
k′0
· P (∆′1,...,∆′s,∆′s+1)(k′1,...,k′s,k′s+1) , I(G)
)
⊆
(
P
(∆′1,...,∆
′
s,∆
′
s+1)
(k′1,...,k
′
s,k
′
0)
, P
(∆′1,...,∆
′
s)
(k′1,...,k
′
s)
, I(G)
)
.(4.10)
Thus from (4.10) we get that(
ws+1,k′0 · P
(∆′1,...,∆
′
s+1)
(k′1,...,k
′
s+1)
)(∆′s+2,...,∆′r)
(k′s+2,...,k
′
r)
∈ Is+1;
hence by the Leibniz’s rule
ws+1,k′0 · P
(∆′1,...,∆
′
r)
(k′1,...,k
′
r)
∈ Is+1.
and consequently
ws,k′0 · P
(∆′1,...,∆
′
r)
(k′1,...,k
′
r)
∈ Is+1.(4.11)
On the other hand, define the following ideals for s ∈ {1, . . . , T − 1}
Js := In
(
P
(∆′1,...,∆
′
r)
(k1,...,kr)
, I, I(G) : P ∈ hI, r ∈ {1, . . . T − 1},
∆′1, . . . ,∆
′
r ∈ b, (k1, . . . , kr) ∈ AT−1,s
)
⊆ Is
and note that
BT−1(I) = J1 ⊇ . . . ⊇ JT−1 = CT−1(I).
Thus the hypothesis of induction establishes that Js = Js+1 for all s ∈ {1, . . . , T−2};
in particular, for all P ∈ hI, s, r ∈ {1, . . . , T − 1}, ∆′1, . . . ,∆′r ∈ b and (k1, . . . , kr) ∈
AT−1,s
P
(∆′1,...,∆
′
r)
(k1,...,kr)
∈ Js = Js+1 ⊆ Is+1.(4.12)
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Corollary 4.2 ii) and the inclusions (4.11) and (4.12) let us conclude that
I0 ⊆ I1 ⊆ . . . ⊆ IT = CT (I)(4.13)
Since Z(w0,k : k ∈ {0, . . . , N}) = ∅, Proposition 4.3 implies that I0 = BT (I) and
then the induction is completed by (4.13).
For all T ∈ N, define
UT :=
{
∆t11 . . .∆
td
d : t1, . . . , td ∈ N ∪ {0},
d∑
i=1
ti = T
}
.
and U0 = {1} (here 1 is the neutral element of U(b)).
Lemma 4.10. Let I be a homogeneous ideal of K[x0, . . . , xN ] and T ∈ N ∪ {0}.
Then
CT (I) = DT (I).
Proof. The proof is by induction on T ; however, before we start the induction, we
show the main tool that relates CT (I) and DT (I). Let g be an element of Gk for
some k ∈ {0, . . . , N} and U := g−1Gk ∩ G0. Recall that the elements of b are left
invariant derivations; hence for all ∆′1, . . . ,∆
′
r ∈ b, the following diagram commutes
(4.14)
OG(Gk)
∆′1(Gk)−−−−→ OG(Gk)
∆′2(Gk)−−−−→ . . . ∆
′
r(Gk)−−−−→ OG(Gk)yξ∗g yξ∗g yξ∗g
OG(U)
∆′1(U)−−−→ OG(U)
∆′2(U)−−−→ . . . ∆
′
r(U)−−−→ OG(U).
Let ∆ ∈ UT and α ∈ AR be such that (g, 1) ∈ U (R)α . Take P ∈ K[x0, . . . , xN ]
homogeneous. Then (4.14) leads to
(4.15) D(∆)
(
P
(
T
(R)
α (φk(g),y)
)
T
(R)
k,α (φk(g),y)
deg(P )
)∣∣∣∣∣
y=φ0(1)
= Bk(∆)
(
P (x)
x
deg(P )
k
)∣∣∣∣∣
x=φk(g)
.
Set w
(T )
k,α(P ) := T
(R)
k,α (x, φ0(1))
deg(P )+T and v
(T )
k (P ) := x
deg(P )+T (c6−1)
k . We deduce
from (4.15) that for all ∆ ∈ UT , α ∈ AR and g ∈ G such that (g, 1) ∈ U (R)α
w
(T )
k,α(P ) · v(T )k (P ) · D(∆)
(
P
(
T
(R)
α (φk(g),y)
)
T
(R)
k,α (φk(g),y)
deg(P )
)
−w(T )k,α(P ) · v(T )k (P ) · Bk(∆)
(
P (x)
x
deg(P )
k
)∣∣∣∣∣
(x,y)=(φk(g),φ0(1))
= 0;
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since U
(R)
α is dense in G×G, we conclude that
(4.16) v
(T )
k (P ) · P (k)∆,α − w(T )k,α(P ) · P∆k ∈ I(G).
Now we start the induction. Lemma 4.6 iv) yields the equality if T = 0. Thus from
know on we assume that T ∈ N and CT−1(I) = DT−1(I). With the notation as
above, define
KT := In
(
w
(T )
k,α(P ) · P∆
′
k , I(G) : P ∈ hI, k ∈ {0, . . . , N}, α ∈ AR, ∆′ ∈ UT
)
IT := In
(
w
(T )
k,α(P ) · P∆
′
k , P
∆
k , I(G) : P ∈ hI, k ∈ {0, . . . , N},
α ∈ AR, ∆ ∈ U(b, T − 1), ∆′ ∈ UT
)
;
hence it is clear that IT ⊆ CT (I). See that Lemma 4.8 i) gives
IT ⊇ In
(
w
(T )
k,α(P ) · xT (c6−1)l · P∆
′
k , P
∆
k , I(G) : P ∈ hI, l, k ∈ {0, . . . , N},
α ∈ AR, ∆ ∈ U(b, T − 1), ∆′ ∈ UT
)
= In
(
w
(T )
k,α(P ) · xT (c6−1)k · P∆
′
l , P
∆
k , I(G) : P ∈ hI, l, k ∈ {0, . . . , N},
α ∈ AR, ∆ ∈ U(b, T − 1), ∆′ ∈ UT
)
.(4.17)
Now we have that
Z
(
w
(T )
k,α(P ) · xT (c6−1)k , I(G) : k ∈ {0, . . . , N}, α ∈ AR
)
= ∅.
Hence Proposition 4.3 and (4.17) yield
IT ⊇ In
(
P∆
′
k , P
∆
k , I(G) : P ∈ hI, k ∈ {0, . . . , N},
α ∈ AR, ∆ ∈ U(b, T − 1), ∆′ ∈ UT
)
and consequently we have the equality. Then, inasmuch as U(b, T−1)∪UT generates
U(b, T ), we get that IT = CT (I). Name
MT := In
(
v
(T )
k (P ) · P (k)∆′,α, I(G) : P ∈ hI, k ∈ {0, . . . , N}, α ∈ AR, ∆′ ∈ UT
)
JT := In
(
v
(T )
k (P ) · P (k)∆′,α, P (k)∆,α, I(G) : P ∈ hI, k ∈ {0, . . . , N},
α ∈ AR, ∆ ∈ U(b, T − 1), ∆′ ∈ UT
)
and thus JT ⊆ DT (I). Lemma 4.8 ii) leads to
JT ⊇ In
(
v
(T )
k (P ) · T (R)l,α (x, φ0(1))T · P (k)∆′,α, P (k)∆,α, I(G) : P ∈ hI,
l, k ∈ {0, . . . , N}, α ∈ AR, ∆ ∈ U(b, T − 1), ∆′ ∈ UT
)
= In
(
v
(T )
k (P ) · T (R)k,α (x, φ0(1))T · P (l)∆′,α, P (k)∆,α, I(G) : P ∈ hI,
l, k ∈ {0, . . . , N}, α ∈ AR, ∆ ∈ U(b, T − 1), ∆′ ∈ UT
)
.(4.18)
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Since
Z
(
v
(T )
k (P ) · T (R)k,α (x, φ0(1))T , I(G) : k ∈ {0, . . . , N}, α ∈ AR
)
= ∅,
Proposition 4.3 and (4.18) yield
JT ⊇ In
(
P
(k)
∆′,α, P
(k)
∆,α, I(G) : P ∈ hI, k ∈ {0, . . . , N},
α ∈ AR, ∆ ∈ U(b, T − 1), ∆′ ∈ UT
)
and trivially we have the equality. Moreover, since U(b, T−1)∪UT generates U(b, T ),
we conclude that that JT = D
T (I). From Corollary 4.2 ii)
(4.19) IT = (KT ,C
T−1(I)) and JT = (MT ,D
T−1(I)).
See that (4.16) yields
(4.20) KT = MT
From the equality CT−1(I) = DT−1(I), (4.19) and (4.20), we conclude that IT = JT
and this completes the induction.
Lemma 4.11. Let I be a homogeneous ideal of K[x0, . . . , xN ] and T ∈ N ∪ {0}.
Then
DT (I) = ET (I).
Proof. The proof shall be done by induction on T . Trivially D0(I) = E0(I); hence
we assume form now on that T ∈ N and DT−1(I) = ET−1(I). Let P ∈ K[x0, . . . , xN ]
be homogeneous, k ∈ {0, . . . , N}, α ∈ AR and ∆ ∈ UT . A straight consequence of
applying the Leibniz’s rule to the the product T
(R)
k,α (x,y)
deg(P )+T · P (T (R)α (x,y))
Tk,α(x,y)deg(P )
is that
(4.21) T
(R)
k,α (x, φ0(1))
T · P∆,α − P (k)∆,α ∈ DT−1(P ).
Set
KT := In
(
T
(R)
k,α (x, φ0(1))
T · P∆′,α, I(G) : P ∈ hI, k ∈ {0, . . . , N},
α ∈ AR, ∆′ ∈ UT
)
IT := In
(
T
(R)
k,α (x, φ0(1))
T · P∆′,α, P∆,α, I(G) : P ∈ hI, k ∈ {0, . . . , N},
α ∈ AR, ∆ ∈ U(b, T − 1), ∆′ ∈ UT
)
.
By Corollary 4.2 ii)
(4.22) IT = (KT ,E
T−1(I))
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Since DT−1(I) = ET−1(I) and U(b, T −1)∪UT generates U(b, T ), we get that (4.21)
and (4.22) imply DT (I) = IT . Define
JT := In
(
T
(R)
k,β (x, φ0(1))
deg(P ) · T (R)k,α (x, φ0(1))T · P∆′,α, P∆,α, I(G) : P ∈ hI,
k ∈ {0, . . . , N}, α, β ∈ AR, ∆ ∈ U(b, T − 1), ∆′ ∈ UT
)
.
Note that JT ⊆ IT ⊆ ET (I) and therefore it is enough to show that JT = ET (I) to
conclude the proof. A consequence of Lemma 4.8 iii) is that
JT = In
(
T
(R)
k,α (x, φ0(1))
T+deg(P ) · P∆′,β, P∆,α, I(G) : P ∈ hI, k ∈ {0, . . . , N},
α, β ∈ AR, ∆ ∈ U(b, T − 1), ∆′ ∈ UT
)
.(4.23)
Since
Z
(
T
(R)
k,α (x, φ0(1))
T+deg(P ), I(G) : k ∈ {0, . . . , N}, α ∈ AR
)
= ∅,
Proposition 4.3 and (4.23) lead to the equality
JT = In
(
P∆′,β, P∆,α, I(G) : P ∈ hI, k ∈ {0, . . . , N},
α, β ∈ AR, ∆ ∈ U(b, T − 1), ∆′ ∈ UT
)
.
and this implies JT = E
T (I) since U(b, T − 1) ∪ UT generates U(b, T ).
Lemma 4.12. Let I be a homogeneous ideal of K[x0, . . . , xN ] and T ∈ N ∪ {0}.
Then
ET (I) = ET (In(I)).
Proof. The inclusion ET (I) ⊆ ET (In(I)) is trivial since I ⊆ In(I). For a homoge-
neous ideal K of K[x0, . . . , xN ] and t ∈ N ∪ {0}, write
Kt :=
(
P∆,α, I(G) : P ∈ hK, α ∈ AR, ∆ ∈ U(b, t)
)
.
By Corollary 4.2 and the Primary Decomposition Theorem, there is a homogeneous
ideal J of K[x0, . . . , xN ] such that In(I) ∩ J = I and Z(J) = ∅. We need to show
that for all r, s ∈ N ∪ {0} with s ≤ r we have
(4.24) In
(
In(I)r−s · Js
) ⊆ In((In(I) · J)r).
We prove this equation by induction on r. Trivially (4.24) holds true for r = 0. Now
assume that r ∈ N and that the result holds true for r − 1. If s > 0, then
Z(Js) = Z(Js−1) = ∅
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inasmuch as
In(J) ⊆ In(Js−1) ⊆ In(Js).
Then Proposition 4.3 yields
In
(
In(I)r−s · Js
)
= In
(
In(I)r−s
)
= In
(
In(I)r−s · Js−1
)
.
and the hypothesis of induction implies
In
(
In(I)r−s · Js
)
= In
(
In(I)r−s · Js−1
)
⊆ In((In(I) · J)r−1)
⊆ In((In(I) · J)r).(4.25)
It remains to show (4.24) when s = 0. For all t ∈ {0, . . . , r}, if P ∈ In(I), Q ∈ J ,
α ∈ AR and ∆ ∈ Ut, the Leibniz rule and (4.25) lead to
P∆,α ·Q(R)1,α − (P ·Q)∆,α ∈ In
(
(In(I) · J)r
)
.
Thus, since (P ·Q)∆,α ∈ In
(
(In(I) · J)r
)
, we deduce that
(4.26) P∆,α ·Q(R)1,α ∈ In
(
(In(I) · J)r
)
.
Inasmuch as
⋃r
t=0 Ut generates U(b, r), we conclude from (4.26) that
In
(
In(I)r · J0
) ⊆ In((In(I) · J)r)
which completes the proof by induction of (4.24). We come back to the proof and
we finish it as follows
ET (In(I)) = In
(
In(I)T
)
= In
(
In(I)T · J
)
by Proposition 4.3
⊆ In((In(I) · J)T ) by (4.24)
⊆ In(IT )
= ET (I).
All the effort we spent showing that BT (I) = CT (I) = DT (I) = ET (I) is rewarded
with the following claim.
Corollary 4.13. Let I be a homogeneous ideal and T, T ′ ∈ N ∪ {0}. Then
ET+T
′
(I) = ET
(
ET
′
(I)
)
.
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Proof. For any t ∈ N ∪ {0}, set
It :=
(
P
(∆′1,...,∆
′
r)
(k1,...,kr)
, I, I(G) : P ∈ hI, r ∈ {1, . . . , t},
k1 . . . , kr ∈ {0, . . . , N}, ∆′1, . . . ,∆′r ∈ b
)
By Lemma 4.9, Lemma 4.10 and Lemma 4.11, we get that for all t ∈ N ∪ {0}
(4.27) Bt(I) = Et(I).
Then
ET (ET
′
(I)) = ET (BT
′
(I)) by (4.27)
= ET (IT ′) by Lemma 4.12
= BT (IT ′) by (4.27)
= BT+T
′
(I)
= ET+T
′
(I) by (4.27).
Proposition 4.14. Let I be a homogeneous ideal of K[x0, . . . , xN ], T ∈ N∪{0} and
g ∈ G. Then
TLg
(
ET (I)
)
= In
(
∂TLg(I)
)
= ET
(
TLg(I)
)
.
Proof. Recall that if z ∈ G, then kz := min{k ∈ {0, . . . , N} : z ∈ Gk}. Take
P ∈ K[x0, . . . , xN ] homogeneous, α, γ ∈ AR, β, δ ∈ AL and k ∈ {0, . . . , N}, and
write
v
(δ,γ)
k (P ) := T
(L)
k,δ
(
φkg(g), T
(R)
γ (x,y)
)deg(P )
w
(α,β)
k (P ) := T
(R)
k,α
(
T
(L)
β (φkg(g),x),y
)deg(P )
Q(δ,γ)(P ) := P
(
T
(L)
δ
(
φkg(g), T
(R)
γ (x,y)
))
R(α,β)(P ) := P
(
T (R)α
(
T
(L)
β (φkg(g),x),y
))
.
Note that for all ∆ ∈ U(b)
D(∆)(Q(δ,γ)(P ))∣∣∣
y=φ0(1)
=
(
P
(L)
g,δ
)
∆,γ
v
(δ,γ)
k (P )
∣∣∣
y=φ0(1)
=
((
x
deg(P )
k
)(L)
g,δ
)(R)
1,γ
D(∆)(R(α,β)(P ))∣∣∣
y=φ0(1)
=
(
P∆,α
)(L)
g,β
w
(α,β)
k (P )
∣∣∣
y=φ0(1)
=
((
x
deg(P )
k
)(R)
1,α
)(L)
g,β
.
For t ∈ N ∪ {0} define the ideal of K[x0, . . . , xN ]
It :=
((
P
(L)
g,δ
)
∆,γ
, I(G) : P ∈ hI, γ ∈ AR, δ ∈ AL, ∆ ∈ U(b, t)
)
.
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We shall prove the following equality by induction on T
(4.28) In
(
∂TLg(I)
)
= In(IT ).
From Lemma 4.6 iii) we get that (4.28) holds true for T = 0; thus we may assume
that T ∈ N and In(∂T−1Lg (I)) = In(IT−1). Take (z, w) ∈ G × G and call u :=
(φkz(z), φkw(w)). First assume that
(4.29) (g, z) ∈ U (L)β , (gz, w) ∈ U (R)α , (z, w) ∈ U (R)γ , (g, zw) ∈ U (L)δ ;
then
v
(δ,γ)
k (P ) · R(α,β)(P )− w(α,β)k (P ) ·Q(δ,γ)(P )
∣∣∣∣
(x,y)=u
= 0(4.30)
since
φ
(
g(zw)
)
=
[
T
(L)
0,δ
(
φkg(g), T
(R)
γ (x,y)
)
: . . . : T
(L)
N,δ
(
φkg(g), T
(R)
γ (x,y)
)]∣∣∣∣
(x,y)=u
=
[
T
(R)
0,α
(
T
(L)
β (φkg(g),x),y
)
: . . . : T
(R)
N,α
(
T
(L)
β (φkg(g),x),y
)]∣∣∣∣
(x,y)=u
= φ
(
(gz)w
)
.
Now see that if (4.29) is not satisfied, then (4.30) still holds true inasmuch as both
addends of (4.30) would be zero. Thus, since (4.30) holds true for all (z, w) ∈ G×G,
we obtain that
v
(δ,γ)
k (P ) ·R(α,β)(P )− w(α,β)k (P ) ·Q(δ,γ)(P )
∣∣∣∣
y=φ0(1)
∈ I(G)
and therefore we get that for all ∆ ∈ U(b)
(4.31) D(∆)
(
v
(δ,γ)
k (P ) ·R(α,β)(P )− w(α,β)k (P ) ·Q(δ,γ)(P )
)∣∣∣∣
y=φ0(1)
∈ I(G)
Let ∆ be in U(b, T ) and note that, by the Leibniz’s rule, there exist R ∈ ∂T−1Lg (I)
and Q ∈ IT−1 such that
D(∆)
(
v
(δ,γ)
k (P ) · R(α,β)(P )
)∣∣∣∣
y=φ0(1)
−
((
x
deg(P )
k
)(L)
g,δ
)(R)
1,γ
· (P∆,α)(L)g,β − R ∈ I(G)
D(∆)
(
w
(α,β)
k (P ) ·Q(δ,γ)(P )
)∣∣∣∣
y=φ0(1)
−
((
x
deg(P )
k
)(R)
1,α
)(L)
g,β
· (P (L)g,δ )∆,γ −Q ∈ I(G).
(4.32)
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Define
JT :=
(
D(∆)
(
v
(δ,γ)
k (P ) · R(α,β)(P )
)∣∣∣
y=φ0(1)
, ∂T−1Lg (I) : P ∈ hI,
α, γ ∈ AR, β, δ ∈ AL, k ∈ {0, . . . , N}, ∆ ∈ U(b, T )
)
KT :=
(
D(∆)
(
w
(α,β)
k (P ) ·Q(δ,γ)(P )
)∣∣∣
y=φ0(1)
, IT−1 : P ∈ hI,
α, γ ∈ AR, β, δ ∈ AL, k ∈ {0, . . . , N}, ∆ ∈ U(b, T )
)
.
Thus (4.32) leads to
JT =
(((
x
deg(P )
k
)(L)
g,δ
)(R)
1,γ
· (P∆,α)(L)g,β , ∂T−1Lg (I) : P ∈ hI, α, γ ∈ AR,
β, δ ∈ AL, k ∈ {0, . . . , N}, ∆ ∈ U(b, T )
)
KT =
(((
x
deg(P )
k
)(R)
1,α
)(L)
g,β
· (P (L)g,δ )∆,γ, IT−1 : P ∈ hI, α, γ ∈ AR,
β, δ ∈ AL, k ∈ {0, . . . , N}, ∆ ∈ U(b, T )
)
.(4.33)
On one hand, it is easily seen that
Z
(((
x
deg(P )
k
)(L)
g,δ
)(R)
1,γ
, I(G) : γ ∈ AR, δ ∈ AL, k ∈ {0, . . . , N}
)
=
Z
(((
x
deg(P )
k
)(R)
1,α
)(L)
g,β
, I(G) : α ∈ AR, β ∈ AL, k ∈ {0, . . . , N}
)
= ∅,
and hence Proposition 4.3 and (4.33) yield
(4.34) In(∂TLg(I)) = In(JT ) and In(IT ) = In(KT ).
On the other hand, (4.31) implies that for all P ∈ hI, α, γ ∈ AR, β, δ ∈ AL, k ∈
{0, . . . , N} and ∆ ∈ U(b, T ), the two polynomials D(∆)(v(δ,γ)k (P ) ·R(α,β)(P ))∣∣y=φ0(1)
and D(∆)(w(α,β)k (P ) · Q(δ,γ)(P ))∣∣y=φ0(1) are equal up to an element of I(G); then
(4.32) and the hypothesis of induction give
((
x
deg(P )
k
)(L)
g,δ
)(R)
1,γ
· (P∆,α)(L)g,β ∈ KT and ((xdeg(P )k )(R)1,α)(L)g,β · (P (L)g,δ )∆,γ ∈ JT .
(4.35)
See that (4.35) and the hypothesis of induction let us assert, using Corollary 4.2 ii),
that In(JT ) = In(KT ), and this equality jointly with (4.34) concludes the proof of
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(4.28). Now we complete the proof the statement
TLg
(
ET (I)
)
= In(∂TLg(I)) by Lemma 4.5
= In(IT ) by (4.28)
= ET
(
TLg(I)
)
by Lemma 4.12.
Before we proceed with the analogous result to Proposition 4.14 for ∂TRg(I), we need
a technical result.
Lemma 4.15. Let P ∈ K[x0, . . . , xN ] be homogeneous, α, β, γ, δ ∈ AR, k, l ∈
{0, . . . , N} and ∆ ∈ U(b, T ) \ U(b, T − 1). For all g ∈ G such that Ad(g)(b) ⊆ b((
x
deg(P )+T
k
)(R)
1,α
)(R)
g,β
· (P (R)g,δ )(l)Ad(g)(∆),γ − ((xdeg(P )+Tl )(R)g,δ )(R)1,γ · (P (k)∆,α)(R)g,β ∈ I(G).
Proof. Write
W1 :=
{
z ∈ G : zg ∈ Gl, (z, 1) ∈ U (R)γ , (z, g) ∈ U (R)δ
}
.
First assume that W1 is empty. In this case, for any homogeneous polynomial Q ∈
K[x0, . . . , xN ], t ∈ N ∪ {0} and ∆′ ∈ U(b, t) \ U(b, t− 1), the polynomial(
Q(x)
(R)
g,δ
)(l)
∆′,γ
=
T
(R)
l,δ
(
T (R)γ (x,y), φkg(g)
)deg(Q)+t
· D(∆′)
(
Q
(
T
(R)
δ
(
T
(R)
γ (x,y), φkg(g)
))
T
(R)
l,δ
(
T
(R)
γ (x,y), φkg(g)
)deg(Q)
)∣∣∣∣∣
y=φ0(1)
evaluated in any z ∈ G is zero and therefore it is in I(G). Hence the statement of
the lemma is true in this case since
((
x
deg(P )+T
l
)(R)
g,δ
)(R)
1,γ
,
(
P
(R)
g,δ
)(l)
Ad(g)(∆)
∈ I(G). Now
write
W2 :=
{
z ∈ G : zg ∈ Gk, (zg, 1) ∈ U (R)γ , (z, g) ∈ U (R)δ
}
.
If W2 is empty, we deduce proceeding as above that
((
x
deg(P )+T
k
)(R)
1,α
)(R)
g,β
,
(
P
(k)
∆,α
)(R)
g,β
∈
I(G) and the statement is true also in this case. From now on we assume that W1
and W2 are not empty. Take α
′, γ′, δ′ ∈ AR and β ′ ∈ AL such that
W3 :=
{
z ∈ G : zg ∈ Gl, (1, g) ∈ U (R)γ′ , (z, g) ∈ U (R)δ′
}
and
W4 :=
{
z ∈ G : zg ∈ Gk, (g, 1) ∈ U (L)β′ , (z, g) ∈ U (R)α′
}
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are not empty. Thus U :=
⋂4
i=1Wi is an open dense subset of G. For all z ∈ U , we
get that
P
(
T
(R)
δ
(
T
(R)
γ (φkz(z),x), φkg(g)
))
T
(R)
l,δ
(
T
(R)
γ (φkz(z),x), φkg(g)
)deg(P ) = P
(
T
(R)
δ′
(
φkz(z), T
(R)
γ′ (x, φkg(g))
)
T
(R)
l,δ′
(
φkz(z), T
(R)
γ′ (x, φkg(g))
)deg(P )
as a regular function in a neighbourhood of 1; hence
D(Ad(g)(∆))
(
P
(
T
(R)
δ
(
T
(R)
γ (x,y), φkg(g)
))
T
(R)
l,δ
(
T
(R)
γ (x,y), φkg(g)
)deg(P )
)∣∣∣∣∣
(x,y)=(φkz (z),φ0(1))
=
D(Ad(g)(∆))
(
P
(
T
(R)
δ′
(
x, T
(R)
γ′ (y, φkg(g))
)
T
(R)
l,δ′
(
x, T
(R)
γ′ (y, φkg(g))
)deg(P )
)∣∣∣∣∣
(x,y)=(φkz (z),φ0(1))
.(4.36)
In the same way we deduce that for all z ∈ U
D(∆)
(
P
(
T
(R)
α
(
T
(R)
β (x, φkg(g)),y
))
T
(R)
k,α
(
T
(R)
β (x, φkg(g)),y
)deg(P )
)∣∣∣∣∣
(x,y)=(φkz (z),φ0(1))
=
D(∆)
(
P
(
T
(R)
α′
(
x, T
(L)
β′ (φkg(g),y)
))
T
(R)
k,α′
(
x, T
(L)
β′ (φkg(g),y)
)deg(P )
)∣∣∣∣∣
(x,y)=(φkz (z),φ0(1))
.(4.37)
Since Ad(g)(∆) = η∗g ◦∆ ◦ η∗g−1 , we get that for all z ∈ U
D(Ad(g)(∆))
(
P
(
T
(R)
δ′
(
φkz(z), T
(R)
γ′ (y,x)
)
T
(R)
l,δ′
(
φkz(z), T
(R)
γ′ (y,x)
)deg(P )
)∣∣∣∣∣
(x,y)=(φkg (g),φ0(1))
=
Bkg(∆)
(
P
(
T
(R)
δ′
(
φkz(z),x
)
T
(R)
l,δ′
(
φkz(z),x
)deg(P )
)∣∣∣∣∣
x=φkg (g)
.(4.38)
Since ∆ = ξ∗g ◦∆ ◦ ξ∗g−1, we conclude that for all z ∈ U
D(∆)
(
P
(
T
(R)
α′
(
φkz(z), T
(L)
β′ (x,y)
))
T
(R)
k,α′
(
φkz(z), T
(L)
β′ (x,y)
)deg(P )
)∣∣∣∣∣
(x,y)=(φkg (g),φ0(1))
=
Bkg(∆)
(
P
(
T
(R)
δ′
(
φkz(z),x
)
T
(R)
l,δ′
(
φkz(z),x
)deg(P )
)∣∣∣∣∣
x=φkg (g)
.(4.39)
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Set
v(x,y) :=
(
T
(R)
l,δ
(
T (R)γ (x,y), φkg(g)
)
· T (R)k,α
(
T
(R)
β (x, φkg(g)),y
))deg(P )+T
.
By the equalities (4.36),(4.37),(4.38) and (4.39), we conclude that for all z ∈ U
v(x,y) · D(Ad(g)(∆))
(
P
(
T
(R)
δ
(
T
(R)
γ (x,y), φkg(g)
))
T
(R)
l,δ
(
T
(R)
γ (x,y), φkg(g)
)deg(P )
)
−v(x,y) · D(∆)
(
P
(
T
(R)
α
(
T
(R)
β (x, φkg(g)),y
))
T
(R)
k,α
(
T
(R)
β (x, φkg(g)),y
)deg(P )
)∣∣∣∣∣
(x,y)=(φkz (z),φ0(1))
= 0.(4.40)
Finally U is dense in G so (4.40) is true for all z ∈ G and the statements has been
demonstrated.
Proposition 4.16. Let I be a homogeneous ideal of K[x0, . . . , xN ], T ∈ N∪{0} and
g ∈ G. If Ad(g)(b) ⊆ b, then
TRg
(
ET (I)
)
= In
(
∂TRg(I)
)
= ET
(
TRg(I)
)
.
Proof. For t ∈ N ∪ {0} define the ideals
∂̂tRg(I) :=
((
P
(k)
∆,α
)(R)
g,β
, I(G) : P ∈ hI, α, β ∈ AR, k ∈ {0, . . . , N}, ∆ ∈ U(b, t)
)
It :=
((
P
(R)
g,δ
)(k)
∆,γ
, I(G) : P ∈ hI, γ, δ ∈ AR, k ∈ {0, . . . , N}, ∆ ∈ U(b, t)
)
.
From Lemma 4.11 and Lemma 4.12, it suffices to show
(4.41) TRg
(
DT (I)
)
= In
(
∂̂TRg(I)
)
= DT
(
TRg(I)
)
.
The first step is to show the following equality by induction on T
(4.42) In
(
∂̂TRg(I)
)
= In(IT ).
From Lemma 4.5 and Lemma 4.6 ii), we get that (4.42) holds for T = 0; thus we
may assume that T ∈ N and In
(
∂̂T−1Rg (I)
)
= In(IT−1). Define the ideals
JT :=
(((
x
deg(P )+T
l
)(R)
g,δ
)(R)
1,γ
· (P (k)∆,α)(R)g,β , ∂̂T−1Rg (I) : P ∈ hI,
α, β, γ, δ ∈ AR, l, k ∈ {0, . . . , N}, ∆ ∈ U(b, T ) \ U(b, T − 1)
)
KT :=
(((
x
deg(P )+T
k
)(R)
1,α
)(R)
g,β
· (P (R)g,δ )(l)∆,γ, IT−1 : P ∈ hI,
α, β, γ, δ ∈ AR, l, k ∈ {0, . . . , N}, ∆ ∈ U(b, T ) \ U(b, T − 1)
)
.
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On one hand
Z
(((
x
deg(P )+T
l
)(R)
g,δ
)(R)
1,γ
, I(G) : γ, δ ∈ AR, l ∈ {0, . . . , N}
)
=
Z
(((
x
deg(P )+T
k
)(R)
1,α
)(R)
g,β
, I(G) : α, β ∈ AR, k ∈ {0, . . . , N}
)
= ∅,
and hence Proposition 4.3 yields
(4.43) In
(
∂̂TRg(I)
)
= In(JT ) and In(IT ) = In(KT ).
On the other hand, Lemma 4.15 asserts that for P ∈ hI, l, k ∈ {0, . . . , N},
α, β, γ, δ ∈ AR and ∆ ∈ U(b, T ) \ U(b, T − 1)((
x
deg(P )+T
l
)(R)
g,δ
)(R)
1,γ
· (P (k)∆,α)(R)g,β ∈ KT and ((xdeg(P )+Tk )(R)1,α)(R)g,β · (P (R)g,δ )(l)∆,γ ∈ JT .
Thus Corollary 4.2 ii) and the hypothesis of induction lead to In(JT ) = In(KT ) and
this equality concludes the proof of (4.42) by (4.43). We conclude the proof of (4.41)
as follows
TRg
(
DT (I)
)
= In
(
∂̂TRg(I)
)
by Lemma 4.5
= In(IT ) by (4.42)
= DT
(
TRg(I)
)
by Lemma 4.11 and Lemma 4.12.
The following result is the analogous statement to [18, Prop. 4.3] that we need in
the proofs of the main theorems.
Corollary 4.17. Let I be a homogeneous ideal of K[x0, . . . , xN ], T, T ′ ∈ N ∪ {0}
and g, h ∈ G. Then
i) In
(
∂T
′
Lh
(
∂TLg(I)
))
= In
(
∂T+T
′
Lgh
(I)
)
.
ii) In
(
∂T
′
Rh
(
∂TRg(I)
))
= In
(
∂T+T
′
Rhg
(I)
)
.
iii) In
(
∂T
′
Rh
(
∂TLg(I)
))
= In
(
∂TLg
(
∂T
′
Rh
(I)
))
.
Proof. We just show i) insomuch as the proofs of the three statements are quite
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similar. Then
In
(
∂T
′
Lh
(
∂TLg(I)
))
= TLh
(
ET
′(
∂TLg(I)
))
by Proposition 4.14
= TLh
(
ET
′(
In
(
∂TLg(I)
)))
by Lemma 4.12
= TLh
(
ET
′(
ET (TLg(I))
))
by Proposition 4.14
= TLh
(
ET+T
′
(TLg(I))
)
by Corollary 4.13
= TLh
(
TLg
(
ET+T
′
(I)
))
by Proposition 4.14
= TLgh
(
ET+T
′
(I)
)
by Lemma 4.6 i)
= In
(
∂T+T
′
Lgh
(I)
)
by Proposition 4.14.
5 Auxiliary results
In this section we state the main tools that will be used in the proofs of our main
theorems. Denote by B the connected Lie subgroup of G(C) corresponding to the
Lie subalgebra b ⊗K C ⊆ Lie(G(C)). Remember that for an irreducible subvariety
W of G, we define τ(W ) := dim(B)− dim(W (C) ∩ Bw) where w ∈ W is such that
W (C) ∩ Bw is transverse at w; if V ⊆ φ(G) is a subvariety, τ(V ) := τ(φ−1(V )).
Let Z be an irreducible component of a projective variety V in PN and OZ,V the
local ring of V along Z. For an homogeneous ideal I of K[x0, . . . , xN ] such that
Z ⊆ Z(I) ⊆ V , we denote by IOZ,V its corresponding ideal in OZ,V and
lZ,V (I) := lOZ,V (OZ,V /IOZ,V )
where lOZ,V (OZ,V /IOZ,V ) is the length of the OZ,V−module OZ,V /IOZ,V . We will
need the following version of Bezout’s Theorem.
Theorem 5.1. Let F ⊆ K[x0, . . . , xN ] be a set of homogeneous polynomials of degree
at most D and J the homogeneous ideal generated by F . For a homogeneous ideal
I of K[x0, . . . , xN ] such that Z(I) is pure dimensional, call S the set of irreducible
components Z of Z(I, J) with the property that OZ,Z(I) is Cohen-Macaulay. Then∑
Z∈S
lZ,Z(I)(I, J) · deg(Z) ≤ Ddim(Z(I))−dim(Z(I,J)) · deg(Z(I)).
Proof. See [7, Ex. 12.3.7] or [15, Thm. 1.1 and Remark 1.3].
We shall use the following consequence of Theorem 5.1.
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Corollary 5.2. Let F ⊆ K[x0, . . . , xN ] be a set of homogeneous polynomials of
degree at most D and J the homogeneous ideal generated by F . Call S the set of
irreducible components Z of Z(I(G), J) with the property that Z ∩ φ(G) 6= ∅. Then∑
Z∈S
lZ,φ(G)
(
I(G), J
) · deg(Z) ≤ Dn−dim(Z(I(G),J)) · deg (φ(G)).
Proof. From Theorem 5.1 it is enough to show that OZ,φ(G) is Cohen-Macaulay if
Z ∩ φ(G) 6= ∅. G is smooth, see [1, Sec. 1.2]; in particular, Oφ(g),φ(G) is Cohen-
Macaulay for all g ∈ G. The localization of a Cohen-Macaulay ring by a prime ideal
is Cohen-Macaulay, see [5, Prop. 18.8]. Assume that φ(g) ∈ Z ∩ φ(G), then the
local ring OZ,φ(G) is isomorphic to the localization of Oφ(g),φ(G) in the prime ideal
corresponding to Z and then it is Cohen-Macaulay by the previous argument.
Let I be an ideal of K[x0, . . . , xN ] and denote by Ass
(
K[x0, . . . , xN ]/I
)
the set of
associated primes of theK[x0, . . . , xN ]−moduleK[x0, . . . , xN ]/I. The following result
is a straight consequence of [22, Lemma 3 and Prop. 1]; we emphasize that these
results were stated for commutative algebraic groups, nevertheless their proofs work
in the same way for noncommutative algebraic groups.2
Lemma 5.3. Let I and J be homogeneous ideals of K[x0, . . . , xN ] such that J con-
tains I(G) and J ∈ Ass(K[x0, . . . , xN ]/I). If ∂TL1I ⊆ J , then
lZ(J),φ(G)(I) ≥
(
τ(Z(J)) + T
τ(Z(J))
)
.
Proof. See [22, Lemma 3 and Prop. 1].
Nakamaye [15, Lemma 1.8] gives a short proof the well known fact: deg(φ(V )) =
deg(φ(gV )) for V an irreducible variety of G and g ∈ G. In the same way, it can be
proven that deg(φ(V )) = deg(φ(V g)).
Lemma 5.4. Let V be an irreducible variety of G. Then
deg(φ(V )) = deg(φ(gV )) = deg(φ(V g)) ∀ g ∈ G.
Proof. See [15, Lemma 1.8].
Recall that given a finite set Σ1 of G containing 1 and S ∈ N, ΣS is the set of
products of S elements of Σ1. For g ∈ ΣS write φ(g) =
[
g0 : . . . : gN
]
and
Jg :=
(
gl · xk − gk · xl : l, k ∈ {0, . . . , N}
)
;
2We just have to be careful in [22, (8) p. 482]. The claim is true in the noncommutative case
but the induction proof has to be done slightly more carefully.
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thus Jg is the maximal ideal corresponding to φ(g) and Z(Jg) =
{
φ(g)
}
. Let A be
the set of functions f : ΣS → {0, . . . , N} and write
IS :=
( ∏
g∈ΣS
(ge(g) · xf(g) − gf(g) · xe(g)) : e, f ∈ A
)
;
hence
(5.1) Z(IS) = Z
( ∏
g∈ΣS
Jg
)
= ΣS .
Define the ideals
Ig,T :=
(
P ∈ K[x0, . . . , xN ] : P homogeneous, ordg(b, P ) ≥ T
)
IS,T :=
(
P ∈ K[x0, . . . , xN ] : P homogeneous, ordg(b, P ) ≥ T ∀ g ∈ ΣS
)
.
The next proposition is a trivial but fundamental tool to find obstruction subvarieties
in Theorem 1.1 and Theorem 1.3.
Proposition 5.5. For all non-zero dimensional irreducible subvariety W of G, there
is P ∈ hIS,T of degree at most
∑S
i=0(|Σ1| − 1)i such that φ(W ) * Z(P ).
Proof. Let
√
I denotes the radical of the ideal I. For all g ∈ ΣS the ideal Ig,1 is prime
so
√Ig,T ⊆√Ig,1 = Ig,1. Note that P (φ(g)) = 0 if P ∈ Ig,1. Then the Leibniz’s rule
implies that ordg(b, P
T+1) ≥ T if P ∈ Ig,1; this yields the inclusion Ig,1 ⊆
√Ig,T
and we conclude that
(5.2) Ig,1 =
√Ig,T .
Hence
Z(IS,T ) = Z
( ⋂
g∈ΣS
Ig,T
)
=
⋃
g∈ΣS
Z(Ig,T )
=
⋃
g∈ΣS
Z(√Ig,T )
=
⋃
g∈ΣS
Z(Ig,1) by (5.2)
= ΣS
= Z(IS) by (5.1).(5.3)
Since dim(W ) > 0 = dim(Z(IS)), we conclude from (5.3) that there is one generator
P (x0, . . . , xN ) :=
∏
g∈ΣS
(ge(g) · xf(g) − gf(g) · xe(g)) of IS such that Z(P ) + φ(W ).
Since |ΣS| ≤
∑S
i=0(|Σ1| − 1)i, we conclude that deg(P ) ≤
∑S
i=0(|Σ1| − 1)i.
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Now we characterize ordg(b, T ) in terms of ∂
T
Lg
(P ) and ∂TRg(P ). The following state-
ment is analogous to [18, Prop. 4.4].
Corollary 5.6. Let P ∈ K[x0, . . . , xN ] \ I(G) be homogeneous, g, h ∈ G and T ∈
N ∪ {0}. The following statements are equivalent
i) ordgh(b, P ) > T .
ii) φ(h) ∈ Z(∂TLg(P )).
iii) φ(g) ∈ Z(∂TRh(P )).
Proof. Call J :=
(
P∆,α, I(G) : α ∈ AR,∆ ∈ U(b, T )
)
. By the definition of the
polynomials P∆,α, it is clear that ordgh(b, P ) > T if and only if gh ∈ Z(J). Thus
the equivalence of i) and ii) is a consequence of the following equalities
Z(J) = Z(ET (P )) by Corollary 4.2 iv)
= Z(TL
g−1
(
In
(
∂TLg(P )
)))
by Proposition 4.14
= φ
(
g · φ−1(Z(In(∂TLg(P ))))) by Remark 4.4
= φ
(
g · φ−1(Z(∂TLg(P )))) by Corollary 4.2 iv).
Likewise it is proven that i) and iii) are equivalent.
6 Proofs of Theorem 1.1 and Theorem 1.2
In this section we demonstrate Theorem 1.1 and Theorem 1.2. Before we start with
the proof of Theorem 1.1, fix P1, . . . , Pt ∈ K[x0, . . . , xN ] homogeneous polynomials
such that I(G) = (P1, . . . , Pt) and define
c7 := max
1≤k≤t
deg(Pk) and c1 = c2 = c
2n
5 c
n
7 deg(φ(G)).
Proof. (Theorem 1.1) Let ∂TLg(I) and IS,T be as in Section 4 and Section 5. Denote by
I∗2 the ideal generated by
⋃
g∈Σ
[Sn ]
∂
[T
n
]
Lg
(P ). If dim(Z(I∗2 )) = n−1, letW2,1, . . . ,W2,m2
be the irreducible components of Z(I∗2 ) of dimension n− 1. From Proposition 5.5, if
n− 1 > 0, there are homogeneous polynomials Q2,1, . . . , Q2,m2 ∈ IS,T+1 of degree at
most
∑S
j=0(|Σ1| − 1)j such that φ(W2,i) * Z(Q2,i) for each i ∈ {1, . . . , m2}. Define
P2 :=

∅ if dim(Z(I∗2 )) < n− 1, dim(Z(I∗2 )) = 0,
or d0 > n− 2;
{Q2,1, . . . , Q2,m2} otherwise.
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We call I2 the ideal generated by I
∗
2 and P2. Note that dim(Z(I2)) < n − 1 or
dim(Z(I2)) = 0 insomuch as φ(Wi) * Z(Q2,i) for all i ∈ {1, . . .m2}. We proceed
with the construction of Pr+1, I∗r+1 and Ir+1. For r ∈ {2, . . . , n} let I∗r+1 be the ideal
generated by ⋃
g∈Σ
[ rSn ]
∂
[ rT
n
]
Lg
(P ) ∪
r⋃
k=2
⋃
Q∈Pk
⋃
g∈Σ
[ rSn ]
∂
[ rT
n
]
Lg
(Q).
If dim(Z(I∗r+1)) = dim(Z(Ir)) > 0, let Wr+1,1, . . . ,Wr+1,mr+1 be the irreducible
components of Z(I∗r+1) of dimension dim(Z(Ir)). From Proposition 5.5 we know
that there are homogeneous polynomials Qr+1,1, . . . , Qr+1,mr+1 ∈ IS,T+1 of degree at
most
∑S
j=0(|Σ1| − 1)j such that φ(Wr+1,i) * Z(Qr+1,i) for each i ∈ {1, . . . , mr+1}.
Define
Pr+1 :=

∅ if dim(Z(I∗r+1)) = 0,
dim(Z(I∗r+1)) < dim(Z(Ir)),
or d0 > n− r − 1;
{Qr+1,1, . . . , Qr+1,mr+1} otherwise.
Call Ir+1 the ideal generated by I
∗
r+1 and Pr+1. The choice of the Qr+1,i let us con-
clude that if r + 1 ≤ n− d0, then dim(Z(Ir+1)) < dim(Z(Ir)) or dim(Z(Ir+1)) = 0;
in particular dim(Z(Ir)) ≤ n − r for all r ≤ n − d0. I∗r+1 is generated by homoge-
neous polynomials of degree at most max
{
c7, c
2
5D
}
and
∑S
j=0(|Σ1| − 1)j ≤ D; then
Ir+1 is generated by homogeneous polynomials of degree at most max
{
c7, c
2
5D
}
. By
Corollary 5.6, φ(1) ∈ Z(∂TLg(P )) and φ(1) ∈ Z(⋃Q∈Pk ∂TLg(Q)) for all g ∈ ΣS and
k ∈ {2, . . . , n}; this yields φ(1) ∈ Z(In+1) ∩ φ(G). Let dr the maximal dimension of
the irreducible components of Z(Ir) which contain φ(1) for each r ∈ {2, . . . , n+ 1}.
Since
{φ(1)} ⊆ Z(In+1) ⊆ . . . ⊆ Z(In−d0+1) ⊆ Z(In−d0) ⊆ . . . ⊆ Z(I2)
and dr ≤ dim(Z(Ir)) ≤ n− r when r ≤ n− d0, the Pigeonhole Principle yields that
there is r0 ∈ {n − d0, . . . , n} such that dr0 = dr0+1 ≤ d0; in particular, there is an
irreducible component W ′ of Z(Ir0) with dimension dr0 which is also an irreducible
component of Z(Ir0+1) and φ(1) ∈ W ′ ∩ φ(G). Let J be the homogeneous prime
ideal corresponding to W ′ and write W := φ−1(W ′). The properties i), ii) and iii)
are satisfied by the construction of W . It remains to prove that iv) is true. The
construction of Ir0+1 and Corollary 4.17 i) lead to
(6.1) ∂
[T
n
]
Lg
(Ir0) ⊆ In
(
∂
[T
n
]
Lg
(Ir0)
)
⊆ In(Ir0+1) ⊆ J ∀ g ∈ Σ[S
n
].
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For all g ∈ Σ[S
n
], let Jg be the homogeneous prime ideal corresponding to the irre-
ducible variety φ(gW ). For all g ∈ Σ[S
n
]
∂
[T
n
]
L1
(Ir0) ⊆ In
(
∂
[T
n
]
L1
(Ir0)
)
= In
(
∂0L
g−1
(
∂
[T
n
]
Lg
(Ir0)
))
by Corollary 4.17
⊆ In
(
∂0L
g−1
(J)
)
by (6.1)
⊆ Jg by Remark 4.4.(6.2)
Then Lemma 5.3 and (6.2) imply that
(6.3)
(
τ(gW ) +
[
T
n
]
τ(gW )
)
≤ lφ(gW ),φ(G)(Ir0) ∀ g ∈ Σ[S
n
].
Since the left translations are isomorphisms
τ(W ) = τ(gW ).(6.4)
Let SW be the set of different irreducible varieties in
{
gW : g ∈ Σ[S
n
]
}
so |SW | =
NW . To conclude the proof of the theorem, name rW := NW
([T
n
]+τ(W )
τ(W )
)
deg(φ(W ))
and see
rW =
∑
gW∈SW
([
T
n
]
+ τ(gW )
τ(gW )
)
deg(φ(W )) by (6.4)
≤
∑
gW∈SW
lφ(gW ),φ(G)(Ir0) deg(φ(W )) by (6.3)
=
∑
gW∈SW
lφ(gW ),φ(G)(Ir0) deg(φ(gW )) by Lemma 5.4
≤ max{c7, c25D}n−dim(Z(Ir0 )) deg(φ(G)) by Corollary 5.2
≤ c1Dn−dim(W ).
Now we proceed with the proof Theorem 1.2. Broadly speaking, the main idea of
the proof of Theorem 1.2 is the same idea used Theorem 1.1; furthermore, since we
do not have the assumption
∑S
i=0(|Σ1| − 1)i ≤ D, we wont find an upper bound of
the dimension of the obstruction variety and this fact makes the proof of Theorem
1.2 easier.
Proof. (Theorem 1.2) For all r ∈ {2, . . . , n+1} denote by Ir the homogeneous ideal
generated by
⋃
g∈Σ
[
(r−1)S
n ]
∂
[ (r−1)T
n
]
Lg
(P ). Ir is generated by polynomials of degree at
39
most max
{
c7, c
2
5D
}
. Call dr the maximal dimension of the irreducible components
of Z(Ir) containing 1. By Corollary 5.6, φ(1) ∈ Z
(
∂TLg(P )
)
for all g ∈ ΣS and this
gives that φ(1) ∈ Z(In+1) ∩ φ(G). Moreover, the inclusions
{φ(1)} ⊆ Z(In+1) ⊆ . . . ⊆ Z(I2)
and the Pigeonhole Principle let us conclude that there is r0 ∈ {2, . . . , n} such
that dr0 = dr0+1; in particular, there is an irreducible component W
′ of Z(Ir0)
which is also an irreducible component of Z(Ir0+1) and φ(1) ∈ W ′ ∩ φ(G). Name
W := φ−1(W ′) and note that the properties of W ′ yields i) and ii) are satisfied. The
fact that W satisfies iii) is proven exactly in the same way as the last part of the
proof of Theorem 1.1.
7 Proofs of Theorem 1.3 and Theorem 1.4
We demonstrate Theorem 1.3 and Theorem 1.4 in this section. The main idea that
we will follow is quite similar to the ones taken in the proofs of Theorem 1.1 and
Theorem 1.2; nonetheless, to show that the obstruction variety that we obtain is the
closure of an algebraic group, it is not enough to conclude as we did in the proof
of Theorem 1.1. We start with the proof of Theorem 1.3 where we will see that it
suffices to take c3 = c
3n
5 c
n
7 deg(φ(G)); in the first part of the proof, we use a similar
construction as the one done in Theorem 1.1; in the second part we conclude with
the same ideas of the last part of [18, Lemme 5.1] and [15, Thm. 0.3].
Proof. (Theorem 1.3) Since gB = Bg for all g ∈ Σ1, we have that Ad
(
g
)
(b) ⊆ b for
all g ∈ ΣS, see [10, Sec. 9.2]. Denote by I∗2 the ideal generated by
⋃
g∈Σ
[Sn ]
∂
[T
n
]
Rg
(P ). If
dim(Z(I∗2 )) = n−1, letW2,1, . . . ,W2,m2 be the irreducible components of Z(I∗2 ) with
dimension n−1. Proposition 5.5 assures the existence, if n−1 > 0, of homogeneous
polynomials Q2,1, . . . , Q2,m2 ∈ IS,T+1 of degree at most
∑S
j=0(|Σ1| − 1)j ≤ D such
that φ(W2,i) * Z(Q2,i) for each i ∈ {1, . . . , m2}. Define
P2 :=

∅ if dim(Z(I∗2 )) < n− 1, dim(Z(I∗2 )) = 0,
or d0 > n− 2;
{Q2,1, . . . , Q2,k2} otherwise.
We call I2 the ideal generated by I
∗
2 and P2. Thus dimZ(I2) < n−1 or dimZ(I2) = 0.
Now take r ∈ {2, . . . , n} and let I∗r+1 be the ideal generated by⋃
g∈Σ
[ rSn ]
∂
[ rT
n
]
Rg
(P ) ∪
r⋃
k=2
⋃
Q∈Pk
⋃
g∈Σ
[ rSn ]
∂
[ rT
n
]
Rg
(Q).
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If dim(Z(I∗r+1)) = dim(Z(Ir)) > 0, let Wr+1,1, . . . ,Wr+1,mr+1 be the irreducible
components of Z(I∗r+1) of dimension dim(Z(Ir)). From Proposition 5.5 there are
homogeneous polynomials Qr+1,1, . . . , Qr+1,mr+1 ∈ IS,T+1 of degree at most D such
that φ(Wr+1,i) * Z(Qr+1,i) for each i ∈ {1, . . . , mr+1}. Define
Pr+1 :=

∅ if dim(Z(I∗r+1)) = 0,
dim(Z(I∗r+1)) < dim(Z(Ir)),
or d0 > n− r − 1;
{Qr+1,1, . . . , Qr+1,kr+1} otherwise.
Call Ir+1 the ideal generated by I
∗
r+1 and Pr+1. The construction of Pr+1 implies that
if r + 1 ≤ n − d0, then dimZ(Ir+1) < dimZ(Ir) or dimZ(Ir+1). As a consequence
of Corollary 5.6, φ(1) ∈ Z(∂TRg(P )) and φ(1) ∈ Z(⋃Q∈Pk ∂TRg(Q)) for all g ∈ ΣS
and k ∈ {2, . . . , n}; thus φ(1) ∈ Z(In+1) ∩ φ(G). Let dr the maximal dimension of
the irreducible components of Z(Ir) which contain φ(1). Since
{φ(1)} ⊆ Z(In+1) ⊆ . . . ⊆ Z(In−d0+1) ⊆ Z(In−d0) ⊆ . . . ⊆ Z(I2)
and dr ≤ dim(Z(Ir)) ≤ n− r when r ≤ n− d0, the Pigeonhole Principle yields the
existence of r0 ∈ {n − d0, . . . , n} such that dr0 = dr0+1 ≤ d0; in particular, there
is an irreducible component V ′ of Z(Ir0) which is also an irreducible component of
Z(Ir0+1) with dim V ′ ≤ d0 and φ(1) ∈ V ′ ∩ φ(G). Set V := φ−1(V ′) and W ′ :=⋂
g∈G gV g
−1. LetW be the irreducible component ofW ′ which contains 1 and hence
gWg−1 = W for all g ∈ G. Now define H ′ := {h ∈ G : Wh = W} and note that H ′
is an algebraic subgroup since W ∩ G is closed in G, see [1, Sec. 1.1]. Insomuch as
1 ∈ W
(7.1) dim(H ′) ≤ dim(W ) ≤ d0.
Call I the homogeneous ideal of K[x0, . . . , xN ] generated by
⋃
h∈W∩G ∂
0
Lh
(Ir0); partic-
ularly, I is generated by homogeneous polynomials of degree at most max
{
c7, c
3
5D
}
.
Denote by H the irreducible component of H ′ which contains 1. If S is a subset of
G, S is the closure of S in G; then φ(H) ⊆ Z(I). From (7.1) and the trivial inclusion
Z(I) ⊆ Z(P ), the conditions i) and ii) are proven. See that H is a normal subgroup
of G since gWg−1 = W for all g ∈ G. Then it remains to show iv). For all g ∈ Σ[S
n
]
let Jg be the homogeneous prime ideal corresponding to φ
(
Hg
)
= φ
(
H · g). The
construction of Ir0+1 leads to the inclusion
(7.2) ∂
[T
n
]
Rg
(Ir0) ⊆ Ir0+1 ∀ g ∈ Σ[S
n
].
Since WH =W , we get that
(W ∩G) ·H ⊆W
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and consequently
(7.3) In
(
∂0Lh(Ir0+1)
) ⊆ J1 ∀ h ∈ W ∩G.
Then
∂
[T
n
]
Rg
(I) = ∂
[T
n
]
Rg
( ⋃
h∈W∩G
∂0Lh(Ir0)
)
⊆ In
( ⋃
h∈W∩G
∂
[T
n
]
Rg
(
∂0Lh(Ir0)
))
=
( ⋃
h∈W∩G
In
(
∂
[T
n
]
Rg
(
∂0Lh(Ir0)
)))
by Corollary 4.2 ii)
=
( ⋃
h∈W∩G
In
(
∂0Lh
(
∂
[T
n
]
Rg
(Ir0)
)))
by Corollary 4.17
⊆
( ⋃
h∈W∩G
In
(
∂0Lh(Ir0+1)
))
by (7.2)
⊆ J1 by (7.3).(7.4)
and for all g ∈ Σ[S
n
]
∂
[T
n
]
L1
(I) ⊆ In
(
∂
[T
n
]
L1
(I)
)
= In
(
∂
[T
n
]
R1
(I)
)
by Lemma 4.6 iv)
= In
(
∂0R
g−1
(
∂
[T
n
]
Rg
(I)
))
by Corollary 4.17
= In
(
∂0R
g−1
(J1)
)
by (7.4)
⊆ Jg.(7.5)
Lemma 5.3 and (7.5) imply that
(7.6)
(
τ
(
Hg
)
+
[
T
n
]
τ
(
Hg
) ) ≤ lφ(Hg),φ(G)(I) ∀ g ∈ Σ[S
n
].
Also for all g ∈ Σ[S
n
]
τ
(
H
)
= τ
(
Hg
)
.(7.7)
Let SH be the set of different cosets in
{
Hg : g ∈ Σ[S
n
]
}
so |SH| = NH . Call
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rH := NH
([T
n
]+τ(H)
τ(H)
)
deg(φ(H)). Then
rH =
∑
Hg∈SH
([T
n
]
+ τ
(
Hg
)
τ
(
Hg
) ) deg(φ(H)) by (7.7)
≤
∑
Hg∈SH
lφ(Hg),φ(G)(I) deg(φ(H)) by (7.6)
≤
∑
Hg∈SH
lφ(Hg),φ(G)(I) deg(φ(Hg)) by Lemma 5.4
≤ max {c7, c35D}n−dim(Z(I)) deg(φ(G)) by Corollary 5.2
≤ c3Dn−dim(H).
Now we show Theorem 1.4 with c4 = c
3n
5 c
n
7 deg(φ(G)).
Proof. (Theorem 1.4) For all r ∈ {2, . . . , n + 1}, denote by Ir the homogeneous
ideal generated by
⋃
g∈Σ
[
(r−1)S
n ]
∂
[
(r−1)T
n
]
Rg
(P ). Call dr the maximal dimension of the
irreducible components of Z(Ir) containing 1. From Corollary 5.6, φ(1) ∈ Z
(
∂TRg(P )
)
for all g ∈ ΣS; this yields φ(1) ∈ Z(In+1) ∩ φ(G). Furthermore, the inclusions
{φ(1)} ⊆ Z(In+1) ⊆ . . . ⊆ Z(I2)
and the Pigeonhole Principle let us conclude the existence of 2 ≤ r0 ≤ n such that
dr0 = dr0+1; in particular, there is an irreducible component V
′ of Z(Ir0) which is also
an irreducible component of Z(Ir0+1) with φ(1) ∈ V ′∩φ(G) and write V := φ−1(V ).
Set W ′ :=
⋂
g∈G gV g
−1 and W its maximal dimensional irreducible component con-
taining 1. Call H ′ := {h ∈ G : Wh = W} and H the irreducible component of H ′
containing 1. The conclusion of the proof is exactly the same as the one of Theorem
1.3.
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