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Abstract—What encourages people to refer to a robot as if it 
was a living being? Is it because of the robot’s humanoid or 
animal-like shape, its movements or rather the kind of inter-
action it enables? We aim to investigate robots’ characteristics 
that lead people to anthropomorphize it by comparing different 
kinds of robotic devices and contrasting it to an interactive 
technology. We addressed this question by comparing anthro-
pomorphic language in online forums about the Roomba robotic 
vacuum cleaner, the AIBO robotic dog, and the iPad tablet 
computer. A content analysis of 750 postings was carried out. 
We expected to find the highest amount of anthropomorphism 
in the AIBO forum but were not sure about how far people 
referred to Roomba or the iPad as a lifelike artifact. Findings 
suggest that people anthropomorphize their robotic dog signifi-
cantly more than their Roomba or iPad, across different topics 
of forum posts. Further, the topic of the post had a significant 
impact on anthropomorphic language.  
I. INTRODUCTION 
HE phenomenon of anthropomorphism – in contrast to 
anthropomorphic form in design – describes people’s 
tendency to attribute human-/lifelike qualities (e.g. inten-
tions, motivations, emotions, characteristics) to non-lifelike 
objects [1] [2] and is described as a social response to tech-
nology. Though there are specific understandings of human- 
or animal-likeness and anthropomorphism or zoomorphism, 
we do not distinguish them here. The trend of anthropomor-
phism has been widely explored with emerging new interac-
tive technologies, in human-computer interaction [3] as well 
as in respect of technology acceptance [4]. Discussions about 
anthropomorphism have recently become popular also in 
matters of the design of (social) robots [5] [6] [7]. Arising 
questions are how far robots are perceived as moral or social 
agents and how far they should resemble human shape and/or 
qualities at all. Philosophical and ethical issues are not ad-
dressed in this paper but can be found in [2] [8], for instance. 
Nevertheless, the understanding of how and why people an-
thropomorphize their technology / robot is of interest when it 
comes to designing future devices that are in close contact to 
humans, such as domestic robots. An interesting question 
here is how to design robots that are likely to elicit social 
responses from their users which in turn forms people’s ex-
pectations of the robot and could also enhance acceptance, 
for instance [4] [5] [9]. Epley et al. argue that anthropomor-
phized agents can act as powerful agents of social connec-
tion. Further, anthropomorphizing technological agents ap-
pears to aid in effectively learning how to use those agents. 
Accordingly, previous work suggests that how social a sys-
tem or product appears, positively affects how pleasant and 
usable it is perceived [10] and how far people feel empathet-
ic towards it [11]. Further, it has been reported that people 
are likely to spend more effort in learning how to use the 
device [1] and preferred to collaborate with a robot that was 
able to respond socially (e.g. by displaying different facial 
expressions) [9] [12]. Besides psychological determinants 
[1] that advantage people’s usage of anthropomorphic lan-
guage, we aim to explore factors originating from the artifact 
that facilitate anthropomorphizing, such as interaction mo-
dalities or the physical shape of the device. We believe that 
an understanding of how and why people anthropomorphize 
a robot could help us to identify the particular characteristics 
that make the device likely to be perceived lifelike and to 
relate socially to it.  
We assumed that a robot’s ability to move and respond to 
the user in an individualized way could be one of the cues 
that might lead people to anthropomorphize it. We investi-
gated this through a content analysis of online discussion 
forums comparing postings about AIBO, Roomba and the 
iPad (Fig. 1). 
We identified anthropomorphic language in the forum 
posts as well as the context in which it occurred. Particularly, 
we were interested to see where those three devices range on 
a subjective scale of anthropomorphism. For this, we need to 
ask first how these three devices differ from one another and 
how their specific characteristics can possibly encourage 
anthropomorphizing them. We take it as an assumption that 
how we talk or write about an artifact reveals something 
about how we relate to it. Though linguistics also implicates 
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Fig. 1 Tablet computer iPad, vacuum cleaning robot Roomba and robot-
ic dog AIBO. 
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a cognitive process, we will not address this here. Related 
psychological factors explaining the phenomenon of why 
people tend to anthropomorphize can be read in [1]; a study 
about people’s mental models of robots can be found in [13]. 
In the following we review related work on anthropomor-
phism in robotics, describe our own study, present findings, 
and will discuss factors that seem to encourage people to 
treat an artifact as if it was lifelike. 
II. RELATED WORK 
There are two main perspectives when seeking to explain 
people’s tendency to anthropomorphize artifacts [14]: a ra-
ther artifact-centered and a person-centered approach. 
First one explains anthropomorphism from the design of 
the artifact. It is assumed that humans directly respond to 
lifelike or social cues that an object or system emits. Up to a 
certain degree, anthropomorphic form creates familiarity and 
increases the likelihood of relating socially to the artifact. 
Encouraging anthropomorphism through the robot’s design 
(embodiment as well as behavior) can serve as a method to 
increase the feeling of being socially connected to the robot 
and its perceived usefulness [1]. For example, people re-
sponded more positively to an artifact that displayed human-
like behavioral characteristics (emotions, facial expression) 
in contrast to a purely functional design [3] [6] [11] [15]. 
However, user preferences were task and context dependent, 
indicating that people preferred a more humanlike robot for 
jobs requiring more sociability [12]. 
A second explanation applies a human-centered, cognitive 
viewpoint where anthropomorphism is described through 
people’s specific mental model they have about how an arti-
fact works the way it does. The explanation builds on social 
theories of human-human communication [13]. When com-
municating with other people, we make assumptions about 
what those people know and adjust our language according-
ly. This can for example be observed when talking to young 
children. Besides other factors, the estimations and expecta-
tions we have about others determine the way we talk (or 
interact) with them. Similarly, people’s estimation of a ro-
bot’s “knowledge” and its capabilities/abilities is said to af-
fect the way we relate to it. Studies examined the validity of 
the mental model concept with various kinds of robots [13] 
[14]. Findings suggest that people tend to hold richer mental 
models about anthropomorphic robots in contrast to mechan-
ic ones and also feel more confidence in rating them accord-
ing to several personality traits [13]. 
As an alternative to these two explanations, one can ex-
plain people’s tendency to attribute human qualities to ob-
jects based on social psychology. Epley et al. established a 
three-factor theory of when people are likely to anthro-
pomorphize based on psychological determinants and rather 
independent from artifact-based characteristics or mental 
models. Namely, the theory describes that some people are 
more likely to anthropomorphize, so when (i) anthropocen-
tric knowledge is accessible and applicable to the artifact 
(elicited agent knowledge), (ii) they are motivated to explain 
and understand the behavior of other agents (effectance mo-
tivation), and (iii) they have the desire for social contact and 
affiliation (social motivation) [1]. In other words, (i) de-
scribes people’s tendency to use knowledge about humans 
(or self-knowledge) as a basis for explaining nonhuman 
agents. The second factor, (ii) refers to human’s need of in-
teracting effectively with one’s environment, e.g. by being 
able to explain complex stimuli in the present and predict the 
behavior of these stimuli in the future. With the author’s 
words: “Attributing human characteristics and motivations 
to nonhuman agents increases the ability to make sense of 
an agent’s actions, reduces the uncertainty associated with 
an agent, and increases confidence in predictions of this 
agent in the future.” [Epley et al, p. 866] As a third (iii) key 
psychological determinant for anthropomorphism, the au-
thors mention a social motivation: In the absence of social 
connection to other humans people tend to create human 
agents out of nonhumans through anthropomorphism in order 
to satisfy their motivation for social connection. 
Originating from the notion of anthropomorphism, re-
search aimed to investigate characteristics of social relation-
ships between humans and robots. Bartneck et al. suggest 
several measurement instruments, amongst others for anthro-
pomorphism [16]. Friedman et al. [17] analyzed online fo-
rum posts, in order to find out how far people describe their 
robotic devices as companions. Assumed that the social rela-
tionship to the robot is reflected by people’s language use, 
they examined written discussions about the robotic dog 
AIBO by means of a content analysis. Results showed that 
besides referring to AIBO in terms of life-like essences (it 
has “eyes”, “ears”, etc.), or comparing the robotic pet direct-
ly to a biological dog, people talked about AIBO as if it had 
mental states (having intentions or feelings), as if it were a 
social companion (talking directly to it, considering it as a 
family member) or even a moral agent [17]. Our study builds 
on these results but goes beyond by comparing the use of 
anthropomorphisms between different technologies, with or 
without robotic components. Further, we investigate whether 
the topic of the conversation impacts the use of anthropo-
morphic notions. We believe that the context of an interac-
tion is an important factor for a holistic understanding of 
anthropomorphism. Results can serve to obtain design sug-
gestions for robots that encourage social engagement. 
III. STUDY DESIGN AND METHODOLOGY 
Similar to the approach applied by Friedman et al. [17], 
we studied anthropomorphic language in online forums. 
People registered as authors in one of the forums write about 
their experiences with the device, how they use it, or ask 
others for help when encountering technical problems, for 
instance. However, our work goes beyond previous work by 
comparing the amount and context of anthropomorphic lan-
guage for three different interactive devices. This compari-
son enables us to obtain a subjective scale of how far the 
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three devices encourage people to anthropomorphize it and 
further helps to identify concrete characteristics for design-
ing products that facilitate social connection when desired. 
This goal further led us to choose on the one hand a pet ro-
bot and a functional domestic service robot, and on the other 
hand a multi-touch display tablet computer. We assumed that 
the different shape as well as the functionality and interaction 
that each of these three products enable will encourage peo-
ple accordingly to anthropomorphize the object or not. 
Based on previous work, we hypothesized that people en-
gage in a more social way with a robotic pet (AIBO) com-
pared to a functional robot (Roomba) or a tablet computer 
(iPad), and thus expected more anthropomorphic language in 
the AIBO forum (H1). Since anthropomorphism displays a 
certain kind of emotional / social relation to the artifact, we 
further hypothesized anthropomorphic language would be 
more likely to occur in forum posts where the author de-
scribes her social relation to the device in comparison to dis-
cussing technological aspects or how the device is used (H2). 
 
A. Coding for the Topic of the Posts 
We verified our assumptions through a content analysis, 
comparing the amount and the context of anthropomorphic 
language in online forums about AIBO (www.aibo-life.org), 
Roomba (www.robotreviews.com), and the iPad 
(www.ipadforums.net). Selection criteria for the forums were 
the language (English), the community size (> 50 authors), 
and being up-to-date (ten latest posts not older than six 
months). 250 posts of each forum have been quasi-randomly 
selected. This means that we did not extract too many posts 
from one single conversation but aimed to cope with the 
range of topics of the respective forum. The extracted posts 
were further split into segments to allow precise coding. 
Segmentation was done according to paragraphs in the writ-
ten text. This was necessary, as some conversations have 
been quite long and could not be coded univocally. 
After this process, out from the 750 posts, n=1363 distinct 
segments were obtained. A robust coding scheme has been 
established with two dependent variables: content (the topic 
of the segment) and anthropomorphism. First, the topic of 
each segment was annotated in three categories: 
-- “technology” for technological aspects, a functional 
problem or broken parts; 
-- “usage” when the segment described how or for what 
people use their device (an activity); and 
-- “relationship” when an attitude or feeling towards the 
device was described. 
The additional category “irrelevant” was used to filter out 
completely unrelated posts. From the 1363 coded segments, 
155 were unrelated. Further statistical analysis has been car-
ried out only with the remaining 1208 segments. 
 
B. Coding for Anthropomorphic Language 
In a second step, when a forum segment was not previous-
ly coded as irrelevant, it was labeled as anthropomorphic or 
not. It took several approaches to operationalize when a post 
should be coded as “anthropomorphic”. We finally defined 
several categories of an anthropomorphism (adapted also 
from [17]). A segment was coded as anthropomorphic when 
the device was described in terms of: 
-- life-likeness, such as being alive or having (parts of) a 
body (e.g. “she can be reborn since you copied her 
memory stick”); 
-- emotional states or having a feeling (e.g. “oh no, poor 
AIBO”); 
-- gender, personality or having an intention (e.g. Roomba 
“seems to like to hang around” under the sofa); 
-- when the author gave it a name (e.g. “whenever I show 
Java his pink ball”); 
-- socially integrated, such as a family member (e.g. “I’m 
considering adding a Roomba to the family”); 
-- metaphorical ways (e.g. Roomba “sings its victory song 
when it finishes and docks.”). 
Each segment was coded in only one content category and 
either as “anthropomorphic” or “not anthropomorphic”. 
To assure the validity of our coding scheme, a second 
coder randomly annotated 20 % of the segments equally for 
each device. Cohen’s Kappa was 0.78 for anthropomorphism 
and 0.6 for content which indicates a moderate to substantial 
inter-rater reliability. Disagreements for content were due to 
confusion between the labels “technology” and “usage”. The 
disagreements were resolved through discussion. 
IV. FINDINGS 
With respect to the three different topics, in total, most 
conversations concerned a technical aspect (67.7 %) in com-
parison to descriptions of how people used their device 
(21.8 %) and how they felt about it (10.5 %). Especially in 
the Roomba forum, technical questions and answers 
(79.9 %) dominated the topics usage (15.9 %) and relation 
(4.2 %) (Fig. 2).  
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Fig. 2. Topic of forum posts comparing three devices and in total 
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Roomba owners frequently described their vacuum cleaner 
was not able to properly navigate autonomously around the 
home or would not get back to its recharging station. It was 
often mentioned the robot reported errors or stopped work-
ing, so people sought for help explaining how their Roomba 
showed defective behavior while vacuuming. Further, people 
tended to write in the forum right after they had purchased a 
Roomba and asked others about how the robot worked: 
“How does the Roomba know the room is clean? If i 
put it in a bedroom and push the clean button, close the 
door to confine it, how long will it run? Does it go until 
the bateries are dead?” [original text] 
Across the three different topic categories the amount of 
anthropomorphic language in the Roomba forum varied in 
between 9.7 % and 23.5 %, of where the highest proportion 
was found in the relation topic (Fig. 3). 
The main part of conversations in the iPad forum (55.2 %) 
dealt with technical concerns, such as compatibility problems 
with iTunes and a PC system. Further, about one Third (35.7 
%) of the postings described use cases, where and for what 
people used their iPad and how far it was able to replace a 
laptop or notebook (Fig. 2). The remaining 9.1 % of the con-
versations have been about how people felt about their iPad, 
whether they liked it or hated it and for which reasons: 
“This is my first iPad [...]. Personally, I love it. I like 
the more restricted and uniformed work flow compared 
to the non standardness of open source all these 
years.” [original text] 
It was in the iPad forum where we found the least amount 
of anthropomorphic notions (1.2 % to 7.3 % in the three dif-
ferent topics). Similar to Roomba conversations, the relation 
topic contained the most anthropomorphism (Fig. 3). 
In the AIBO forum, 69.9 % of the segments were about 
technical aspects (Fig. 2). Further, in 10.7 % of the conversa-
tions, people described what they used their robotic dog for 
and in a relatively high proportion (19.4 %) people directly 
related to AIBO or described their feelings towards the de-
vice. In the following an example for a segment about rela-
tion containing also an anthropomorphic notion: 
“Angus' [the AIBO’s name] b'day is today.  He's had a 
good day had plenty of dancing, talking and just being 
a superstar.” [original text] 
As expected, people anthropomorphized AIBO much more 
than the other two devices. In between 48.4 % and 94.7 % of 
the postings in the three topic categories contained an an-
thropomorphic notion. Surprisingly, the highest amount was 
found in the usage category (Fig. 3). 
 
Already from reading through the forums, it overall be-
came clear that authors used drastically different languages 
to describe their devices. Especially the amount of notions of 
body-likeness (referring to parts of the device as if it would 
have a body) and postings where people named their device 
varied noteworthy. A statistical analysis was carried out to 
see whether the observed differences were due to the device 
itself or affected by the topic of the post, respectively. 
 
A. Anthropomorphism and the Device 
Hypothesized that due to the particular design of each of 
the devices, the AIBO forum would contain more anthropo-
morphisms than the posts in the Roomba and iPad forum 
(H1), we applied a between subjects analysis. Statistically, a 
Chi-square test (Table 1) indicated a significant difference 
for the use of anthropomorphisms across the three devices 
(χ2 (N=1208, 2) = 383.5, p < 0.001; Table 1). Overall, 
56.6 % of all AIBO segments contained a notion of anthro-
pomorphism, in comparison to 11.7 % of the Roomba and 
2.2 % of the iPad segments (Fig. 3). This immense difference 
was also qualitatively prevalent when reading through the 
forum conversations. It further seems that on a subjective 
scale of life-likeness, Roomba is closer to the iPad than to 
AIBO, at least in matters of how they are described with 
words. This was against our presumption of AIBO and 
Roomba both being autonomous robots in contrast to the 
iPad being a static (but mobile) tablet computer. The values 
for the standardized residuals (Table 1) confirm this conclu-
sion. This is an important result. It suggests that the relation-
ship that users have to Roomba is more similar to a tool such 
as iPad than to the agent-like AIBO, despite the fact that, in 
itself, Roomba is closer to the latter one. Contrary, literature 
reports anecdotes where Roomba owners anthropomorphize 
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Fig. 3. Anthropomorphic language across three topics comparing three 
devices and in total 
TABLE 1. PEARSON CHI-SQUARE TESTS FOR DEVICE AND 
ANTHROPOMORPHISM 
 
iPad 
(n=451) 
Roomba 
(n=402) 
AIBO 
(n=355) 
Chi-square 31.40 6.68 5.67 
df 2 2 2 
Sig. < .001 .035 .059 
Std. Residual -8.8 -4.2 14.4 
Device*Anthrop (Χ2 (N=1208, 2) = 383.54, P < 0.001) 
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their robot [18]. We interpret that either these are just rare 
examples or that those people who anthropomorphize their 
Roomba did not post in the forum we analyzed. As well in a 
longitudinal study carried out by the authors, most Roomba 
owners did not describe their robot in anthropomorphic 
ways. Along with novelty effects wearing off, social lan-
guage towards the robot progressively faded out as it became 
more and more an everyday tool.  
In contrast to the Roomba forum, authors in the AIBO fo-
rum more frequently named their robotic dog or attributed 
feelings and intentions to it, for instance: 
“My ERS-111, Edgar, is also earless but it doesn’t get 
him down […]”. [original text] 
Only very few authors named their Roomba and no one 
gave neither a name to their iPad nor attributed it with hu-
man-like characteristics. The few anthropomorphic notions 
in the iPad conversations were almost all about that people 
described the device as if it would actively or intentionally 
“decide” while carrying out an operation: 
“Anyone that has ever accidently let itunes organize 
their library knows that this option should NEVER ex-
ist. Man what a mess it makes.” [original text] 
In accordance with a previous content analysis of an 
online forum about AIBO [17], people wrote about their 
“robotic puppies” using a variety of anthropomorphic ex-
pressions. However, this was hardly the case for both posts 
in the Roomba and iPad forums. 
  
B. Anthropomorphism and the Topic of the Post 
Our second assumption (H2) was that across the three de-
vices, segments describing the author’s attitude or feeling 
towards the device (relation) would contain more anthropo-
morphism than when writing about technical aspects (tech-
nology) or how the product is used (usage). A Chi-squared 
analysis (Table 2) indicates significance between anthropo-
morphism and the topic of the segment (χ2 (N=1208, 2) = 
32.4, p < 0.001). Further, the standardized residual rank 
scores suggest anthropomorphizing happens more in the re-
lation category. However, qualitatively, this finding does not 
seem to hold for the AIBO forum. Whereas a descriptive 
analysis shows Roomba and iPad segments with topics tech-
nology and usage contain less anthropomorphism than those 
about relation, this is not true for AIBO posts, where the 
amount of anthropomorphic language is highest for usage. 
We interpret that in contrast to the simple design (in terms of 
physical shape and interaction modalities), the animal-like 
embodiment of AIBO along with its ability to respond intel-
ligently, encourages people to anthropomorphize it regard-
less of the topic of conversation. Especially the purpose of 
using a robotic dog is very different from using Roomba or 
the iPad. Whereas latter two have a clear purpose fulfilling a 
certain task, using AIBO does not have a clear purpose; it is 
more to play with it, for fun or entertainment. Indeed, activi-
ties carried out with AIBO can be considered as being play-
ful and more social than letting Roomba vacuum one’s floors 
or typing e-mails on the iPad while traveling. We interpret 
that this difference in how people use the device is reflected 
by the amount of anthropomorphic language in the usage 
category. This could mean that besides the shape of an arti-
fact and its particular device, also the way how people use it 
seems to impact to which extent it is anthropomorphized.  
V. DISCUSSION 
The question that underlay our content analysis was what 
characteristics of an artifact encourage people to refer to it 
using anthropomorphic language, not taking into account 
psychological or cognitive factors. 
We tackled this question by carrying out a content analysis 
of online forums which has already been shown to be a pow-
erful approach [17]. Our study exceeds previous work by 
comparing three different devices as well as considering the 
topic of conversation in the forum. However, we do not want 
to over interpret our data. There are various drawbacks that 
limit the interpretability of our findings. On the one hand, we 
did not take into account factors external to the posts that 
could possibly impact the outcome, such as author or forum 
characteristics, the length of the postings, etc. For instance, it 
is possible, that each of the specific forum communities 
maintains a particular “community-language” which might in 
the first place imply a more frequent use of anthropomor-
phisms. On the other hand, it remains to investigate the an-
thropomorphic character of the human-like notions. More 
concretely, the question is how far people do not truly an-
thropomorphize based on the underlying social phenomenon 
but simply refer to the object’s physical construction, such as 
AIBO’s “ears”. In fact, when talking about AIBO’s ears, this 
might not be considered as a true anthropomorphic reference 
but rather as taking advantage of the fact that (parts of) the 
robot’s physical shape imitate something else. Then in turn, 
the device might not appear to the human in a social way.  
However, an interesting observation from our analysis is 
that anthropomorphic notions also seem to be related to how 
an artifact is used. This is concerned with the interaction and 
functionality an object supports but goes beyond. We inter-
pret that in matters of anthropomorphism, not only the physi-
cal shape of a product but also the interaction it enables, its 
functionality as well as the way it is used, play a role. 
TABLE 2. PEARSON CHI-SQUARE TESTS FOR TOPIC AND 
ANTHROPOMORPHISM 
 
Technology 
(n=818) 
Usage 
(n=263) 
Relation 
(n=127) 
Chi-square 203.50 174.54 38.11 
df 2 2 2 
Sig. < .001 < .001 < .001 
Std. Residual -1.4 -0.8 4.8 
Content*Anthrop (χ2 (N=1208, 2) = 32.42, p < 0.001) 
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But how is AIBO different from Roomba and the iPad that 
people tend to anthropomorphize it much more? As men-
tioned in the findings section, our data suggests that the gap 
is bigger between Roomba and AIBO than between Roomba 
and the iPad. We have been surprised that only very few 
authors talked about their Roomba using anthropomorphic 
terms, such as by giving it a name. It has been described that 
owners of robotic vacuum cleaners tend to do so [18] [19]. 
Whereas in literature interactions with Roomba are described 
as being of relative social nature [18], our content analysis 
suggests that people hardly refer to it using anthropomorphic 
language. However, language is only a little part of the rela-
tion to an artifact and many other factors need to be taken 
into account. But still, what makes the huge difference then 
between Roomba and AIBO? Both are autonomously work-
ing robotic devices. We speculate that one big difference lies 
in the way that both devices are used as well as the purpose 
of interacting with them. Whereas Roomba works best while 
people are not present (low degree of interaction) and fulfills 
a specific task (vacuuming the floors), AIBO is meant to 
serve as a companion for people and actively encourages 
interaction. Its purpose is fairly unclear. In addition to that, 
AIBO responds to its user in an intelligent way and displays 
a somehow unpredictable behavior that can even make peo-
ple surprise. This is quite different for Roomba and the iPad. 
We believe that a certain degree of unpredictability (and 
probably also failure) makes the robot to appear more hu-
manlike and in turn facilitates a social relation. 
VI. CONCLUSIONS 
Overall, we learnt that the phenomenon of anthropomor-
phism seems to be more difficult to grasp than we expected 
and is in fact a complex notion. This has already been point-
ed out by others [5]. Already the establishment of a robust 
coding scheme for anthropomorphic notions has been chal-
lenging and we are motivated to refine the proposed factors 
of anthropomorphic notions for future work. 
We also found that the use of the term “anthropomor-
phism” can be controversial depending on context and back-
ground of the researchers. Anthropomorphism is discussed in 
a huge range of disciplines, such as in psychology, cognition, 
linguistics, philosophy, design, and robotics respectively. 
In conclusion, the content analysis of online forum posts 
also helped us to get ideas about for what people use their 
devices for, which difficulties they encounter, technical con-
straints, as well as what they (dis)like about them. In terms of 
how the devices have been described, it was evident that 
iPad as well as Roomba were described as pure technologies 
/ tools with a specific practical use or function. There have 
been only some (very) few anthropomorphic notions, where-
as AIBO was described rather as a (robotic) pet with which 
people physically interact and that holds a personal value. 
For the case of Roomba, this finding is confirmed by a 
longitudinal study the authors carried out in Swiss house-
holds. Results (will be published elsewhere) showed that on 
the long run, Roomba was not perceived as a robot and did 
not serve as a social agent despite in the very beginning and 
some anecdotic evidence of the opposite. People hardly an-
thropomorphized their vacuum cleaning robot. 
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