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Abstract 
We study the synchronization of two chaotic maps described by a logistic equation. We propose a new feedback term and 
show that the resulting system has some desired properties including exponential synchronization with arbitrary decay rate, 
and robustness with respect to parameter mismatch and noise. We also present some simulation results and some possible 
extensions of this scheme to the synchronization of other chaotic systems. @ 1998 Elsevier Science B.V. 
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1. Introduction 
In recent years, the synchronization of chaotic sys- 
tems has received a great deal of attention from scien- 
tists from various disciplines, see, e.g., Refs. [ 1,2]. It 
has been shown that two ideptical chaotic systems can 
synchronize when a suitable feedback (or coupling) 
is introduced in one (or both) of the systems [ 3,4]. 
One of the motivations for synchronization is the pos- 
sibility of sending messages through chaotic systems 
for secure communication [ 5,6]. In such applications, 
the message signal is transmitted to the receiver by 
using a chaotic signal as a carrier, and synchroniza- 
tion is required at the receiver to recover the message 
signal [ 7,8]. There are some methods which could be 
used for synchronization [ 9, lo], and one such method 
is known as the variable feedback method [ 111. A 
related problem encountered in the feedback control 
systems is the problem of state estimation. Assume 
that a system, whose states are not available from mea- 
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surements, is given. The state estimation problem is 
to establish another system, called an observer, which 
provides an estimation for the states of the original 
system. The states of the observer then could be used 
to design a feedback control law to control the origi- 
nal system, see, e.g., Ref. [ 121. The idea of observer 
design could naturally be used for synchronization of 
two chaotic systems [ 10,131. 
In a recent work [ 141, a variable feedback approach 
for the synchronization of logistic maps was consid- 
ered and it was shown that, with the choice of the 
feedback laws given in Ref. [ 141, the synchroniza- 
tion property does not change if both the drive and the 
response systems are subjected to a common noise. 
In this paper we propose a similar synchronization 
scheme which enjoys the same properties along with 
some other ones which may not hold for the feedback 
laws proposed in Ref. [ 141. 
In this report, we apply the variable feedback 
method to the synchronization of two logistic maps. 
The coupled systems, including the coupled logis- 
tic equations, have been investigated by many re- 
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searchers. In Ref. [ 151, the synchronization property 
of coupled maps, including the tent maps, were inves- 
tigated. In Ref. [ 161, a different type of coupling for 
logistic maps and its various properties were inves- 
tigated. In Ref. [ 171, a new approach to determine 
the existence of synchronized states for some chaotic 
systems was proposed. In Ref. [ 18 1, coupled tent 
maps and their various synchronization properties 
were given. 
2. Synchronization scheme 
We consider the systems given by the following 
equations in discrete time, 
xn+1 =4x,(1 - x,) 3 (1) 
Yn+l = 4Y,( 1 - Yn) + G(&, Yn) 7 (2) 
where n = 0, 1, , . . is the discrete time and G( ., .) is 
the variable feedback. Here ( 1) and (2) represent the 
drive and the response systems respectively. The aim 
is to choose the term G( ‘, ,) such that for any initial 
conditions xc and ye, we have lim,,, Ix, - y,,] = 0; 
moreover, for practical purposes it is preferable if we 
can achieve any decay rate. 
The choice of G( ., .) is not unique and as is stated 
in Ref. [ 141, in most cases it could be found by a trial 
and error procedure. In Ref. [ 141, G( x,, y,,) = ( yn - 
x,)(2x, - 1) and G(xn,y,,) = Cm -x,)(2x, - 1j3 
were considered and it was claimed that with these 
choices the synchronization property does not change 
when both ( 1) and (2) are subjected to common 
noise. The analysis given in Ref. [ 141 was based on 
extensive simulation. In this report we propose a new 
choice for G( ., .) which has the following advantages: 
(i) the synchronization error decays exponentially 
to zero and the decay rate can be assigned arbitrarily; 
(ii) if both the drive and the response systems are 
subjected to common noise, the synchronization prop- 
erty stated above still holds; 
(iii) the proposed scheme is robust with respect to 
noise and parameter mismatch; 
(iv) the proposed scheme could be used to generate 
some other synchronizing feedback laws, for which 
the property (ii) holds (this gives a partial justification 
for a conjecture made in Ref. [ 141) ; 




Fig. I. G(x, y) versus x and )’ for p = 0.1. 
We propose the following feedback law, 
G(x,> Yn) = [4( 1 - xn - .vn) - PI (n, - m) 7 (3) 
where p is an arbitrary real number satisfying 1 pi < 1. 
A three-dimensional figure of G( x, y) versus x and Y 
for p = 0.1 is shown in Fig. 1. To analyze (l)-(3), 
we define the following error term, 
e, = x, - yn . (4) 
By using ( 1)-( 3), we obtain the following which de- 
scribes the error dynamics, 
en+1 = pe,, 
hence the error can be computed as 
(5) 
e, = pneO . (6) 
Obviously, since ]p] < 1, the error decays exponen- 
tially to zero and by choosing p appropriately, we 
could achieve arbitrary decay rates. For clarity, we will 
state this property as follows. Note that, since 0 < 
x, < 1 in the chaotic regime, without loss of gener- 
ality, we may assume that [e(O) 1 < 1. The following 
fact proves the property (i) stated above. 
Fact 1. Consider the system given by ( 1 )-( 3). 
(a) If ] pi < 1, then for any en the error decays 
exponentially to zero. 
(b) Assume Ieel < 1 and let p and N be two given 
integers and choose p = lo-’ for some 6 > 0. If S > 
(p + 1)/N, then the first p + 1 digits of e, will be 0, 
Vn > N. 
Proof. The first part is obvious from (6). To prove 
the second part, note that if lee] < 1, then from (6) 
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we see that le,, 6 Ip I”. Then for any given E > 0, we 
see that \e,( 6 E for n 2 log e/log Ip 1. The first p + 1 
digits of err will be 0 for n 3 N if Iera] < lo--(p+‘) 
for n 3 N. Hence, by choosing E = lo--(P+‘), we see 
that the stated property holds for n 2 log e/log ]p 1 = 
(p + l)/& hence for 6 > (p + 1)/N. 0 
Remark 1. At this point we compare the exponential 
synchronization property given above with the concept 
of monotone synchronization given in Ref. [ 191. Let 
us assume that the systems to be synchronized are 
given in II?‘, n 3 1, and let 11.11 be any norm in R”. If the 
synchronization error llekll monotonically decreases 
to 0, we say that the synchronization is monotone. If 
there exist constants M > 0 and ]p] < 1 such that the 
following holds, 
ll4l 6 WP Ik Il4O)II ) (7) 
then we say that the synchronization is exponential. 
(i) In both cases, e = 0 is an asymptotically stable 
equilibrium for the error dynamics. 
(ii) Exponential synchronization may or may not 
be monotone, and vice versa. For our example, the er- 
ror given by (6) decays both exponentially and mono- 
tonically. But one can easily construct examples such 
that one type of synchronization property holds but 
the other does not. 
(iii) It is obvious that the monotone synchroniza- 
tion property depends on the norm used to evaluate 
]I ek I]. However, the exponential synchronization prop- 
erty is independent of the norm used in IR”. This is due 
to the fact that all norms in Iw” are equivalent. To see 
this, let II . IIn be a norm in R” for which (7) holds, 
and let ]I . Ilb denote any other norm in R”. Because 
of the norm equivalence in Ii?‘, there exist constants 
cl > 0 and c?: > 0 such that the following holds, 
Cl bllb 6 /iella < CZllellb. (8) 
By using (7) and (8)) we obtain the following, 
lhklib < F IP Ik lleOllb9 
i.e. with respect to norm II . I(b the synchronization is 
still exponential. 
Now we assume that the drive and response systems 
given by ( 1) and (2) are subjected to noise as follows, 
X,+1 =4x,( 1 - &I> + y, > (10) 
Yn+l = 4YJl(l - Yn) + G(h,Y,l) + y;l) (11) 
where Y, and v;l represent noise terms. These terms 
are assumed to be bounded, but arbitrary otherwise. 
With the feedback term (3), we have the following, 
which proves the property (ii) stated above and more. 
Fact 2. Consider the systems given by ( IO), ( 11) 
and (3), where Y, and Y;, are bounded but arbitrary 
otherwise. 
(a) If I/, = F”, then the conclusions of Fact 1 hold. 
(b) If vn f V,,, then the synchronization error re- 
mains bounded. Moreover, this bound depends linearly 
on vrnax = suplt I% - fin I. 
Pro@ By defining the error as in (4), and using 
( 10) and ( 1 1 ), we obtain the following error dynam- 
ics, 
e,+i = pe, + vrt - v;l . (12) 
If v, -_ Y_, then (12) reduces to (5), hence (6) and 
consequently Fact 1 holds. For the case Y, # Y”,, we 
obtain the following, 
le,+il 6 lplle,l + ha. 
Hence we obtain 
(13) 
n-l 
le,l 6 IP I” IdO) + vmaxCpi 6 IP In l40)l 
i=O 
+vmx/(1-P)* (14) 
which proves part (b). If we define coo by coo = 
Y(l -p), 
and the set S, as the closed interval 
e,,e,],then(14)impliesthate,+S,asn+ 
oc. 0 
We note that Fact 2 holds even if the solutions of 
( 10) and ( 11) are unbounded. Even if vrnax is large, 
hence coo is large, the error remains bounded, i.e. such 
bounded noises cannot destabilize the error. In other 
words, this scheme is robust with respect to noise. 
Also in the case of common noise, for the choices of 
G(xn, yn) proposed in Ref. [ 141 the transition times 
to decrease the first p digits of the error to zero may 
depend on the noise, whereas in our case a uniform 
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transition time, independent of noise, could be ob- 
tained, see Fact 1. Note that case (b) of Fact 2 was 
not considered in Ref. [ 141. 
Next we will prove that a result similar to Fact 2 
holds when the parameters of the drive and response 
systems do not match. We assume that the drive system 
is given by ( 10) and the response system is given by 
the following, 
>‘n+~ =4y,,(l -yn) +G(x,,y,) +v;,+Ay,(l -yn), 
(15) 
where A is a real number representing the parameter 
mismatch between the drive and the response systems. 
The following fact proves the property (iii) stated 
above. 
Fact 3. Consider the systems given by (lo), (15) 
and (3). Assume that the noise terms P,, V;, and A are 
such that the solutions of ( 10) and ( 15) are bounded. 
Let us define Y,,, as in Fact 2 and Y,, = supll Iyn( 1 - 
y,,) 1. Then the synchronization error remains bounded 
and this bound depends linearly on A and Y,,,. 
Proof. In this case, the error dynamics becomes 
e,+r = PG + V, - Y;, - A-v, ( 1 - Y,,) . 
Hence, we obtain 
(16) 
/en+11 G l~[lcrll + vmax + IA/Y,, . 
Therefore, similar to (14), we obtain 
(17) 
je,,j < IP 1’ le(O)l + (K,lAl + ~,,)/(l -P) . 
(18) 
Cl 
Remark 2. We note that by Facts 2 and 3, the syn- 
chronization scheme proposed here is robust with re- 
spect to noise and parameter mismatch, and this point 
is quite important from a practical point of view. Sim- 
ilar to the proof of the Fact 2, let coo denote coo = 
(Y&l + ~max)/(l - P) and let S, denote the set 
[-em,e ,I. According to Fact 3, in the presence of 
bounded noise and parameter mismatch, the synchro- 
nization error asymptotically approaches to S,, hence 
remains bounded. The error bound e, given above 
may be large, but it shows the boundedness of the 
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Fig. 2. Error signal (plotted for II 3 5). 
error, hence such bounded noise and parameter mis- 
match cannot destabilize the error under the condi- 
tions of Fact 3. Moreover, this bound depends linearly 
on vlnax and IA 1, hence the error decreases as these 
terms decrease. We note that this robustness result is a 
consequence of exponential synchronization, see also 
Ref. [ 10,131. 
We also simulated (10) and ( 15) for A = -0.1 and 
p = 0.1. Noise terms v and 17 are generated randomly 
by the computer, which are uniformly distributed in 
[ 0, 0.011. At each step, similar to Ref. [ 141, we con- 
sidered only the values of Y,! yielding 0 < x,+1 < 1. 
For initial conditions we chose xa = 0.1, ye = 0.9. 
The corresponding error in 1000 iterations are shown 
in Fig. 2. In this figure we plot e, for II > 5 in order to 
eliminate the transients due to large initial error. Af- 
ter the simulations we observed that Y,,% = 0.009437, 
Y,, = 0.249991, and since IAl = 0. I. we computed the 
error bound e o. given in Remark 2 as coo = 0.038262. 
On the other hand, according to simulation results, the 
maximum error is (for II 3 5) en, = 0.035728. Hence 
the error bound given in Remark 2 is quite close to 
the actual error bound. For the cases where A and/or 
the noise bound is small we obtained smaller errors. 
3. Possible generalizations 
The synchronization scheme presented above could 
be generalized to obtain a class of synchronizing feed- 
back laws as follows. Suppose that for some function 
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f, the following error dynamics is known to be asymp- 
totically stable, 
e n+~ = _f(e,,) 1 (19) 
i.e. for any eo, lim,,, e, = 0. Note that for the lo- 
gistic equation it is sufficient that this property holds 
for 1 eo / < 1. If we choose the feedback law as 
G(x,, yn) = 4( 1 - X, - Yn)en - f(e,) , (20) 
then ( 1), (2) and (20) will result in the error dy- 
namics given by ( 19), hence synchronization can be 
achieved. Moreover, in case of common noise, since 
these terms cancel each other in the error equation, the 
proposed scheme will retain its synchronization prop- 
erty. This proves that the conjecture made at the end 
of Ref. [ 141 holds for the class of synchronizing feed- 
back laws given by (20). However, for an arbitrary 
asymptotically stable dynamics, exponential synchro- 
nization may not hold, and consequently part (b) of 
Fact 2 and Fact 3 may not hold. 
Note that the feedback term given by (3) is a special 
c&e of (20) where f(e,) = pe,. Another choice 
might be f( e,) = ei which yields exponentially stable 
error dynamics for leO/ 6 p < 1, see ( 19). This choice 
in (20) yields 
G(x,, .Y,,) = (4 - 5x, - 3y,)e,. 
Selection of f(e,) = er where m > 1 also yields 
similar results. 
This technique could also be applied to other chaotic 
systems as well. To see this, 
in ( 1) and (2) are given as 
assume that the systems 
x,+1 = F(&!) 3 (21) 
Y~+I = F(.Y,) + G(~,,Y,) > (22) 
where F : Ifs” -+ R” is an arbitrary map such that 
(21) exhibits chaotic behaviour, and G : R” x R” -+ 
R” is the feedback term. Let the error be defined as 
in (4) and assume that for error dynamics given by 
( 19)) e = 0 is asymptotically stable. If we choose the 
feedback term as 
G(-G,Y,) = F(-G) - F(Y,,) - f(e,> , (23) 
then the error dynamics will be given by (19), hence 
the synchronization can be achieved. In particular, if 
we choose f(e) = Ae where A is a II x II constant 
matrix whose eigenvalues are in the unit disc (i.e. the 
magnitudes of the eigenvalues are less than 1 ), then the 
synchronization is exponential and statements similar 
to Fact 2 and Fact 3 hold, i.e. the scheme is robust with 
respect to noise and parameter mismatch. This could 
easily follow, since in this case there exist constants 
M > 0 and IpI < 1 such that IIA”II < Mlp I” for 
n > 1, see, e.g., Ref. [ 20, p. 2791. The rest could be 
proven by following the steps in Facts 2 and 3. 
4. Conclusions 
In this Letter we proposed a simple feedback 
scheme for the synchronization of two coupled logis- 
tic maps. We showed that with this scheme the syn- 
chronization error decays exponentially to zero. As 
a result of exponential synchronization, we showed 
that this scheme is robust with respect to noise and 
parameter mismatch. We also presented some sim- 
ulation results and some possible generalizations of 
this scheme to the synchronization of other chaotic 
systems. 
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