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基于 SIMD 的似然率快速算法 
欧建林，蔡  骏，林  茜 
(厦门大学计算机科学系，厦门 361005) 
摘  要：分析基于连续概率密度的隐马尔可夫模型大词汇量连续语音识别系统中的似然率计算方法，阐述运用并行方式实现似然率计算的
可行性，并在此基础上，提出一种基于 SIMD 的似然率快速算法，通过对语音识别工具包 HTK 3.4 中似然率计算模块的改进实现该算法。
实验结果表明，在不降低识别准确率的前提下，该算法能有效加快似然率计算的速度。 
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【Abstract】The likelihood ratio computation in Large Vocabulary Continuous Speech Recognition(LVCSR) systems based on continuou density
Hidden Markov Model(HMM) is analyzed. The feasibility of using t parallel method to implement the likelihood computation is showed. On basis of
this, a fast algorithm for likelihood ratio based on SIMD is proposed, which is implemented by improving likelihood computation modules in
HTK3.4 toolkit. Experimental results show this algorithm can speed up the likelihood computation without lowering the accuracy rate of recognition
of premise. 
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1  概述 
目 前 大 词 汇 量 连 续 语 音 识 别 (Large Vocabulary 
Continuous Speech Recognition, LVCSR)系统大多采用统计模
型，其中，语音的声学建模常用连续密度 HMM(Continuous 
Density HMM, CDHMM)来实现。在典型的基于 CDHMM 的










当代的新型处理机系统结构(如 Intel 的 SSE 和 AMD 的





SIMD 指令实现似然率并行计算的方法，并通过对 HTK 3.4
中似然率计算模块进行改造实现了该方法，同时在 TIMIT 语
料库上测试该方法所带来的系统实时性能的提高。 





IA-32架构的 SIMD主要由 MMX, SSE, SSE2技术组成。其中，
MMX 技术是伴随着 Pentium 处理器的诞生而出现的，随后
Pentium III 处理器引入 SSE 技术，而 Pentium 4 处理器中更
进一步采用 SSE2 技术。 
为实现 SIMD 运算，Intel 的 MMX 技术将浮点运算单元
(FPU)中现有的堆栈寄存器重用为 8 个 64 bit 数据寄存器，称
为 MMX 寄存器(mm0~mm7)。MMX 指令支持 MMX 寄存器
上的字节、字、双字的并行数据操作，从而提高应用程序的
性能。但 MMX 技术存在着局限性，其不支持浮点运算。为
克服 MMX 的上述局限性，SSE 技术在 CPU 中新增了 8 个
128 bit 浮点寄存器(xmm0~xmm7)，构成 XMM浮点寄存器组，
支持单精度浮点数的并行数据处理，并提供数据预取、数据
滞后存储等高速缓存控制指令。相比于 SSE，SSE2 使用 
144 个新增指令，扩展了 MMX 技术和 SSE 技术，这些指令
提高广大应用程序的运行性能。其中的 SIMD 整数指令扩展
到 128 bit，使 SIMD 整数类型操作的有效执行率成倍提高，
双精度浮点 SIMD 指令允许以 SIMD 格式同时执行 2 个双精
度浮点操作，并且扩展数据高速缓存操作等。 
3  HMM 的似然率计算 
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其中，D 是观察矢量的维数；µk 和 kΣ 分别表示状态 S 的    
第 k 个分量的均值矢量和协方差矩阵。依式(2)定义各概率分
量，则式(1)中的状态模型即为具有 M 个高斯分量的 GMM。
在实际计算中，由于数据稀疏性，模型中各状态的协方差矩
阵往往采用对角矩阵，因此式(1)可以表示为如下形式： 



















n k n k k
k




















⎡ ⎤−⎢ ⎥                − =∑ ∑
⎢ ⎥⎛ ⎞ ⎣ ⎦∏⎜ ⎟
⎝ ⎠
⎡ ⎤−⎢ ⎥                −∑ ∑
⎢ ⎥
⎣ ⎦












( ) ( ) ( )
2
21 1
1lb lbadd  lb
2
M D nq kq





⎡ ⎤−⎢ ⎥⎡ ⎤ = − ∑⎣ ⎦ ⎢ ⎥
⎣ ⎦







[ ] ( )
1 1





⎡ ⎤ = ∑⎢ ⎥⎣ ⎦
                     (5) 










高斯分量 ( ) ; , n k kx µ ΣN 的独立运算，每次处理一个高斯分量
中的 J 个元素，即将 xn, µk 和 kΣ 向量中的 J 个对应的元素(即 
集合 { }nqx , { }kqµ 和 kqΣ , 11 000 −++= Jq,,q,qq )分别装入




下一个高斯分量上进行计算。对于常用的 Intel SSE 结构的系
统，算法可具体描述如下： 
输 入  D 维 观 察 向 量 xn, D=39 以 及 高 斯 分 量 k =N  
( ); ,n k kx µ ΣN  
输出 高斯分量 kN 的似然率值 
BEGIN 
(1)对于 xn, µk 和 kΣ ，其内存空间分配时按 16 Byte 边界对齐； 
(2)求 kΣ 中各元素的倒数，存储为向量 kΣ′ ； 
(3)初始化 xmm0 寄存器为 0； 
(4)WHILE(算法尚未完成高斯分量上似然率计算)DO 
BEGIN 
1)将 xn 向量的前 12 维数据载入 xmm1~xmm3 寄存器中； 
2)将µk 向量的前 12 维数据载入 xmm4~xmm6 寄存器中； 
3)在 xmm1~xmm6 寄存器上执行减法、乘法运算，结果存于
xmm1~xmm3 寄存器中； 
4)将 kΣ′ 向量的前 12 维数据载入 xmm4~xmm6 寄存器中； 
5) 在 xmm1~xmm6 寄 存 器 上 执 行 乘 法 运 算 ， 结 果 存 于
xmm1~xmm3 寄存器中； 
6)依次将 xmm1~xmm3 寄存器中的数据与 xmm0 寄存器中的数
据对应相加，结果保存在 xmm0 寄存器中； 
7)对 xn, µk 和 kΣ 向量中剩余的元素重复 1)~6)的操作； 
END 




由于 SSE 指令在数据是按 16 Byte 边界对齐的情况下才
能充分发挥其性能，因此对于 xn, µk 和 kΣ 向量，在系统初始
化时统一按 16 Byte 边界对齐方式为其分配内存空间。这里
的 xn, µk和 kΣ 向量其数据类型均为 32 bit 浮点数，而一条 SSE
指令可以同时执行 4 个 32 bit 浮点数的传输或运算操作，因
此，通过使用 SSE 中的 MOVAPS 传输指令来完成数据的并






SSE 中的 SHUFPS 重排指令先在寄存器之间完成 xmm0 寄存
器的 4 个浮点数求和运算，并将结果存于 xmm0 寄存器的最
低 32 bit，最后只需输出这个最低 32 bit 浮点数即可，从而进
一步节省时间开销。 




变量的内存地址按 16 Byte 边界对齐；改造似然率计算模块
(如 HModel.c 和 HRec.c 等文件)以实现似然率计算的 SIMD
并行化。 
在 TIMIT 语料库上进行音子级别的识别实验。TIMIT 语
料库的训练集共有 3 696 个录音句子，由 462 个说话人每人 
8 句构成；测试集有 1 344 个句子，由 168 个说话人每人 8
句构成。实验建立 50 个单音子 HMM 声学模型，包括 TIMIT
音素集合的 49 个单音子模型和 1 个静音模型。所有 HMM 都
由 3 个自左向右的状态构成，每个状态拥有同样的高斯分量
个数。语言模型采用的是基于词循环语法。语音文件均被编 
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从表 2 可以看出，对于函数 f1，由于函数维数和复杂度
均不高，SMDE 和 DE 只需 50 次迭代就能收敛到全局最优解，






况下能收敛到全局最优解，但 50 次实验中有 11 次没有收敛
到全局最优点；SMDE 在绝大多数情况下能收敛到全局最优
解，而且解的精度比 DE 高得多，收敛速度也比 DE 快，但
50 次实验中有 3 次收敛到局部最优解。对于 f3 和 f4 这种高维
复杂函数，SM 无法收敛到全局最优解；在给定的迭代次数
下，对于 f4，DE 无法收敛到全局最优解，但增加迭代次数至
1 500 可以收敛到全局最优解，而对于 f3，增加迭代次数也不
能收敛到全局最优解，必须调整控制参数；SMDE 对于 f3 和
f4 均能以很高的精度和速度收敛到全局最优解，从图中可以
清楚地看到 SM 对 DE 的加速作用。对于 f5，DE 和 SMDE 均
能收敛到全局最优点，但从图 6 中可以看出，SMDE 的收敛
速度和精度明显高于 DE；SM 对于高维复杂函数 f5 不能收敛
到全局最优解。另外，在进化的初始阶段，由于 DE 向全局
最优解逼近较快，没有出现停滞的现象，SMDE 中 SM 没有
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码成 39 维的特征矢量，包括 13 维 MFCC 系数及其一阶、二
阶差分，同时训练了不同高斯分量数的 GMM 模型。 
实验通过分别计算基线系统、SIMD 改造后的系统在识
别过程中所用到的似然率计算时间来评测 SIMD 算法的性
能。所有实验结果都是在一台 1 GB内存、2.8 GHz主频的 Intel 
Pentium 4 微机上测得的。其系统平台为 Fedora Core 4，并安
装了 Intel C++ Compiler 9.1.047 编译器。实验中测试了高斯
分量数从 8~64 的 GMM 模型。表 1 给出了实验结果，图 1
中为不同高斯分量数的情况下 SIMD 算法的加速比。 
表 1  似然率计算算法时间对比 
算法耗时/s 高斯分量个数 
SIMD Baseline 
8 190.08 150.33 
16 310.77 394.45 
32 583.02 745.56 





















图 1  不同高斯分量的加速比 
从图 1 可以看出，SIMD 算法可以提高速度 27%左右，
从而节省识别过程所需要的时间开销，提高系统的实时性能。 
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