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SQUARE FUNCTIONS AND MAXIMAL OPERATORS
ASSOCIATED WITH RADIAL FOURIER MULTIPLIERS
SANGHYUK LEE KEITH M. ROGERS ANDREAS SEEGER
Dedicated to Eli Stein
We begin with an overview on square functions for spherical and Bochner–
Riesz means which were introduced by Eli Stein, and discuss their implica-
tions for radial multipliers and associated maximal functions. We then prove
new endpoint estimates for these square functions, for the maximal Bochner–
Riesz operator, and for more general classes of radial Fourier multipliers.
Overview
Square functions. The classical Littlewood–Paley functions on Rd are de-
fined by
g[f ] =
(∫ ∞
0
∣∣∣ ∂
∂t
Ptf
∣∣∣2t dt)1/2
where (Pt)t>0 is an approximation of the identity defined by the dilates of a
‘nice’ kernel (for example (Pt) may be the Poisson or the heat semigroup).
Their significance in harmonic analysis, and many important variants and
generalizations have been discussed in Stein’s monographs [38], [39], [44], in
the survey [45] by Stein and Wainger, and in the historical article [43].
Here we focus on Lp-bounds for two square functions introduced by Stein,
for which (Pt) is replaced by a family of operators with rougher kernels or
multipliers. The first is generated by the generalized spherical means
Aβt f(x) =
1
Γ(β)
∫
|y|≤1
(1− |y|2)β−1f(x− ty) dy
defined a priori for Re β > 0. The definition can be extended to Re β ≤ 0
by analytic continuation; for β = 0 we recover the standard spherical means.
In [41] Stein used (a variant of) the square function
Gβf =
(∫ ∞
0
∣∣∣ ∂
∂t
Aβtf
∣∣∣2t dt)1/2
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to prove Lp-estimates for the maximal function supt>0 |A
β−1/2+ε
t f |, in parti-
cular he established pointwise convergence for the standard spherical means
when p > dd−1 and d ≥ 3; see also [45].
The second square function
Gαf =
(∫ ∞
0
∣∣∣ ∂
∂t
Rαtf
∣∣∣2t dt)1/2,
generated by the Bochner–Riesz means
Rαt f(x) =
1
(2π)d
∫
|ξ|≤t
(
1−
|ξ|2
t2
)α
f̂(ξ) ei〈x,ξ〉 dξ ,
was introduced in Stein’s 1958 paper [37] and used to control the maximal
function supt>0 |R
α−1/2+ε
t f | for f ∈ L
2 in order to prove almost everywhere
convergence for Bochner–Riesz means of both Fourier integrals and series
(see also Chapter VII in [46]). Later, starting with the work of Carbery
[3], it was recognized that sharp Lp bounds for Gα with p > 2 imply sharp
Lp-bounds for maximal functions associated with Bochner–Riesz means and
then also maximal functions associated with more general classes of radial
Fourier multipliers ([4], [13]).
In [45], Stein and Wainger posed the problem of investigating the relation-
ships between various square functions. Addressing this problem, Sunouchi
[48] (in one dimension) and Kaneko and Sunouchi [23] (in higher dimen-
sions) used Plancherel’s theorem to establish among other things the uniform
pointwise equivalence
(1) Gαf(x) ≈ Gβf(x), β = α−
d−2
2 .
In view of this remarkable result we shall consider Gα only.
Implications for radial multipliers. We recall Stein’s point of view for prov-
ing results for Fourier multipliers from Littlewood–Paley theory. Suppose
the convolution operator T is given by T̂ f = hf̂ where h satisfies the as-
sumptions of the Ho¨rmander multiplier theorem. That is, if ϕ is a radial
nontrivial C∞ function with compact support away from the origin, and
L2α(R
d) is the usual Sobolev space, it is assumed that supt>0 ‖ϕh(t · )‖L2α is
finite for some α > d/2. Under this assumption T is bounded on Lp for
1 < p < ∞ ([21], [39], [55]). In Chapter IV of the monograph [39], Stein
approached this result by establishing the pointwise inequality
(2) g[Tf ](x) ≤ C sup
t>0
‖ϕh(t · )‖L2α g
∗
λ(α)[f ],
where g is a standard Littlewood–Paley function and g∗λ is a tangential vari-
ant of g which does not depend on the specific multiplier. As ‖g∗λ(α)[f ]‖p .
‖f‖p for 2 ≤ p < ∞ and α > d/2, this proves the theorem since (under
certain nondegeneracy assumptions on the generating kernel) one also has
‖g[f ]‖p ≈ ‖f‖p for 1 < p <∞.
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A similar point of view was later used for radial Fourier multipliers. Let
m be a bounded function on R+, let ϕ◦ ∈ C∞0 (1, 2), and let Tm be defined
by
(3) T̂mf(ξ) = m(|ξ|)f̂(ξ) .
The work of Carbery, Gasper and Trebels [5] yields an analogue of (2) for
radial multipliers in which the g∗λ-function is replaced with a robust version
of Gα which has the same L
p boundedness properties as Gα. A variant of
their argument, given by Carbery in [4], shows that one can work with Gα
itself and so there is a pointwise estimate
(4) g[Tmf ](x) ≤ C sup
t>0
‖ϕ◦m(t·)‖L2α(R)Gαf(x)
where again g is a suitable standard Littlewood–Paley function. Lp map-
ping properties of Gα together with (4) have been used to prove essentially
sharp estimates for radial convolution operators, with multipliers in local-
ized Sobolev spaces. However it was not evident whether (4) could also be
used to capture endpoint results, for radial multipliers in the same family
of spaces. We shall address this point in §1 below.
Carbery [4] also obtained a related pointwise inequality for maximal func-
tions,
(5) sup
t>0
|Tm(t·)f(x)| ≤ C‖m ◦ exp ‖L2α(R) Gαf(x) ,
which for p ≥ 2 yields effective Lp bounds for maximal operators generated
by radial Fourier multipliers from such bounds for Gα; see also Dappa and
Trebels [13] for similar results. Only little is currently known about maximal
operators for radial Fourier multipliers in the range p < 2; cf. Tao’s work
[50], [51] for examples and for partial results in two dimensions.
Lp-bounds for Gα. We now discuss necessary conditions and sufficient con-
ditions on p ∈ (1,∞) for the validity of the inequality
(6) ‖Gαf‖p . ‖f‖p ;
here the notation A . B is used for A ≤ CB with an unspecified constant.
By (4) it is necessary for (6) that α > 1/2 since for L2α(R) to be imbedded
in L∞ we need α > 1/2. For 1 < p < 2 the inequality can only hold if
α > α˜(p) = d(1p −
1
2) +
1
2 . This is seen by writing
(7) Gαf =
(∫ ∞
0
|Kαt ∗ f |
2dt
t
)1/2
where K̂αt (ξ) = α
|ξ|2
t2
(
1−
|ξ|2
t2
)α−1
+
.
Then, for a suitable Schwartz function η, with η̂ vanishing near 0 and com-
pactly supported in a narrow cone, and for t ∼ 1 and large x in an open
cone, we have
(8) Kαt ∗ η(x) = cαt
deit|x||tx|−
d−1
2
−α +Et(x)
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where Et are lower order error terms. This leads to( ∫ 2
1
|Kαt ∗ η|
2dt
)1/2
∈ Lp(Rd) =⇒ α > α˜(p) .
Note that the oscillation for large x in (8) plays no role here.
Concerning positive results for p ≤ 2, the L2-bound for α > 1/2 follows
from Plancherel and was already observed in [37]. The case 1 < p ≤ 2, α >
d+1
2 is covered by the Caldero´n–Zygmund theory for vector-valued singular
integrals, and analytic interpolation yields Lp-boundedness for 1 < p < 2,
α > α˜(p), see [47], [22]. There is also an endpoint result for α = α˜(p), indeed
one can use the arguments by Fefferman [14] for the weak type endpoint
inequalities for Stein’s g∗λ function to prove that Gα˜(p) is of weak type (p, p)
for 1 < p < 2 (Henry Dappa, personal communication, see also Sunouchi [48]
for the case d = 1).
The range 2 < p <∞ is more interesting, since now the oscillation of the
kernel Kαt plays a significant role, and, in dimensions d ≥ 2, the problem
is closely related to the Fourier restriction and Bochner–Riesz problems. A
necessary condition for p > 2 can be obtained by duality. Inequality (6) for
p > 2 implies that for all b ∈ L2([1, 2]) and η as above
(9)
∥∥∥ ∫ 2
1
b(t)Kαt ∗ η dt
∥∥∥
p′
.
( ∫
[1,2]
|b(t)|2dt
)1/2
.
If we again split Kαt as in (8), and prove suitable upper bounds for the
expression involving the error terms then we see that, for R≫ 1,∫
|x|≥R
∣∣∣ b̂(|x|)
|x|
d−1
2
+α
∣∣∣p′dx <∞,
which leads to the necessary condition α > d( 1p′ −
1
2) = d(
1
2 −
1
p).
It is conjectured that (6) holds for 2 < p < ∞ if and only if α > α(p) =
max{d(12 −
1
p),
1
2}. For d = 1 this can be shown in several ways, and the
estimate follows from Caldero´n–Zygmund theory (one such proof is in [48]).
The full conjecture for d = 2 was proved by Carbery [3], and a variable
coefficient generalization of his result was later obtained in [27]. The partial
result for p > 2d+2d−1 which relies on the Stein–Tomas restriction theorem is in
Christ [9] and in [30]. A better range (unifying the cases d = 2 and d ≥ 3)
was recently obtained by the authors [25]; that is, inequality (6) holds for
α > d(1/2 − 1/p) and d ≥ 2 in the range 2 + 4/d < p < ∞. This extends
previous results on Bochner–Riesz means by the first author [24] and relies
on Tao’s bilinear adjoint restriction theorem [52]. Motivated by a still open
problem of Stein [42], the authors also proved a related weighted inequality
in [25], namely for d ≥ 2, 1 ≤ q < d+22 ,∫
[Gαf(x)]
2w(x) dx .
∫
|f(x)|2Wqw(x) dx, α >
d
2q
,
SQUARE FUNCTIONS AND MAXIMAL OPERATORS 5
where Wq is an explicitly defined operator which is of weak type (q, q) and
bounded on Lr with q < r ≤ ∞. This is an analogue of a result by Carbery
and the third author in two dimensions [6] and extends a weighted inequality
by Christ [9] in higher dimensions. One might expect that recent progress
by Bourgain and Guth [2] on the Bochner–Riesz problem will lead to further
improvements in the ranges of these results but this is currently open.
By the equivalence (1) one can interpret the boundedness of Gα as a regu-
larity result for spherical means and then for solutions of the wave equation.
By a somewhat finer analysis in conjunction with the use of the Fefferman–
Stein #-function [17] the authors obtained an Lp(L2) endpoint result, local
in time, in fact not just for the wave equation, but also for other dispersive
equations. Namely if γ > 0, d ≥ 2, 2 + 4/d < p <∞ then
(10)
∥∥∥( ∫ 1
−1
∣∣eit(−∆)γ/2f ∣∣2dt)1/2∥∥∥
p
. ‖f‖Bps,p ,
s
γ
= d
(1
2
−
1
p
)
−
1
2
.
Here Bps,p is the Besov space which strictly contains the Sobolev space L
p
s
for p > 2.
Concerning endpoint estimates, many such results for Bochner–Riesz mul-
tipliers and variants had been previously known (cf. [10], [11], [12], [33],
[34], [49]). For the Bochner–Riesz means Rλt with the critical exponent
λ(p) = d(1/2− 1/p)− 1/2, Tao [50] showed that if for some p1 > 2d/(d− 1)
the Lp1 boundedness holds for all λ > λ(p1), then one also has a bound
in the limiting case, for p1 < p < ∞, namely R
λ(p)
t maps L
p,1 to Lp, and
Lp
′
→ Lp
′,∞. In contrast no positive result for Gd/2−d/p seems to have been
known, even for the version with dilations restricted to (1/2, 2). It should be
emphasized that, despite the pointwise equivalence of the two square func-
tions in (1), the sharp regularity result (10) does not imply a corresponding
endpoint bound for Gd/2−d/p (in fact the latter is not bounded on Lp). In
this paper we will prove a sharp result for Gd/2−d/p in the restricted open
range of the Stein–Tomas adjoint restriction theorem, and obtain related
results for maximal operators and Fourier multipliers.
1. Endpoint results
Theorem 1.1. Let d ≥ 2, 2(d+1)d−1 < p <∞ and α = d(
1
2 −
1
p). Then
(11) ‖Gαf‖p ≤ C‖f‖Lp,2 .
Here Lp,q denotes the Lorentz space. We note that the Lp → Lp bounded-
ness fails; moreover Lp,2 cannot be replaced by a larger space Lp,ν for ν > 2.
This can be shown by the argument in (9) namely, if b ∈ L2([1, 2]) then the
function b̂(| · |)(1 + | · |)
− d
p′
+ 1
2 belongs to Lp
′,2 but not necessarily to Lp
′,r
for r < 2. The space Lp,2 has occured earlier in endpoint results related to
other square functions, see [31], [35], [53].
The pointwise bound (5) and Theorem 1.1 yield a new bound for maximal
functions, in particular for multipliers in the Sobolev space L2d/2−d/p which
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are compactly supported away from the origin. This Sobolev condition is
too restrictive to give any endpoint bound for the maximal Bochner–Riesz
operator. However such a result can be deduced from a related result on
maximal functions
Mmf(x) = sup
t>0
|F−1[m(t| · |)f̂ ](x)|
withm compactly supported away from the origin. Our assumptions involve
the Besov space B2α,q (which is L
2
α when q = 2) and thus the following result
seems to be beyond the scope of a square function estimate when q 6= 2.
Theorem 1.2. Let d ≥ 2, 2(d+1)d−1 < p < ∞, α = d(
1
2 −
1
p) and p
′ ≤ q ≤ ∞.
Assume that m is supported in (1/2, 2) and that m belongs to the Besov
space B2α,q. Then
‖Mmf‖Lp ≤ C‖m‖B2α,q‖f‖Lp,q′ .
We apply this to the Bochner–Riesz maximal operator Rλ∗ defined by
Rλ∗f(x) = sup
t>0
|Rλt f(x)|.
Split (1 − t2)λ+ = uλ(t) + mλ(t) where mλ is supported in (1/2, 2) and
uλ ∈ C
∞
0 (R). Then the maximal function Muλf is pointwise controlled
dominated by the Hardy–Littlewood maximal function and thus bounded
on Lp for all p > 1. The function mλ belongs to the Besov space B
2
λ+1/2,∞
and Theorem 1.2 with q = ∞ yields a maximal version of (the dual of)
Christ’s endpoint estimate in [11].
Corollary 1.3. Let d ≥ 2, 2(d+1)d−1 < p <∞, and λ = d(
1
2 −
1
p)−
1
2 . Then
‖Rλ∗f‖p ≤ C‖f‖Lp,1 .
We now consider operators Tm with radial Fourier multipliers, as defined
in (3), which do not necessarily decay at ∞. The pointwise bounds (4),
Theorem 1.1 and duality yield optimal Lp → Lp,2 estimates in the range
1 < p < 2(d+1)d+3 , for Ho¨rmander type multipliers with localized L
2
α conditions
in the critical case α = d(1p −
1
2). This demonstrates the effectiveness of
Stein’s point of view in (2) and (4).
The following more general theorem is again beyond the scope of a square
function estimate. We use dilation invariant assumptions involving localiza-
tions of Besov spaces B2α,q. We note that in [33] it had been left open whether
one could use endpoint Sobolev space or Besov spaces with q > 1 in (12)
below.
Theorem 1.4. Let d ≥ 2, 1 < p < 2(d+1)d+3 , α = d(
1
p −
1
2) and p ≤ q ≤ ∞.
Let ϕ◦ be a nontrivial C∞0 function supported in (1, 2). Assume
(12) sup
t>0
‖ϕ◦m(t · )‖B2α,q <∞ .
Then Tm maps L
p to Lp,q and Lp
′,q′ to Lp
′
.
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It is not hard to see that the assumption (12) is independent of the choice
of the particular cutoff ϕ◦. The result is sharp as Tm does not map Lp
to Lp,r for r < q. This can be seen by considering some test multipliers of
Bochner–Riesz type. Indeed, let Φ1 be a radial C
∞ function, with Φ1(x) = 1
for 2−1/2 ≤ |x| ≤ 21/2 and supported in {1/2 < |x| < 2} and similarly let χ
be a radial C∞ function compactly supported away from the origin and so
that χ(ξ) = 1 in a neighborhood of the unit sphere. Set (now with p < 2)
m(ξ) = χ(ξ)
∞∑
j=1
cj
∫
(1− |ξ − η|2)
d( 1
p
− 1
2
)− 1
2
+ 2
jdΦ̂1(2
jη) dη .
We first remark that if we write m(ξ) = m◦(|ξ|), then m◦ ∈ B2α,q(R) if and
only ifm ∈ B2α,q(R
d) (here we use thatm◦ is compactly supported away from
the origin). Now considering the explicit formula for the kernel of Bochner–
Riesz means (cf. (41) below) it is easy to see that m ∈ B2d/p−d/2,q(R
d) if and
only if {cj}
∞
j=1 belongs to ℓ
q; moreover the necessary condition F−1[m] ∈
Lp,q is satisfied if and only if {cj} belongs to ℓ
q. These considerations show
the sharpness of Theorem 1.4 and also the sharpness of Theorem 1.2.
For the operator Tm acting on the subspace L
p
rad
, consisting of radial
Lp functions, the estimate corresponding to Theorem 1.4 has been known
to be true in the optimal range 1 < p < 2dd+1 . In fact Garrigo´s and the
third author [18] obtained an actual characterization of classes of Hankel
multipliers which yields, for p ≤ q ≤ ∞,
‖Tm‖Lp
rad
→Lp,q ≈ sup
t>0
∥∥F−1[φ(| · |)m(t| · |)]∥∥
Lp,q(Rd)
if 1 < p <
2d
d+ 1
.
This easily implies the Lp
rad
→ Lp,q boundedness under assumption (12), see
[18]. Similarly, if in Theorem 1.4 we replace the range (1, 2d+2d+3 ) with the
smaller p-range (1, 2d−2d+1 ) (applicable only in dimension d ≥ 4) the result
follows from the characterization of radial Lp Fourier multipliers acting on
general Lp functions in a recent article by Heo, Nazarov and the third author
[19]. There it is proved that for p ≤ q ≤ ∞,
(13) ‖Tm‖Lp→Lp,q ≈ sup
t>0
∥∥F−1[φ(| · |)m(t| · |)]∥∥
Lp,q(Rd)
if 1 < p <
2d− 2
d+ 1
.
The remainder of this paper is devoted to the proofs of the above theo-
rems. They are mostly based on ideas in [19]. It remains an interesting open
problem to extend the range of (13), in particular to prove such a result for
some p > 1 in dimensions two and three. Moreover it would be interesting
to prove the above theorems beyond the Stein–Tomas range.
2. Convolution with spherical measures
In this section we prove an inequality for convolutions with spherical
measures acting on functions with a large amount of cancellation. It can be
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used to obtain results such as Theorems 1.4 for radial multipliers which are
compactly supported away from the origin.
To formulate this inequality let η be a Schwartz function on Rd and let
ψ be a radial C∞ function with compact support in {x : |x| ≤ 1} and such
that
ψ̂(ξ) = u(|ξ|)
vanishes of order 10d at the origin. For j ≥ 1 let Ij = [2
j , 2j+1] and denote
by σr the surface measure on the sphere of radius r which is centered at the
origin. Thus the norm of σr as a measure is O(r
d−1). We recall the Bessel
function formula
(14) σ̂r(ξ) = r
d−1J (r|ξ|) with J (s) = c(d)s−
d−2
2 J d−2
2
(s) ,
which implies |σ̂r(ξ)| . r
d−1(1 + r|ξ|)−
d−1
2 . In view of the assumed cancel-
lation of ψ, we have
(15) ‖ψ̂ ∗ σr‖∞ = O(r(d−1)/2).
In what follows let ν be a probability measure on [1, 2]. We will need to
work with functions with values in the Hilbert space H = L2(R+,
dr
r ) and
write
‖F‖Lp(L1(H)) =
∥∥∥ ∫ 2
1
( ∫ ∞
0
|Ft(r, ·)|
2 dr
r
)1/2
dν(t)
∥∥∥
p
.
Proposition 2.1. Let 1 ≤ p < 2(d+1)d+3 . Then∥∥∥∑
j≥1
∫ 2
1
∫
Ij
ψ ∗ σrt ∗ η ∗ Ft,j(r, ·) dr dν(t)
∥∥∥
p
.
(∑
j≥1
2jd
∥∥Fj∥∥pLp(L1(H)))1/p.
The measure ν is used here to unify the proofs of Theorems 1.2 and 1.4.
For our applications we are only interested in two such measures. For Theo-
rems 1.1 and 1.4 we take for ν the Dirac measure at t = 1 (and consequently
in this case we can set σrt = σr and eliminate all t-integrals in the proofs
below). For the application to Theorem 1.2 we take for ν the Lebesgue
measure on [1, 2].
We first give a proof for the Lp bound of each term in the j-sum, which
uses standard arguments ([14], [15]).
Lemma 2.2. Let 1 ≤ p ≤ 2(d+1)d+3 . Then∥∥∥ ∫ 2
1
∫
Ij
ψ ∗ σrt ∗ Ft(r, ·) dr dν(t)
∥∥∥
2
. 2jd/2
∥∥F‖Lp(L1(H)) .
Proof. We use Plancherel’s theorem and then the Stein–Tomas restriction
theorem [54]. With J as in (14) so that σ̂r(ξ) = r
d−1J (r|ξ|) and ψ̂(ξ) =
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u(|ξ|), we get from the restriction theorem∥∥∥∫ 2
1
∫
Ij
ψ ∗ σrt ∗ Ft(r, ·) dr dν(t)
∥∥∥2
2
= c
∫
|u(ρ)|2
∫
Sd−1
∣∣∣ ∫ 2
1
∫
Ij
(rt)d−1J (rtρ)F̂t(r, ρξ′) dr dν(t)
∣∣∣2dσ(ξ′) ρd−1dρ
.
∫
|u(ρ)|2ρ
2d
p
−d−1
∥∥∥∫ 2
1
∫
Ij
(rt)d−1J (rtρ)Ft(r, ·) dr dν(t)
∥∥∥2
p
dρ
.
∥∥∥ ∫ 2
1
( ∫
|u(ρ)|2ρ
2d
p
−d−1
∣∣∣ ∫
Ij
rd−1J (rtρ)Ft(r, ·) dr
∣∣∣2dρ)1/2dν(t)∥∥∥2
p
.
In the last step we have used Minkowski’s integral inequality. We claim
that, for fixed x ∈ Rd and t ∈ [1, 2],
(16)∫
|u(ρ)|2ρ
2d
p
−d−1
∣∣∣ ∫
Ij
rd−1J (rtρ)Ft(r, x) dr
∣∣∣2dρ . ∫
Ij
∣∣Ft(r, x)∣∣2 rd−1dr ,
with the implicit constant uniform in x, t, and the lemma follows by substi-
tuting this in the previous display.
To see (16) we first notice that for a radial H(w) = H◦(|w|) we have∫
H◦(r)rd−1J (r|ξ|) dr = cdĤ(ξ).
Thus, if we take Hx,t(w) = χIj (|w|)Ft(|w|, x), the left-hand side of (16) is a
constant multiple of∫
|ψ̂(ξ)|2|ξ|
2d
p
−2d
|Ĥx,t(tξ)|2dξ
.
∫
|Ĥx,t(ξ)|2dξ = c
∫
|Hx,t(w)|2dw = c′
∫
Ij
|Ft(r, x)|
2rd−1 dr ,
and we are done. In the inequality we used that ψ̂ vanishes of high order at
the origin. 
If we fix j and assume that FQ,t(r, ·) is supported for all r in a cube Q of
sidelength 2j then the expression
∫ 2
1
∫
Ij
ψ∗σrt∗FQ,t(r, ·)dr dν(t) is supported
in a similar slightly larger cube. From this it quickly follows that
∥∥∥∫ 2
1
∫
Ij
ψ ∗ σrt ∗ FQ,t(r, ·) dr dν(t)
∥∥∥
p
. 2jd/p
∥∥∥ ∫ 2
1
( ∫ ∞
0
|FQ,t(r, ·)|
2 dr
r
)1/2
dν(t)
∥∥∥
p
.
This estimate is however insufficient to prove Proposition 2.1 for p > 1. We
shall also need the following orthogonality lemma.
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Lemma 2.3. Let J1, J2 ⊂ (0,∞) be intervals and let E1, E2 be compact
sets in Rd with dist(E1, E2) ≥ M ≥ 1. Suppose that for every r ∈ Ji, the
function x 7→ fi(r, x) is supported in Ei. Then, for t1, t2 ∈ [1, 2],∣∣∣ ∫
J1
∫
J2
〈
ψ ∗ σr1t1 ∗ f1(r1, ·), ψ ∗ σr2t2 ∗ f2(r2, ·)
〉
dr1dr2
∣∣∣
.M−
d−1
2
2∏
i=1
[ ∫ 2
1
∫ ( ∫
Ji
|fi(r, y)|
2rd−1dr
)1/2
dy
]
.
Proof. We follow [19] and apply Parseval’s identity and polar coordinates
in ξ. Then,〈
ψ ∗ σr1t1 ∗ f1(r1, ·), ψ ∗ σr2t2 ∗ f2(r2, ·)
〉
= c
∫
|ψ̂(ξ)|2σ̂r1t1(ξ)σ̂r2t2(ξ)
∫∫
f1(r1, y1)f2(r2, y2)e
i〈ξ,y2−y1〉 dy1dy2dξ
= c′
∫
|u(ρ)|2(r1t1)
d−1J (r1t1ρ)(r2t2)d−1J (r2t2ρ)×∫∫
f1(r1, y1)f2(r2, y2)J (ρ|y1 − y2|) dy1 dy2 ρ
d−1dρ,
so that the left-hand side of the desired inequality is equal to a constant
multiple of
(17)
∫ ∫∫
|u(ρ)|2
∫
J1
(r1t1)
d−1J (r1t1ρ)f1(r1, y1) dr1
×
∫
J2
(r2t2)
d−1J (r2t2ρ)f2(r2, y2) dr2 J (ρ|y1 − y2|) dy1 dy2 ρd−1dρ .
Now define two radial kernels by Hyii (w) = fi(|w|, yi)χJi(|w|) so that the
expression (17) can be written as a constant times
(18)
∫ ∫∫
|ψ̂(ξ)|2Ĥy11 (t1ξ)Ĥ
y2
2 (t2ξ)J (|ξ||y1 − y2|) dy1dy2 dξ.
Then, using the decay for Bessel functions and the M -separation assump-
tion,
|J (|ξ||y1 − y2|)| . (1 + ρM)
− d−1
2 , yi ∈ Ei, i = 1, 2.
By the Cauchy–Schwarz inequality, the left-hand side of the desired inequal-
ity is thus bounded by
∏
i=1,2
[ ∫
yi∈Rd
( ∫ |ψ̂(ξ)|2
(1 + |ξ|M)
d−1
2
|Ĥyii (tiξ)|
2dξ
)1/2
dy
]
.M−
d−1
2
∏
i=1,2
[ ∫
y∈Rd
∥∥Ĥyii ∥∥2dy] ,
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and by Plancherel’s theorem this is
.M−
d−1
2
∏
i=1,2
[ ∫ (∫
wi∈Rd
|fi(|w|, y)|
2χJi(|w|)dw
)1/2
dy
]
.M−
d−1
2
∏
i=1,2
[ ∫ (∫
Ji
|fi(r, y)|
2rd−1 dr
)1/2
dy
]
,
and so we are done. 
Proof of Proposition 2.1. The case p = 1 is trivial and we assume p > 1 in
what follows. For z ∈ Zd consider the cube qz of all x with zi ≤ xi < zi + 1
for i = 1, . . . , d. Let
γj,z(f) = sup
x∈qz
∫ 2
1
( ∫ ∞
0
∣∣∣ ∫ η(x− y)Fj,t(r, y) dy∣∣∣2 dr
r
)1/2
dν(t),
and since η is a Schwartz function it is straightforward to verify that, for
every j,
(19)
( ∑
z∈Zd
|γj,z(f)|
p
)1/p
.
∥∥∥∫ 2
1
(∫ ∞
0
|Fj,t(r, ·)|
2 dr
r
)1/2
dν(t)
∥∥∥
p
,
with the implicit constant independent of j. If γj,z(f) 6= 0 we set
bj,z,t(r, x) = [γj,z(f)]
−1χqz(x)
∫
η(x− y)Fj,t(r, y) dy
and if γj,z(f) = 0 we set bj,z,t = 0. Then
(20)
∑
z∈Zd
sup
x∈qz
∫ 2
1
(∫ ∞
0
|bj,z,t(r, x)|
2 dr
r
)1/2
dν(t) ≤ 1.
Let
Vj,z(x) =
∫ 2
1
∫
Ij
ψ ∗ σrt ∗ bj,z,t(r, x) dr dν(t).
In view of (19) it suffices to show that for arbitrary functions z 7→ γj,z on
Zd we have, for 1 < p < 2(d+1)d+3 ,
(21)
∥∥∥∑
j≥1
∑
z∈Zd
γj,zVj,z
∥∥∥
p
.
(∑
j≥1
∑
z∈Zd
|γj,z|
p2jd
)1/p
where the implicit constant is independent of the specific choices of the bj,z,t
(satisfying (20) with bj,z,t supported in qz). Let µd denote the measure on
N× Zd given by
µd(E) =
∑
j≥1
2jd#{z ∈ Zd : (j, z) ∈ E} .
Then (21) expresses the Lp(Zd × N, µd)→ L
p(Rd) boundedness of an oper-
ator T . In the open p-range it suffices by real interpolation to show that T
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maps Lp,1(Zd×N, µd) to L
p,∞(Rd). This amounts to checking the restricted
weak-type inequality
(22) meas
({
x :
∣∣∑
j≥1
∑
z∈Ej
Vj,z
∣∣ > λ}) . λ−p∑
j≥1
2jd#(Ej)
where Ej are finite subsets of Z
d. Now for each (j, z) the term Vj,z is sup-
ported on a ball of radius C2j+1 and therefore the entire sum is supported
on a set of measure .
∑
j≥1 2
jd#(Ej). Thus the estimate (22) holds for
λ ≤ 10. Assume now that λ > 10.
We decompose Rd into dyadic ‘half open’ cubes of sidelength 2j and let Qj
be the collection of these 2j-cubes. For each Q ∈ Qj let Q
∗ be the cube with
same center as Q but sidelength 2j+5. Note that for z ∈ Q the term Vj,z is
supported in Q∗. Letting
Qj(λ) := {Q ∈ Qj : #(Ej ∩Q) > λ
p }
and
Ω =
⋃
j
⋃
Q∈Qj(λ)
Q∗ ,
we have the favorable estimate
meas(Ω) ≤ 25
∑
j≥1
∑
Q∈Qj(λ)
|Q| ≤ 25
∑
j≥1
2jd
∑
Q∈Qj(λ)
#(Ej ∩Q)
λp
. λ−p
∑
j≥1
2jd#(Ej) .
Thus the remaining estimates need only involve the ‘good’ part of Ej ;
Eλj =
⋃
Q∈Qj\Qj(λ)
Q ∩ Ej.
Note that every subset of diameter C2j , with C > 1, contains . Cdλp points
in Eλj . Letting
Vj =
∑
z∈Eλj
Vj,z ,
it remains to show that
meas
({
x :
∣∣∑
j≥1
Vj(x)
∣∣ > λ}) . λ−p∑
j≥1
2jd#(Ej) .
This will follow from
(23)
∥∥∥∑
j≥1
Vj
∥∥∥2
2
≤ Cλ
2p
d+1 log λ
∑
j≥1
2jd#(Ej)
and Tshebyshev’s inequality since, for p < 2(d+1)d+3 and λ > 1,
λ
2p
d+1
−2 log λ ≤ Cpλ−p.
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Proof of (23). Setting N(λ) = 10 log2 λ, we treat the sums over j ≤ N(λ)
and j > N(λ) separately. Using the Cauchy–Schwarz inequality for the first
sum,
(24)
∥∥∥∑
j≥1
Vj
∥∥∥2
2
. log(λ)
∑
j≤N(λ)
‖Vj‖
2
2 +
∑
j>N(λ)
‖Vj‖
2
2
+
∑
j>N(λ)
∑
N(λ)<k<j−10
∣∣〈Vj , Vk〉∣∣.
Since the expression
∑
z∈Eλj ∩Q Vj,z is supported in Q
∗ it follows easily from
Lemma 2.2 (applied with the endpoint exponent 2(d+1)d+3 ) that
‖Vj‖
2
2 .
∑
Q∈Qj
∥∥∥∫ 2
1
(∫
Ij
2jd
∣∣∣ ∑
z∈Q∩Eλj
bj,z,t(r, ·)
∣∣∣2 dr
r
)1/2
dν(t)
∥∥∥2
2(d+1)
d+3
.
Since Q ∩ Eλj contains no more than λ
p points we have by (20)
∥∥∥∫ 2
1
(∫
Ij
2jd
∣∣∣ ∑
z∈Q∩Eλj
bj,z,t(r, ·)
∣∣∣2 dr
r
)1/2
dν(t)
∥∥∥2
2(d+1)
d+3
. 2jd
(
#(Eλj ∩Q)
) d+3
d+1 . 2jd#(Ej ∩Q)λ
p 2
d+1
and thus
(25)
∞∑
j=1
‖Vj‖
2
2 . λ
p 2
d+1
∑
j
2jd#Ej .
Thus we get the asserted bound (23) for the sum of the first two terms on
the right-hand side of (24).
It remains to estimate the mixed terms 〈Vj , Vk〉 for N(λ) < k < j − 10.
For fixed j, k we let Inj,k = [2
kn, 2k(n+ 1)] ∩ Ij with n ∈ Z, n ≈ 2
j−k. Then
with
V k,nj,z,t : = ψ ∗
∫
Inj,k
σrt ∗ bj,z,t(r, ·) dr
Vk,z′ : = ψ ∗
∫ 2
1
∫
Ik
σrs ∗ bk,z′,s(r, ·) dr dν(s)
we can write
〈Vj , Vk〉 =
∫ 2
1
∑
n
∑
z∈Eλj
∑
z′∈Zk(n,z,t)
〈V k,nj,z,t, Vk,z′〉 dν(t);
here, in view of the support properties, we were able to restrict the z′ sum-
mation to the set
Zk(n, z, t) := {z
′ ∈ Eλk :
∣∣|z′ − z| − nt2k∣∣ ≤ C2k},
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with C a suitable constant. Observe that for z′ ∈ Zk(n, z, t), with k ≤ j−10,
we have |z − z′| ≈ 2j since nt2k ∈ Ij .
By Lemma 2.3 (applied with the parameter M ≈ 2j) we have for fixed
z, z′, t,
(26)
∣∣〈V k,nj,z,t, Vk,z′〉|∣∣ . 2−j d−12
∫
|y−z|≤C
hz,nj,k,t(y) dy
∫
|y′−z′|≤C
hz
′
k (y
′) dy′
with
hz,nj,k,t(y) =
( ∫
Inj,k
|bj,z,t(r, y)|
2rd−1dr
)1/2
,
hz
′
k (y) =
∫ 2
1
(∫
Ik
|bk,z′,s(r, y)|
2rd−1dr
)1/2
dν(s) .
By our normalization assumption (20),
(27)
∫ 2
1
(∑
n
|hz,nj,k,t(y)|
2
)1/2
dν(t) . 2
jd
2 and hz
′
k (y
′) . 2
kd
2
and, by the Cauchy–Schwarz inequality, we also have
(28)
∫ 2
1
∑
n
|hz,nj,k,t(y)|dν(t) . 2
jd
2 2
j−k
2 .
Altogether, using (26) and (27),
|〈Vj , Vk〉|
. 2−j
d−1
2
∑
z∈Eλj
∑
n
∫ 2
1
∫
|y−z|≤C
hz,nj,k,t(y) dy 2
kd/2#(Zk(n, z, t)) dν(t) .
Recall that for every cube Q of sidelength 2k the set Zk(n, z, t) ∩ Q con-
tains at most λp points. Moreover, for each z, n, t there are no more than
O(2(j−k)(d−1)) dyadic cubes of sidelength 2k which intersect Zk(z, n, t). Thus
#(Zk(n, z, t)) . λ
p2(j−k)(d−1) .
This and (28) yield, for k ≤ j − 10,
|〈Vj , Vk〉| . 2
−j d−1
2
∑
z∈Eλj
∫
|y−z|≤C
∫ 2
1
∑
n
hz,nj,k,t(y)dν(t) dy 2
kd/2λp2(j−k)(d−1)
. 2−j
d−1
2 #(Eλj )2
jd
2 2
j−k
2 2
kd
2 λp2(j−k)(d−1) . λ−p2−k
d−1
2 2jd#(Eλj ) .
By summing a geometric series, we see that∑
j>N(λ)
∑
N(λ)<k<j−10
∣∣〈Vj, Vk〉∣∣ . λp2−N(λ)d−12 ∑
j≥1
2jd#Ej,
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and by the choice of N(λ) = 10 log2 λ, we have λ
p2−N(λ)
d−1
2 . λp−5 . 1.
This gives the desired estimate (indeed a better estimate) for the third term
on the right-hand side of (24) and finishes the proof of (23). 
Lorentz space estimates. We will use the following interpolation lemma
in which we allow any d > 0; this is the only place where d does not neces-
sarily denote the dimension.
Lemma 2.4. Let 1 ≤ p0 < p1, d > 0, and, for j ∈ N, let Sj be an operator
acting on functions on a measure space (M, µ) with values in a Banach
space B. Suppose that the inequality
(29)
∥∥∥∑
j≥1
Sjgj
∥∥∥
pi
≤Mi
(∑
j≥1
2jd
∥∥gj∥∥piLpi(B)
)1/pi
holds for i = 0, 1. Then for p0 < p < p1,
1
p =
1−ϑ
p0
+ ϑp1 , and p ≤ q ≤ ∞,∥∥∥∑
j≥1
2−jd/pSjfj
∥∥∥
Lp,q
≤ Cp,qM
1−θ
0 M
θ
1
∥∥∥(∑
j≥1
|fj|
q
B
)1/q∥∥∥
Lp
with q =∞ interpreted as usual by taking a supremum.
Proof. Let µd denote the measure on N×M given by
µd(E) =
∑
j≥1
2jd
∫
x:(j,x)∈E
dµ .
By real interpolation of the assumptions (29) we have
(30)
∥∥∥∑
j≥1
Sjgj
∥∥∥
Lp,q
≤ Cp,qM
1−θ
0 M
θ
1
∥∥{gj}∥∥Lp,q(µd,B) .
We may apply this with gj = 2
−jd/pfj and then our assertion follows from
the inequality
(31)
∥∥{2−jd/pfj}∥∥Lp,q(µd,B) ≤ ∥∥{fj}∥∥Lp(ℓq(B)) .
The case for p = q is immediate. We also have
µd
({
(j, x) : 2−
jd
p |fj(x)|B > λ
})
≤ µd
({
(j, x) : 2−
jd
p sup
k
|fk(x)|B > λ
})
=
∫ ∑
j : 2jd<
supk |fk(x)|pBλ−p
2jd dx ≤ λ−p
∫
sup
k
|fk(x)|
p
B dx,
which yields (31) for q = ∞. By complex interpolation (with fixed p) we
obtain (31) for p ≤ q ≤ ∞. 
As an immediate consequence of Lemma 2.4 we obtain a Lorentz space
version of Proposition 2.1 which is the main ingredient in the proof of The-
orem 1.2.
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Corollary 2.5. Let 1 < p < 2(d+1)d+3 and p ≤ q ≤ ∞. Then∥∥∥∑
j≥1
2−
jd
p
∫ 2
1
∫
Ij
ψ ∗ η ∗ σrt ∗ Fj,t(r, ·) dr dν(t)
∥∥∥
Lp,q
.
∥∥∥ ∫ 2
1
(∑
j≥1
|Fj,t|
q
H
)1/q
dν(t)
∥∥∥
p
.
A preparatory result. For the proof of Theorems 1.1 and 1.4 we shall need
a more technical variant of the corollary which is compatible with atomic
decompositions. In what follows we let ν be Dirac measure at t = 1 so that
the integrals in t disappear. Let ℓ ≥ 1 and for z ∈ Zd let
Rℓz = {x : 2
ℓzi ≤ xi < 2
ℓ(zi + 1), i = 1, . . . , d} ;
these sets form a grid of disjoint cubes with sidelength 2ℓ covering Rd. In
the following proposition we use the conclusion of Proposition 2.1 as our
hypothesis.
Proposition 2.6. Suppose that, for some p1 ∈ (1, 2),∥∥∥ ∑
j≥ℓ+2
∫
Ij
ψ ∗ σr ∗ η ∗ Fj(r, ·) dr
∥∥∥
p1
.
(∑
j≥1
2jd‖Fj‖
p1
Lp1 (H)
)1/p1
.
Let bj,z ∈ L
2(H) with ‖bj,z‖L2(H) ≤ 1, let βj(z) ∈ C and define
Sjβj(x) =
∑
z
βj(z)
(
ψ ∗ η ∗
∫
Ij
σr ∗
(
χRℓzbj,z(r, ·)
)
dr
)
Then, for 1 < p < p1 and p ≤ q ≤ ∞,∥∥∥ ∑
j≥ℓ+2
2−jd/pSjβj
∥∥∥
Lp,q
≤ Cp2
ℓd(1/p−1/2)−ε(p))
(∑
z∈Zd
(∑
j≥1
|βj(z)|
q
)p/q)1/p
,
where ε(p) =
(d−1)p′1
2 (
1
p −
1
p1
).
Proof. We argue as in [20], Prop. 3.1. First note that
(32)
∥∥∥ ∑
j≥ℓ+2
Sjβj
∥∥∥
p1
. 2ℓd(1/p1−1/2)
(∑
j≥1
2jd
∑
z
|βj(z)|
p1
)1/p1
.
Indeed, by hypothesis the left-hand side is dominated by a constant times(∑
j≥1
2jd
∥∥∥∑
z
βj(z)χRℓzbj,z
∥∥∥p1
Lp1 (H)
)1/p1
≤
(∑
j≥1
2jd
∑
z
|βj(z)|
p1
∥∥χRℓzbj,z∥∥p1Lp1 (H)
)1/p1
and after using Ho¨lder’s inequality on each Rℓz and the L
2 normalization of
bj,z we obtain (32).
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There is a better L1 bound. Note that for r ≈ 2j the term ψ ∗σr ∗bj,z(r, ·)
is supported on an annulus with radius ≈ 2j and width 2ℓ. We use the
Cauchy–Schwarz inequality on this annulus and then (15) and estimate∥∥∥ ∑
j≥ℓ+2
ψ ∗ η ∗
∑
z
βj(z)
∫
Ij
σr ∗ (bj,z(r, ·)χRℓz ) dr
∥∥∥
1
.
∑
j≥ℓ+2
∑
z
|βj(z)|
∫
Ij
‖ψ ∗ σr ∗ (bj,z(r, ·)χRℓz )‖1 dr
.
∑
j≥ℓ+2
∑
z
|βj(z)|
∫
Ij
(2ℓ2j(d−1))1/2‖ψ ∗ σr ∗ (bj,z(r, ·)χRℓz )‖2 dr
. 2ℓ/2
∑
j≥1
2j(d−1)
∑
z
|βj(z)|
∫
Ij
‖bj,z(r, ·)‖2dr ,
and by Cauchy–Schwarz on Ij and the normalization assumption on bj,z we
get
(33)
∥∥∥ ∑
j≥ℓ+2
Sjβj
∥∥∥
1
. 2ℓ/2
∑
j≥1
2jd
∑
z
|βj(z)| .
Now Lemma 2.4 is used to interpolate (32) and (33) and the assertion follows.

3. Proof of Theorem 1.2
We start with a simple fact on Besov spaces, namely if ζ is a C∞ function
supported on a compact subinterval of (0,∞) then
(34) ‖ζ(| · |)g(| · |)‖B2α,q(Rd) . ‖g‖B2α,q(R) , α > 0.
To see this note that the corresponding inequality with Sobolev spaces L2α,
α = 0, 1, 2, . . . is true by direct computation, and then (34) follows by real
interpolation.
Next if F−1[m(| · |](x) = κ(|x|) we can use polar coordinates to see that
(35)
∥∥m(| · |)‖B2α,q(Rd) ≈
( ∞∑
j=0
[ ∫
Ij
|κ(r)|2r2α+d−1dr
]q/2)1/q
;
here, as in §2, Ij = [2
j , 2j+1] for j ≥ 1, and I0 = (0, 2].
We shall first prove a dual version of a bound for a maximal operator
where the dilations are restricted to [1, 2].
Proposition 3.1. Let d ≥ 2, 1 < p < 2(d+1)d+3 , α = d(
1
p −
1
2 ), p ≤ q ≤ ∞.
Then, for m ∈ B2α,q with support in (1/2, 2),
(36)
∥∥∥ ∫ 2
1
Tm(t·)ft dt
∥∥∥
Lp,q
. ‖m‖B2α,q
∥∥∥ ∫ 2
1
|ft| dt
∥∥∥
p
.
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Proof. Let φ be a radial C∞-function so that φ̂ is supported in {1/8 ≤ |ξ| ≤
8} and equal to one in {1/4 ≤ |ξ| ≤ 4}. Then Tm(t·)ft = Tm(t·)(φ ∗ ft) for
1 ≤ t ≤ 2. Also
Tm(t·)f =
∫ ∞
0
κ(r)t1−dσrt ∗ φ ∗ f dr, 1 ≤ t ≤ 2,
where κ is bounded and smooth, and the right-hand side of (35) is finite
with α = d/p−d/2. We may split φ = ψ∗η where ψ ∈ C∞c with ψ̂ vanishing
of high order at the origin. It then suffices to show that
(37)
∥∥∥ ∫ 2
1
∫ ∞
2
κ(r)t1−dψ ∗ σrt ∗ ft dr dt
∥∥∥
Lp,q
.
( ∞∑
j=1
( ∫
Ij
|κ(r)|2r2d/p
dr
r
)q/2)1/q ∥∥∥ ∫ 2
1
|ft| dt
∥∥∥
p
This estimate follows by applying Corollary 2.5. Take ν to be Lebesgue
measure on [1, 2], use the tensor product
Fj,t(r, x) = 2
jd/pχIj(r)κ(r) t
1−dft(x)
and observe that ‖Fj‖Lp(L1(H)) can be estimated by the right-hand side of
(37). 
We also need a standard ‘orthogonality’ estimate, in Lorentz spaces.
Lemma 3.2. Let {βk}k∈Z a family of L1-functions, satisfying
(i) supk ‖βk‖L1(Rd) <∞,
(ii) supξ
∑
k∈Z |β̂k(ξ)| <∞.
Then
(38)
∥∥∥∑
k
βk ∗ fk
∥∥∥
Lp,q
.
(∑
k
‖fk‖
p
Lp,q
)1/p
, 1 < p < 2, p ≤ q ≤ ∞,
and
(39)
(∑
k
‖βk ∗ f‖
p
Lp,q
)1/p
. ‖f‖Lp,q , 2 < p <∞, 1 ≤ q ≤ p.
Here the functions {fk} are allowed to have values in a Hilbert space H (and
f may have values in H′).
Proof. By duality (38) and (39) are equivalent. To see (38) we define md to
be the product measure on Rd×Z of Lebesgue measure on Rd and counting
measure on Z. Define an operator P acting on functions (x, k) 7→ fk(x),
letting F = {fk}, by PF =
∑
k βk ∗fk. By assumption (i) P maps the space
L1(Rd × Z,md) to L
1(Rd) and by the almost orthogonality assumption (ii)
it maps L2(Rd × Z,md) to L
2(Rd). Hence by real interpolation P maps
Lp,q(Rd × Z,md) to L
p,q(Rd) for all 1 < p < 2 and q > 0. Let
Ek,m(F ) = {x : |fk(x)|H > 2
m}.
SQUARE FUNCTIONS AND MAXIMAL OPERATORS 19
If p ≤ q we have, by the triangle inequality in ℓq/p,
‖F‖Lp,q(md;H) ≈
(∑
m
2mq
∣∣∣∑
k
meas(Ek,m(F ))
∣∣∣ qp) 1q
≤
(∑
k
(∑
m
2mq
∣∣∣meas(Ek,m(F ))∣∣∣ qp) pq ) 1p ≈ (∑
k
‖fk‖
p
Lp,q(H))
1/p ,
where for q =∞ we make the usual modification. This proves (38). 
Proof of Theorem 1.2, conclusion. Now let 2(d+1)d−1 < p <∞ and p ≤ q ≤ ∞.
Let φ be as above and define Lk by L̂kf(ξ) = φ̂(2
−kξ)f̂(ξ). We may then
estimate
‖Mmf‖p ≤
(∑
k∈Z
∥∥ sup
1≤t≤2
|Tm(2kt·)Lkf |
∥∥p
p
)1/p
.
For every k ∈ Z,∥∥ sup
1≤t≤2
|Tm(2kt·)Lkf |
∥∥
p
≤ C‖m‖B2
d/2−d/p,q
‖Lkf‖Lp,q′ ;
this follows for k = 0 by duality from Proposition 3.1, and then for general
k by scaling. By Lemma 3.2(∑
k∈Z
∥∥Lkf∥∥pLp,q′
)1/p
. ‖f‖Lp,q′
and combining the estimates we are done. 
4. Proofs of Theorems 1.1 and 1.4
Many endpoint bounds for convolution operators on Lebesgue spaces can
be obtained by interpolation involving a Hardy space estimate and an L2
estimate; this idea goes back to [40], [17]. In some instances it has been
advantageous to use Hardy space or BMO methods such as atomic decom-
positions or the Fefferman–Stein #-maximal function directly on Lp to prove
theorems which cannot immediately be obtained by interpolation (see for
example endpoint questions treated in [32], [46], [25], [19], [29]). We formu-
late such a result suitable for application in the proofs of Theorems 1.1 and
1.4. In order to give a unified treatment we need to consider vector-valued
operators.
Let H1, H2 be Hilbert spaces. We consider translation invariant op-
erators mapping L2(H1) to L
2(H2), with convolution kernels having val-
ues in the space L(H1,H2) of bounded operators from H1 to H2. On the
Fourier transform side, the operators are given by T̂ f(ξ) =M(ξ)f̂(ξ) where
f̂(ξ) ∈ H1, T̂ f(ξ) ∈ H2, with supξ |M(ξ)|L(H1,H2) < ∞. If S is an L
2(Rd)
convolution operator with scalar kernel (and multiplier) and H is a Hilbert
space then S extends to a bounded operator on L2(Rd,H), denoted tem-
porarily by S ⊗ IdH. If T is as before with L(H1,H2)-valued kernel then
20 SANGHYUK LEE KEITH M. ROGERS ANDREAS SEEGER
(S ⊗ IdH2)T = T (S ⊗ IdH1). With a slight abuse of notation we shall
continue to write S for either S ⊗ IdH2 and S ⊗ IdH1 .
We need to formulate a hypothesis which will be used for convolution
operators with multipliers compactly supported away from the origin.
Hypothesis 4.1. Let 1 < p < 2, p ≤ q ≤ ∞, ε > 0 and A > 0. We say
that the kernel K satisfies Hyp(p, q, ε,A) if for every ℓ ≥ 0 one can split the
kernel into a short and long range contribution
K = Kshℓ +K
lg
ℓ
so that the following properties hold:
(i) Kshℓ is supported in {x : |x| ≤ 2
ℓ+10}.
(ii) supξ∈Rd
∣∣F [Kshℓ ](ξ)|L(H1,H2) ≤ A.
(iii) For every family of L2 functions {az}z∈Zd , with supp (az) ∈ Rℓz and
supz ‖az‖L2(H1) ≤ 1, and for γ ∈ ℓ
p(Zd) the inequality
∥∥∥∑
z
K
lg
ℓ ∗ (γ(z)az)
∥∥∥
Lp,q
≤ A2
ℓ(d( 1
p
− 1
2
)−ε)(∑
z
|γ(z)|p
)1/p
holds.
Theorem 4.2. Given p ∈ (1, 2), p ≤ q ≤ ∞, ε > 0 and A > 0 suppose that
K
k, k ∈ Z are L(H1,H2)-valued kernels satisfying hypothesis Hyp(p, q, ε,A).
Define the convolution operator Tk by
Tkf(x) =
∫
2kdKk(2k(x− y))f(y)dy
Let η be a scalar Schwartz function with η̂ supported in {ξ : 1/4 ≤ |ξ| ≤ 4}
and let ηk = 2
kdη(2k·). Then the operator f 7→
∑
k∈Z ηk ∗ Tkf , initially
defined on H1 valued Schwartz functions with compact Fourier support away
from the origin, extends to an operator acting on all f ∈ Lp(H1) so that the
inequality ∥∥∥∑
k
ηk ∗ Tkf
∥∥∥
Lp,q(H2)
≤ CpA‖f‖Lp(H1)
holds.
The proof of Theorem 4.2 is by now quite standard, but for completeness
we include it in Appendix A below. Given Theorem 4.2 we now show how
it can be used to deduce Theorems 1.1 and 1.4 from the results in §2.
Remark 4.3. We actually prove a slightly more general result: Assuming
that the estimate of Proposition 2.1 holds for some exponent p1 ∈ (1,
2d
d+1)
then the conclusion of Theorem 1.4 holds for 1 < p < p1 and the conclusion
of Theorem 1.1 holds for p′1 < p < ∞. A similar remark also applies to
Theorem 1.2.
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Proof of Theorem 1.1. With p1 as in Remark 4.3, by duality and changes
of variables t = 2ks it is enough to show that, for 1 < p < p1 and α =
d(1p −
1
2),
(40)∥∥∥∑
k∈Z
∫ 2
1
F−1
[ |ξ|2
22ks2
(
1−
|ξ|2
22ks2
)α−1
+
f̂s
]ds
s
∥∥∥
Lp,2
.
∥∥∥(∫ 2
1
|fs|
2 ds
s
)1/2∥∥∥
p
.
Let φ be such that φ̂ is supported in {1/4 ≤ |ξ| ≤ 4} with φ̂(ξ) = 1 in
{1/3 ≤ |ξ| ≤ 3}. Let
(41) Jα(ρ) = ρ
− d−2
2
−αJ d−2
2
+α(ρ)
so that F [Jα(t| · |)](ξ) = cαt
−d(1− |ξ|2/t2)α−1+ (see Chapter VII of [46]). In
particular J0 = J as in (14). Let φk = 2
kdφ(2k·). Then (40) follows from
(42)
∥∥∥∑
k∈Z
φk ∗
∫ 2
1
∫
Jα(s|y|)fs(· − y)dy
ds
s
∥∥∥
Lp,2
.
∥∥∥( ∫ 2
1
|fs|
2 ds
s
)1/2∥∥∥
p
.
The reduction of (40) to (42) involves incorporating irrelevant powers of s
in the definition of fs and an application of standard estimates for vector-
valued singular integrals ([39]) to handle the contribution of (1 − |ξ|2)α−1+
away from the unit sphere. We omit the details.
We now split φ = η ∗ ψ ∗ ψ where η̂ has the same support as φ̂ and ψ is
a radial C∞0 function supported in {x : |x| ≤ 1/10}, furthermore ψ̂ vanishes
to order 10d at the origin. If H1 = L
2([1, 2], dr) then we wish to apply
Theorem 4.2 with the H′1 valued kernel K
k ≡ K (independent of k) defined
by
(43) 〈K(x), v〉 =
∫ 2
1
v(s)
∫ ∞
0
Jα(sr)ψ ∗ σr(x)dr ds .
We define the corresponding short range kernel Kshℓ by letting the r-integral
in (43) extend over [0, 2ℓ+2] and the long range kernel Klgℓ by letting the
r-integral extend over (2ℓ+2,∞).
Clearly the support condition (i) in Hypothesis 4.1 holds. Note that
d/p−d/2 > 1/2 for p < 2d/(d+1). Thus to check condition (ii) of Hypothesis
4.1 it suffices to verify that
sup
ξ∈Rd
( ∫ 2
1
∣∣∣ ∫ 2ℓ+2
0
Jα(rs)ψ̂(ξ)
2σ̂r(ξ)dr
∣∣∣2ds)1/2 ≤ Aα , α > 1/2 .
Writing ψ̂(ξ) = u(|ξ|), this reduces to
(44) sup
ρ>0
|u(ρ)|2
(∫ 2
1
∣∣∣ ∫ 2ℓ+2
0
Jα(rs)J (rρ)r
d−1dr
∣∣∣2ds)1/2 . Aα .
We may take the r-integral over [1, 2ℓ+2] since the estimate for the contribu-
tion for r ∈ [0, 1] is immediate. We use the standard asymptotic expansions
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for the modified Bessel-function Jα,
(45) Jα(u) = u
− d−1
2
−α
[ 1∑
n=0
u−n
(
c+n,αe
iu + c−n,αe
−iu)+O(|u|−2)], u ≥ 1
and also the analogous expansion for J = J0. If we consider only the leading
terms in both asymptotic expansions we are led to bound
sup
ρ>0
|u(ρ)|2
ρ
d−1
2
(∫ 2
1
∣∣∣ ∫ 2ℓ+2
1
eir(±s±ρ)r−αdr
∣∣∣2ds)1/2 . Aα, α > 1/2 ,
which follows from Plancherel’s theorem on R. The other terms with lower
order or nonoscillatory error terms are similar or more straightforward. Note
that we also use |u(ρ)| ≤ ρ10d for ρ ∈ (0, 1). This establishes condition (ii)
in Hypothesis 4.1.
Finally we verify condition (iii). Let {az}z∈Zd be L2(H1) functions with
supz ‖az‖L2(H1) ≤ 1, supported on 2
ℓ-cubes with disjoint interiors. We then
need to show that
(46)
∥∥∥ ∑
j≥ℓ+2
∫
Ij
ψ ∗ ψ ∗ σr ∗
∑
z
γ(z)
∫ 2
1
Jα(sr)az(s, ·)ds
∥∥∥
Lp,2
. A2ℓ(d(
1
p
− 1
2
)−ε)(∑
z
|γ(z)|p
)1/p
.
Setting
cj,z =
( ∫
Ij
∫
Rz
∣∣∣ ∫ 2
1
Jα(sr)az(s, x)ds
∣∣∣2dr
r
dx
)1/2
we may apply Proposition 2.6 for q = 2 with
βj(z) = 2
jd/pγ(z)cj,z , and bj,z(r, x) = χIj(r)c
−1
j,z
∫ 2
1
Jα(sr)az(s, x)ds
if cj,z 6= 0 and bj,z = 0 if cj,z = 0. We can then dominate the left-hand side
of (46) by a constant times
2
ℓ(d
p
− d
2
−ε(p))(∑
z
(∑
j
|βj(z)|
2
)p/2)1/p
with ε(p) > 0 for p < p1. We are only left to show that for fixed z(∑
j
|βj(z)|
2
)1/2
. |γ(z)|
where the implicit constant is uniform in z. This estimate follows from
(47)
∑
j≥ℓ+2
22jd/p
∫
Ij
∣∣∣ ∫ 2
1
Jα(sr)az(s, x)ds
∣∣∣2 dr
r
.
∫ 2
1
|az(s, x)|
2ds
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and integration over x ∈ Rz. To see (47) we use again the asymptotics (45).
The estimate for the oscillatory terms (with n = 0, 1) becomes
∑
j≥ℓ+2
22jd/p
∫
Ij
r−2α−2n−d
∣∣∣ ∫ 2
1
e±isrs−
d−1
2
−α−naz(s, x)ds
∣∣∣2dr
.
∫ 2
1
|az(s, x)|
2ds ,
and since α = d/p − d/2 it suffices to show∫ ∣∣∣ ∫ 2
1
e±isrv(s)az(s, x)dt
∣∣∣2dr . ∫ 2
1
|az(s, x)|
2ds
with sups |v(s)| ≤ C. But this is an immediate consequence of Plancherel’s
theorem. Lastly, if in (47) we put the error term O((sr)−α−
d−1
2
−2) for Jα(sr)
the resulting expression can be easily estimated by∫ ∞
2ℓ
r−3dr
[ ∫ 2
1
|az(s, x)|ds
]2
.
∫ 2
1
|az(s, x)|
2ds .
This concludes the proof of (47), and thus the proof of Theorem 1.1. 
Proof of Theorem 1.4. We apply Theorem 4.2 with H1 = H2 = C. It is
easy to see that it suffices to show that, for α = d(1/p − 1/2),∥∥∥∑
k∈Z
F−1
[
mk(2
−k| · |)η̂(2−k·)f̂
]∥∥∥
Lp,q
. sup
k
‖mk‖B2α,q‖f‖p,
where mk are functions in B
2
α,q(R) supported in (1/2, 2) and η is a radial
Schwartz function with η̂ supported in the annulus {1/4 < |ξ| < 4}. Now
write F−1[mk(| · |)](x) = κk(|x|). Using polar coordinates and (34) we see
that
(48)
(∑
j≥1
[ ∫
Ij
|κk(r)|
2r2d/p
dr
r
]q/2)1/q
. ‖mk‖B2α,q , α = d(1/p − 1/2) ,
and of course sup0<r≤1 |κk(r)| <∞. With ψ as in the proof of Theorem 1.1
it suffices to show that the kernels
Kkℓ = K
k,sh
ℓ +K
k,lg
ℓ =
[ ∫ 2ℓ+2
0
+
∫ ∞
2ℓ+2
]
κk(r)ψ ∗ ψ ∗ σr dr
satisfy the assumptions of Hypothesis 4.1, uniformly in k. Note that by (15)∣∣∣F[ ∫
Ij
κk(r)ψ ∗ ψ ∗ σr dr
]
(ξ)
∣∣∣ . ∫
Ij
|κk(r)|r
d−1
2 dr
. 2
−j(d
p
− d+1
2
)
( ∫
Ij
|κk(r)|
2r2d/p
dr
r
)1/2
and since p < 2dd+1 we may sum in j to deduce that supk ‖K̂
k,sh
ℓ ‖∞ <∞.
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We turn to the kernels Kk,lgℓ and again show using Proposition 2.6 that
they suffice condition (iii) in Hypothesis 4.1. Define
βk,j(z) = γ(z)
( ∫
Ij
|κk(r)|
2r2d/p
dr
r
)1/2
and
bk,j,z(r, x) = 2
−1[βk,j(z)]−12jd/pχIj(r)κk(r)az(x)
if βk,j(z) 6= 0 (and bk,j,z = 0 otherwise). Then
‖bk,j,z‖L2(H) =
( ∫ ∫ ∞
0
|bj,z(r, x)|
2 dr
r
dx
)1/2
≤ 1.
Now
Kk,lgℓ ∗
∑
z
γ(z)az =
∑
z
∑
j≥ℓ+2
βk,j(z)
∫
Ij
ψ ∗ ψ ∗ σr ∗ bk,j,z(r, ·)dr
and by Proposition 2.6 we have∥∥∥Kk,lgℓ ∗∑
z
az
∥∥∥
p
. 2ℓ(
d
p
− d
2
−ε(p))(∑
z
(∑
j
|βk,j(z)|
q
)p/q)1/p
,
with ε(p) > 0 for p < p1. Finally, by (48)(∑
z
(∑
j
|βk,j(z)|
q
)p/q)1/p
.
(∑
z
|γ(z)|p
)1/p
‖mk‖B2
d(1/p−1/2),q
,
which completes the proof. 
Appendix A. Proof of Theorem 4.2
By normalization we may assume that Hypothesis Hyp(p, q, ε,A) holds
with A = 1. We use atomic decompositions in Lp which are constructed from
square functions, based on the ideas by Chang and Fefferman [8]. A conve-
nient and useful form is given by an ℓ2-valued version of Peetre’s maximal
square function (cf. [28], [55]),
Sf(x) =
(∑
k
sup
|y|≤100d·2−k
|Lkf(x+ y)|
2
H1
)1/2
,
where Lkf = φk∗f , with φk = 2
kdφ(2k·), and φ is a radial Schwartz function
with φ̂ supported in {ξ : 1/5 < |ξ| < 5}. Then
‖Sf‖p ≤ Cp‖f‖Lp(H1) , 1 < p <∞ .
We closely follow the argument in [20]. Choose φ by splitting the func-
tion η in the statement of Theorem 4.2 as
η = ψ ∗ φ
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where ψ is a radial C∞0 -function with support in {x : |x| < 1/4} whose
Fourier transform vanishes to order 10d at the origin. We set ψk = 2
kdψ(2k·),
then ηk = ψk ∗ φk and we have∑
k
ηkTkf =
∑
k
ψkTkLkf .
For k ∈ Z, we tile Rd by the dyadic cubes of sidelength 2−k and write
L(Q) = −k if the sidelength of a dyadic cube Q is 2−k. For each n ∈ Z, let
Ωn = {x : Sf(x) > 2
n}.
Let Qn−k be the set of all dyadic cubes of sidelength 2
−k which have the
property that |Q ∩Ωn| ≥ |Q|/2 but |Q ∩ Ωn+1| < |Q|/2. Let
Ω∗n = {x :MχΩn(x) > 100
−d}
with M the Hardy–Littlewood maximal operator. The set Ω∗n is open, con-
tains Ωn and satisfies |Ω
∗
n| . |Ωn|. Let Wn be the set of all dyadic cubes
W for which the 50-fold dilate of W is contained in Ω∗n and W is maxi-
mal with respect to this property. The collection {W} forms a Whitney-
type decomposition of Ω∗n. The interiors of the Whitney cubes are disjoint.
For each W ∈ Wn we denote by W
∗ the tenfold dilate of W ; the dilates
{W ∗ : W ∈ Wn} have still bounded overlap.
Note that each Q ∈ Qn−k is contained in a uniqueW ∈ Wn. For W ∈ Wn,
set
ak,W,n =
∑
Q∈Qn
−k
Q⊂W
(Lkf)χQ ,
and for any dyadic cube W define
ak,W =
∑
n:W∈Wn
ak,W,n.
The functions ak,W,n can be considered as ‘atoms’, but without the usual
normalization. For fixed n one has
(49)
∑
W∈Wn
∑
k
‖ak,W,n‖
2
L2(H1)
. 22nmeas(Ωn).
Indeed (arguing as in [8]) the left-hand side is equal to∑
Q∈Wn
∑
k
∑
Q∈Qn
−k
∫
Q
|Lkf(x)|
2
H1
dx
≤ 2
∑
Q∈Wn
∑
k
∑
Q∈Qn
−k
∫
Q∩(Ωn\Ωn+1)
sup
|y|≤2−k
√
d
|Lkf(x+ y)|
2
H1
dx
≤ 2
∫
Ωn\Ωn+1
Sf(x)2 ≤ 2meas(Ωn)2
2(n+1) .
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Let T lgk,ℓ, T
sh
k,ℓ, be the convolution operator with kernels 2
kd
K
k,lg
ℓ (2
k·) and
2kdKk,shℓ (2
k·), respectively. The desired estimate will follow once we estab-
lish the short range inequality
(50)
∥∥∥∑
k
∑
ℓ≥0
∑
W∈∪nWn
L(W )=−k+ℓ
ψk ∗ T
sh
k,ℓak,W
∥∥∥
Lp(H2)
. ‖Sf‖p .
and for fixed ℓ ≥ 0 the long range inequality
(51)
∥∥∥∑
k
∑
W∈∪nWn
L(W )=−k+ℓ
ψk ∗ T
lg
k,ℓak,W
∥∥∥
Lp,q(H2)
. 2−ℓε‖Sf‖p .
Proof of (50). We prove that for 1 < r < 2 and for fixed n ∈ Z
(52)
∥∥∥∑
k
∑
ℓ≥0
∑
W∈Wn
L(W )=−k+ℓ
ψk ∗ T
sh
k,ℓak,W,n
∥∥∥r
Lr(H2)
≤ Cr 2
nrmeas(Ωn).
By ‘real interpolation’ (cf. Lemma 2.2 in [19]) it follows that the stronger
estimate∥∥∥∑
n
∑
k
∑
ℓ≥0
∑
W∈Wn
L(W )=−k+ℓ
ψk ∗ T
sh
k,ℓak,W,n
∥∥∥p
Lp(H2)
.
∑
n
2npmeas(Ωn).
holds and this implies (50) since
∑
n 2
npmeas(Ωn) . ‖Sf‖
p
p.
Since the expression inside the norm in (52) is supported in Ω∗n we see
that the left-hand side of (52) is dominated by
(53) meas(Ω∗n)
1−r/2
∥∥∥∑
k
∑
ℓ≥0
∑
W∈Wn
L(W )=−k+ℓ
ψk ∗ T
sh
k,ℓak,W,n
∥∥∥r
L2(H2)
.
The convolution operators with kernel ψk are almost orthogonal and thus
we can dominate the left-hand side of (53) by a constant times
(54) meas(Ω∗n)
1−r/2
(∑
k
∥∥∥∑
ℓ≥0
∑
W∈Wn
L(W )=−k+ℓ
T shk,ℓak,W,n
∥∥∥2
L2(H2)
)r/2
.
Now, for each W with L(W ) = −k+ ℓ, the function T shk,ℓak,W,n is supported
in the expanded cube W ∗. The cubes W ∗ with W ∈ Ωj have bounded
overlap, and therefore the expression (54) is
(55) . meas(Ω∗n)
1−r/2
(∑
k
∑
ℓ≥0
∑
W∈Wn
L(W )=−k+ℓ
∥∥∥T shk,ℓak,W,n∥∥∥2
L2(H2)
)r/2
.
Now we have for fixed W∥∥T shk,ℓak,W,n∥∥L2(H2) . ‖ak,W,n‖L2(H1).
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By (49) we have∑
k
∑
ℓ≥0
∑
W∈Wn
L(W )=−k+ℓ
∥∥ak,W,n∥∥22 . ∑
W∈Wn
∑
k
‖ak,W,n
∥∥2
2
. 22nmeas(Ωn).
Since meas(Ω∗n) . meas(Ωn) it follows that the right-hand side of (55) is
dominated by a constant times meas(Ωn)2
nr which then yields (52) and
finishes the proof of the short range estimate.
Proof of (51). We use the first estimate in Lemma 3.2, with βk = ψk, and
the H2 valued functions Fk =
∑
W :
L(W )=−k+ℓ
T lgk,ℓak,W . We then see that (51)
follows from
(56)
∑
k
∥∥∥ ∑
W :
L(W )=−k+ℓ
T lgk,ℓak,W
∥∥∥p
Lp,q(H2)
. 2−ℓεp
∑
n
meas(Ωn)2
np .
By rescaling and assumption (iii) in Definition 4.1 we have for every k∥∥∥T lgk,ℓ[ ∑
W :
L(W )=−k+ℓ
ak,W
]∥∥∥
Lp,q(H2)
. 2−ℓε2(ℓ−k)d(
1
p
− 1
2
)
( ∑
W :
L(W )=−k+ℓ
‖ak,W‖
p
L2(H1)
)1/p
.
Thus in order to finish the proof we need the inequality
(57)
∑
k
∑
W :
L(W )=−k+ℓ
2(ℓ−k)d(1−
p
2
)‖ak,W‖
p
L2(H1)
.
∑
n
2npmeas(Ωn) .
For fixed k and fixed W , the functions ak,W,n, n ∈ Z live on disjoint sets
(since the dyadic cubes of sidelength 2−k are disjoint and each such cube is
in exactly one family Qn−k). Therefore
‖ak,W ‖L2(H1) .
(∑
n
‖ak,W,n‖
2
L2(H1)
)1/2
and thus we can bound the left-hand side of (57) by∑
n
∑
k∈Z
∑
W∈Wn:
L(W )=−k+ℓ
2(ℓ−k)d(1−
p
2
)‖ak,W,n‖
p
L2(H1)
≤
∑
n
(∑
k∈Z
∑
W∈Wn:
L(W )=−k+ℓ
meas(W )
)1−p/2(∑
k
∑
W∈Wn:
L(W )=−k+ℓ
‖ak,W,n‖
2
L2(H1)
)p/2
≤
∑
n
meas(Ω∗n)
1−p/2
(∑
k
∑
W∈Wn
‖ak,W,n‖
2
L2(H1)
)p/2
;
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here we used the disjointness of Whitney cubes in Wn. By (49) the last
displayed expression is bounded by
C
∑
n
meas(Ω∗n)
1−p/2(22nmeas(Ωn))p/2 .
∑
n
2npmeas(Ωn)
which gives (57). 
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