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ຠᯝⓗ࡞⮬ẅᑐ⟇ࢆ⾜࠺ࡓࡵ࡟㸪ᆅᇦ࡟࠾ࡅࡿ⮬ẅᐇែࡢᢕᥱࡢ㔜せᛶࡀㄆ㆑ࡉ
ࢀ࡚ࡁ࡚࠸ࡿ㸬ᆅᇦࡢ⮬ẅᐇែࢆ⾲ࡍ⤫ィᣦᶆ࡜ࡋ࡚㸪┦ᑐࣜࢫࢡ࡛࠶ࡿᶆ‽໬
Ṛஸẚࡀࡋࡤࡋࡤ⏝࠸ࡽࢀࡿ㸬ࡋ࠿ࡋ㸪ᶆ‽໬Ṛஸẚࡣ㸪ேཱྀࡀᑡ࡞࠸ᆅᇦ࡟࠾
࠸࡚ኚືࡀ኱ࡁ࠸ḞⅬࡀ࠶ࡿ㸬ࡑࡢࡓࡵ㸪ಙ㢗ᛶ࠶ࡿ᥎ᐃ㔞ࡀồࡵࡽࢀ࡚ࡁࡓ㸬
ࡇࡇ࡛ࡣ㸪᭱ᑬ᥎ᐃ㔞㸪⤒㦂࣋࢖ࢬ᥎ᐃ㔞㸪㝵ᒙ࣋࢖ࢬ᥎ᐃ㔞ࡢ 3✀㢮ࡢ┦ᑐࣜ
ࢫࢡࡢ᥎ᐃ㔞ࢆᢅ࠺ࡇ࡜࡜ࡋࡓ㸬රᗜ┴࡛ࡢ࣋࢖ࢬ᥎ᐃ࡛ࡣ㸪஦๓ศᕸ࡟࣐࢞ࣥ
ศᕸࢆ௬ᐃࡋࡓ┦ᑐࣜࢫࢡࡢᇶᮏ࡜࡞ࡿ Poisson-Gammaࣔࢹࣝࢆ⏝࠸㸪஦๓ศᕸ
ࢆ௬ᐃࡍࡿ࣋࢖ࢬ᥎ᐃࡢᯟ⤌ࡳࡀ⦰⣙᥎ᐃ㔞ࢆᵓᡂࡍࡿࡇ࡜ࢆㄝ᫂ࡋࡓ㸬ࡲࡓ㸪
࣐ࣝࢥࣇ㐃㙐ࣔࣥࢸ࢝ࣝࣟἲ࡟ࡼࡿ㝵ᒙ࣋࢖ࢬ᥎ᐃ㔞ࡢᵓᡂࡢ௙᪉ࢆ᳨ウࡋ㸪ࡑ
ࢀࡒࢀࡢ᥎ᐃ㔞ࡢ≉㛗࡟ࡘ࠸࡚ࡢᩚ⌮ࢆ⾜ࡗࡓ㸬
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ᆅᇦࡢ⮬ẅᐇែࢆ࠶ࡽࢃࡍᣦᶆ࡜ࡋ࡚㸪ᶆ‽໬Ṛஸẚ㸦standardized mortality 
ratio㸸SMR㸧ࡀࡋࡤࡋࡤ⏝࠸ࡽࢀࡿ㸬SMR ࡣ㸪➃ⓗ࡟ࡣᐇ㝿࡟ほᐹࡉࢀࡓほ Ṛஸ
ᩘ࡜ᮇᚅṚஸᩘ࡜ࡢẚ࡛࠶ࡿ㸬ᮇᚅṚஸᩘࡣ㸪ᇶ‽㸦඲ᅜ࡞࡝㸧ࡢṚஸ⋡ࢆ㸪ᑐ㇟ᆅ
ᇦ࡟ᙜ࡚ࡣࡵࡓሙྜ࡟ᮇᚅࡉࢀࡿṚஸᩘ࡛࠶ࡿ㸬ࡇࡢࡇ࡜࡟ࡼࡾ㸪ࡇࡢ SMR ࡣ㸪┦
ᑐࣜࢫࢡ㸦relative risk㸧࡜࿧ࡤࢀࡿࡇ࡜ࡀ࠶ࡿ㸬 
㏻ᖖ㸪┦ᑐࣜࢫࢡࡣ㸪ࣜࢫࢡẚ㸦risk ratio㸧ࡸⓎ⏕⋡ẚ㸦incidence rate ratio㸧࡞
࡝ࡢࠕᭀ㟢⩌ࡢࣜࢫࢡࡣ㸪㠀ᭀ㟢⩌ࡢࣜࢫࢡࡢఱಸ࡛࠶ࡿ࠿ࠖ࡜࠸࠺┦ᑐⓗ࡞ຠᯝࢆ
⾲ࡍ⏝ㄒ࡜ࡋ࡚౑⏝ࡉࢀࡿ㸦Gordis, 2009㸧㸬඲ᅜᖹᆒࢆᇶ‽࡜ࡍࡿSMRࡣ㸪ほ ࡉࢀ
ࡓṚஸᩘ࡜ᮇᚅࡉࢀࡿṚஸᩘࡢẚ࡜ᐃ⩏ࡉࢀࡿࡢ࡛㸪ࡇࡢ್ࡀ 1 ௨ୖࡢሙྜࡣ඲ᅜᖹ
ᆒࡼࡾࡶ㧗ࡃ㸪1 ௨ୗࡢሙྜࡣప࠸࡜┦ᑐⓗ࡟ุ᩿ࡍࡿࡇ࡜ࡀ࡛ࡁࡿ࡜ࡇࢁ࡟≉ᚩࡀ
࠶ࡿ 2㸬 
SMRࡀ⮬ẅ࡟㛵ࡍࡿ⤫ィฎ⌮࡟౑⏝ࡉࢀࡿ୺࡞⌮⏤ࡣ㸪⮬ẅࣜࢫࢡ࡬ࡢᖺ㱋ࡢ஺⤡
ࢆ⤫ไࡋ࡚࠸ࡿᣦᶆ࡛࠶ࡿ࠿ࡽ࡛࠶ࡿ㸬୍⯡࡟Ṛஸࡢࣜࢫࢡ࡟᭱ࡶᙳ㡪ࢆ୚࠼ࡿせᅉ
ࡣᖺ㱋࡛࠶ࡾ㸪⮬ẅࡢࣜࢫࢡࡶᖺ㱋࡜ᙉࡃ㛵㐃ࡋ࡚࠸ࡿ㸬ࡋ࠿ࡋ㸪ᖺ㱋ᵓᡂࡣᆅᇦ࡟
ࡼࡗ࡚୙ᆒ⾮࡛࠶ࡿࡓࡵ㸪ᖺ㱋ࡀ⮬ẅࡢࣜࢫࢡࡢ஺⤡せᅉ࡜࡞ࡿ㸬Rothman㸦2012㸧
ࡀ᳨ウࡋ࡚࠸ࡿࡼ࠺࡟㸪ᮇᚅṚஸᩘࡢᵓᡂ࡟࠾࠸࡚஺⤡ࢆ⤫ไࡍࡿࡓࡵ࡟ࡣ㸪ᖺ㱋༊
ศ࡛ᒙ໬ࡍࡿࡇ࡜࡛஺⤡ࢆ⤫ไࡋ㸪ࡑࡢᚋᆅᇦ㸦ᒙ඲య㸧࡛ࡢせ⣙್ࢆᚓࡿࡓࡵ࡟ᶆ
‽໬ࡋࡓᮇᚅṚஸᩘࢆồࡵࡿ࡜࠸࠺᪉ἲࡀ⪃࠼ࡽࢀࡿ㸬ࡇࡇ࡛㸪ᶆ‽໬ࡣ㸪ຍ㔜ᖹᆒ
                                                   
1 㛵す኱Ꮫ኱Ꮫ㝔ᚰ⌮Ꮫ◊✲⛉ 
2 SMRࡣ㸪100ಸࡉࢀ࡚࠸ࡿሙྜࡶ࠶ࡾ㸪ࡑࡢሙྜࡣ 100ࡀᇶ‽࡜࡞ࡿ㸬 
ཎⴭㄽᩥ
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ࢆ࡜ࡿࡇ࡜࡟ࡼࡾ༊ศูࡢ⋡ࢆ༢୍ࡢせ⣙್࡬ࡲ࡜ࡵࡿ᪉ἲ࡛࠶ࡿ㸬ࡇࡢຍ㔜ᖹᆒ࡟
⏝࠸ࡽࢀࡿ㔜ࡳࡀ㸪ᇶ‽㸦඲ᅜ㸧ࡢ⮬ẅ⋡࡛࠶ࡿࡓࡵ㸪ᇶ‽ࡢ⮬ẅ⋡ࢆᑐ㇟ᆅᇦࡢᖺ
㱋ศᕸ࡟ᙜ࡚ࡣࡵࡓሙྜࡢṚஸᩘ㸪ࡘࡲࡾᮇᚅṚஸᩘ࡜࡞ࡿ㸬ࡇࡢᮇᚅṚஸᩘ࡜ᐇ㝿
࡟ほ ࡉࢀࡓṚஸᩘ࡜ࡢẚࢆ࡜ࡿࡇ࡜࡛ SMR࡜࡞ࡿ㸬 
ࡑࡢ௚࡟㸪ࡇࡢᣦᶆࢆ฼⏝ࡍࡿࡇ࡜ࡢ฼Ⅼ࡜ࡋ࡚ࡣ㸪⮬ẅ⤫ィ㈨ᩱ࡛ࡣ≉࡟ධᡭᅔ
㞴࡞ࡇ࡜ࡀከ࠸㸪ᆅᇦࡈ࡜ࡢᖺ㱋㝵⣭ูṚஸᩘࢆィ⟬࡟ᚲせ࡜ࡋ࡞࠸Ⅼ࡛࠶ࡿ㸬ࡋ࠿
ࡋ㸪SMRࡣ㸪ேཱྀࡀᑡ࡞࠸ᆅᇦ࡟࠾࠸࡚ኚືࡀ኱ࡁ࠸ḞⅬࡀ࠶ࡿ㸬ࡑࡢࡓࡵ㸪᭱ࡶ㝿
❧ࡗࡓ≉ᚩࢆ♧ࡍᆅᇦࡢ SMR ࡣ㸪༢࡟ಙ㢗ࡢ࡞࠸ࢹ࣮ࢱ࡟ࡼࡿࡓࡵ࡛࠶ࡿ࠿ࡶࡋࢀ
ࡎ㸪᭷⏝࡞ゎ㔘ࢆ⾜࠺ࡇ࡜ࡣ୙ྍ⬟࡜࡞ࡗ࡚ࡋࡲ࠺㸬᥎ᐃ࡟㝿ࡋ࡚ࡢᶆ‽ㄗᕪࡀ⤖ᯝ
࡜ࡋ࡚኱ࡁࡃ࡞ࡿ࡜࠸࠺ࡇ࡜ࡶ࡛ࡁࡿ㸬ࡇࡢḞⅬࢆ⿵࠺ࡓࡵ࡟㸪ࡓ࡜࠼ࡤ㸪Efron & 
Morris㸦1973㸧ࡀ᳨ウࡋ࡚࠸ࡿࡼ࠺࡟㸪࣋࢖ࢬ᥎ᐃࡢᯟ⤌ࡳ࡟ࡼࡿ⦰⣙᥎ᐃ㔞ࡀ⏝࠸
ࡽࢀࡿࡇ࡜ࡀ࠶ࡿ㸬඲య࡛ࡢᯟ⤌ࡳࢆ฼⏝ࡍࡿࡇ࡜࡛㸪ಶูࡢ᥎ᐃ࡟࠾࠸࡚඲యࡢຊ
࡟ࡼࡿㄝᚓຊࡢ೉⏝ࢆࡍࡿ⦰⣙᥎ᐃ㔞ࡣ㸪ᶆᮏኚື࡟ࡼࡿᶆ‽ㄗᕪࡀ኱ࡁ࠸㝿࡟㸪ࡼ
ࡾ⢭ᗘࡢ㧗࠸᥎ᐃ್ࢆᚓࡿࡇ࡜ࡀ࡛ࡁࡿ㸬ࡇࡢࡼ࠺࡞⦰⣙᥎ᐃ㔞ࡣ㸪Stein㸦1956㸧㸪
James & Stein㸦1961㸧ࡀṇつศᕸ࡟࠾࠸࡚᭱ᑬ᥎ᐃ㔞ࡼࡾࡶඃ㉺ࡍࡿࡇ࡜ࢆ♧ࡋ࡚
࠿ࡽ㸪ᵝࠎ࡞ศ㔝࡛ᛂ⏝ࡀ࡞ࡉࢀ࡚࠸ࡿ㸦ᩘ⌮ⓗ࡞ᛂ⏝࡟ࡘ࠸࡚ࡣஂಖᕝ㸦2004㸧࡞
࡝㸧㸬౛࠼ࡤ㸪⤒῭Ꮫࡢศ㔝࡛ࡢ᭱㐺࡞࣏࣮ࢺࣇ࢛ࣜ࢜ࡢၥ㢟㸦Jacquier & Polson, 
2011㸧㸪ᚰ⌮Ꮫࡢศ㔝࡛ࡢಶேࡢᡂ㛗᭤⥺ࡢ᥎ᐃ㸦Singer & Willett, 2003㸧㸪⏕≀Ꮫ࡛
ࡢࢥ࢘࢘ࢳࣙ࢘ࡢᐤ⏕⋡ࡢ᥎ᐃ㸦Link & Hahn, 1996㸧࡞࡝ࡀ࠶ࡿ㸬≉࡟㸪♫఍⤒῭
ࡸ␿Ꮫ࡞࡝ࡢᑠᆅᇦ᥎ᐃ࡟࠾࠸࡚ከࡃ⏝࠸ࡽࢀ࡚࠸ࡿ㸦Maiti, 2005㸧㸬 
ᮏ✏ࡢ┠ⓗࡣ㸪ᆅᇦࡢ⮬ẅⓎ⏕≧ἣࡢᐇែࢆィ㔞ⓗ࡟ᢕᥱࡍࡿࡇ࡜࡟㈉⊩ࡍࡿࡇ࡜
࡛࠶ࡿ㸬ᐇែࡢᢕᥱࢆᅔ㞴࡟ࡋ࡚࠸ࡿせᅉࡢ୍ࡘࡣ㸪ேཱྀࡀᑡ࡞࠸ᆅᇦ࡛ࡢ⮬ẅⓎ⏕
≧ἣ࡛࠶ࡿ㸬ࡑࡇ࡛㸪⮬ẅⓎ⏕≧ἣ࡟㛵ࡍࡿ⢭ᗘࡢ㧗࠸ᣦᶆࢆᵓᡂ࡛ࡁࡿ࣋࢖ࢬ᥎ᐃ
࡟ࡼࡿ᪉ἲࢆ᳨ウࡍࡿ㸬ᮏ✏࡛ࡣ㸪ࡇࡇ࡛⤂௓ࡋ࡚ࡁࡓ┦ᑐࣜࢫࢡ࡟ὀ┠ࡍࡿ㸬┦ᑐ
ࣜࢫࢡࡣ㸪⮬ẅ࡛ࡣ㸪ᆅᇦࡈ࡜ࡢᶆ‽໬Ṛஸẚ࡜ࡋ࡚౑⏝ࡉࢀ࡚࠸ࡿ㸬ࡑࡢ᭱ᑬ᥎ᐃ
㔞㸪⤒㦂࣋࢖ࢬ᥎ᐃ㔞㸪㝵ᒙ࣋࢖ࢬ᥎ᐃ㔞ࡢ 3 ✀㢮ࡢ᥎ᐃ㔞࡟ࡘ࠸᳨࡚ウࡍࡿࡇ࡜࡜
ࡍࡿ㸬ࡋࡓࡀࡗ࡚㸪Clayton & Kaldor㸦1987㸧࡞࡝࡟ᚑ࠸࡞ࡀࡽ㸪ࡇࢀࡽࡢ᥎ᐃ㔞ࡢ
ᵓᡂ࡜≉㛗࡟ࡘ࠸࡚ࡲ࡜ࡵ㸪┦ᑐࣜࢫࢡࡢ࣋࢖ࢬࡢ᥎ᐃ᪉ἲࡢᡭ㡰ࢆ⤂௓ࡋ㸪රᗜ┴
࡟࠾ࡅࡿ⏨ᛶࡢ⮬ẅⓎ⏕ᩘࢆᑐ㇟࡟ࡋ࡚㸪┦ᑐࣜࢫࢡࡢ࣋࢖ࢬ᥎ᐃ㔞ࢆồࡵࡿ㝿࡟๓
ᥦ࡜࡞ࡿ௬ᐃࡸࡑࡢ᭷ຠᛶࢆㄽࡌ࡚ࡳࡿࡇ࡜࡟ࡍࡿ㸬 
 
┦ᑐࣜࢫࢡࡢ᭱ᑬ᥎ᐃ㔞
ᮏ⠇࡛ࡣ㸪┦ᑐࣜࢫࢡࡢ᥎ᐃ㔞࡜ࡋ࡚ࡢ᭱ᑬ᥎ᐃ㔞࡟ࡘ࠸᳨࡚ウࡍࡿ㸬ࡲࡎ㸪 iT ࢆ㸪
ᆅᇦ i㸦 mi ...,,1 㸧࡟࠾ࡅࡿ㸪1 ᖺ㛫ࡢ 1 ேᙜࡓࡾࡢ₯ᅾⓗ࡞⮬ẅࡢ┦ᑐࣜࢫࢡ࡜ࡍ
ࡿ㸬‽ഛ࡜ࡋ࡚㸪ࡇࡇ࡛ࡣ㸪௨ୗࢆ᝿ᐃࡋ࡚࠾ࡃࡇ࡜࡟ࡍࡿ㸬 
―  2  ―
3 
 
1) ᆅᇦ iࡣ㸪ࡑࢀࡒࢀᅛ᭷ࡢ⮬ẅࣜࢫࢡࢆ᭷ࡋ࡚࠸ࡿ㸬 
2) ࡇࡢ⮬ẅࣜࢫࢡ࡟ᛂࡌ࡚㸪ᆅᇦ iࡣ㸪ࡑࢀࡒࢀ₯ᅾⓗ࡞⮬ẅⓎ⏕ᩘࢆ᭷ࡋ࡚࠸ࡿ㸬 
3) ࡇࡢ⮬ẅⓎ⏕ᩘ࡜㸪඲ᆅᇦࢆ⥲ィࡋࡓᖺ㱋ู⮬ẅ⋡ࢆࡶ࡜࡟ồࡵࡽࢀࡿᆅᇦ iࡢ
⮬ẅⓎ⏕ᩘࡢᮇᚅ್ࡢẚࢆồࡵࡿࡇ࡜ࡀ࡛ࡁࡿ㸬ࡇࢀࢆ┦ᑐࣜࢫࢡ iT ࡜ࡍࡿ 3㸬 
4) ࡇࡢ iT ࡣ㸪ᆅᇦ i࡟ᅛ᭷ࡢ₯ᅾⓗ࡞┦ᑐࣜࢫࢡ࡛࠶ࡾ㸪┤᥋ほ ࡍࡿࡇ࡜ࡀ࡛ࡁ
࡞࠸㸬ࡑࡢࡓࡵ㸪ᐇ⌧ᩘ࠿ࡽ᥎ᐃ್ࢆィ⟬ࡍࡿ㸬 
5) ᥎ᐃ㔞ࡣ㸪(1)ᘧࡢࡼ࠺࡟ࡋ࡚ồࡵࡽࢀ㸪₯ᅾⓗ࡞⮬ẅⓎ⏕ᩘ࡟࣏࣡ࢯࣥศᕸࢆ
௬ᐃࡋࡓሙྜ 4㸪ࡇࡢ್ࡣ㸪 iT ࡢ᭱ᑬ᥎ᐃ㔞࡜࡞ࡗ࡚࠸ࡿ㸬ࡘࡲࡾ㸪 
i
iML
i e
d Tˆ                                      ͐͐͐  (1) 
   ࡛࠶ࡿ㸬 
┦ᑐࣜࢫࢡࡢ᥎ᐃ㔞ࡢィ⟬࡟ࡣ㸪 id ࡣᆅᇦ i࡟࠾ࡅࡿ⮬ẅⓎ⏕ᩘ࡛࠶ࡾ㸪 ie ࡣ 
¦
 
 
H
h
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1
                                 ͐͐͐  (2) 
࡜ࡋ࡚ồࡵࡽࢀࡿᮇᚅṚஸᩘࡀ㑅ᢥࡉࢀࡿࡇ࡜ࡀከ࠸㸬ࡇࡇ࡛㸪 hin ࡣ㸪ᆅᇦ i࡟࠾ࡅ
ࡿᖺ㱋㝵⣭h㸦 Hh ...,,1 㸧ࡢேཱྀ㸪 hP ࡣᇶ‽㞟ᅋ㸦඲ᆅᇦ㸧࡟࠾ࡅࡿᖺ㱋㝵⣭hࡢ
⮬ẅ⋡࡛࠶ࡿ㸬 
୍⯡࡟㸪⏕㉳☜⋡ࡸ๭ྜ࡞࡝ࡢẚࢆ᥎ᐃࡍࡿ㝿࡟ࡣ㸪ẚ࡬ࡢせ⣙࡟ࡼࡗ࡚ศᏊ࡜ศ
ẕࡢ⊂❧ࡋࡓ᝟ሗࡀኻࢃࢀ㸪ࡲࡓẚࡢศᕸࡣᢅ࠸࡟ࡃ࠸ၥ㢟Ⅼࡀ࠶ࡿ㸬ࡑࡇ࡛㸪(1)ᘧ
࠿ࡽ 
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ࡍࡿࡶࡢ࡜ࡍࡿ㸬ࡘࡲࡾ㸪 ),(Gamma~
iid EDT i ࡛࠶ࡿ㸬ࡇࢀࡣ㸪┦ᑐࣜࢫࢡࡣᆅᇦࡈ࡜
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ࡇࡇ࡛㸪ᖹᆒ஧஌ㄗᕪࢆᇶ‽࡜ࡍࡿ࡞ࡽࡤ㸪ಶู࡟ iT ࢆ᥎ᐃࡍࡿၥ㢟ࢆ⪃࠼ࡓࡶࡢ
ࡀ㸪ඛ࡟♧ࡋࡓࡼ࠺࡟㸪᭱ᑬ᥎ᐃ㔞ࡼࡾࡶ୍ᵝ࡟ᖹᆒ஧஌ㄗᕪࡀᑠࡉ࠸᥎ᐃ㔞ࡣᏑᅾ
ࡋ࡞࠸ࡇ࡜࡟࡞ࡿ㸬ࡋ࠿ࡋ㸪ᆅᇦ iࡀ」ᩘ࡛࠶ࡿ᫬࡟㸪^ `mTT ...,,1 ࢆྠ᫬࡟᥎ᐃࡍࡿࡇ
࡜ࢆ⪃࠼㸪ᖹᆒ஧஌ㄗᕪࡢ࿴ 
 ^ `> @¦
 
 
m
i
iiER
1
2ˆ)ˆ,( TTTT                     ͐͐͐  (25) 
ࢆᇶ‽࡜ࡋ࡚⪃࠼ࡿ࡜㸪ࡇࡢ࡜ࡁ㸪࣋࢖ࢬ᥎ᐃ㔞ࡀ᭱ᑬ᥎ᐃ㔞ࢆᨵⰋࡍࡿࡇ࡜ࡀࢃ࠿
ࡗ࡚࠸ࡿ 15㸬ࡘࡲࡾ㸪࣋࢖ࢬ᥎ᐃ㔞ࡣ඲య࡜ࡋ࡚ࡢᖹᆒ஧஌ㄗᕪࡀ᭱ᑬ᥎ᐃ㔞ࡼࡾࡶ
ᑠࡉ࠸᥎ᐃ㔞࡛࠶ࡿ㸬ࡓࡔࡋ㸪ಶࠎࡢ᥎ᐃ್࡟࠾࠸࡚ࡣ㸪ᚲࡎࡋࡶㄗᕪࡀᑠࡉࡃ࡞ࡗ
                                                   
13 (21)ᘧ࠿ࡽ(22)ᘧ࡬ࡢኚ᥮ࡣ㸪௜㘓 2ཧ↷㸬 
14 ࡇࡇ࡛㸪஦ᚋศᕸࡢᮇᚅ್ࢆⅬ᥎ᐃ್࡜ࡍࡿỴᐃࡣ㸪⤫ィⓗỴᐃ⌮ㄽ࠶ࡿ࠸ࡣពᛮỴᐃࡢၥ㢟࡟㛵ࢃ
ࡿ㸦Lancaster, 2004; ➉ᮧ, 1991㸧㸬஦ᚋศᕸ࠿ࡽ㸪ᵝࠎ࡞Ⅼ᥎ᐃ್ࢆ㑅ᢥ࡛ࡁࡿࡇ࡜ࡀ࣋࢖ࢬ⤫ィࡢ
≉ᚩࡢ୍ࡘ࡛࠶ࡿࡀ㸪୍ ⯡ⓗ࡟⏝࠸ࡽࢀࡿᖹᆒ஧஌ㄗᕪࢆᇶ‽࡟ࡼࡿⅬ᥎ᐃ್ࡣ㸪஦ᚋศᕸࡢᮇᚅ್࡛
࠶ࡿ㸦ᯇཎ, 2010㸧㸬 
15 Stein㸦1956㸧㸪James & Stein㸦1961㸧࡟ࡼࡾ♧ࡉࢀ㸪ಶࠎ࡟᥎ᐃࡍࡿၥ㢟࡛᭱ᑬ᥎ᐃ㔞ࡀチᐜⓗ࡛
࠶ࡿ࡟ࡶ࠿࠿ࢃࡽࡎ㸪3௨ୖ࡛ࡣ㠀チᐜⓗ࡜࡞ࡿ㸦ஂಖᕝ, 2004㸧㸬 
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࡚࠸ࡿ࡜ࡣ㝈ࡽ࡞࠸ࡇ࡜࡟ὀពࡀᚲせ࡛࠶ࡿ㸬 
ḟ࡟㸪ࡇࡢ࣋࢖ࢬ᥎ᐃ㔞ࡣ㸪ᐇ㝿ࡢṚஸᩘ id ࡢᚤᑠ࡞ኚື࡟ᑐࡋ࡚ࡶᏳᐃⓗ࡟࡞ࡿ㸬
ࡲࡎ㸪(23)ᘧࡼࡾ㸪 
E
D
E
E
E
ET ¸¸¹
·
¨¨©
§
¸¸¹
·
¨¨©
§
 ii
i
i
B
i ee
d
e
1ˆ             ͐͐͐  (26) 
࡜ኚᙧ࡛ࡁࡿ㸬ࡇࡇ࡛㸪 ii ed / = MLiTˆ ࡛࠶ࡾ㸪ࡲࡓ ED / ࡣ஦๓ศᕸ iT ࡢᖹᆒ࡜࡞ࡗ࡚࠸
ࡿ㸬ࡍ࡞ࢃࡕ㸪┦ᑐࣜࢫࢡࡢ࣋࢖ࢬ᥎ᐃ㔞 BiTˆ ࡣ㸪ᆅᇦ i࡟࠾ࡅࡿ┦ᑐࣜࢫࢡࡢ᭱ᑬ᥎
ᐃ㔞࡜㸪஦๓ศᕸࡢᖹᆒ࡜ࡢຍ㔜ᖹᆒ࡛࠶ࡿ㸬ඛ࡟ㄝ᫂ࡋࡓࡼ࠺࡟㸪஦๓ศᕸࡢᖹᆒ
ࡣ┦ᑐࣜࢫࢡࡢᆅᇦ඲య࡛ࡢᖹᆒࢆ⾲ࡍ㸬ࡇࡢࡓࡵ㸪࣋࢖ࢬ᥎ᐃ㔞ࡣ㸪ᶆᮏ࡛ࡢ᥎ᐃ
㔞ࢆ඲యࡢ᥎ᐃ㔞࡟⦰⣙ࡋ࡚࠾ࡾ㸪ಶูࡢ᥎ᐃ࡟࠾࠸࡚඲యࡢຊ࡟ࡼࡿㄝᚓຊࡢ೉⏝
ࢆࡋ࡚࠸ࡿ㸦borrowing strength from the ensemble㸧㸬ࡇࡢࡼ࠺࡞᥎ᐃ㔞ࡣ㸪⦰⣙᥎
ᐃ㔞࡜࿧ࡤࢀࡿ㸬 
ࡇࡢ⦰⣙᥎ᐃ㔞ࡢ≉㛗ࡣ㸪ຍ㔜㒊ศ࡟ὀ┠ࡍࡿ࡜㸪࣋࢖ࢬ᥎ᐃ್ BiTˆ ࡣ㸪ᮇᚅᗘᩘ ie
ࡀከࡃᶆ‽ㄗᕪࡀᑠࡉ࠸ᆅᇦ࡛ࡣ㸪ࡑࡢᆅᇦ i࡛ࡢ┦ᑐࣜࢫࢡࡢ᭱ᑬ᥎ᐃ್࡟㏆࡙ࡁ㸪
㏫࡟ᮇᚅᗘᩘ ie ࡀᑡ࡞ࡃᶆ‽ㄗᕪࡀ኱ࡁ࠸ᆅᇦ࡛ࡣ㸪┦ᑐࣜࢫࢡࡢᆅᇦ඲యࡢᖹᆒ࡟
㏆࡙ࡃࡇ࡜ࡀࢃ࠿ࡿ㸬ᮇᚅᗘᩘ ie ࡢ኱ᑠ࡟ࡼࡗ࡚ᆅᇦ iࡢ┦ᑐࣜࢫࢡࢆಟṇࡋ࡚࠸ࡿࡇ
࡜ࢆ♧ࡍ㸬  
 
⤒㦂࣋࢖ࢬἲ࡟ࡼࡿ┦ᑐࣜࢫࢡࡢ᥎ᐃ
๓⠇ࡲ࡛ࡣ㸪࣋࢖ࢬ᥎ᐃ㔞 BiTˆ ࡀ⦰⣙᥎ᐃ㔞࡛࠶ࡿࡇ࡜ࢆ♧ࡋ㸪┦ᑐࣜࢫࢡࡢ࣋࢖ࢬ
᥎ᐃ㔞ࡣ㸪࣋࢖ࢬࡢᐃ⌮࡟ᇶ࡙ࡃ஦ᚋศᕸࡢᮇᚅ್࡜ࡋ࡚ồࡵࡽࢀࡿࡇ࡜ࢆㄝ᫂ࡋࡓ㸬
࣋࢖ࢬ᥎ᐃ࡛ࡣ㸪࠸ࡗࡓࢇ஦๓ศᕸࢆ୚࠼ࡽࢀࢀࡤ㸪஦ᚋศᕸࡣ࣋࢖ࢬࡢᐃ⌮࡟ࡼࡾ
࠸ࢃࡤᶵᲔⓗ࡟ィ⟬࡛ࡁࡿ㸬ၥ㢟ࡣ㸪஦๓ศᕸࡢᮍ▱࡛࠶ࡿࣃ࣓࣮ࣛࢱD 㸪E ࡛࠶ࡿ㸬
ᮏ᮶㸪࣋࢖ࢬ᥎ᐃ࡛ࡣ㸪஦๓ศᕸࡣ㸪ほ ್ࢆᚓࡿ௨๓࡟฼⏝ྍ⬟࡞᝟ሗࢆ⾲ࡍࡶࡢ
࡛㸪஦๓ศᕸ࡜ࡑࡢࣃ࣓࣮ࣛࢱࡣࢹ࣮ࢱࡀᚓࡽࢀࡿ๓࡟୚࠼ࡽࢀࡿ㸬ࡇࢀ࡟ᑐࡋ࡚㸪
ࣃ࣓࣮ࣛࢱD 㸪E ࢆ☜⋡ኚᩘ࡛ࡣ࡞࠸ᮍ▱ᐃᩘ࡜ࡋ࡚ᢅ࠸㸪⤒㦂ⓗ࡟୚࠼ࡿࡢࡀ⤒㦂
࣋࢖ࢬ㸦Empirical Bayes㸹EB㸧ἲ࡛࠶ࡿ㸬⤒㦂ⓗ࡟୚࠼ࡿ࡜ࡣ㸪ࢹ࣮ࢱࢆ฼⏝ࡋ࡚
஦๓ศᕸࡢࣃ࣓࣮ࣛࢱࢆ᥎ᐃࡍࡿࡇ࡜ࢆព࿡ࡍࡿ㸬ࡇࡢࡼ࠺࡞⌮⏤࡟ࡼࡾ㸪⤒㦂࣋࢖
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ࢬἲࡣ㸪ḟ⠇࡛♧ࡍ᏶඲࡞࣋࢖ࢬ᥎ᐃ࡛࠶ࡿ㝵ᒙ࣋࢖ࢬἲࡢ㏆ఝ࡜ࡋ࡚ࡳ࡞ࡉࢀࡿ㸬
ᮏ⠇࡛ࡣ㸪⤒㦂࣋࢖ࢬἲ࡟ࡘ࠸࡚ྲྀࡾୖࡆࡿ㸬 
ࡲࡎ㸪ᆅᇦ iࡢ஦ᚋศᕸࡢᐦᗘ㛵ᩘࡣ㸪(21)ᘧࡼࡾ㸪 
iiii
iii
ii
dgdp
gdpd
i
TEDTT
EDTTEDTS ³4
 
),;()|(
),;()|(),;|(            ͐͐͐  (27) 
࡛࠶ࡿࡀ㸪ᐦᗘ㛵ᩘࡢ᰾㸦kernel㸧ࡣ㸪ศẕࡢつ᱁໬ᐃᩘࢆ┬␎ࡋࡓ 
 
),;,(),;()|(),;|( EDTEDTTEDTS iiiiiii dpgdpd  v   ͐͐͐  (28) 
 
࡜࡞ࡾ㸪஦ᚋศᕸࡣྠ᫬ศᕸ࡟ẚ౛ࡍࡿ㸬vࡣẚ౛ࡍࡿࡇ࡜ࢆ⾲ࡍ㸬ࡇࡇ࡛㸪ྑ㎶࡟
࠾࠸࡚㸪 iT ࡣࡇࡇ࡛ࡣ᥎ㄽࡢᑐ㇟࡜࡞ࡽ࡞࠸ᒁእࣃ࣓࣮ࣛࢱ㸦nuisance parameter㸧
࡜ࡋ࡚✚ศᾘཤࡍࡿࡇ࡜࡛㸪 
iiiii dgdpdp
i
TEDTTED ³4 ),;()|(),;(          ͐͐͐  (29) 
ࢆᚓࡿ㸬ࡇࢀࡣ㸪ࣃ࣓࣮ࣛࢱD 㸪E ࡢ࡜ࡁࡢᶆᮏ id ࡢ☜⋡ᐦᗘ㛵ᩘ࡛࠶ࡿࡢ࡛㸪ࡍ࡭
࡚ࡢᶆᮏ^ `mdd ...,,1 ࢆᡤ୚࡜ࡋࡓ࡜ࡁࡢࣃ࣓࣮ࣛࢱࡢᑬᗘ㛵ᩘࡣ㸪 

 
 
m
i
idpL
1
),;(),( EDED                      ͐͐͐  (30) 
^ ` ³
 4
 
m
i
iiii dgdp
i1
),;()|( TEDTT     ͐͐͐  (31) 
࡜⪃࠼ࡽࢀࡿ㸬ࡇࡢᑬᗘ㛵ᩘࡣ㸪஦ᚋศᕸ࡟ẚ౛ࡍࡿᑬᗘ㛵ᩘࢆ࿘㎶໬ࡋࡓ࿘㎶ᑬᗘ
㸦marginal likelihood㸧࡜࿧ࡤࢀࡿ㸬ࡑࡋ࡚㸪⤒㦂࣋࢖ࢬἲ࡛ࡣ㸪ࡇࡢ࿘㎶ᑬᗘ ),( EDL
ࢆ᭱኱࡟ࡍࡿࡼ࠺࡟ࣃ࣓࣮ࣛࢱࢆ᥎ᐃࡍࡿ㸬ࡘࡲࡾ㸪 
),(maxargˆ EDD
D
LEB  㸪 ),(maxargˆ EDE
E
LEB       ͐͐͐  (32) 
࡛࠶ࡿ 16㸬ࡇࡢࡼ࠺࡟㸪ᑬᗘ㛵ᩘࢆ᭱኱࡟ࡍࡿᮍ▱ᐃᩘࡢࣃ࣓࣮ࣛࢱࢆ᥎ᐃࡍࡿࡢ࡛㸪
᥎ᐃࡢᙧᘧ࡜ࡋ࡚ࡣ᭱ᑬ᥎ᐃἲࡀ⏝࠸ࡽࢀࡿ㸬 
࡜ࡇࢁ࡛㸪(29)ᘧࡣ㸪 
                                                   
16 グྕࠕarg maxࠖࡣ㸪argument of the maximumࡢࡇ࡜࡛࠶ࡾ㸪᭱኱್ࢆ࡜ࡿᘬᩘࡢ್ࢆ㏉ࡍࡇ࡜ࢆ
♧ࡍ㸬 
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id
i
i
ii
i
i e
e
ed
d
dp ¸¸¹
·
¨¨©
§
¸¸¹
·
¨¨©
§
¸¸¹
·
¨¨©
§  EE
EDED
D1
),;(           ͐͐͐  (33) 
࡜࡞ࡿ 17㸬ࡇࢀࡣ ),(~
iid EDBinomialNegativedi ࡛࠶ࡿ㸬ࡇࢀ࡟ࡼࡾ㸪࿘㎶ᑬᗘࡢᑬᗘ
㛵ᩘࡣ㸪 

 °¿
°¾
½
°¯
°®
­
¸¸¹
·
¨¨©
§
¸¸¹
·
¨¨©
§
¸¸¹
·
¨¨©
§  
m
i
d
i
i
ii
i
i
e
e
ed
d
L
1
1
),( EE
EDED
D
     ͐͐͐  (34) 
࡜࡞ࡾ㸪ࡋࡓࡀࡗ࡚㸪ᑐᩘᑬᗘ㛵ᩘࡣ㸪 
¦ ¦
 

 ¿¾
½®¯­  
m
i
ii
d
h
ii ededh
i
1
1
0
)(log)(log)(log)(log),( EDEDDED" ͐ (35) 
࡜࡞ࡿ㸬᭱ᑬ᥎ᐃ㔞ࢆồࡵࡿࡓࡵ㸪D ࡜ E ࡛ࡑࢀࡒࢀ೫ᚤศࡋ࡚㸪 
¦¦ ¦
 

  
 w
w m
i
d
h
m
i
i
i
em
h1
1
0 1
)(loglog1),( EEDD
ED"             ͐͐͐  (36) 
¦
 
 w
w m
i i
i
e
dm
1
),(
E
D
E
D
E
ED"                                 ͐͐͐  (37) 
ࡼࡾ㸪ୖᘧࡢྑ㎶㸻0࡜⨨࠸࡚㸪 
0)(loglog1
1
1
0 1
 ¦¦ ¦ 

  
m
i
d
h
m
i
i
i
em
h
EED                  ͐͐͐  (38) 
¦
 
 
m
i i
i
e
d
m 1
1
E
D
E
D                                           ͐͐͐  (39) 
࡜࡞ࡿࡀ㸪(38)ᘧ࡜(39)ᘧ࠿ࡽ EBDˆ ࡜ EBEˆ ࡢ㝧⾲ゎࡣ୍⯡࡟ᚓࡽࢀ࡞࠸㸦Clayton & 
Kaldor, 1987㸧㸬ࡑࡢࡓࡵ㸪⤒㦂࣋࢖ࢬἲࡢ᭱ᑬ᥎ᐃ್ࡣ㸪⧞ࡾ㏉ࡋࡢᩘ್ィ⟬࡟ࡼࡗ
࡚ồࡵࡿ㸬୍᪉࡛㸪⡆౽࡟ࡣ㸪࣮࣓ࣔࣥࢺ᥎ᐃࢆ㐺⏝ࡋ㸪Dˆ ࡜ Eˆ ࢆồࡵࡿࡇ࡜ࡶ࡛ࡁ
ࡿ㸦Marshall, 1991; Rao, 2003㸧㸬ࡲࡎ㸪 
¦
 
 
m
i
iem
e
1
1
࣭                                               ͐͐͐  (40) 
                                                   
17 (29)ᘧ࠿ࡽ(33)ᘧ࡬ࡢኚ᥮ࡣ㸪௜㘓 1ࢆཧ↷㸬 
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࡜ࡍࡿ㸬ຍ㔜ࡢᶆᮏᖹᆒ 
i
m
i
i
e e
e
m
TT ˆ1ˆ
1
¦
 ¸¸¹
·
¨¨©
§ 
࣭
࣭                                          ͐͐͐  (41) 
࡜ຍ㔜ࡢᶆᮏศᩓ 
 ࣭
࣭
ei
m
i
i
e e
e
m
s TT ˆˆ1
1
2 ¸¸¹
·
¨¨©
§ ¦
 
                                  ͐͐͐  (42) 
࠿ࡽ㸪ࡇࢀࡽࡢᮇᚅ್ࡢ᪉⛬ᘧࢆసࡾ㸪Dˆ ࡜ Eˆ ࡟ࡘ࠸࡚ࡢ࣮࣓ࣔࣥࢺ᪉⛬ᘧࢆゎࡃࡇ
࡜࡛㸪 ࣮࣓ࣔࣥࢺ᥎ᐃ㔞ࡣ㸪 
࣭eTE
D ˆ
ˆ
ˆ                                                    ͐͐͐  (43) 
࣭
࣭
e
s ee
T
E
D ˆ
ˆ
ˆ 2
2
                                             ͐͐͐  (44) 
࡜ồࡵࡽࢀࡿ㸬ࡇࡢ࣮࣓ࣔࣥࢺ᥎ᐃ್ࡣ㸪᭱ᑬ᥎ᐃ್࡟࠾ࡅࡿᩘ್ィ⟬ࡢึᮇ್࡜ࡋ
࡚ࡶ౑⏝࡛ࡁࡿ㸬 
 
㝵ᒙ࣋࢖ࢬἲ࡟ࡼࡿ┦ᑐࣜࢫࢡࡢ᥎ᐃ
 ⤒㦂࣋࢖ࢬἲ࡛ࡣ㸪஦๓ศᕸࡢࣃ࣓࣮ࣛࢱD 㸪E ࢆᮍ▱ᐃᩘ࡜ࡋ࡚㸪ࢹ࣮ࢱ࠿ࡽ᥎
ᐃࡍࡿࡇ࡜ࢆ⾜ࡗࡓ㸬࣋࢖ࢬ⤫ィ࡜㢖ᗘㄽࢆ࠸ࢃࡤᢡ⾺ⓗ࡟౑⏝ࡋ࡚࠸ࡓࡀ㸪ᮏ⠇࡛
ࡣ㸪᏶඲࣋࢖ࢬἲ㸦Full Bayes approach㸧࡜ࡶࡼࡤࢀࡿ㝵ᒙ࣋࢖ࢬἲ㸦Hierarchical 
Bayes approach㸹HB㸧࡟ࡼࡿ┦ᑐࣜࢫࢡࡢ᥎ᐃ࡟ࡘ࠸࡚⪃࠼ࡿ㸬ࡋ࠿ࡋ㸪㝵ᒙ࣋࢖
ࢬἲ࡛ࡣ㸪୍㒊ࡢࣃ࣓࣮ࣛࢱ࡟㛵ࡍࡿ࿘㎶஦ᚋศᕸࡸᮇᚅ್ࢆồࡵࡿ㝿࡟ࡣ㧗ḟඖࡢ
✚ศࡀᚲせ࡜࡞ࡾ㸪஦ᚋศᕸࡣከḟඖ࡟࡞ࡿࡇ࡜ࡀከࡃゎᯒⓗ࡞᪉ἲࡸྂ඾ⓗ࡞ࣔࣥ
ࢸ࢝ࣝࣟἲ࡛ࡣ୍⯡࡟ィ⟬ࡀᅔ㞴࡟࡞ࡿ㸦ࡓ࡜࠼ࡤ㸪ఀᗞ㸦2005㸧࡞࡝㸧㸬ࡑࡇ࡛㸪
㝵ᒙ࣋࢖ࢬἲ࡛ࡣ㸪ゎᯒⓗ࡟ồࡲࡽ࡞࠸஦ᚋศᕸ࠿ࡽࡢࢧࣥࣉࣜࣥࢢࢆྍ⬟࡟ࡍࡿ࣐
ࣝࢥࣇ㐃㙐ࣔࣥࢸ࢝ࣝࣟἲ࡟ࡼࡿࢧࣥࣉࣜࣥࢢࢆ⾜࠺㸬6-1 ⠇࡛ࡣ㸪ᮏ✏࡛౑⏝ࡍࡿ
࣐ࣝࢥࣇ㐃㙐ࣔࣥࢸ࢝ࣝࣟἲࡢᴫせ࡟ࡘ࠸࡚ㄝ᫂ࡍࡿ㸬6-2⠇࡛㸪Poisson-Gammaࣔ
ࢹࣝࡢ㝵ᒙ࣋࢖ࢬἲ࡟ࡼࡿ┦ᑐࣜࢫࢡࡢ᥎ᐃ࡟ࡘ࠸࡚ㄝ᫂ࡍࡿ㸬 
 
࣐ࣝࢥࣇ㐃㙐ࣔࣥࢸ࢝ࣝࣟἲࡢᴫせ
࣐ࣝࢥࣇ㐃㙐ࣔࣥࢸ࢝ࣝࣟ㸦Markov chain Monte Carlo㸹MCMC㸧ἲࡣ㸪࣐ࣝࢥ
ࣇ㐃㙐ࡢᐃᖖศᕸ࠿ࡽ┠ᶆศᕸ㸦ࡇࡇ࡛ࡣ஦ᚋศᕸ㸧࡜୍⮴ࡍࡿࢧࣥࣉࣝࢆⓎ⏕ࡉࡏ
ࡿ᪉ἲ࡛࠶ࡾ㸪㏻ᖖࡢࣛࣥࢲ࣒ࢧࣥࣉࣜࣥࢢἲ࡜ࡣ␗࡞ࡾ㸪1 ᅇ๓࡟ࢧࣥࣉࣜࣥࢢࡉ
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ࢀࡓ್࡟౫Ꮡࡉࡏ࡚ḟࡢ್ࢆࢧࣥࣉࣜࣥࢢࡍࡿ᪉ἲࡢ⥲⛠࡛࠶ࡿ㸬MCMCἲ࡟ࡘ࠸࡚㸪
኱᳃㸦2001㸧㸪ఀᗞ㸦2005㸧㸪࿴ྜ㸦2005㸧㸪Gelman, Carlin, Stern, Dunson, Vehtari, 
& Rubin㸦2013㸧㸪Geweke, Koop, & van Dijk㸦2011㸧㸪Robert & Casella㸦2010㸧ࢆ
ཧ⪃࡜ࡋ࡚㸪ᮏ⠇࡛ࡣ㸪MCMCἲࡢ᭱ࡶ୍⯡ⓗ࡟౑⏝ࡉࢀࡿࢠࣈࢫ࣭ࢧࣥࣉ࣮ࣛ࡜࣓
ࢺ࣏ࣟࣜࢫ̺࣊࢖ࢫࢸ࢕ࣥࢢࢫ࣭࢔ࣝࢦࣜࢬ࣒ࢆᴫㄝࡍࡿ 18㸬 
௦⾲ⓗ࡞MCMCἲ࡟㸪ࢠࣈࢫ࣭ࢧࣥࣉ࣮ࣛ㸦Gibbs sampler㸧ࡀ࠶ࡿ㸬ࢠࣈࢫ࣭ࢧ
ࣥࣉ࣮ࣛࡢ⪃࠼᪉ࡣ㸪㧗ḟඖࡢၥ㢟ࢆḟඖࡢᑠࡉ࡞」ᩘࡢၥ㢟࡟ศゎࡋ࡚ຠ⋡ⓗ࡟ゎ
ࡃࡇ࡜࡛࠶ࡿ㸬㧗ḟඖࡢ஦ᚋศᕸ )|( yșS ࢆゎᯒⓗ࡟ồࡵࡽࢀ࡞࠸ሙྜ࡛࠶ࡗ࡚ࡶ㸪ᮍ
▱ࡢከḟඖࣃ࣓࣮ࣛࢱșࢆ࠸ࡃࡘ࠿ࡢࣈࣟࢵࢡ^ `kTT ,,1  ࡟ศࡅࡓ᏶඲᮲௳௜ศᕸ
),}{|( yijji zTTS ( ki ,,1 )ࡣゎᯒⓗ࡟ồࡵࡽࢀࡿሙྜࡀ࠶ࡿ㸬ࡇࡇ࡛㸪yࡣࢹ࣮ࢱࢆ
⾲ࡋ㸪᏶඲᮲௳௜ศᕸ࡜ࡣ㸪ࢹ࣮ࢱࢆྵࡴࣔࢹࣝࡢ௚ࡢ඲࡚ࡢ☜⋡ኚᩘࡀ୚࠼ࡽࢀࡓ
᫬ࡢࡑࡢ㔞ࡢศᕸ࡛࠶ࡿ㸬ࡇ࠺ࡋࡓሙྜ࡟⏝࠸ࡽࢀࡿࡢࡀࢠࣈ࣭ࢫ ࢧࣥࣉ࣮࡛ࣛ࠶ࡿ㸬
㐺ᙜ࡞ึᮇ್^ `)0()0(2 ,, kTT  ࠿ࡽࢫࢱ࣮ࢺࡍࡿ㸦ྑୖࡢῧ࠼Ꮠࡣ࣮ࣝࣉᩘࢆ⾲ࡍ㸧㸬ࡲ
ࡎ㸪᏶඲᮲௳௜ศᕸ ),,,,|( )0()0(3)0(21 ykTTTTS  ࠿ࡽ )1(1T ࢆࢧࣥࣉࣜࣥࢢࡋ࡚㸪ḟ࡟㸪
),,,,|( )0()0(3
)1(
12 ykTTTTS  ࠿ࡽ )1(2T ࢆࢧࣥࣉࣜࣥࢢࡍࡿ㸬ࡇࢀࢆ⧞ࡾ㏉ࡋ㸪᭱ᚋ࡟
),,,,|( )1( 1
)1(
2
)1(
1 ykk TTTTS  ࠿ࡽ )1(kT ࢆࢧࣥࣉࣜࣥࢢࡍࡿ㸬௨ୖࢆ➨ 1࣮ࣝࣉ࡜ࡍࡿ㸬ḟ
࡟㸪ࡇࡢ➨ 1࣮ࣝࣉ࡛ࢧࣥࣉࣜࣥࢢࡉࢀࡓ^ `)1()1(2)1(1 ,,, kTTT  ࠿ࡽࢫࢱ࣮ࢺࡋ࡚㸪ྠᵝ
࡟➨ 2࣮ࣝࣉࢆ⾜࠸㸪^ `)2()2(2)2(1 ,,, kTTT  ࢆࢧࣥࣉࣜࣥࢢࡍࡿ㸬ࡇࢀࢆ⧞ࡾ㏉ࡍ࡜㸪➨
"࣮ࣝࣉ࡛ࡣ^ `)()(2)(1 ,,, """  kTTT ࡀࢧࣥࣉࣜࣥࢢࡉࢀࡿࡇ࡜࡟࡞ࡿ㸬ࡇࡢࡼ࠺࡟㸪㧗ḟ
ඖࡢၥ㢟࡛࠶ࡗ࡚ࡶ㸪ࢩ࣑࣮ࣗࣞࢩࣙࣥࡣࡍ࡭࡚༢ኚ㔞࡟࡞ࡿ㸬㐺ษ࡞᮲௳ࡢࡶ࡜࡛㸪
fo" ࡜ࡍࡿ࡜㸪஦ᚋศᕸ )|,,,( 21 ykTTTS  ࡟཰᮰ࡍࡿࡇ࡜ࡀ▱ࡽࢀ࡚࠸ࡿ 19㸬ࡑࡇ
࡛㸪ึ ᮇ್࡟౫ᏑࡍࡿM ࣮ࣝࣉࡲ࡛࡟ࢧࣥࣉࣜࣥࢢࡉࢀࡓ್ࢆᤞ࡚ 20㸪ࡑࡢᚋࡢ N ࣝ
࣮ࣉࢆ⾜ࡗ࡚ࢧࣥࣉࣜࣥࢢࡉࢀࡓ^ `)()(2)(1 ,,, """  kTTT 㸦 NMMM  ,,2,1 " 㸧
                                                   
18 ࢠࣈࢫ࣭ࢧࣥࣉ࣮ࣛࡣ㸪࣓ࢺ࣏ࣟࣜࢫ̺࣊࢖ࢫࢸ࢕ࣥࢢࢫ࣭࢔ࣝࢦࣜࢬ࣒ࡢ≉ู࡞ሙྜ࡛࠶ࡿ㸬 
19 ࣐ࣝࢥࣇ㐃㙐࡟ᚲせ࡞᮲௳ࡣ㸪୓㐢࡞ࡃࢧࣥࣉࣜࣥࢢࡍࡿࡓࡵࡢ᮲௳࡛࠶ࡾ㸪᪤⣙ᛶ㸪ṇ෌ᖐᛶ㸪㠀
࿘ᮇᛶ࡜࿧ࡤࢀࡿ㸦኱᳃, 2001㸧㸬 
20 ึᮇ್࡟ᙳ㡪ࢆཷࡅ࡚ᤞ࡚ࡽࢀࡿᮇ㛫ࢆࣂ࣮ࣥ࢖ࣥ㸦burn-in㸧ᮇ㛫࡜࿧ࡤࢀࡿ㸬 
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ࡣ㸪஦ᚋศᕸ )|,,,( 21 ykTTTS  ࠿ࡽࢧࣥࣉࣜࣥࢢࡉࢀࡓ್࡜ࡳ࡞ࡍࡇ࡜ࡀ࡛ࡁࡿ㸬  
ࡋ࠿ࡋ㸪ᐇ㝿࡟ࡣࢠࣈࢫ࣭ࢧࣥࣉ࣮࡛ࣛࡢ᏶඲᮲௳௜ศᕸࡀゎᯒⓗ࡟ᚓࡽࢀ࡞࠸ሙ
ྜࡀ࠶ࡿ㸬ࡑࡢሙྜ࡟౑⏝ࡉࢀࡿࡢࡀ㸪࣓ࢺ࣏ࣟࣜࢫ̺࣊࢖ࢫࢸ࢕ࣥࢢࢫ
㸦Metropolis-Hastings㸹M-H㸧࢔ࣝࢦࣜࢬ࣒࡛࠶ࡿ㸬ࡇࢀࡣ㸪☜⋡ศᕸ )(xS ࠿ࡽࢧ
ࣥࣉࣜࣥࢢࡋࡓ࠸ࡀ㸪≉Ṧ࡞ศᕸ࡛࠶ࡿࡓࡵ┤᥋ࡣࢧࣥࣉࣜࣥࢢ࡛ࡁ࡞࠸ሙྜ࡟⏝࠸
ࡽࢀࡿ㸬ࡇࡇ࡛㸪 )(xS ࡣ┠ᶆศᕸ࡜࿧ࡤࢀ㸪つ᱁໬ᐃᩘ௨እࡢ㒊ศࡣゎᯒⓗ࡟ồࡵࡽ
ࢀ࡚࠸ࡿ࡜ࡍࡿ㸬M-H ࢔ࣝࢦࣜࢬ࣒࡛ࡣ㸪 )(xS ࢆ㏆ఝࡋࡓᐜ᫆࡟ࢧࣥࣉࣜࣥࢢࡀ࡛
ࡁࡿᥦ᱌ศᕸ )(xh ࡜ึᮇ್ࢆỴࡵ㸪ࢧࣥࣉࣜࣥࢢࡋࡓ࠸┠ᶆศᕸ࡜ᥦ᱌ศᕸࡢ㐪࠸ࢆ㸪
ᐃᖖศᕸ࡜ࡋ࡚᥎⛣ࡍࡿ᮲௳ࢆ‶ࡓࡍࡼ࠺࡟ࡍࡿ᧯సࢆྵࡵࡿࡇ࡜࡛㸪┠ᶆศᕸ࠿ࡽ
ࡢࢧࣥࣉࣜࣥࢢࢆྍ⬟࡜ࡍࡿ࢔ࣝࢦࣜࢬ࣒࡛࠶ࡿ㸬ࡇࡢಟṇࡍࡿ᧯సࡣ㸪ೃ⿵ࡢ್ࢆ
࣐ࣝࢥࣇ㐃㙐ࡢḟࡢ್࡜ࡋ࡚ཷࡅධࢀࡿ࠿ࢆุ᩿ࡍࡿཷ⌮☜⋡ࡢィ⟬࡛ᵓᡂࡉࢀࡿ㸬 
ᥦ᱌ศᕸ )(xh ࢆ㑅ᢥࡍࡿ୍ࡘࡢ⮬↛࡞᪉ἲࡣ㸪ඛ࡟ࢧࣥࣉࣜࣥࢢࡋࡓ್ࢆ᳨ウࡋ㸪
⥆ࡃ್ࢆ⏕ᡂࡍࡿࡇ࡜࡛㸪࣐ࣝࢥࣇ㐃㙐ࡢ⌧ᅾ್ࡢ࿘㎶ࢆ᥈⣴ࡍࡿࡇ࡜࡛࠶ࡿ㸬᭱ࡶ
⡆༢࡞᪉ἲ࡜ࡋ࡚ࡣ㸪ཎⅬࢆ୰ᚰ࡟ࡋ࡚ᑐ⛠࡞ᐦᗘ࡛࠶ࡿᖹᆒ 0࡛ศᩓ 2V ࡢṇつศᕸ
࡟ᚑ࠺ zࢆ⏝࠸࡚㸪 zj   )1(TT ࢆೃ⿵࡜ࡍࡿ㸬ࡑࡢࡓࡵ㸪ೃ⿵ࡢ್ࡣ㸪ṇつศᕸࢆ
ᥦ᱌ศᕸ࡜ࡍࡿ ),(~| 2)1()1( VTTT  jj Normal ࡜࡞ࡿ 21㸬ࡇࢀࡣ㸪ࣛࣥࢲ࣒࢛࣮࢘ࢡ
㐃㙐࡟ࡼࡿM-H࢔ࣝࢦࣜࢬ࣒࡜࿧ࡤࢀ㸪ḟࡢᡭ㡰࡛ࢧࣥࣉࣜࣥࢢࡍࡿ㸬ࡲࡎ㸪ึᮇ್
)0(T ࡜ᑻᗘࣃ࣓࣮ࣛࢱ 2V ࢆỴࡵ㸪ձᥦ᱌ศᕸ ),( 2)1( VT jNormal ࠿ࡽೃ⿵ࡢ್ T ࢆࢧ
ࣥࣉࣜࣥࢢࡍࡿ㸬ղཷ⌮☜⋡ > @1,min),( )1( RP j   TT ࢆィ⟬ࡍࡿ㸬ࡇࡇ࡛㸪
)(/)( )1(  jR TSTS ࡛࠶ࡿ㸬ճཷ⌮☜⋡ ),( )1(  TT jP ࡛  TT )( j ࡜ࡍࡿ㸬ཷ ⌮ࡉࢀ࡞࠸
ሙྜࡣ )1()(  jj TT ࡜ࡍࡿ 22㸬௨ୖࢆ⧞ࡾ㏉ࡍ࡜㸪 )( jT ࡢศᕸࡣ㐺ษ࡞᮲௳ࡢୗ࡛
foj ࡢ࡜ࡁ࡟┠ᶆศᕸ࡟཰᮰ࡍࡿࡇ࡜ࡀ▱ࡽࢀ࡚࠸ࡿ㸬ᮏ✏࡛ࡣ㸪ࢠࣈࢫෆ࣓ࢺࣟ
࣏ࣜࢫ㸦Metropolis within Gibbs㸧࡜ࡋ࡚㸪ࢠࣈࢫ࣭ࢧࣥࣉ࣮࡛ࣛ஦ᚋศᕸࢆ༢ኚ㔞
ࡢ᏶඲᮲௳௜ศᕸ࡟ศゎࡋ࡚ࢧࣥࣉࣜࣥࢢࡍࡿ㸬ࡑࡢ㝿㸪᏶඲᮲௳௜ศᕸ࠿ࡽࡢ┤᥋
ࢧࣥࣉࣜࣥࢢࡀᅔ㞴࡞ሙྜ࡟ࡣ㸪ࣛࣥࢲ࣒࢛࣮࢘ࢡ㐃㙐࡟ࡼࡿM-H࢔ࣝࢦࣜࢬ࣒ࢆ౑
⏝ࡍࡿ㸬 
MCMCἲࡣ㸪⌮ㄽⓗ࡟ࡣ࣐ࣝࢥࣇ㐃㙐ࡀᐃᖖศᕸ࡟཰᮰ࡍࡿࡇ࡜ࡀ♧ࡉࢀࡿࡀ㸪ᐇ
㊶㠃࡛ࡣMCMC࢔ࣝࢦࣜࢬ࣒ࢆ࠸ࡘᡴࡕษࡿ࠿࡟᫂☜࡞ᇶ‽ࡣ࡞ࡃ㸪MCMCࢧࣥࣉ
ࣝࡢฟຊ࠿ࡽ཰᮰ࢆ஦ᚋⓗ࡟ࢳ࢙ࢵࢡࡋ࡚ヨ⾜㘒ㄗࡍࡿࡇ࡜࡜࡞ࡿ㸬཰᮰ࡢデ᩿ࡣ㸪
᭱ࡶᇶᮏⓗ࡟ࡣ࣐ࣝࢥࣇ㐃㙐ࡢࢺ࣮ࣞࢫࣉࣟࢵࢺ㸦ᶆᮏ⤒㊰ᅗ㸧ࢆᥥࡁ㸪ࢧࣥࣉࣝࡀ
ึᮇ್࡬ࡢ౫Ꮡ㸪㐓⬺ࡸ㠀ᐃᖖⓗ࡞ᣲືࢆ♧ࡍ࠿ࢆ☜ㄆࡍࡿࡇ࡜࡛࠶ࡿ㸬ࡲࡓ㸪ᶆᮏ
                                                   
21 ṇつศᕸࡢศᩓ 2V ࡣ㸪ᑻᗘࣃ࣓࣮ࣛࢱ࡜࿧ࡤࢀ㸪ཷ⌮⋡࡟ࡼࡾㄪᩚࡍࡿࡇ࡜࡜࡞ࡿ㸬 
22 ᐇ⿦࡟࠾࠸࡚ࡣ㸪୍ᵝศᕸࢆ⏝࠸࡚᥇⏝ࡢุᐃࢆ⾜࠺㸬 
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⮬ᕫ┦㛵㛵ᩘࡢࣉࣟࢵࢺ࠿ࡽ㸪⮬ᕫ┦㛵ࡀపࡃࣃ࣓࣮ࣛࢱ✵㛫඲యࢆຠ⋡ⓗ࡟᥈⣴ࡋ
࡚࠸ࡿࡇ࡜ࢆ☜ㄆࡍࡿ㸬཰᮰࡟㛵ࡍࡿ⤫ィ㔞࡜ࡋ࡚ࡣ㸪㐃㙐ࡢศᕸࡀࢫࢸࢵࣉࡢ᥎⛣
࡛ኚ໬ࡋ࡞࠸ࡇ࡜ࢆ☜ㄆࡍࡿᣦᶆ࡛࠶ࡿ Geweke㸦1992㸧ࡢ⤫ィ㔞ࡀ⏝࠸ࡽࢀࡿ㸬ຍ
࠼࡚㸪ᐇ㦂ⓗ࡟ึᮇ್ࢆኚ࠼ࡓ」ᩘࡢ࣐ࣝࢥࣇ㐃㙐ࢆ⏕ᡂࡋ㸪」ᩘࡢ㐃㙐ࡀྠ୍ࡢ㡿
ᇦࢆ࢝ࣂ࣮ࡍࡿ࠿ࢆุ᩿ࡍࡿ Gelman & Rubin㸦1992㸧ࡢ Rˆᣦᩘࡀࡋࡤࡋࡤ౑⏝ࡉࢀ
ࡿ㸬཰᮰デ᩿࡟ࡣ㸪ᵝ ࠎ࡞᪉ἲࡀ࠶ࡿࡀ⤯ᑐⓗ࡞ࡶࡢࡣ࡞࠸㸬ࡇࡢⅬ࡟㛵ࡋ࡚ࡣ㸪Robert 
& Casella㸦2010㸧㸪ஂಖ㸦2012㸧ࡀヲࡋ࠸㸬 
ᐇ㝿ࡢMCMCἲࡢᐇ⾜࡟࠾࠸࡚ࡣ㸪᏶඲᮲௳௜ศᕸ࡞࡝ࡢMCMCἲ࡟࠾ࡅࡿヲ⣽
࡞タᐃࢆ⪃࠼࡞ࡃ࡚ࡶ㸪ࣔࢹࣝࢆᣦᐃࡍࢀࡤ㸪MCMCἲࡢỗ⏝ィ⟬ࣉࣟࢢ࣒࡛ࣛ࠶ࡿ
Stan㸦Stan Development Team, 2014㸧㸪JAGS㸦Plummer, 2013㸧㸪BUGS࡞࡝࡛ィ
⟬ࡍࡿࡇ࡜ࡀྍ⬟࡛࠶ࡿ㸬ࡋ࠿ࡋ㸪ࡑࡢሙྜ࡛࠶ࡗ࡚ࡶ㸪MCMCࢧࣥࣉࣝࡢ཰᮰デ᩿
ࢆ⾜࠺ᚲせࡀ࠶ࡿ㸬ࡑࡋ࡚㸪ึᮇ್ࡀᙳ㡪ࡋ࡚࠸ࡿ୍ᐃࡢࣂ࣮ࣥ࢖ࣥᮇ㛫ࢆ㝖ࡁ㸪ᢳ
ฟࡋࡓ MCMC ࢧࣥࣉࣝࢆ⏝࠸࡚㸪ࡑࢀࡒࢀࡢᆅᇦ࡟࠾ࡅࡿ஦ᚋศᕸࡢᮇᚅ್
]|[ˆ ii
B
i dE TT  ࢆᚓࡿ㸬 
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ࣜࢬ࣒ࢆ౑⏝ࡋ࡚஦ᚋศᕸࡢ࣮ࣔࢻ࡜ศᩓࢆᣦᐃࡍࡿ㸦Albert, 2009㸧㸬M-H࢔ࣝࢦࣜ
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ศᕸ࡜ࡋࡓࣛࣥࢲ࣒࢛࣮࢘ࢡ㐃㙐࡛ࡣ㸪25㹼45㸣ࡀⰋ࠸࡜ࡉࢀ㸪」ᩘࡢࣃ࣓࣮ࣛࢱࢆ
ྵࡴሙྜ࡟ࡣ 25㸣ࡀ᭱Ⰻࡢ㑅ᢥ࡜ࡉࢀࡿ㸦Albert, 2009㸧㸬 
 
ィ⟬౛㸸රᗜ┴ࡢᕷ༊⏫ᮧࢆᑐ㇟࡜ࡋࡓ┦ᑐࣜࢫࢡࡢ᥎ᐃ
⮬ẅࡢ┦ᑐࣜࢫࢡ᥎ᐃࡢィ⟬౛࡜ࡋ࡚㸪2003-07 ᖺࡢරᗜ┴࡟࠾ࡅࡿ⏨ᛶࡢ⮬ẅⓎ
⏕ᩘ㸦ཌ⏕ປാ┬ࠗேཱྀືែ⤫ィ 㸹࠘⮬ẅண㜵⥲ྜᑐ⟇ࢭࣥࢱ࣮㸧ࡢ┦ᑐࣜࢫࢡࢆ᥎ᐃ
ࡍࡿࡇ࡜ࢆ᳨ウࡋ࡚ࡳࡿࡇ࡜࡟ࡍࡿ㸬රᗜ┴ୗ 47ᕷ༊⏫ᮧࡢ┦ᑐࣜࢫࢡࡢ᭱ᑬ᥎ᐃ್
࡜ᮇᚅṚஸᩘ㸦ᑐᩘ್㸧ࡢ㛵ಀࡣᅗ 1 ࡟♧ࡋࡓ㸬┦ᑐࣜࢫࢡࡢ᭱ᑬ᥎ᐃ㔞࡟࠾ࡅࡿ୍
⯡ⓗ࡞ഴྥ࡜ࡋ࡚㸪⮬ẅⓎ⏕ᩘࡀᑡ࡞࠸ᆅᇦ࡛ࡣᩓࡽࡤࡾࡀ኱ࡁ࠸ࡇ࡜ࡀࢃ࠿ࡿ㸬 
 
 
ᅗ 1 2003-07ᖺࡢරᗜ┴ 47ᕷ༊⏫ᮧ࡟࠾ࡅࡿ⏨ᛶࡢ⮬ẅࡢ┦ᑐࣜࢫࢡࡢ᭱ᑬ᥎ᐃ್ 
ὀ㸸ᶓ㍈ࡣᮇᚅṚஸᩘࡢᑐᩘ㸪⦪㍈ࡣ┦ᑐࣜࢫࢡ㸪ᩘᏐࡣ⮬ẅⓎ⏕ᩘࢆ♧ࡍ㸬 
 
ḟ࡟㸪࣋࢖ࢬ᥎ᐃ࡟ࡼࡿ┦ᑐࣜࢫࢡࡢ⦰⣙᥎ᐃ㔞ࢆồࡵ࡚ࡳࡿࡇ࡜࡟ࡍࡿ㸬ィ⟬࡛
ࡣ㸪R㸦R Core Team, 2013; ver. 3.0.1㸧ࢆ౑⏝ࡋࡓ 28㸬⤒㦂࣋࢖ࢬἲࡢ᭱ᑬ᥎ᐃ್ࡣ㸪
                                                                                                                                                     
࣮ࣇ࣮ࣟ࡜࿧ࡪ㸬ࡇࡢၥ㢟ࢆ㑊ࡅࡿࡓࡵ㸪☜⋡ࡢ✚ࡢィ⟬ࡣᑐᩘࢆ࡜ࡿࡇ࡜࡛࿴ࡢィ⟬࡟ࡍࡿࡇ࡜ࡀ୍
⯡ⓗ࡟⾜ࢃࢀࡿ㸬 
27 ཷ⌮⋡ࡣ㸪཯᚟ࢆ㏻ࡋ࡚ࡢཷ⌮☜⋡ࡢᖹᆒ࡛࠶ࡿ㸬MCMCࢧࣥࣉࣝ඲య࡟࠾ࡅࡿཷ⌮ࡉࢀࡓࢧࣥࣉࣝ
ࡢ๭ྜ࡛⾲ࡉࢀࡿ㸬 
28 R࡟ࡼࡿ᭱ᑬ᥎ᐃἲࡸMCMCἲࡢタィ࡟࠾࠸࡚ࡣ㸪Rizzo㸦2008㸧ࢆཧ⪃࡜ࡋࡓ㸬 
1 2 3 4
0.
0
0.
5
1.
0
1.
5
2.
0
log(e)
d/
e
133
108
313
111
129
330
95
418
259
67
138152116
64
22
236
199
87
2527
40
7240
5241
14
446
22
17
12
25
28
55
79
26
19
24
86
26
38
19
25
34
86
54
60
40
―  21  ―
22 
 
ᑐᩘᑬᗘ㛵ᩘࢆᣦᐃࡋ࡚optim㛵ᩘ࡟ࡼࡿᩘ್ィ⟬࡟ࡼࡗ࡚ồࡵࡓ 29㸬ᆅᇦ඲యࢆරᗜ
┴࡜ࡋ࡚㸪D ࡜ E ࡢึᮇ್ࡣ࡜ࡶ࡟ 5࡜ࡋࡓ㸬 
㝵ᒙ࣋࢖ࢬἲࡣ㸪⾲ 1ࡢ࢔ࣝࢦࣜࢬ࣒࡟ᚑ࠸㸪R࡛MCMCἲࢆᐇ⾜ࡋࡓ 30㸬MCMC
࢔ࣝࢦࣜࢬ࣒ࡢ཰᮰デ᩿࡟ࡣ㸪Rࡢcoda㸦Plummer, Best, Cowles, & Vines, 2006㸧ࣃ
ࢵࢣ࣮ࢪ࡟ྵࡲࢀࡿ㛵ᩘࢆ౑⏝ࡋࡓ㸬㐃㙐ᩘࢆ 3ࡘ࡜ࡋ࡚ࡑࢀࡒࢀ 10୓ಶⓎ⏕ࡉࡏ㸪
᭱ึࡢ 2000ಶࢆึᮇ್࡟౫Ꮡࡍࡿᮇ㛫࡜ࡋ࡚ᤞ࡚㸪ࡉࡽ࡟ࣂࢵࢳࢧ࢖ࢬ 10࡛㛫ᘬࡁ㸪
ࡑࢀࡒࢀࡢ㐃㙐࡛ 10000ಶࡢᶆᮏࢆグ㘓ࡋࡓ㸬ึᮇ್ࡣ㸪 )0(D ࡜ )0(E ඹ࡟ 10, 75, 150
㸦3ࡘࡢ㐃㙐㸧࡜ࡋ㸪M-H࢔ࣝࢦࣜࢬ࣒ࡢᑻᗘࣃ࣓࣮ࣛࢱ 24.32  V ࡜ࡋࡓ㸬 
MCMCἲ࡟ࡼࡿࢧࣥࣉࣜࣥࢢࡢ⤖ᯝ࡜ࡋ࡚㸪ࢺ࣮ࣞࢫࣉࣟࢵࢺ࡜஦ᚋ☜⋡ᐦᗘ㛵ᩘ
ࢆᅗ2㸪⮬ᕫ┦㛵㛵ᩘࡢࣉࣟࢵࢺࢆᅗ3࡟♧ࡋࡓ㸬M-H࢔ࣝࢦࣜࢬ࣒ࡢཷ⌮⋡ࡣ㸪24.0㸣
࡛࠶ࡗࡓ㸬  
 
 
ᅗ 2 ࢺ࣮ࣞࢫࣉࣟࢵࢺ࡜஦ᚋᐦᗘ㛵ᩘࡢࣉࣟࢵࢺ 
ὀ㸸ୖẁD 㸪ୗẁ E ࢆ♧ࡋ࡚࠸ࡿ㸬 
 
                                                   
29 ⤒㦂࣋࢖ࢬἲ㸦᭱ᑬ᥎ᐃ㸧ࡢ Rࢥ࣮ࢻࡣ㸪௜㘓 3࡛♧ࡋࡓ㸬 
30 㝵ᒙ࣋࢖ࢬἲࡢ Rࢥ࣮ࢻࡣ㸪௜㘓 4࡛♧ࡋࡓ㸬 
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ᅗ 3 ⮬ᕫ┦㛵㛵ᩘࡢࣉࣟࢵࢺ 
ὀ㸸ୖẁD 㸪ୗẁ E 㸪᭱ึࡢ㐃㙐࡟࠾ࡅࡿ⮬ᕫ┦㛵㛵ᩘࢆ♧ࡋ࡚࠸ࡿ㸬 
 
཰᮰デ᩿ࢆ⾜࠺࡜㸪ࢺ࣮ࣞࢫࣉࣟࢵࢺࡣࣛࣥࢲ࣒࡞ࣀ࢖ࢬ࡟㏆ࡃ㸪⮬ᕫ┦㛵ࡣࣛࢢࡢ
㛵ᩘ࡜ࡋ࡚ῶ⾶ഴྥࢆ♧ࡋ࡚࠸ࡿ㸬ࡲࡓ㸪Gewekeࡢ p್ࡣ࠸ࡎࢀࡶ0.05ࡼࡾ኱ࡁࡃ㸪 
Gelman & Rubinࡢ Rˆᣦᩘࡣ࡜ࡶ࡟ 1࡛࠶ࡾ㸪ࢧࣥࣉࣜࣥࢢࡣ཰᮰ࡋ࡚࠸ࡿ࡜ุ᩿ࡋ
ࡓ㸬 
⾲ 2࡟ࡣ㸪ᚓࡽࢀࡓMCMCࢧࣥࣉࣝ࠿ࡽィ⟬ࡉࢀࡓD ࡜ E ࡢ஦ᚋศᕸࡢᖹᆒ㸪ᶆ
‽೫ᕪ㸪95㸣ಙ⏝༊㛫ࡢୗ㝈࡜ୖ㝈ࡢ್㸪ᖹᆒࡢᶆ‽ㄗᕪࢆ♧ࡋ࡚࠸ࡿ㸬  
 
⾲ 2 㝵ᒙ࣋࢖ࢬἲ࡛ࡢD 㸪 E ࡢ᥎ᐃ⤖ᯝ 
 
 
㝵ᒙ࣋࢖ࢬἲ࡛ࡣᖹᆒ࡛ࡣD =7.012㸪 E =6.812 ࡛࠶ࡾ㸪ࡇࡢ್࡛ࡢ┦ᑐࣜࢫࢡࡣᖹ
ᆒ 1.029㸪ศᩓ 0.151࡛࠶ࡿ㸬⤒㦂࣋࢖ࢬἲ࡛ࡢ᥎ᐃ⤖ᯝࡣ㸪D =142.448㸪E =148.560
࡛࠶ࡾ㸪ࡇࡢ್࡛ࡢ┦ᑐࣜࢫࢡࡣᖹᆒ 0.959㸪ศᩓ 0.006 ࡛࠶ࡿ㸬⾲ 3 ࡜ࡋ࡚㸪᭱ᑬ
᥎ᐃ್㸪⤒㦂࣋࢖ࢬ᥎ᐃ್㸪㝵ᒙ࣋࢖ࢬ᥎ᐃ್ࢆ♧ࡋ㸪ᅗ 4 ࡟ࡣ㝵ᒙ࣋࢖ࢬ᥎ᐃ್࡜
᭱ᑬ᥎ᐃ್ࢆ♧ࡋࡓ㸬㝵ᒙ࣋࢖ࢬ᥎ᐃ್ࡣ㸪ேཱྀࡀከ࠸ᆅᇦ࡛ࡣ᭱ᑬ᥎ᐃ್࡜࡯ࡰ␗
࡞ࡽ࡞࠸ࡀ㸪ேཱྀࡀᑡ࡞࠸ᕷ༊⏫ᮧ࡛ࡣ୰ኸ௜㏆࡟⦰⣙ࡉࢀ࡚࠸ࡿࡇ࡜ࡀ᫂☜࡛࠶ࡿ㸬 
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ᖹᆒ ᶆ‽೫ᕪ 㻥㻡䠂ୗ㝈 㻥㻡䠂ୖ㝈 㻺㼍㼕㼢㼑㻌㻿㻱 㼀㼕㼙㼑㻙㼟㼑㼞㼕㼟㼑㻿㻱
䃐 7.012 1.572 4.334 10.445 0.009 0.032
䃑 6.812 1.603 4.097 10.299 0.009 0.031
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⾲ 3 ┦ᑐࣜࢫࢡࡢ᭱ᑬ᥎ᐃ್㸪⤒㦂࣋࢖ࢬ᥎ᐃ್㸪㝵ᒙ࣋࢖ࢬ᥎ᐃ್ 
 
ὀ㸸ᕷ༊⏫ᮧ 10ᆅᇦࡢࡳᢤࡁฟࡋ♧ࡋ࡚࠸ࡿ㸬 
 
ᅗ 4 㝵ᒙ࣋࢖ࢬ᥎ᐃ್㸦㯮Ⅼ㸧࡜᭱ᑬ᥎ᐃ್㸦ⓑⅬ㸧 
ὀ㸸ᶓ㍈ࡣᮇᚅṚஸᩘࡢᑐᩘ㸪⦪㍈ࡣ┦ᑐࣜࢫࢡ㸪ᩘᏐࡣ⮬ẅⓎ⏕ᩘࢆ♧ࡍ㸬 
 
࠾ࢃࡾ࡟
ᮏ✏࡛ࡣ㸪⮬ẅࡢᐇែࢆᢕᥱࡍࡿィ㔞ⓗᣦᶆ࡜ࡋ࡚┦ᑐࣜࢫࢡࢆྲྀࡾୖࡆ㸪ࡑࡢ᥎
ᐃ᪉ἲ࡜ࡋ࡚㸪᭱ᑬ᥎ᐃ㔞㸪⤒㦂࣋࢖ࢬ᥎ᐃ㔞㸪㝵ᒙ࣋࢖ࢬ᥎ᐃ㔞࡟ࡘ࠸࡚㸪⌮ㄽⓗ
࡟ࡑࡋ࡚ᐇドⓗ࡟᳨ウࢆ⾜ࡗࡓ㸬 
⮬ẅⓎ⏕ᩘ࡟࣏࢔ࢯࣥศᕸࢆ௬ᐃࡋࡓ┦ᑐࣜࢫࢡࡢ᭱ᑬ᥎ᐃ㔞ࡣ㸪⌮ㄽⓗ࡟ࡣ᭷ຠ
᥎ᐃ㔞࡛࠶ࡿࡀ㸪ேཱྀࡢᑡ࡞࠸ᆅᇦ࡟࠾࠸࡚ᶆᮏㄗᕪࡀ኱ࡁࡃ࡞ࡿ࡜࠸࠺ᛶ㉁ࡀ࠶ࡿ㸬
ࡇࡢᐇドⓗ࡞㠃࡛ࡢၥ㢟ࢆᅇ㑊ࡍࡿࡓࡵ࡟㸪஦๓ศᕸ࡟࣐࢞ࣥศᕸࢆ௬ᐃࡋࡓ┦ᑐࣜ
ᕷ༊⏫ᮧྡ ᮇᚅṚஸᩘ
⮬ẅ
Ⓨ⏕ᩘ
᭱ᑬ
᥎ᐃ್
⤒㦂䝧䜲䝈
᥎ᐃ್
㝵ᒙ䝧䜲䝈
᥎ᐃ್
⚄Ἑ⏫ 2.2 2.4 1.091 0.961 1.049
⚟ᓮ⏫ 3.4 3.4 1.000 0.960 1.022
┦⏕ᕷ 5.7 5 0.877 0.956 0.961
᏷⢖ᕷ 7.4 11 1.486 0.984 1.271
༡䛒䜟䛨ᕷ 9.3 12 1.290 0.978 1.183
ⰱᒇᕷ 15 13.4 0.893 0.953 0.935
୕⏣ᕷ 18.5 12.8 0.692 0.929 0.782
⚄ᡞᕷ㡲☻༊ 28.6 25.8 0.902 0.950 0.927
ຍྂᕝᕷ 45.3 39.8 0.879 0.940 0.898
⚄ᡞᕷᆶỈ༊䞉す༊ 78.4 66 0.842 0.918 0.857
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ࢫࢡࡢᇶᮏ࡜࡞ࡿ Poisson-Gamma ࣔࢹࣝࢆᢅࡗࡓ㸬஦๓ศᕸࢆ௬ᐃࡍࡿ࣋࢖ࢬ᥎ᐃ
ࡢᯟ⤌ࡳࡀ⦰⣙᥎ᐃ㔞ࢆᵓᡂࡍࡿࡇ࡜ࢆㄝ᫂ࡋࡓ㸬ࡘࡲࡾ㸪࣋࢖ࢬ᥎ᐃ㔞ࡣ㸪ᆅᇦ඲
యࡢ᥎ᐃࡢຊࢆ೉ࡾࡿࡇ࡜࡛㸪ྛᆅᇦࡢ᥎ᐃࢆࡼࡾ㐺ษ࡟ࡍࡿ࡜࠸࠼ࡿ㸬 
 ࣋࢖ࢬ᥎ᐃ࡟࠾࠸࡚ࡣ㸪஦๓ศᕸࡢタᐃ᪉ἲ࡛ 2 ✀㢮ࡢ᥎ᐃἲࢆ᳨ウࡋࡓ㸬ࡍ࡞ࢃ
ࡕ㸪⤒㦂࣋࢖ࢬἲ࡜㝵ᒙ࣋࢖ࢬἲ࡛࠶ࡿ㸬๓⪅ࡣ㸪ࢹ࣮ࢱࢆ฼⏝ࡋ࡚஦๓ศᕸࡢᐃᩘ
ࣃ࣓࣮ࣛࢱࢆ᥎ᐃࡍࡿ㸬ࡇࢀ࡟ᑐࡋ࡚㸪ᚋ⪅ࡣ㸪஦๓ศᕸࡢࣃ࣓࣮ࣛࢱ࡟ࡘ࠸࡚ࡶᐃ
ᩘ࡛ࡣ࡞ࡃ☜⋡ኚᩘ࡜ࡋ࡚㸪ࡉࡽ࡞ࡿ஦๓ศᕸ㸦㉸஦๓ศᕸ㸧ࢆ᝿ᐃࡍࡿ㸬ࡑࡢࡓࡵ㸪
㝵ᒙ࣋࢖ࢬἲ࡛ࡣ㸪ከḟඖࡢ✚ศࡀᚲせ࡟࡞ࡾ㸪ゎᯒⓗ࡟ồࡲࡽ࡞࠸஦ᚋศᕸ࠿ࡽࡢ
ࢧࣥࣉࣜࣥࢢࢆྍ⬟࡟ࡍࡿ MCMC ἲ࡟ࡼࡿࢧࣥࣉࣜࣥࢢࡀᚲせ࡜࡞ࡗࡓ㸬
Poisson-Gamma ࣔࢹࣝࡢ஦ᚋศᕸࢆồࡵࡿࡓࡵ㸪ࢠࣈࢫ࣭ࢧࣥࣉ࣮ࣛ࡟ࡼࡿࢧࣥࣉ
ࣝࢆᢳฟࡍࡿࡓࡵࡢ᏶඲᮲௳௜ศᕸࢆᑟࡁ㸪ࢠࣈࢫ࣭ࢧࣥࣉ࣮ࣛ࡜M-H࢔ࣝࢦࣜࢬ࣒
ࢆ⏝࠸ࡓ࢔ࣝࢦࣜࢬ࣒ࢆ♧ࡋࡓ㸬 
⮬ẅࡢ┦ᑐࣜࢫࢡ࡟࠾ࡅࡿྛ᥎ᐃ್ࡢ⌮ㄽⓗ࡞㠃࡛ࡢ≉ᚩࡣḟࡢࡼ࠺࡟せ⣙࡛ࡁࡿ㸬
ࡲࡎ㸪᭱ ᑬ᥎ᐃ್ࡣ㸪᭷ຠ᥎ᐃ㔞࡛࠶ࡾ᥎ᐃ㔞ࡀᣢࡘ࡭ࡁᮃࡲࡋ࠸ᛶ㉁ࢆഛ࠼࡚࠸ࡿ㸬
ࡋ࠿ࡋࡑࡢ୍᪉࡛㸪ࢹ࣮ࢱ࡬ࡢ౫Ꮡࡀ኱ࡁࡃᑠᆅᇦ࡛ࡢ᥎ᐃ⢭ᗘࡀపࡃ࡞ࡿࡓࡵ㸪ᐇ
ែࢆ࠶ࡽࢃࡍṇ☜࡞ᣦᶆ࡛ࡣ࡞࠸㸬ḟ࡟㸪㝵ᒙ࣋࢖ࢬ᥎ᐃ್ࡣ㸪⦰⣙᥎ᐃ್࡜ࡋ࡚ࡢ
ᛶ㉁࡟ࡼࡾ㸪ᑠᆅᇦ࡛ࡶ⢭ᗘࡢ㧗࠸ᣦᶆ࡛࠶ࡿ㸬ࡉࡽ࡟㸪஦ᚋศᕸࢆᵓᡂࡍࡿࡇ࡜࡛
ಙ⏝༊㛫ࡢᵓᡂࡀᐜ࡛᫆࠶ࡾ㸪ᣦᶆࡢᏳᐃᛶࢆᢕᥱࡍࡿࡇ࡜ࢆྍ⬟࡟ࡍࡿ㸬ࡓࡔࡋ㸪
஦๓ศᕸࡢ㑅ᢥ࡟࠾࠸࡚ࡣ᳨ウࢆせࡍࡿ㸬ࡋࡓࡀࡗ࡚㸪◊✲⪅ࡢࣔࢹࣝࡢᵓᡂࡀ㐺ษ
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࠙௜㘓 ࠚ ⤒㦂࣋࢖ࢬἲ㸦᭱ᑬ᥎ᐃἲ㸧ࡢࡓࡵࡢ 5ࢥ࣮ࢻ
# Poisson-Gammaࣔࢹࣝࡢ᭱ᑬ᥎ᐃ 
# ࢹ࣮ࢱࡢㄞࡳ㎸ࡳ 
data <- read.csv("hyougo.csv",header=T) 
d    <- data$d 
e    <- data$e 
m    <- length(d) 
 
# ┠ⓗ㛵ᩘ㸦ᑐᩘᑬᗘ㛵ᩘ㸧ࡢタᐃ㸪ẕᩘࡣ theta=c(alpha,beta) 
LL <- function(theta,d,e,m) 
  { 
  alpha <- theta[1] 
  beta  <- theta[2] 
  stand <- numeric(m) 
  for(i in 1:m) 
    { 
    n <- d[i] + alpha - 1 
    k <- d[i] 
    logch <- lchoose(n,k)  # ஧㡯ಀᩘࡢᑐᩘ 
    stand[i] <- logch + alpha*log(beta) - (d[i]+alpha)*log(e[i]+beta) + d[i]*log(e[i]) 
    }   
  loglik <- sum(stand) 
  -loglik 
  } 
 
# ᭱㐺໬㸦Nelder-Meadἲ㸧 
op <- optim(c(5,5), LL, d=d, e=e, m=m, hessian=TRUE) 
 
 
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࠙௜㘓 ࠚ 㝵ᒙ࣋࢖ࢬἲࡢ 0&0&ἲࡢࡓࡵࡢ 5ࢥ࣮ࢻ
data <- read.csv("hyougo.csv",header=T)  # ࢹ࣮ࢱࡢㄞࡳ㎸ࡳ 
library(coda)  # MCMC཰᮰デ᩿࡟౑⏝ࡍࡿࣛ࢖ࣈ࣮ࣛࣜࡢㄞࡳ㎸ࡳ 
## MCMC 
# ࢹ࣮ࢱ࡜஦๓ศᕸࣃ࣓࣮ࣛࢱࡢタᐃ 
d     <- data$d        # ⮬ẅṚஸᩘࡢ࣋ࢡࢺࣝ 
e     <- data$e        # ᮇᚅṚஸᩘࡢ࣋ࢡࢺࣝ 
m     <- nrow(data)    # ᆅᇦࡢᩘ 
a1    <- 1            # alphaࡢ஦๓ศᕸ Gamma(a1,b1)ࡢ㉸ࣃ࣓࣮ࣛࢱ a1 
b1    <- 1            # alphaࡢ஦๓ศᕸ Gamma(a1,b1)ࡢ㉸ࣃ࣓࣮ࣛࢱ b1 
a2    <- 0.1           # betaࡢ஦๓ศᕸ Gamma(a2,b1)ࡢ㉸ࣃ࣓࣮ࣛࢱ a2 
b2    <- 1            # betaࡢ஦๓ศᕸ Gamma(a2,b2)ࡢ㉸ࣃ࣓࣮ࣛࢱ b2 
 
# alphaࡢ᏶඲᮲௳௜ศᕸࡢᑐᩘᐦᗘ㛵ᩘ 
fa <- function(alpha,beta,theta,a,b) 
  { 
    slthe <- sum(log(theta)) 
    logf <-  (m*alpha)*log(beta) + (alpha-1)*slthe - b*alpha - m*lgamma(alpha) 
    return(logf) 
  } 
 
# MCMCࡢタᐃ 
chain <- 3                # 㐃㙐ࡢᩘ 
alphst <- c(10,75,150)    # alphaࡢึᮇ್㸦㐃㙐ࡢᩘࡔࡅ‽ഛࡍࡿ㸧 
betast <- c(10,75,150)    # betaࡢึᮇ್㸦㐃㙐ࡢᩘࡔࡅ‽ഛࡍࡿ㸧 
# burn <- 10000             # ࣂ࣮ࣥ࢖ࣥᮇ㛫 
# thin <- 10                # ࢧࣥࣉࣜࣥࢢ㛫㝸㸦㛫ᘬࡁ㸧  
Niter <- 102000         # MCMCࡢ⧞ࡾ㏉ࡋᩘ㸦ࢧࣥࣉࣜࣥࢢᩘ㸧 
reall <- array(0, dim=c((Niter*chain), (m+3))) # ⤖ᯝࡢ᱁⣡⾜ิࢆ‽ഛ 
 
# MCMCࡢᐇ⾜ 
for (t in 1:chain)     # ࡇࡇ࡛ tࡣ㸪MCMCࢧࣥࣉࣝ㐃㙐ࡢᩘ t(1,2,...,chain)࡛࠶ࡿ 
  { 
  # MCMCࡢึᮇ໬ 
  alpha <- numeric(Niter)            # alphaࡢࢧࣥࣉࣝ᱁⣡࣋ࢡࢺࣝࢆ‽ഛ 
  beta  <- numeric(Niter)           # betaࡢࢧࣥࣉࣝ᱁⣡࣋ࢡࢺࣝࢆ‽ഛ 
  theta <- array(0, dim=c(Niter, m))  # thetaࡢࢧࣥࣉࣝ᱁⣡⾜ิࢆ‽ഛ 
  alpha[1] <- alphst[t]               # alphaึᮇ್ 
  beta[1]  <- betast[t]               # betaࡢึᮇ್ 
  #theta[1,] <-rep(0,m)              # thetaࡢึᮇ್(௒ᅇࡢ㐃㙐㡰␒࡛ࡣᚲせ࡞ࡋ) 
  sigma <- 1.9           # ࣛࣥࢲ࣒࢛࣮࢘ࢡࡢᑻᗘẕᩘ㸦ṇつศᕸࡢᶆ‽೫ᕪ㸪᥇ᢥ⋡࡛ㄪᩚࡍࡿ㸧 
  u     <- runif(Niter)             # ཷ⌮࣭Რ༷⏝ࡢ୍ᵝศᕸࡢ⏕ᡂ 
  k     <- numeric(Niter)           # ཷ⌮ᩘࡢ᱁⣡࣋ࢡࢺࣝࢆ‽ഛ 
 
  # ࢠࣈࢫ࣭ࢧࣥࣉ࣮ࣛࢆᐇ⾜ࡍࡿ 
  for (i in 2:Niter)  # ࡇࡇ࡛ iࡣ㸪MCMCࢧࣥࣉࣝᩘ i(2,3,...,Niter)࡛࠶ࡿ 
    { 
    # thetaࢆ⏕ᡂࡍࡿ 
    for (j in 1:m)    # ࡇࡇ࡛ jࡣ㸪ᆅᇦ j(1,2,...,m)࡛࠶ࡿ 
      { 
      theta[i,j] <- rgamma(1, shape=d[j] + alpha[i-1], rate=e[j] + beta[i-1]) 
      } 
 
    # betaࢆ⏕ᡂࡍࡿ 
    sumthe  <- sum(theta[i,]) 
    beta[i] <- rgamma(1, shape=m*alpha[i-1] + a1, rate=sumthe + b2) 
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    # alphaࢆ⏕ᡂࡍࡿ㸦ṇつࣛࣥࢲ࣒࢛࣮࢘ࢡࡢ࣓ࢺ࣏ࣟࣜࢫ࣭࢔ࣝࢦࣜࢬ࣒㸧 
    y     <- rnorm(1, alpha[i-1], sigma) # ᥦ᱌್ࡢ⏕ᡂ 
    logr  <- fa(y, beta[i],theta[i,],a2,b2) - fa(alpha[i-1],beta[i],theta[i,],a2,b2) 
    if(u[i] <= exp(logr)) 
      {  
      alpha[i] <- y 
      k[i]     <- 1 
      } 
    else  
      { 
      alpha[i] <- alpha[i-1] 
      } 
    } 
 
  # MCMCࢧࣥࣉࣜࣥࢢ⤖ᯝࡢグ㘓 
  result   <- cbind(alpha=alpha,beta=beta,theta=theta,k=k) 
  reall[((t-1)*Niter+1):(t*Niter),] <- result 
  } 
# MCMC⤊஢ 
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Application of Bayesian Method to Estimating Relative Risks of Suicide 
in Japan
- Making Shrinkage Estimators of Standard Mortality Rate Using Empirical Bayesian Models
and Hierarchical Bayesian Models - 
 
Hiroaki KONDA
࠙Abstractࠚ
Japanese suicide rate got drastically higher in 1998 and it is keeping high since then. And 
prevention of suicide is getting a most important political issue in contemporary Japan. In 
terms of effective preventions of suicide, assessing suicide risks in small areas have been 
regarded as an essential task, and standardized mortality rates (SMR) is generally used to 
showing pictures of conditions of suicide in small areas. However, SMR has disadvantages of 
showing excess variability in calculating it for smaller population areas such as rural districts. 
Therefore, getting reliable estimators of SMR is one of the most important tasks for suicide 
researchers and policy makers until now. In this study, we focused on maximum likelihood 
estimators, empirical Bayesian estimators, and hierarchical Bayesian estimators of SMR as 
indicators of relative suicide risks. First, we applied basic Poisson-Gamma model for areas in 
Hyogo prefecture in Japan and discussed that the Poisson likelihood model with Gamma prior 
distribution constructed the shrinkage estimators. Second, we showed how to construct 
hierarchical Bayesian estimator with Markov chain Monte Carlo methods. Finally, we provided 
a comprehensive discussion of these three estimators’ features.
Keywords and Phrases: suicide, hierarchical Bayesian models, MCMC, small area estimation

Article
―  34  ―
