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第 1 章 序論
1.1 本研究の背景と目的
1.1.1 研究背景
マルチコアプロセッサ
近年の半導体集積技術の進歩により 1チップ上に搭載できるトランジスタ数は
大幅に増加しているが，従来のスーパースカラプロセッサのような命令レベル並
列性のみを用いる方式では利用できる並列性に限界があり [Wal91] ，トランジス
タ数に見合った大幅な性能向上を得ることは困難であると考えられる．そのため，
チップ内で命令レベル並列性以外の並列性（ループ並列性，プロセスレベルの並
列性等）を利用するアーキテクチャに関する研究が盛んに行なわれている．この
ようなアーキテクチャとして，1つのプロセッサが複数の処理ユニットを持つこ
とを利用し，擬似的に複数のプロセッサとして扱う Simultaneous MultiThreading
（SMT）[TEL95]や，1チップ上に複数のプロセッサを搭載したマルチコアプロセッ
サが提案・製品化されている．例えば，SMT機能を持つスーパースカラプロセッ
サコア 2基とメモリコントローラや SMPバスをチップ上に併せて搭載する IBM
の POWER6[FMJ+07]や，8つのスレッドを実行可能なコアを 8基搭載し，計 64
スレッドを同時実行可能な Sun MicrosystemsのUltraSPARC T2[SBB+07]等が実
際に製品化され，サーバ等のシステムで利用されている．
従来，マルチコアプロセッサは主としてハイエンドサーバやワークステーション
等に搭載され用いられてきたが，低い動作周波数においても高い性能を得ること
ができ，それによって消費電力を低減可能であること等から，PCや組み込みシス
テムの分野においても積極的に用いられるようになってきている．その結果，今日
ではスーパーコンピュータから組み込みシステムに至るまで，あらゆる分野のコン
ピュータシステムにマルチコアプロセッサが採用されるようになった．実際に，Intel
のCore 2 DuoおよびQuad[Int]やAMDのPhenomプロセッサ [Adv]は多くのPC
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に搭載されており，動的な動作周波数・電源電圧の変更およびコア毎のシャットダウ
ンが可能なARMのMPCore[ARM05]や，組み込み向けの 8-way VLIWプロセッサ
コアを 4基搭載した富士通のFR-Vマルチコアプロセッサ [SiKK+05]，64個のコア
をアレイ状に配置してメッシュネットワークで接続したTileraのTILE64[BEA+08]
等が組み込みシステムをターゲットとして開発されている．
このようにマルチコアプロセッサは広く研究・開発され多くの分野で利用され
ているが，その性能を引き出し，実効性能およびソフトウェア生産性，価格性能
比の高いシステムを構築するためには，プログラム中の並列性を十分に引き出し，
チップ上の資源を最大限活用することのできる並列化コンパイラのサポートが必
要不可欠である．このような観点から，並列化コンパイラと協調動作するOSCAR
マルチコアプロセッサアーキテクチャ[笠原 88, 木村 99, KWN+05]が提案されてい
る．これは，複数粒度の並列性を階層的に組み合わせて利用するマルチグレイン
並列処理 [KHM+91]の各手法を効率よく実行できるように構成されたOSCARマ
ルチコアプロセッサアーキテクチャを用い，その各構成要素をOSCAR並列化コ
ンパイラが適切に制御・利用することで高い実効性能とソフトウェア生産性を実
現するものである．
ヘテロジニアスマルチコアプロセッサ
さらに，携帯電話，ゲーム機，DVDレコーダ，デジタルTV等に代表される情報家
電の市場拡大に伴い，その付加価値の源泉となる低消費電力高性能プロセッサに対す
る要求が年々高まっている．特に，価格性能比の向上や開発期間の短縮，低消費電力
化はそのプロセッサの市場競争力を大きく左右する．これらの要求に対応するため，
情報家電システムにおいてよく用いられるメディアアプリケーション等の処理を高速
化することを目的として，信号処理用プロセッサ（Digital Signal Processor，DSP）
や動的再構成可能プロセッサ（Dynamically Recon¯gurable Processor，DRP）等
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のアクセラレータコアをチップ上にあわせて集積したヘテロジニアスマルチコアプ
ロセッサが近年注目を集めている．例えば，IntelのLarrabee[SCS+08]は，スカラ
ユニットとベクタユニットをあわせて搭載したコアを複数集積する．IBM・SONY・
東芝が共同開発したCELL/B.E.[PAB+05]は，OS制御等の汎用的な処理を担当す
るPPE（Power Processor Element）1基と SIMD演算により高速な処理を可能と
する SPE（Synergistic Processor Element）8基をあわせて 1チップ上に搭載して
おり，NECのMP211[TST+05]は 3基の汎用コアと 1基のDSPを搭載する．その
他にも，同一の命令セットを持つ異なる性能のコアを複数搭載することでシステ
ムのスループットを向上させようとするもの [KTR+04]や，特定アプリケーショ
ン向けの専用 IPを多数搭載した携帯端末向けのもの [HII+06]等も提案，発表さ
れている．さらに，チップ当たりの性能，消費電力当たりの性能を高められるた
め，スーパーコンピュータもアクセラレータを用いたヘテロジニアスな構成をと
る様になってきている．IBMの Roadrunner[BDH+08]は CELL/B.E.をベースと
した PowerXCell 8i[CHKW08]を用いており，東京工業大学のTSUBAME[EM08]
は ClearSpeedアクセラレータボード [Cle07]を搭載したノードを含むヘテロジニ
アスな構成のスーパーコンピュータである．これらのようなヘテロジニアスなシ
ステム，ヘテロジニアスマルチコアプロセッサでは，アクセラレータを利用する
ことで高速な演算処理と低消費電力化を両立することが可能となるが，その反面，
効率良くアクセラレータを利用するためのチューニングが大変困難なものとなる．
そのため，実効性能の向上と開発期間の短縮を両立させるためには，チップ内の
各コアの特性やデータ転送を考慮して適切に処理を割り当てる手法や，ヘテロジ
ニアスマルチコアプロセッサに対応した開発環境等が必要となる．
ヘテロジニアスな並列処理環境における処理割当てに関しては，従来から主に
グリッドやクラスタを対象としてスケジューリング手法が研究・提案されており
[小出 01, 須田 06]，データを生成するタスクを複製して実行することによりデー
12
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Parallelizing Compiler
Program
CPU Task
CPU Task
DSP Task
DRP Task
BMP Task
CPU DSPCPU
DRP BMP
Heterogeneous Multicore Processor
図 1.1: ヘテロジニアスマルチコアと並列化コンパイラ
タ転送を削減する手法 [HJ04]や，プログラム中の逐次処理が必要な部分の割合を
考慮した負荷分散の手法 [渡邊 05] 等が提案されている．また，システムのリソー
スの利用可否を考慮したアルゴリズム [XQ06, SL93]や，スケジューリングに要す
る時間を重視したヒューリスティックアルゴリズム [CL98, THW02]も提案されて
いる．しかしながら，従来の手法は主としてDAG（無閉路有向グラフ，Directed
Acyclic Graph）を対象としたものであるため，ある単一のグラフで表現される構
造を持ったプログラム，あるいはプログラム内部のDAGで表現可能な一部分のみ
に適用範囲が限定されるという問題がある．それに対して，実際のプログラムは
ループや関数呼び出し等により階層構造を持つことが多く，また利用可能な並列
性もそれに応じて階層的に存在することになる．ヘテロジニアスマルチコアプロ
セッサ上で実際のアプリケーションを効率よく動作させるためには，プログラム
中に存在する階層的な並列性と，チップ上のアクセラレータの両者を有効に利用
するための手法が必要である．
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また，ヘテロジニアスなシステムにおける開発環境の例として，GPGPUを搭
載したシステムなどを対象とした言語拡張あるいは APIとしてCUDA[NVI08]や
OpenCL[Gro08]が提案されてはいるが，上記のスケジューリングアルゴリズムの
ような手法を取り入れた並列化コンパイラは未だ開発されておらず，アプリケー
ションの並列化やアクセラレータに割り当てる処理の選定，各コアへのタスク割
当て，コア間のデータ転送等は全てプログラマが管理してソフトウェアを記述し
なくてはならない．特に組み込みシステムにおいては，用途に応じてチップ上の
各コアの構成が柔軟に変更されるため，ソフトウェア生産性を確保するためには，
アーキテクチャとコンパイラの協調が必要不可欠であり，自動並列化コンパイラ
（図 1.1）の開発が求められる．
1.1.2 本研究の目的
以上のような，マルチコアプロセッサの利用拡大とヘテロジニアスマルチコア
への要求という背景をふまえて，本研究では，
² OSCAR自動並列化コンパイラによって実現されるマルチグレイン並列処理
およびコンパイラによる高効率なアクセラレータ利用をサポートし，高い実
効性能とソフトウェア生産性を両立する並列化コンパイラ協調型ヘテロジニ
アスマルチコアプロセッサアーキテクチャの提案
² 様々な構成をとる種々のヘテロジニアスマルチコアに迅速に対応し，短い開
発期間で高い性能を得ることを可能とするヘテロジニアスマルチコアプロ
セッサ向け並列化コンパイル方式の提案
² タスクスケジューリングアルゴリズムを含めた，ヘテロジニアスマルチコア
プロセッサを対象とした並列処理手法の提案と自動並列化コンパイラへの
実装
14
1.2. 本論文の概要
を目的とする．これらにより，ヘテロジニアスマルチコアプロセッサにおいて，アー
キテクチャと並列化コンパイラの協調により高い実効性能と開発期間短縮を両立
し，様々なシステムへの適用を可能とする．また，ソフトウェア開発コストが低
減され，価格性能比を大幅に向上させることができる．
1.2 本論文の概要
以下に本論文の第 2章以降の概要を述べる．
第 2章「コンパイラ協調型ヘテロジニアスマルチコアプロセッサアーキテクチャ」
では，本研究で提案するコンパイラ協調型ヘテロジニアスマルチコアプロセッサ
のアーキテクチャとその特徴について述べる．提案するヘテロジニアスマルチコ
アプロセッサはOSCARマルチコアプロセッサアーキテクチャをベースとしてい
る．OSCARマルチコアプロセッサアーキテクチャにおいては，各プロセッサコア
がローカルデータメモリ，デュアルポートメモリで構成された分散共有メモリ，プ
ロセッサコアと非同期にデータ転送を行うことのできるデータ転送ユニットを持
ち，プロセッサエレメント（PE）を構成する．1チップ上に複数集積されたPEは
複数バスやクロスバ等のネットワークを介して集中共有メモリに接続される．この
OSCARマルチコアプロセッサアーキテクチャは，プログラム中の複数の粒度の並
列性を階層的に利用することで並列性を最大限抽出可能な，マルチグレイン並列
処理をサポートするアーキテクチャである．マルチグレイン並列処理では，ルー
プやサブルーチン，基本ブロックといった粗粒度タスク（マクロタスク，MT）間
の並列性を利用する粗粒度タスク並列処理，ループのイタレーション間の並列性
を利用するループ並列処理，基本ブロック内のステートメント間の並列性を利用
する近細粒度並列処理が用いられる．OSCARマルチコアプロセッサアーキテク
チャでは，これらの各並列処理手法を効率的に実行できるようにPEおよびメモリ
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が構成されており，チップ上の各要素をコンパイラによって制御することで高い
実効性能を実現する．提案するヘテロジニアスマルチコアプロセッサアーキテク
チャにおいては，アクセラレータコアは当該 PE内部に簡素なコントローラプロ
セッサを持つ．このコントローラがアクセラレータコアの制御や PE間の同期お
よびデータ転送，プログラム中の制御構造の処理等を受け持つことで，アクセラ
レータで実行可能な処理の選定やコンパイラによるタスク割当てを効率よく行う
ことを可能とする．また，アクセラレータも汎用コアと同様のメモリ構成をとる
ことで，コンパイラによるメモリ配置やデータ転送の最適化を行うことが容易と
なる．
第 3章「ヘテロジニアスマルチコアプロセッサ向け並列化コンパイル手法」で
は，ヘテロジニアスマルチコアプロセッサ向けの並列化コンパイラの構成方法，ヘ
テロジニアスマルチコア上での粗粒度タスク並列処理，および粗粒度タスクを各
種のコアに効率良く割り当てるタスクスケジューリング手法について述べる．ヘテ
ロジニアスマルチコアプロセッサにおいては，対象とするシステムやアプリケー
ションに応じて様々なアクセラレータコアが用いられる．しかしながら，単一のコ
ンパイラで各種のアクセラレータコアに対応したコード生成を行うのは大変困難
である．そのため本論文では，各アクセラレータコアを開発したベンダから提供
される専用目的コンパイラを利用する方式を提案する．この方式においては，ま
ず対象プログラムを各アクセラレータ用のコンパイラに入力し，どの部分がアク
セラレータコア上で実行可能であるか，またその部分の実行時間はどの程度であ
るかを解析し，当該箇所に対応したオブジェクトコードを生成する．アクセラレー
タによる高速化が可能な処理に関する情報はディレクティブとしてソースプログ
ラムに追記され，並列化コンパイラはこの情報を基にプログラムの並列化および
タスク割当て等の最適化を行う．その後，並列化コンパイラによって生成される
並列コードとアクセラレータ用コンパイラによって生成されるアクセラレータコ
16
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ア用のオブジェクトコードを利用して，最終的に対象チップ向けの実行コードが
生成される．以上のような方式により，より多くのヘテロジニアスマルチコアプ
ロセッサに対して迅速な対応が可能となる．
粗粒度タスク並列処理では，ソースプログラムを粗粒度タスクに分割後，最早
実行可能条件解析によって各粗粒度タスク間の並列性を抽出し，マクロタスクグ
ラフを生成する．生成されたマクロタスクグラフ上の粗粒度タスクがサブルーチ
ンブロックや繰返しブロックである場合は，階層的にその内部を粗粒度タスクに
分割して階層的マクロタスクグラフ生成し，プログラム全域の階層的な並列性を
抽出する．その後，粗粒度タスクはPEを仮想的・階層的にグルーピングしたプロ
セッサグループ（PG）に割り当てられ，粗粒度タスク並列処理が行われる．この
とき，ヘテロジニアスマルチコアプロセッサにおいては，汎用プロセッサコアは
すべてのMTを実行できるのに対し，アクセラレータコアは限られたMTのみを
実行・高速化可能であるという制限を持つ．そのため，汎用コアとアクセラレー
タコアを同様に階層的にグルーピングしてしまうと，アクセラレータコアを効率
良く利用することができなくなってしまう．本手法では，汎用コアはプログラム
の並列性に応じて階層的にグルーピングし，アクセラレータコアは汎用コアの階
層的なグルーピングとは独立して取り扱う．これにより，プログラムの並列性と
アクセラレータコアの両方を有効に利用することができる．
さらに，各種のコアに効率良く処理を割り当てるためには各コアの特性やコア
間のデータ転送を考慮したタスクスケジューリングが必要となる．本手法は，各
MTとチップ上のコアの特性やアクセラレータの利用状況を考慮した割当てを行
い，個々のMTではなくプログラム全体の処理時間短縮を目的としたものである．
そのため，アクセラレータコアで高速化可能な処理であっても，アクセラレータ
コアの負荷状況に応じて汎用コアへの割当ても行う．また同時に，コア間ネット
ワーク等のリソースを考慮しつつ，タスク処理とデータ転送をオーバーラップさ
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せることで並列処理に関わるオーバーヘッドも最小化する．
第 4章「ヘテロジニアスマルチコアプロセッサ向け並列化コンパイル手法を用い
たMP3エンコーダの並列処理」では，提案する並列化コンパイル手法をMP3エ
ンコーダに適用し，ヘテロジニアスマルチコアプロセッサ上で並列処理を行った
結果ついて述べる．ここでは，汎用プロセッサコアとして日立・ルネサスの SH4A
を，アクセラレータコアとして動的再構成可能プロセッサである日立のFE-GAを
用いたマルチコアプロセッサを利用することを想定した．汎用コアのみを集積した
ホモジニアスなマルチコアプロセッサに対して提案手法を適用した結果，汎用コ
ア 1基を用いた逐次実行と比較して，汎用コア 4基を使用した場合で 3.99倍，汎
用コア 8基を用いた場合で 7.86倍の性能向上を得られ，コア数に応じたスケーラ
ブルな性能向上を得られることが確認できた．さらに，アクセラレータコアを併
せて搭載したヘテロジニアスマルチコアプロセッサを対象として本手法を適用し
た場合では，汎用コア 2基・アクセラレータを 2 基使用した場合で 14.55倍，汎用
コアを 4基・アクセラレータを 4基用いた場合で 25.20倍の性能向上を得られた．
これにより，アクセラレータコアを有効に利用することでコア数以上の高い性能
が得られることが確認できた．
第 5章「結論」では，本研究により得られた成果と今後の課題について述べる．
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2.1 まえがき
情報家電や携帯端末，ゲーム機等の組み込みシステムをはじめとした多くのコ
ンピュータシステムにおいて，高い性能や低消費電力化を実現するために，汎用コ
アとアクセラレータコアを併せて集積したヘテロジニアスマルチコアプロセッサ
が広く利用されるようになってきている [PAB+05, NYY+07]．しかしながら，従
来のヘテロジニアスマルチコアプロセッサでは，アクセラレータへの処理割当て
やコア間のデータ転送等のチューニングを手動で行わなくてはならず，ソフトウェ
アの開発に多くの時間を必要としていた．また，システムに応じて様々な構成をと
るプロセッサそれぞれに対し個別にソフトウェアをチューニングする必要があり，
これも開発期間に多大な影響を及ぼしている．以上のような問題を解決し，開発
期間の短縮や価格性能比の向上を実現するためには，ソフトウェアとの協調，特
に並列化コンパイラとの協調を考慮したアーキテクチャが必要となる．
本章では，汎用コアに加えて動的再構成可能プロセッサ（DRP）や信号処理用
プロセッサ（DSP）等のアクセラレータを 1チップ上に集積し，高性能かつ低消費
電力なシステムを実現するヘテロジニアスマルチコアプロセッサアーキテクチャ
について述べる．本研究で提案するヘテロジニアスマルチコアプロセッサアーキ
テクチャはコンパイラ協調型のOSCARマルチコアプロセッサアーキテクチャを
ベースとしており，OSCARコンパイラによって実現されるマルチグレイン並列処
理と，コンパイラによるアクセラレータコアの利用に対するサポートを考慮した
ものである．
2.2 OSCARマルチコアプロセッサアーキテクチャ
ここでは，本研究で提案するヘテロジニアスマルチコアプロセッサアーキテク
チャのベースとなるOSCARマルチコアプロセッサアーキテクチャ，およびOSCAR
20
2.2. OSCAR マルチコアプロセッサアーキテクチャ
マルチコアプロセッサアーキテクチャによってサポートされる並列処理手法であ
るマルチグレイン並列処理に関して述べる．
2.2.1 マルチグレイン並列処理
本節では，OSCARマルチコアプロセッサアーキテクチャがサポートする並列処
理手法であるマルチグレイン並列処理について述べる．マルチグレイン並列処理
は，ループやサブルーチン，基本ブロック等の粗粒度タスク間の並列性を利用す
る粗粒度並列処理，ループイタレーションレベルでの並列性を利用する中粒度並
列処理（ループ並列処理），基本ブロック内のステートメント間の並列性を利用す
る近細粒度並列処理を階層的に組み合わせて，プログラム全域から並列性を抽出
して利用する並列処理手法であり [KHM+91]，OSCARマルチグレイン並列化コン
パイラによって以下のような流れで実現されている．
(1) マクロタスク生成
(2) マクロフローグラフ・マクロタスクグラフ生成
(3) マクロタスクスケジューリング
なお，本研究ではマルチグレイン並列処理の主要技術のうち，特に粗粒度タスク
並列処理を取り扱う．
粗粒度タスク並列処理
粗粒度タスク並列処理では，対象とするプログラムはまず擬似代入文ブロック
（Block of Pseudo Assignments，BPA），繰返しブロック（Repetition Block，RB），
サブルーチンブロック（Subroutine Block，SB）の 3種類の粗粒度タスク（マク
ロタスク，MT）に分割される．この際，RBおよび SBはネスト構造を持つ場合
21
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図 2.1: 階層的なマクロタスク定義
があり，その場合には必要に応じて内部ボディ部に対して図 2.1のように階層的に
粗粒度タスクに分割してMTの定義を行う．図 2.1では，まずプログラムのMAIN
ルーチン，すなわち第 1階層（1st Layer）を 3種類のMTに分割し，その種類に
応じて第 2階層（2nd Layer），第 3階層（3rd Layer）と階層的にMTを定義する
様子を示している．
MT生成後，各階層においてMT間のコントロールフローおよびデータ依存を
解析し，図 2.2に示すようなマクロフローグラフ（Macro Flow Graph，MFG）が
生成される．図 2.2において，MFG中の各ノードはMT，ノード中の番号はマク
ロタスク番号を表す．また，ノード中の小円はそのノードが条件分岐ノードであ
ることを表し，ノード間のエッジは実線であればMT間のデータフローを，破線
であれば制御フローを表す．このMFGは，MT間の制御フロー・データフローを
表現しているのみで，MT間の並列性を表現してはいない．
ここで，各MTに対して最早実行可能条件解析を適用するによってMFGから
MT間の並列性を抽出し，図 2.3に示すようなマクロタスクグラフ（Macro Task
Graph，MTG）を生成する [KHM+91, 本多 90, 笠原 92]．図 2.3において，MTG
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図 2.2: マクロフローグラフ（MFG）の例
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図 2.3: マクロタスクグラフ（MTG）の例
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中の各ノードはMT，ノード中の番号はマクロタスク番号を表す．また，ノード中
の小円はそのノードが条件分岐ノードであることを表し，ノード間のエッジは，実
線がMT間のデータ依存を，点線が拡張された制御依存を表す．拡張された制御
依存とは，通常の制御依存の他にMTの非実行確定条件を含んでいることを表し
ている．また，エッジを束ねるアーク（弧）は，実線の場合アークが束ねるエッジ
がAND関係にあり，破線の場合はOR関係にあることを示す．このMTGはMT
間の粗粒度並列性を直接表現したグラフとなっている．例えば，図 2.3中のMT6
の最早実行可能条件は，「MT2がMT4に分岐することが決定するか，MT3の実行
が終了する」という条件となる．
MTGを生成した後，各MTGのMTは 1つ以上のプロセッサエレメント（PE）
をグループとしたプロセッサグループ（PG）に割り当てられる．このとき，MTG
内に条件分岐等がなければ，静的にMTをPGに割り当てるスタティックスケジュー
リング手法が適用される．本研究はこのスタティックスケジューリング手法を対象
としており，プロセッサ間のデータ転送や同期，実行時のタスク割当て等のオー
バヘッドを最小化することができる．また，本研究では対象としないが，MTGに
条件分岐等による実行時不確定性が存在する場合には，MTのコードに加えてMT
の最早実行可能条件を管理しつつMTを PGに割り当てるためのスケジューラの
コードもあわせて生成し，実行時にMTをPGに割り当てるようにするダイナミッ
クスケジューリング手法が適用される．ダイナミックスケジューリングでは，プ
ロセッサ数とMTGの並列性に応じて，各PGがタスク実行とタスク割当ての両方
を協調して行う分散ダイナミックスケジューリングと，1つのPEがタスク割当て
を専門的に受け持つ集中ダイナミックスケジューリングのどちらかが選択される．
さらに，SBやRB内部に定義されたMTGに粗粒度並列性が存在する場合，そ
の内部で階層的にPEがグルーピングされ，階層的に粗粒度タスク並列処理が適用
される．図 2.4に階層的なマクロタスクグラフとプロセッサグルーピングの例を示
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す．図 2.4はPEを 8基持ったシステムに対する例となっている．図中の最上位階
層であるMTG1では粗粒度並列性が 2程度であるため，システムの第 1階層（1st
Layer）では 8基のPEが 4基ずつPG1 0とPG1 1の 2つのPGにグルーピングさ
れ，MTG1内の各MTが PG1 0または PG1 1にスケジューリングされる．ある
ときに粗粒度並列性を持つMTG1 2を内包するMT1 2が PG1 0上で実行される
とすると，その間PG1 0はMTG1 2内部の並列性に応じて階層的にグルーピング
される．ここでは，MTG1 2の粗粒度並列性が 2程度であるため，第 2階層（2nd
Layer）においてPG1 2 0とPG1 2 1の二つのPGにグルーピングされている．同
様に，粗粒度並列性が 4程度であるMTG1 5を内包するMT1 5が PG1 1上で実
行されている間，PG1 1は第 2階層で 1PEずつで 4つの PGを構成する．このよ
うに，プログラムの階層的な並列性に応じて PEも階層的にグルーピングするこ
とによって，より多くのプロセッサを有効に利用し，プログラムの処理時間を短
縮することができる．なお，これらのプロセッサグルーピングはハードウェアの
クラスタリングやグルーピングとは異なり，ソフトウェア的に行われる仮想的な
ものである．また，粗粒度並列性を利用する階層および並列性に応じたプロセッ
サグルーピングの決定には，並列処理階層自動決定手法 [OSK+02, 小幡 03]を用い
ることができる．
中粒度並列処理（ループ並列処理）
PGに割り当てられたRBがDOALLあるいはリダクションループ等の並列化可
能ループであった場合，このRBはPG内のPEを用いてイタレーションレベルの
並列処理が適用される．あるいは，ループ整合分割 [YK96]等，ループ分割が適用
され，複数の粗粒度タスクとして取り扱われる．
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図 2.4: 階層的なマクロタスクグラフとプロセッサグルーピング
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<< LU Decomposition >>
1)  u12 = a12 / I11
2)  u24 = a24 / I22
3)  u34 = a34 / I33
4)  I54 = I52 * u24
5)  u45 = a45 / I44
6)  I55 = a55 / I54 * u45
<< Forward Substitution >>
7)  y1 = b1 / I11
8)  y2 = b2 / I22
9)  b5 = b5 / I52 * y2
10) y3 = b3 / I33
11) y4 = b4 / I44
12) b5 = b5 / I54 * y4
13) y5 = b5 / I55
<< Backward Substitution >>
14) x4 = y4 / u45 * y5
15) x3 = y3 / u34 * x4
16) x2 = y2 / u24 * x4
17) x1 = y1 / u12 * x2
図 2.5: 近細粒度タスクグラフの例
近細粒度並列処理
PGに割り当てられたMTが BPAあるいは中粒度並列処理が適用不可能な RB
であった場合，BPA全体，あるいはRBのループボディに対して近細粒度並列処
理 [木村 99]が適用される．近細粒度並列処理においては，BPA内部のステートメ
ントあるいは複数のステートメントからなる擬似代入文を 1つの近細粒度タスク
として定義する．OSCARコンパイラはこれらのタスク間のデータ依存を解析し
てタスクグラフを作成する．
近細粒度並列処理対象のプログラムとそのタスクグラフの例として，クラウト
法によるスパース行列の求解をシンボリックジェネレーション法を用いてループフ
リーコードに展開して行なうプログラムと，その各ステートメントを近細粒度タ
スクとして定義したときのタスクグラフを図 2.5に示す．図 2.5において，ノード
内の各数字はタスク番号 iを表し，ノード脇の数字はPE上でのタスク処理時間 ti
を表す．また，ノードNiからNjに向けて引かれたエッジはタスク Tiがタスク Tj
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に先行するという半順序制約を表している．タスク間のデータ転送を考慮すると
き，各々のエッジは一般に可変な重みを持つ．タスク Tiとタスク Tjが異なるPE
へ割り当てられた場合，エッジの重み tijがデータ転送時間となる．逆にこれらの
タスクが同一PEに割り当てられた場合，タスク間のデータの授受はプロセッサコ
アのレジスタを介して行なわれるため重み tijは 0となる．
上記のようなタスクグラフ生成後，このタスクグラフ上の各タスクのコストお
よびタスク間のデータ転送コストを考慮して，実行時間を最小化できるようにPG
内のPEに対して静的にスケジューリングする．OSCARマルチグレイン並列化コ
ンパイラにおける近細粒度タスクのPEへのスケジューリングでは，スケジューリ
ング手法として，データ転送オーバーヘッドを考慮し実行時間を最小化するヒュー
リスティックアルゴリズムであるCP/DT/MISF法，CP/ETF/MISF法，ETF/CP
法，およびDT/CP法の 4つの手法の中から最良のスケジュール結果を与えるもの
が選択される．
2.2.2 OSCARマルチコアプロセッサアーキテクチャ
ここでは，2.2.1節で述べたマルチグレイン並列処理を実現する並列化コンパイ
ラと協調して動作するOSCARマルチコアプロセッサアーキテクチャについて述べ
る．OSCARマルチコアプロセッサアーキテクチャは，図2.6に示すように，ローカ
ルデータメモリ（Local Data Memory，LDM）および分散共有メモリ（Distributed
Shared Memory，DSM）を持つ汎用 CPUコアを複数バスやクロスバ等の結合網
で集中共有メモリ（Centralized Shared Memory，CSM）へ接続したマルチコアプ
ロセッサアーキテクチャ[笠原 88, 木村 99, KWN+05]である．このOSCARマルチ
コアプロセッサアーキテクチャの構成は，OSCARマルチグレイン並列化コンパイ
ラによって実現されているマルチグレイン並列処理を構成する各技術をサポート
するように考慮されている．
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OSCARマルチコアプロセッサアーキテクチャにおいて，各プロセッサエレメ
ント（Processor Element，PE）は，汎用プロセッサコア，ローカルデータメモリ
（LDM），2ポート構成の分散共有メモリ（DSM）およびデータ転送ユニット（Data
Transfer Unit，DTU）を持つ．LDMはアプリケーションプログラム中のプロセッ
サプライベートデータを格納するために用いられる．DSMは 2ポート構成となっ
ており，自 PEと他 PEが同時にアクセス可能である．DSMは，タスク間のデー
タ・同期フラグの授受に利用される．DTUは高機能DMAコントローラで，プロ
セッサの処理と非同期に PE間，PE－CSM間のデータ転送を行うことが可能で
あり，データ転送とタスク処理のオーバーラップのために利用される．ローカル
プログラムメモリ（Local Program Memory，LPM）は各PEが実行するプログラ
ムコードを格納するために用いられる．
粗粒度タスク並列処理へのサポート
粗粒度タスク並列処理では，並列化コンパイラがアプリケーション構造と並列
性に応じて最適なプロセッサグループ（Processor Group，PG）の構成を決定し，
ソフトウェア的に PEをグルーピングする．特に近細粒度並列処理の対象となる
MTを実行する場合，同一PG内のPEは頻繁に通信を行うこととなる．そのため，
OSCARマルチコアプロセッサアーキテクチャでは，柔軟なプロセッサグルーピン
グが容易となるよう，複数バスやクロスバ等のフラットなPE間ネットワークを用
いることが推奨される．
コンパイラはMTGの形状に応じてスタティックスケジューリングあるいはダイ
ナミックスケジューリングのいずれかを適用するが，ダイナミックスケジューリ
ングが適用される場合，MTがどの PGで実行されるかは実行時に決定されるた
め，MT間で共有されるデータをCSMに配置することでこれに対応する．ここで，
分散ダイナミックスケジューリングが選択された場合，最早実行可能条件等のス
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・DTU : Data Transfer Unit
・FVR : Frequency/Voltage Control Register
・LPM : Local Program Memory
・LDM : Local Data Memory
・DSM : Distributed Shared Memory
・CSM : Centralized Shared Memory
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図 2.6: OSCARマルチコアプロセッサアーキテクチャを持つマルチコアプロセッサ
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ケジューリング情報はCSMに配置されてPG間で共有され，集中ダイナミックス
ケジューリングの場合，迅速なスケジューリングのためスケジューリングを担当
するPEの LDMに配置される．MT間の依存関係を解決するための同期やMTの
開始・終了を PG内の PEに通知するためのフラグ送信等のやり取りは，DSMを
利用することにより低レイテンシで実行可能である．この際，同期フラグ受信等
のためのビジーウエイトは PE内部のDSMを用いて行われるため，PE間ネット
ワークへ影響を与えずにこれを行うことができる．
また，データローカライゼーション手法 [吉田 95, 吉田 99]等が適用された場合，
各MTは定義・使用データ量が LDMやDSMに格納可能となるように分割され，
MT間のデータ転送をDSMあるいはLDMを介して直接行うことができる．特に配
列データに関しては，異なるPEに割り当てられたMT間でのデータ転送や，CSM
から LDMおよびDSMへのデータ供給，CSMへのデータ書き戻しのための転送
を，DTUを利用することで高速かつ計算処理と非同期に行うことが可能である．
PE間で通信する必要の無いプライベート化可能なデータに関しては LDMに配置
される．
中粒度並列処理（ループ並列処理）へのサポート
ループ並列処理では，LDMをイタレーション間でプライベートなデータを格納
するために用いることができる．DSMは，DOACROSSループやリダクションルー
プにおけるプロセッサ間で転送が必要なデータを PE間で授受する為に用いられ，
低レイテンシなデータ転送を可能とする．
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近細粒度並列処理へのサポート
近細粒度並列処理ではBPA中のステートメントを単位として静的に各PEにス
ケジューリングして並列処理を行う．そのため，頻繁にステートメント間でデー
タや同期フラグを授受する必要がある．OSCARマルチコアプロセッサアーキテク
チャではこれらの通信を各PEのDSMを用いて行うことで，通信のレイテンシと
PE間ネットワークへの負荷を最小化することができる．各PEは他PEのDSMに
対して直接アクセスしてデータを送信することができるため，同期フラグを確認
するためのビジーウエイトにおけるメモリアクセスは自PE内のDSMへのアクセ
スとすることができ，PE間ネットワークのバンド幅や通信に影響を与えることが
ない．さらに，コンパイル時に転送する必要がないと判断されたデータに関して
は，LDMに静的に配置可能である．
また，コンパイル時のスケジューリング通りの近細粒度並列処理を行えるよう
にするため，コンパイル時に各ステートメントのコスト推定が容易となるよう，簡
素な汎用コアを用いることが推奨される．
2.3 ヘテロジニアスマルチコアプロセッサアーキテクチ
ャ
ここでは，2.2節で述べた並列化コンパイラ協調型の OSCARマルチコアプロ
セッサアーキテクチャをベースとする，ヘテロジニアスマルチコアプロセッサアー
キテクチャについて述べる．
本研究で提案するヘテロジニアスマルチコアプロセッサは，2.2節で述べた並列
化コンパイラ協調型のOSCARマルチコアプロセッサアーキテクチャをベースと
しており，各々がローカルデータメモリ（LDM）および分散共有メモリ（DSM）
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・DTU : Data Transfer Unit
・FVR : Frequency/Voltage Control Register
・LPM : Local Program Memory
・LDM : Local Data Memory
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図 2.7: OSCAR型ヘテロジニアスマルチコアプロセッサの例
を持つ汎用CPUコアあるいはDRP等のアクセラレータコアを，複数バスやクロ
スバ等の結合網で集中共有メモリ（CSM）へ接続したマルチコアプロセッサアー
キテクチャである．OSCARマルチコアプロセッサアーキテクチャをベースとする
ことにより，OSCARコンパイラによって実現されるマルチグレイン並列処理をサ
ポートする．
提案するヘテロジニアスマルチコアプロセッサアーキテクチャの例を図 2.7に示
す．図 2.7に示す通り，OSCARマルチコアプロセッサアーキテクチャ同様，チップ
上の各プロセッサエレメント（PE）は，汎用プロセッサコアまたはアクセラレー
タコア，ローカルデータメモリ（LDM），2ポート構成の分散共有メモリ（DSM）
およびデータ転送ユニット（DTU）を持つ．また，アクセラレータコアを持つアク
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セラレータPEは動的再構成可能プロセッサの機能書き換えやタスクのスケジュー
リング情報の処理，アクセラレータコアの起動，プログラム中の制御構造の処理
等の一定の計算処理が可能なコントローラを持つ．このコントローラとアクセラ
レータコアが連携することで，アクセラレータ PEにおいても分岐等を含む比較
的複雑な処理を実行することができる．また，コントーラをアクセラレータコア
と同一のPE内部に配置することで，他のPEにおけるタスク実行等に影響を与え
ること無く迅速に制御を行うことができる．これらの特徴により，アクセラレー
タ PEに割り当てられる粗粒度タスクの粒度を適切に調整することができ，並列
処理に関わるオーバヘッドを最小化するためのスタティックスケジューリング手法
を多くのアプリケーションに対して適用可能とする．さらに，アクセラレータPE
にも汎用コアPEと同様の LDMとDSMを持たせ，ホモジニアスなメモリアーキ
テクチャをとることにより，データの分割配置やデータ転送を汎用コアPEと同様
に行うことができ，並列化コンパイラによる制御が行いやすいものとなっている．
このように，アクセラレータコアに関してもコンパイラとの協調を考慮した構
成をとることにより，単一の並列化コンパイラによって様々な構成のマルチコア
プロセッサをサポートすることができる．
2.4 2章のまとめ
本章では，汎用コアに加えて動的再構成可能プロセッサ（DRP）や信号処理用
プロセッサ（DSP）等のアクセラレータを 1チップ上に集積した，ヘテロジニアス
マルチコアプロセッサアーキテクチャについて述べた．本章で提案したヘテロジ
ニアスマルチコアプロセッサアーキテクチャは，OSCARマルチグレイン並列化コ
ンパイラによって実現されているマルチグレイン並列処理をサポートする，コン
パイラ協調型のOSCARマルチコアプロセッサアーキテクチャをベースとしたも
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のである．マルチグレイン並列処理は，従来利用されてきたループ並列性に加え，
基本ブロック・サブルーチンブロック・繰返しブロックの 3種類のマクロタスク間
の粗粒度並列性や，基本ブロック内のステートメント間の近細粒度並列性といっ
た，これまで利用されていなかった並列性を抽出することによって，より効率良
くマルチプロセッサシステムを利用する手法である．OSCARマルチコアプロセッ
サアーキテクチャの各構成要素はこのマルチグレイン並列処理をサポートするよ
う配置されている．
本研究で提案するヘテロジニアスマルチコアプロセッサアーキテクチャは，
² 汎用コアとアクセラレータのメモリアーキテクチャをOSCAR型メモリアー
キテクチャに統一し，マルチグレイン並列処理の実行や，コンパイラによる
データ配置およびデータ転送等の最適化をサポートする．
² アクセラレータコアに制御用のプロセッサを持たせることで，アクセラレー
タPEにおいても同期やデータ転送，プログラム中の制御構造等を柔軟かつ
迅速に取り扱うことができる．これにより，アクセラレータに割り当てるタ
スク粒度の最適化とスタティックスケジューリング手法の適用を可能とし，
コンパイラによるプログラムの並列化とアクセラレータの有効利用をサポー
トする．
という特徴を持ち，並列化コンパイラとの協調によってソフトウェアの生産性と
処理性能の向上を可能とするアーキテクチャである．
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3.1 まえがき
ヘテロジニアスマルチコアプロセッサの性能を最大限引き出すためには，アプ
リケーションの並列性を生かし，かつチップ上のアクセラレータコアと汎用コア
を十分に活用する必要がある．ヘテロジニアスマルチコアプロセッサは，各コア
によって実行可能な処理や性能が異なるため，従来のホモジニアスマルチコアプ
ロセッサと比較して処理割当て等のチューニングが大変困難なものとなる．その
ため，ヘテロジニアスマルチコアプロセッサを対象とした並列処理手法およびそ
れを実現する並列化コンパイラが必要となる．さらに，ヘテロジニアスマルチコ
アプロセッサでは用途に応じて様々な種類のアクセラレータコアが組み合わせら
れて利用されるため，並列化コンパイラもそれに応じて各種のコアに対応しなく
てはならない．しかしながら，すべてのアクセラレータに対して単一の並列化コ
ンパイラのみで対応することは大変困難であり，この問題もあわせて解決する必
要がある．ヘテロジニアスマルチコアプロセッサが多く利用されている情報家電
等の組み込みシステムの分野は，特に製品の開発サイクルが短い傾向にあるため，
並列化コンパイラを利用しアプリケーション開発にかかる期間を短縮することは
製品の付加価値を高める上でも大変重要である．
本章では，汎用プロセッサコアだけではなく，様々な種類のアクセラレータコア
も併せて搭載したヘテロジニアスマルチコアプロセッサのための並列化コンパイ
ル手法について述べる．本研究において提案する手法は，第 2章で述べた並列化コ
ンパイラ協調型ヘテロジニアスマルチコアプロセッサを対象としており，OSCAR
マルチグレイン並列化コンパイラを拡張し実装されたものである．
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3.2 ヘテロジニアスマルチコアプロセッサ向け並列化コ
ンパイル方式
ここでは，第 2章で述べたヘテロジニアスマルチコアプロセッサアーキテクチャ
を対象とする並列化コンパイル方式について述べる．
本手法で対象とするヘテロジニアスマルチコアプロセッサにおいては，先に述
べたように，様々なベンダから提供される様々な種類のアクセラレータコアが混
載される可能性があり，またその組み合わせも用途によって様々となる．そのた
め，単一の並列化コンパイラによって種々のアクセラレータコアをサポートする
ことは，限られた開発時間とコストでは困難であると考えられる．この問題に対
応するため，本手法では各アクセラレータコアを提供するベンダによってアクセ
ラレータコア向けの専用目的コンパイラ（実行可能タスクの抽出，コスト推定，ア
クセラレータコア用のコード生成等を行う）が開発された場合に，それをあわせ
て利用する方式をとる．
図 3.1に，提案するヘテロジニアスマルチコア向けのコンパイルフローの概略を
示す．図 3.1に示すフローでは，まず対象となる逐次プログラムのソースファイル
を，使用するアクセラレータコア用の専用目的コンパイラに入力する．アクセラ
レータコア用の専用コンパイラは入力されたソースファイルに対して解析を行い，
実行あるいは高速化可能な処理を抽出し，その部分に対して実行コストの推定お
よび実行コードの生成を行う．またこの際，入力されたソースファイルに対して
ディレクティブを挿入することにより，アクセラレータPEで実行可能なタスクの
指定を行う．あるいは，アクセラレータコア用のコンパイラの解析結果を基に手
動でディレクティブを挿入することもできる．
次に，図中の自動並列化コンパイラは，このディレクティブが挿入されたソー
スファイルを入力とし，それに対して並列化およびアクセラレータの利用を考慮
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図 3.1: ヘテロジニアスマルチコアプロセッサ向けコンパイルフロー
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した最適化を行う．この際，ターゲットとなるマルチコアプロセッサの構成はオプ
ションあるいは入力ファイルとして並列化コンパイラに入力される．並列化コン
パイラにより並列化およびタスクスケジューリング等の最適化が施された後，ア
クセラレータ用コンパイラにより生成されたアクセラレータコア用の実行コード
を利用して対象マルチコアプロセッサ向けの実行コードが生成される．
このように，各アクセラレータ用コンパイラと並列化コンパイラの間で情報を
やりとりするためのインタフェースを用意することで，様々な構成のヘテロジニ
アスマルチコアプロセッサへの対応が容易に可能となる自動並列化コンパイラを
実現することができる．なお，各アクセラレータ用の専用目的コンパイラはアク
セラレータコアを開発したベンダから提供されることを前提とし，本研究では図
中の自動並列化コンパイラ部分を開発の対象とする．
3.3 ヘテロジニアスマルチコアプロセッサ上での階層的
粗粒度タスク並列処理
ここでは，本研究において開発されたヘテロジニアスマルチコアプロセッサアー
キテクチャ向け並列化コンパイラに実装された，ヘテロジニアスマルチコアプロ
セッサアーキテクチャ上での階層的粗粒度タスク並列処理について述べる．
2.2.1節で述べたように，粗粒度タスク並列処理では対象プログラムをサブルー
チンブロック（SB）・繰り返しブロック（RB）・基本ブロック（BPA）の 3種類の
粗粒度タスクに分割後，最早実行可能条件解析によって各粗粒度タスク間の並列
性を抽出し，マクロタスクグラフ（MTG）を生成する．生成されたマクロタスク
グラフ上の粗粒度タスクがサブルーチンブロックや繰返しブロックである場合は，
その内部を階層的に粗粒度タスクに分割して階層的なマクロタスクグラフ生成し，
プログラム全域の階層的な並列性を抽出する．その後，粗粒度タスクはPEを仮想
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的・階層的にグルーピングしたプロセッサグループ（PG）に割り当てられ，PG
が粗粒度タスクの割当ておよび実行単位として扱われる．なお，このプロセッサ
グルーピングはプログラムの階層構造と並列性を考慮して行われる．ここで，ヘ
テロジニアスマルチコアプロセッサを対象とした場合，汎用コアPEではすべての
種類のMTを実行することが可能であるのに対し，アクセラレータ PEでは特定
の処理を高速化することが可能である一方で，実行・高速化可能なMTが限られ
てしまう．そのため本手法では，汎用コアPEのみの場合と異なり，アクセラレー
タ PEの利用を考慮したプロセッサのグルーピングを行う．
本手法においては，汎用コアPEは各MTGの粗粒度並列性と汎用コアPEの数
を考慮した階層的なグルーピングの対象となり，これによりプログラムの階層的
な並列性を有効に利用する．一方，汎用コアPEと比較してアクセラレータPEの
数は通常あまり多くないこと，MTの実行時間が短くなることが想定されるため，
汎用コアPEと同様にアクセラレータPEを階層的なグルーピングに含めてしまう
と，アクセラレータPEを効率よく利用することができなくなってしまう．そのた
め本手法では，アクセラレータ PEは階層的なグルーピングからは独立して扱わ
れ，あらゆる階層のMTGから適宜必要に応じてMTが割り当てられるものとす
る．これにより，アクセラレータPEで実行可能なMTがどの階層のMTGにどの
ように分布しているかにかかわらず，すべての階層のMTGからアクセラレータ
PEを有効に利用することができる．
図 3.2に，ヘテロジニアスマルチコアプロセッサを考慮したプロセッサのグルー
ピングの例を示す．なお，図 3.2は，汎用コア PE4基，DRPあるいは DSPを搭
載するアクセラレータ PEをそれぞれ 2基ずつ持つヘテロジニアスマルチコアプ
ロセッサに対する例である．図 3.2では，汎用コアはプログラムの第 1階層（1st
Layer）でそれぞれ 2PEからなる 2つのPG（PG1 0およびPG1 1）にグルーピン
グされており，各々の PGにこの階層のMTG中のMTを割り当てて実行するこ
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図 3.2: ヘテロジニアスマルチコアプロセッサを考慮した階層的なプロセッサグ
ルーピングの例
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とで粗粒度タスク並列処理が行われている．ある時刻において，PG1 0に内部に
粗粒度並列性を持つMTであるMT1 2が割り当てられている場合，このMTを実
行している間，PG1 0はさらに第 2階層（2nd Layer）で 1プロセッサずつの 2つ
のPG（PG1 2 0およびPG1 2 1）にグルーピングされる．また，PG1 1でMT1 5
が実行されている間は，MT1 5内部のMTG1 5にはアクセラレータで実行可能な
MTが存在するため，MTG1 5の粗粒度並列性に応じて第 2階層のプロセッサグ
ルーピングが行われる．このように，汎用コア PEはプログラムの並列性に応じ
て階層的にグルーピングされる．それに対し，図中のDRPおよびDSPは汎用コ
アPEの階層グルーピングと異なり，各アクセラレータPEが独立して扱われるた
め，あらゆる階層のMTGからのタスク処理依頼を受け付けることができる．
3.4 ヘテロジニアスマルチコアプロセッサ用タスクスケ
ジューリングアルゴリズム
ここでは，本研究において開発されたヘテロジニアスマルチコアプロセッサアー
キテクチャ向け並列化コンパイラに実装された，粗粒度タスクスタティックスケ
ジューリング手法について述べる．本手法は，第 2.3章で述べたヘテロジニアスマ
ルチコアプロセッサアーキテクチャを対象としたものである．
ヘテロジニアスマルチコアプロセッサでは，汎用コア PEではすべての種類の
マクロタスク（MT）が実行可能であるが，アクセラレータPEではその種別によ
り実行が可能なMTの種類が限られてしまう．また，同じMTであっても，どの
種別の PEで実行されるかによって処理にかかる時間が異なる．一般に，アクセ
ラレータPEで実行可能なMTはそのままアクセラレータPEに割り当てて実行す
ることでそのMT単体の実行効率を向上させることができる．しかし，アクセラ
レータ PEに負荷が集中しているかどうかを考慮せずにMT割り当てを行ってし
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まっては，逆にプログラム全体の実行時間が伸びてしまう場合が考えられる．本
アルゴリズムは，このような場合にはアクセラレータ PE上で実行可能なMTに
対しても汎用コアPEへの割当てを考慮する．これによりチップ上の各PEを効率
よく利用し，プログラムの実行効率の向上を図っている．本スケジューリング手
法は，リストスケジューリングにおける優先度およびタスク割り当ての方針をヘ
テロジニアスマルチコアプロセッサ用に拡張したものである．
3.4.1 グローバルCP長
3.3節で述べたように，本手法では異なる階層のマクロタスクグラフ（MTG）中
のMTを必要に応じてアクセラレータ PEに割り当てる．そのため，実行可能タ
スクのアクセラレータ PEへの割当て時にMT間で優先度を比較する際，すべて
のMTGを通じて共通の優先度を定義する必要がある．本手法では，メインプロ
グラムの出口ノードから各MTG中の各タスクまでの最長のパス長をグローバル
CP長として定義し，これを割当ての優先度として採用した．グローバルCP長の
算出例を図 3.3に示す．
図 3.3において，MT3の内側のMTGに含まれるMT3 3のグローバルCP長を
求めることを考える．まず，プログラム全体の出口ノードから，内部にMTGを持
つMT3の末尾までの最長パス長を求める．ここでは，MT4を経由するパスが最
も長く，パス長は 70となっている．MT3は最も上位のMTGに属するので，これ
がMT3の末尾までのグローバルCP長となる．次に，MT3 3のMTG内CP長は
40であることが分かる．よって，MT3 3に対するグローバル CP長は，MTG内
での CP長 40に，MTGを内包するMT3の末尾までのグローバル CP長 70を加
えて 110となる．また，仮にMT3がRBであった場合には，MT3内部のMTGの
出口ノードから入り口ノードまでのCP長に（RBの回転数－ 1）を乗じたものを
さらに加える．そうすることで，ループの回転数を考慮したCP長を算出すること
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図 3.3: グローバルCP長
ができる．なお，「最長」パス長という定義から，上記の計算においては各MTの
コストは汎用コア PE上で実行したものが用いられている．
3.4.2 処理およびデータ転送コストを考慮したタスクスケジューリ
ングアルゴリズム
本手法では，MTを割り当てる対象を，汎用コアPEの集合であるプロセッサグ
ループ（PG）またはアクセラレータPEとする．以下に，ヘテロジニアスマルチ
コアプロセッサにおけるスタティックスケジューリングアルゴリズムの基本フロー
を示す．
Step 1: 各MTG上のMTに対し，実行可能なコアそれぞれに対するタスク処理
コストの計算あるいは取得を行う．また割当て優先度であるグローバル CP
長を計算する．
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Step 2: スケジューリング時刻を0にセットする．また，最上位MTGをスケジュー
リング処理中のMTG一覧に追加する．ここで，スケジューリング時刻とは，
リストスケジューリングにおいて次の割当てを決定する時刻のことをいう．
Step 3: スケジューリング処理中のMTGに含まれるMTの中から最早実行可能
条件を満たした実行可能MT（レディタスク）を検出する．
Step 4: 現スケジューリング時刻において IDLEな汎用コアPG，あるいは IDLE
かつそのMTを実行可能なアクセラレータPEを持つレディタスクが存在す
れば，そのうち最も優先度の高いものを割り当て対象として選択する．存在
しなければ，Step 8へ．
Step 5: 対象MTを割当て可能な PGあるいはアクセラレータ PEそれぞれに対
して，対象MTの終了時刻を 3.4.3節で後述する方法により推定する．ここ
で，「割当て可能」とは，汎用コア PGが当該時刻において IDLEであるか，
あるいはアクセラレータ PEがそのMTを実行可能であることをいう．
Step 6: 割当て可能なもののうち，最も終了予測時刻の早い汎用コア PGあるい
はアクセラレータPEに対象MTを割り当て，その際のデータ転送タイミン
グを採用する．
Step 7: MTを割り当てた汎用コアPGまたはアクセラレータPEが次に IDLEに
なる時刻等の情報を更新し，Step 4へ．なお，割り当てたMTが内部にMTG
を内包していれば，そのMTGをスケジューリング処理中のMTG一覧に追
加する．
Step 8: すべてのMTが割当ておよび実行終了済みであれば終了，そうでなけれ
ば，次に最も早く実行が終了するMTの実行終了時刻を次のスケジューリン
グ時刻とする．
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Step 9: 当該スケジューリング時刻において実行を終了するMTがあれば，それ
を終了したMTの一覧に加え，Step 3へ．また，内部にスケジューリング対
象のMTGを含むMTに関して，内部MTGに含まれるMTの実行がすべて
終了していれば，これに関しても終了時刻を確定し，終了したMTの一覧に
追加する．
以上のようにして，汎用コアPGとアクセラレータPEに対してそれぞれの負荷を
考慮して適切に処理を割り当てていく．
3.4.3 MT実行終了時刻の推定
ここでは，3.4.2節において，割当て対象として選択されたMTの実行終了時刻
を推定する方法について述べる．本手法では，MTの実行コストと，割当先に応
じたデータ転送コストの両方を考慮して終了時刻を推定する．
割当て対象として選択されたMTの先行タスク集合を P，先行タスクMTpか
らのDTUを用いたデータ転送終了時刻をDTsend(p)，CSMからのDTUを用いた
データ転送終了時刻をDTloadとすると，対象MTの実行に必要なデータ転送の終
了時刻DTendは
DTend = max[DTload; max
MTp2P
fDTsend(p)g]
となる．なお，これらのデータ転送は，後述（3.4.5節）のとおり，データ転送と
タスク処理のオーバーラップを考慮してタイミングが決定される．
さらに，当該コアが IDLEとなる時刻を Tidle，当該コア上での対象MTの実行
コストをCOSTMT，CSMへのDTUを用いたデータ転送コストをDTstoreとする
と，終了予測時刻MTfinは
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MTfin = max(Tidle; DTend) + COSTMT +DTstore
と計算される．ただし，割当て対象MTが内部にスケジューリング対象のMTGを
内包する場合は，3.4.4節で後述する通り，内部MTGのスケジューリングを考慮
した終了予測時刻を推定する．
なお，MTの実行コストに関しては，アクセラレータPEの場合はアクセラレー
タ向け専用目的コンパイラによって与えられる値が用いられ，汎用コア PGに関
しては並列化コンパイラによる推定値あるいはプロファイルを取得した結果が用
いられる．推定値を用いる場合，OSCARコンパイラにおいては，MT内部の命令
の実行コストを総和した値が推定値として用いられる．このとき，RBに関しては
ループインデックスの初期値および終値，あるいは RB内でアクセスされる配列
のサイズ等から計算されるループ回転数を考慮してMTのコストが推定される．
3.4.4 階層的なMTGのスケジューリング
3.4.2節のスケジューリングアルゴリズムおよび 3.4.3節のMT実行終了時刻の
推定において，内部にスケジューリング対象のMTGを含むMT，つまり階層的な
並列性を持つMTが割当て対象として選択された場合，その内部のスケジューリ
ングを考慮したうえで割当て先を決定する必要がある．このような場合，本手法
ではそのMTGを一時的に最上位のMTGとして再帰的に上記のスケジューリン
グアルゴリズムを適用する．これにより内部を事前に仮スケジューリングして終
了予測時刻を算出し，MTGを内包するMTの割当て先を決定する．その後，その
内部のMTG はスケジューリング処理中のMTGとして登録され，改めて内部の
MTが他のMTGと平行してスケジューリングされる．
ただし，当該MTが繰返しブロック（RB）であった場合，その繰り返し構造の
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ため他のMTGと同期してスケジューリングしていくことは難しい．よって本手
法では，RB内のMTGに関しては他のMTGからは独立して扱う．具体的には，
内部にスケジューリング対象のMTGを内包する RBを割り当てる際，当該スケ
ジューリング時刻において IDLE状態となっているアクセラレータPEの中から必
要なアクセラレータPEを確保し，RBの実行が終了するまでの間占有して利用す
る方式をとる．このとき，RBが多重にネストされている場合には，外側のRBに
よって占有されているアクセラレータPEの中から割り当てるアクセラレータPE
を選択する．ただし，最外側にあるMTG等，すべての汎用コアPEが参加するよ
うなRBの場合は，例外としてすべてのアクセラレータを占有して利用する．
RBによるアクセラレータ PE占有の例を図 3.4に示す．図 3.4は汎用コア PE
（CPU）2基およびアクセラレータ PE（DRP）を 1基搭載するヘテロジニアスマ
ルチコアプロセッサに対するスケジューリング例である．なお，図中のMTをグ
ローバルCP長の大きいものから列挙すると，fMT1 1，MT1 2，MT1 3，MT1 5,
MT1 5 1，MT1 5 4，MT1 5 2，MT1 5 3，MT1 4, MT1 5 5，MT1 5 6gとなるも
のとする．
図中に定義される階層的なMTGのうち，最上位のMTGであるMTG1は粗粒度
タスク並列性が 2程度あると判断されるので，汎用コアPEは 2つのPGにグルー
ピングされる．この階層においては，まずMT1 1がCPU0に割り当てられる．次
にレディタスクが発生するのはMT1 1の終了時であり，レディタスクはMT1 2と
MT1 3である．ここで，MT1 2は汎用コアPEのみで実行可能なタスクであるの
で，CPU0に割り当てられ，MT1 3はDRP上で実行可能なのでDRP0に割り当て
られる．次にレディタスクが発生するのはMT1 3の終了時であり，レディタスク
はMT1 5である．MT1 5はこのとき IDLEとなっているCPU1に割り当てられる
が，MT1 5は内部にスケジューリング対象のMTG（MTG1 5）を含み，MTG1 5
はアクセラレータ PE向けMTを持つ．
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図 3.4: RBによるアクセラレータ PEの占有
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ここで，MT1 5はRBであるため，RBの開始から終了までの間，アクセラレー
タを占有利用することを考える．図では，この時点で IDLEであるDRP0がMT1 5
によって占有される．またこのとき，MTG1に対するスケジューリング処理は保
留され，MTG1 5内部のみを考慮したスケジューリング処理が先に実行される．
MTG1 5内部のMTをCPU1とDRP0に対してスケジューリングし，1イタレー
ション分の割り当てが決定した後，RBの回転数を考慮してMTG1 5の終了時刻が
算出される．このようにしてMTG1 5内部のスケジューリングが行われ，MT1 5
の終了時刻が決定したうえで，改めてMTG1を含めたスケジューリングが再開さ
れる．
以上のようにして，RB内部にMTGを持つような階層的MTGに対するスケ
ジューリングが行われる．
3.4.5 データ転送コストおよび転送タイミングの決定
ここでは，MTの割当て先を決定する際，MTの実行とデータ転送のオーバー
ラップを考慮してデータ転送のタイミングを決定する方法について述べる．
本手法では，配列データはDTU[ITT+07]を用いて転送を行う．DTUの駆動は
MTの開始あるいは終了のタイミングで行い，1回の駆動で複数のDTU命令から
なる複数のDTU転送を駆動できる．また，転送タイミングの決定はPE間ネット
ワークの状態を考慮して決定される．今回の実装では，MTGをまたいだデータ転
送は行わないものとし，転送対象となるデータはDSM上に配置する．
あるMTを割り当て実行する際に必要となるデータの DTUを用いたデータ転
送タイミングの決定においては，
1. 先行タスクからの転送に含まれず，MTGの開始時点でCSMから読み出すこ
とが可能な配列データ
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2. 異なるコアに割り当てられた先行タスクとの間のフロー依存に含まれる配列
データ
3. 転送範囲の解析結果が不定となった際，整合性確保に必要なデータに対する
CSMからの読み出しおよびCSMへの書き戻し
4. MTGの終了時までにCSMに書き戻せばよいデータ
の 4種類のデータ転送パターン各々に対し，以下のように転送を行う．
1.に関しては，MTGの開始時刻から現在時刻までの間で転送可能な最早のタイ
ミングを探索してその転送の終了時刻を計算する．もし現在時刻までに転送のタ
イミングが見つからなければ，現在時刻以降に転送を開始するものとして転送の
挿入と終了時刻の計算を行う．2.に関しては，先行タスクの終了時刻から現在時
刻までの間で同様にして転送可能なタイミングを探索する．これに関しても，現
在時刻までに見つからなければ現在時刻以降を開始時刻とするデータ転送がスケ
ジューリングされる．3.に関しては，MTの実行直前および直後に転送するもの
とした．4.に関しては，当該MTG内部のMTのスケジューリングおよびそれら
に対する 1.から 3.までの転送タイミングが決定した後，当該MTの終了時刻以降
で転送可能なタイミングを探索する．
図 3.5にデータ転送の挿入例を示す．図 3.5は汎用コアPE（CPU）およびアクセ
ラレータPE（DRP）をそれぞれ 1基，PE間ネットワークとしてバスが 1本を持
つマルチコアプロセッサを想定したものである．簡単のため，図 3.5は転送パター
ン 3.に属するデータ転送が含まれていない例となっている．図中ではスケジュー
リング対象のMTGが定義されており，このMTG内のMTをグローバルCP長の
大きい順に列挙すると，fMT1，MT2，MT3，MT4，MT5，MT7，MT6，MT8g
となっているものとする．なお，説明を容易にするため，以下の記述はMTの割
当て先の決定後に転送を挿入する形になっているが，実際の割当て処理において
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図 3.5: データ転送挿入例
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は，3.4.2節のアルゴリズムのとおり，データ転送タイミングを考慮した上でMT
の割当て先を決定する．つまり，MTの割当て先を決定する際に，当該MTを割当
て可能なコアごとに転送の挿入の状態およびMTの終了時刻を考慮し，最もMT
の終了時刻が早い組合せをMTの割当て先および転送の挿入タイミングとして採
用する．
まず，MTG開始時点でレディタスクとなっているMT1がCPU0に割り当てら
れる．MT1に対しては，開始時にCSMからのデータ読み出しが挿入される．次に
レディタスクが発生するのはMT1の終了時であり，レディタスクはMT2，MT3
およびMT4である．このうち割当て優先度の最も高いMT2が割当て対象として
選択される．ここで，CSMからの読み出しはMT1開始時の転送後に続けて挿入す
ることが可能なので，MT1の開始時の転送と連続して行われるようにスケジュー
リングされる．このとき，MT1はMT1の実行に必要なデータの転送が終わった時
点で実行が開始され，MT1の実行とオーバラップしてMT2に対する転送が行われ
る．また，MT2はMT1と同じCPU0に割り当てられるのでMT1との間のデータ
依存を解決するためのデータ転送は必要ない．次に，優先度を比較した結果MT3
が割当て対象のMTとして選択される．MT3に関しては，これより先にDRP0で
実行されるMTが存在しないため，直前に CSMからの読み出しの転送が行われ
る．また，異なるコアに割り当てられているMT1からの転送は，MT1の終了時
刻以降でタイミングを探すことになるが，バスの使用状況を考慮した結果，CPU0
側からDRP0に対する転送を行うタイミングが存在しないため，DRP0がMT3の
開始時にCPU0のDSMからデータを読み出す形で転送が挿入される．次にレディ
タスクと割当て可能コアの組合せが発生するのはMT3の終了時であり，MT4が
DRP0に割り当てられる．このとき，CSMからの読み出しに関してはMT3開始
時の転送後に連続して行うことが可能であるため，MT3の開始時に行われる転送
と連続したタイミングに転送が挿入される．また，MT1からのフロー依存範囲の
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データは，MT1の終了後のタイミングではバスが他の転送によって利用されてい
るため，MT4の開始直前にDRP0が自身のDTUを用いて CPU0のDSMから読
み出す形で転送が割り当てられる．次に割当て可能な組合せが現れるのはMT2の
終了時刻となり，レディタスクはMT5である．MT5はCPUでのみ実行可能であ
るためCPU0に割り当てられるが，MT2との間のデータ転送は同じCPU0に割り
当てられているため必要なく，必要なデータ転送はCSMからの読み出しのみとな
る．この転送は，MT1開始時の転送に続けて行うことが可能である．以下同様に
して，PE間ネットワークの状況を考慮しながら，可能な限りデータ転送がMTの
実行に隠蔽されるようにしてMTおよびデータ転送のスケジューリングを行う．
このようにしてCSMからの読み出しおよびコア間の転送を考慮したMTのスケ
ジューリングが行われ，当該MTG内のMTの割当てが全て決定された後，最後
にCSMへの書き戻しの転送のタイミングを探索して決定する．まずMT1および
MT2に関しては，ネットワークの状態を考慮した結果，MT2の終了時の転送と連
続する形で挿入される．MT5，MT7，MT8に関しては，それぞれのMTの終了時
に転送が挿入される．MT3とMT4に関しては，同様にネットワークの状態を考
慮してMT4終了時の転送と連続する形でCSMへの書き戻しが行われる．MT6に
関しては，MT6からMT8への転送と連続して CSMへの転送が割り当てられる．
これらのデータ転送は，当該MTGの実行が終了するまでに終了していればよい
ため，各MTが終了したタイミング以降でタスク実行とのオーバーラップを考慮
した転送タイミングを探索する．
3.5 3章のまとめ
本章では，第 2章で述べたコンパイラ協調型のヘテロジニアスマルチコアプロ
セッサアーキテクチャを対象とした並列化コンパイル手法について述べた．
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本研究にて提案する並列化コンパイル方式では，チップ上のアクセラレータコ
アに対するコード生成をアクセラレータコア向けの専用コンパイラが担当し，並
列化および最適化・並列コード生成を並列化コンパイラが担当することで様々な
構成のヘテロジニアスマルチコアプロセッサに迅速に対応することを可能とする
ものである．
また，本研究において開発されたヘテロジニアスマルチコアプロセッサ向けの
並列化コンパイラにおいては，階層的粗粒度タスク並列処理をヘテロジニアスマ
ルチコアプロセッサに対して拡張した並列処理手法が実装されている．この並列
処理手法では，チップ上の各コアの特性を考慮しつつコンパイル時にタスク割当
てが行われるスタティックスケジューリングが適用される．本手法は個々のタスク
ではなくアプリケーション全体の処理時間を最小化することを目的としたもので
あり，下記のような特徴を持つ．
² 全ての種類のMTを実行可能な汎用コアPEに対してはプログラムの階層構
造と並列性に応じて階層的なグルーピングが適用され，プログラムの階層的
な並列性を有効に利用することができる．
² アクセラレータPEは実行可能なMTが限られることと，一般に汎用コアPE
に比べて搭載数が小さくなることから，汎用コアPEの階層的なグルーピン
グとは独立して取り扱われ，各階層のMTGから必要に応じて適宜MTが割
り当てられる．
² コア間のデータ転送タイミングを含めたタスクの終了時間が考慮され，デー
タ転送タイミングを決定する際には，DTUを用いたタスク処理とのオーバ
ラップやPE間ネットワーク等のチップ上のリソースの使用状況が考慮される．
² アクセラレータの負荷状況が高い場合，アクセラレータPEへ割当て可能な
タスクであっても汎用コアに割り当てて実行することにより，プログラム全
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体の実行効率を向上させる．
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4.1 まえがき
本章では，第2章で述べたヘテロジニアスマルチコアプロセッサアーキテクチャお
よび第3章で述べた並列化コンパイル手法を統合して性能評価を行った結果について
述べる．スケジューリングアルゴリズムの評価ではDAG等で表現された入力を利用
することが多いが，実システムを想定した評価においては，実際に利用されているア
プリケーションを用いることが重要である．本評価では，広く利用されているメディ
アアプリケーションであることと，組み込みシステムにおける応用を考慮してMP3
エンコーダを評価対象のアプリケーションとして採用した．多くのメディアアプリ
ケーションは，音声データであればフレーム単位，画像データであればピクセルブロ
ックやマクロブロック単位での並列性が高く [小高 02,小高 05, KNKK04,宮本 08]，
適用される信号処理もMP3エンコーダと共通点が多いため，MP3エンコーダを
用いてアーキテクチャとコンパイラの評価を行うことは，今後他のアプリケーショ
ンへの適用を進める上でも重要であるといえる．なお本評価では，汎用コアとし
て組み込みシステムで広く用いられている日立製作所・ルネサステクノロジのSH
プロセッサ [YKH+07, IHY+08]を，アクセラレータコアとして動的再構成可能プ
ロセッサである日立製作所の FE-GA[KTT+06]を搭載したヘテロジニアスマルチ
コアプロセッサを想定してシミュレーションにて評価を行った．
4.2 評価アーキテクチャ
本評価では，1チップ上に汎用コアPEまたはアクセラレータPEを合計 8つま
で搭載するマルチコアプロセッサを想定し，アクセラレータPE内のアクセラレー
タコアとして動的再構成可能プロセッサ（DRP）を用いるものとした．なお，本
評価では，汎用プロセッサコアおよびアクセラレータPE内のコントローラを株式
会社ルネサステクノロジの SH4Aプロセッサ [YKH+07, IHY+08]とし，動的再構
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表 4.1: 各メモリのアクセスコスト
分散共有メモリ（自 PE） 1クロック
分散共有メモリ（他 PE） 4クロック
ローカルデータメモリ 1クロック
集中共有メモリ 16クロック（オフチップ時）
4クロック（オンチップ時）
成可能プロセッサコアを株式会社日立製作所の FE-GA[KTT+06]とすることを想
定した．
また，PE間ネットワークは 3本バスとし，CSMの構成は 4バンク構成とした．
各種メモリのアクセスコスト等については，SH4Aを 300MHzで動作させること
を想定し，表 4.1に示すように，自PE内部の分散共有メモリ（DSM）およびロー
カルデータメモリ（LDM）へのアクセスに 1クロック，他 PEの持つ分散共有メ
モリへのアクセスに 4クロック，集中共有メモリ（CSM）へのアクセスにチップ
外を想定したときに 16クロック，チップ内を想定したときに 4クロックかかるも
のとした．なお，ヘテロジニアスマルチコアプロセッサへのスケジューリングア
ルゴリズムの有効性を検証するため，ローカルメモリ（LDMおよびDSM）に関
しては，評価のベースとなるプロセッサ 1台の際に全データがローカルメモリに
格納可能となるサイズを想定している．
評価には上記の構成を持つマルチコアプロセッサをクロックレベルで精密に再
現するシミュレータを用いた．なお，アクセラレータコアで実行される処理に関
しては，あらかじめ与えられた実行コストで処理が行われるようになっている．
61
第 4 章 ヘテロジニアスマルチコアプロセッサ向けコンパイル手法を用いた MP3 エンコーダの並列処理
4.3 評価アプリケーション
本評価に用いるアプリケーションとして，オーディオ圧縮方式として広く利用
されているMP3エンコーダを選択した．精密なシミュレーションを行うためには，
アプリケーションのどの部分をアクセラレータで高速実行できるか，またその動
作クロック数がどうであるか等の情報が必要である．しかしながら，本研究のター
ゲットが図 3.1における並列化コンパイラ部分であることと，本研究遂行時点でア
クセラレータ用の専用目的コンパイラが入手できないことから，本評価において
は，アクセラレータコアで高速化および実行が可能な処理の抽出，FE-GAのセル
アレイへのマッピング，コスト推定およびアクセラレータPEへ割当て可能なタス
クの選定を手動で行った．アクセラレータPEへ割当て可能なタスクおよびその実
行コストは，並列化コンパイラへの入力となるソースプログラム中で指示文を用
いて指定した．この作業は多大なコストと期間を要するため，今後様々な種類の
アプリケーションやアクセラレータコアを用いた評価を行っていくには，アクセ
ラレータ用の専用コンパイラを利用できることが必要となる．
なお，本評価に用いるプログラムは，UZURA MPEG1／ LayerIII encoder in
FORTRAN90[UZU]を参照実装し，Fortran77で実装されたプログラムである．参
照実装したシーケンシャルプログラムを，3.4節で述べたスケジューリングアルゴ
リズムを実装したOSCAR自動並列化コンパイラ [岡本 94]を用いてコンパイルす
ることで並列性の抽出および粗粒度タスクのスケジューリングを行った．ただし，
通常オプションとしてあたえられるパラメータ等を定数として表記し，フレーム
間の並列性 [鹿野 07]，粗粒度並列性の抽出が容易になるようあらかじめループの
アンローリングを適用する等の改変を行った．
今回の評価では，表 4.2に示すとおり，エンコーディングの入力データはステレ
オのPCM データ 16フレーム，エンコーディングのパラメータはサンプルレート
44.1[KHz]，ビットレート 128[kbps]である．入力のPCMデータがすべてCSM上
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表 4.2: MP3エンコードパラメータ
入力データ形式 ステレオ PCM
エンコードフレーム数 16フレーム
サンプルレート 44.1 [kHz]
ビットレート 128 [kbps]
に格納されている状態から符号化後のデータがCSMに書き込まれるまでを評価対
象とし，初期値計算やエンコード結果確認のための出力部分は評価対象から除外
した．
また，スケジューリングの際に利用する各MTのコストとして，入力となる16フ
レームに対してプロファイルを取得し，その平均値を用いた．これは，スケジュー
リング手法の有効性を確認するためと，アクセラレータコアによる実行コストが
実際にセルアレイに処理をマッピングした結果から算出されているためである．ス
ケジューリング時に用いるデータ転送コストに関しては，メモリアクセスコスト
および転送対象データ量からコンパイラ内部で計算される値を用いた．
4.3.1 MP3エンコーダの構造と並列性
UZURAに実装されているMP3エンコード処理の流れを図 4.1に，フレーム間
並列性が利用可能となるようにリストラクチャリングを施した場合のプログラム
構造の概要を図 4.2に示す．MP3エンコード処理では，オーディオ信号を時間方
向にサンプリングした PCM（Pulse Code Modulation）データに対し，フレーム
単位で処理を行う．図 4.1に示すとおり，MP3エンコード処理は大きく分けて以
下の 6つの処理からなる．
1．サブバンド解析（Subband Analysis，S）
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図 4.1: MP3エンコードの処理フロー
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図 4.2: フレーム間並列性利用を考慮したMP3エンコードプログラム構造
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入力されたPCMデータを，ポリフェーズフィルタバンクを用いて 32のサブ
バンド（周波数帯域）に分割する．
2．修正離散コサイン変換（MDCT，M）
サブバンド解析によって 32の周波数帯域毎に分割されたデータを，時間領
域から周波数領域に変換する．修正離散コサイン変換では，領域を半分ずつ
重複させながらずらして処理を行うことで，フレームの境界でのノイズが発
生しないように考慮されている．
3．心理聴覚分析（Psycho-Acoustic Analysis，P）
人間の聴覚特性に基づいて周波数データを削減する．一般には，周波数領域・
時間領域で大きい音の近傍に存在する小さな音が聞こえなくなるというマス
キングの効果や，絶対可聴閾値（Absolute Threshold of Hearing，ATH）より
も小さい音は知覚できないという特性を考慮してデータを削減する．UZURA
では，ATHを用いたデータ削減が適用される．
4．非線形量子化（Quantization，Q）
心理聴覚分析の結果を用い，周波数領域に変換されたデータに対して，量
子化ノイズと符号化に必要なビット数が小さくなるように量子化のステップ
サイズを決定し量子化する．MP3エンコーダでは，量子化ノイズを制御す
る収束ループ（Distortion Control Loop，Outer Loop）と，量子化ステップ
とハフマン符号化後のビット数を制御する収束ループ（Rate Control Loop，
Inner Loop）の 2重ループ構造となっている．
5．ハフマン符号化（Hu®man Coding，H）
あらかじめ与えられたテーブルに基づき，量子化されたデータを符号化する．
6．ビットストリーム生成（Bitstream Generation，B）
符号化されたデータからMP3規格に対応したストリームデータを生成する．
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図 4.3: MP3エンコーダの階層構造の概要（4フレーム並列実行の場合）
なお，MDCTでは前フレームのサブバンド解析の結果を利用し，心理聴覚分析
では前フレームの心理聴覚分析の結果を用いる．MDCTおよび心理聴覚分析にお
いてフレーム間でデータの受け渡しを行う箇所以外では，複数のフレームに対す
る処理を同時に行うことができ，フレーム間の並列性を利用して並列処理を行う
手法が効果的である．よって本評価で用いたプログラムでは，図 4.2に示すような
形でプログラム中のエンコード部分を記述した．図 4.2では，複数のフレームの
データを 1度に読み込み，各フレームに対して同時に図 4.1の各処理を適用する形
になっている．なお，本評価では，エンコードを行うメインループにおいて，1イ
タレーションあたり 16フレームに対して処理を行う構造のプログラムを用いた．
また，図 4.3に並列化コンパイラにより解析されたMP3エンコーダの階層構造
の概要を示す．なお，図 4.3はメインループ 1イタレーションあたり 4フレームに
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対して処理を行う場合の例となっている．図 4.3では，まずメインプログラム階層
（MTG1）において「初期値演算」，「エンコード処理」，「出力」に対応した形で処
理が記述されている．このうち，本評価で対象とするエンコード処理部分は入力
フレーム数に応じて繰り返される繰り返しブロック（RB）であり，各フレームに
対する処理間での並列性が大きいため，このRBのボディ部がMTG2として定義
され，粗粒度タスク並列処理の対象階層として選択されている．また，その並列
性を生かすため，コンパイラ粗粒度タスクの割当て単位である汎用コア PGの数
が最大となるように汎用コアPEのグルーピングが行われ，ひとつの汎用コアPG
はひとつの汎用コア PEにより構成される形となる．これにより，この階層では
DTUを用いたMT間のデータ転送を行うことができる．さらに，これらの階層で
は条件分岐等が存在しないため，MTG1，MTG2ともスタティックスケジューリ
ング手法が適用される．
4.3.2 アクセラレータPEによるスピードアップ
本評価において，FE-GAをアクセラレータコアとして持つアクセラレータ PE
で実行可能な処理 [鹿野 07]は，サブバンド解析の一部（フィルタ処理），心理聴
覚分析，MDCT，非線形量子化＋符号化である．これらの処理のうち，FE-GAで
高速化可能な演算処理に関しては，FE-GA用の専用コンパイラが本論文執筆時点
で入手できないため，実際にFE-GAの演算セルアレイに処理をマッピングした結
果と入力データ量から処理クロック数を算出し，スケジューリングおよびシミュ
レーションのための実行コストとして利用した．
FE-GAは図 4.4に示す通り，32個の汎用演算セル（算術論理演算セル 24個，乗
算セル 8個）からなる二次元演算セルアレイを持ち，各セルの機能をソフトウェア
にて 1クロックサイクルで変更可能である．また，このセルアレイはメモリアク
セス制御専用セルとクロスバネットワークを介して接続されている．このような
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図 4.4: FE-GAのアーキテクチャ
構造を持つFE-GAの演算セルアレイに対して実際に手動で行った演算処理のマッ
ピングの例を図 4.5および図 4.6に示す．図 4.5はサブバンド解析（フィルタ処理）
のコードの一部を取り出したものであり，そのうち網掛けになっているループを
実際に FE-GAの演算セルアレイにマッピングしたものが図 4.6となっている．
図 4.6では，メモリアクセス専用セル（LS）からクロスバ（XBAR）を介して入
力データが供給され，中央のセルアレイ上で演算が行われた後，再度XBARを介
して LSに出力される形になっている．図 4.6は，図 4.5の対象ループで扱われる
データを 32bitの固定小数点に変換し，さらにセルアレイの有効利用のためにルー
プを 2分割したうえでマッピングを行ったものである．
なお，その他の分岐処理やメモリコピー等，アクセラレータコアによって高速
化が難しい部分に関しては，アクセラレータPE内のコントローラによって処理さ
れるものとした．図 4.7に，アクセラレータPEを用いた際の汎用コアPEに対す
る各処理のスピードアップを示す．
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図 4.5: FE-GA演算セルアレイへのマッピング対象コード例
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図 4.6: FE-GA演算セルアレイへのマッピング例
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図 4.7: アクセラレータ PEによるスピードアップ
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図 4.8: MP3エンコーダ中の各処理の実行時間の割合
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図 4.7では，比較的単純な処理であるサブバンド解析（フィルタ）やMDCT，心
理聴覚分析がそれぞれ 67.06倍，44.40倍，61.76倍と大きく高速化されている．非
線形量子化および符号化は内部の制御フローが複雑であることと，アクセラレー
タPE内のコントローラが担当する処理の割合が比較的大きいため他のタスクに比
べてスピードアップは小さいが，4.36倍となっている．アクセラレータPEで実行
可能なタスクの平均で，6.73倍のスピードアップとなった．また，MP3エンコー
ダにおける，各処理の汎用コアPE上での実行時間の割合を図 4.8に示す．MP3エ
ンコーダにおいて，アクセラレータ PEに割当て可能なタスクの処理時間割合は
95.81[%]となった．
4.4 評価結果
ここでは，4.3節で述べたMP3エンコーダプログラムを用い，4.2節で述べた評
価環境において提案プロセッサアーキテクチャおよび提案並列処理手法の評価を
行った結果について述べる．
4.4.1 MP3エンコーダを用いた性能評価結果
MP3エンコーダを用いた評価結果を図 4.9および図 4.10に示す．図 4.9，4.10
において，横軸はプロセッサおよび想定するCSMの構成を表し，縦軸はOnChip
CSM構成において汎用コアPEのみを用いて逐次処理を行った結果に対するスピー
ドアップを表している．なお，図中の nCPU+mDRPとは，n個の汎用コアPEと
m個のアクセラレータPEを使用しているということを示しており，OnChip CSM
は集中共有メモリ（CSM）がチップ内にある（アクセスレイテンシ 4クロック）
場合を，O®Chip CSMはCSMがチップ外にある（アクセスレイテンシ 16クロッ
ク）場合を示している．なお，本評価で用いたMP3エンコーダプログラムでは，
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図 4.9: MP3エンコーダを用いた評価結果（OnChip CSM）
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図 4.10: MP3エンコーダを用いた評価結果（O®Chip CSM）
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16フレームを同時にエンコードするために約 2MBのデータを必要とする．よっ
て，4.3節で述べたように，評価の基準となる 1CPU時に全データをローカルメモ
リ（LDMあるいはDSM）へ転送し格納することが可能となるよう，1PEあたり
2MB程度のローカルメモリを使用するという想定での評価となっている．
図 4.9より，OnChip CSMの場合，1CPUの場合と比較して，1CPU+1DRPの構
成で 7.25倍，2CPU+1DRPで 8.81倍，1CPU+2DRPで 11.42倍，2CPU+2DRP
で 14.55倍，4CPU+2DRPで 17.46倍，2CPU+4DRPで 22.64倍，4CPU+4DRP
で 25.20倍のスピードアップが得られており，アクセラレータPEを有効に利用す
ることで，大幅に性能を向上させることができた．また，ホモジニアス構成の場合
においても，2CPUの構成で 2.00倍，4CPUで 3.99倍，8CPUで 7.86倍とスケー
ラブルにスピードアップしている．これは，ホモジニアスな構成の場合であって
も，それをヘテロジニアス構成の特殊な場合として取り扱うことができ，本手法
が有効に働くことを示している．
また図 4.10より，O®Chip CSMの場合でも，ほとんどのメモリアクセスがLDM
（ローカルデータメモリ）あるいはDSM（分散共有メモリ）へのものとなりCSM（集
中共有メモリ）へのアクセスを最小化できているため，OnChip CSMの 1CPUと比
較して，2CPUの構成で2.00倍，4CPUで3.99倍，8CPUで7.86倍，1CPU+1DRP
で 7.24倍，2CPU+1DRPで 8.81倍，1CPU+2DRPで 11.42倍，2CPU+2DRPで
14.55倍，4CPU+2DRPで 17.45倍，2CPU+4DRPで 22.62倍，4CPU+4DRPで
25.14倍のスピードアップを得ることができ，ほとんど性能が低下することがない
ことが確かめられた．CSMのアクセスコストが増加したことによってDTUを用
いたデータ転送コストも増加するが，例えば 1CPU構成の場合，転送コストの増
分と比較して，プログラム実行時間の増分はそのおよそ 6[%]程度となっている．
このことから，データ転送の大部分がMTの実行とオーバーラップして行われて
いることがわかる．
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さらに，従来の研究で行われた手動による並列化およびスケジューリングを適
用した場合の性能（1CPUに対し 2CPU+2DRPで 14.6倍，4CPU+4DRPで 21.1
倍）[鹿野 07]と比較しても，同等あるいはそれ以上の性能を得ることができてい
る．従来研究における手動スケジューリングではデータ転送とタスク実行のオー
バーラップを考慮しておらず，またアクセラレータPEによるスピードアップを一
律 10倍としている等，前提条件や精度は若干異なっているが，データ転送とタス
ク実行のオーバーラップを含め，従来実現されていないコンパイラによる自動並
列化の実現により，様々な構成のマルチコアに対応した並列プログラムを自動生
成することができるようになり，短い開発期間で同等以上の性能が得られること
が確かめられた．
4.4.2 タスクスケジューリング結果の検討
ここでは，本研究で提案し実装したタスクスケジューリング手法を用いて得ら
れた結果について検討する．
負荷バランスとリソースを考慮したスケジューリング
図 4.11に 4CPU+4DRPおよび 3本バスの構成に対するスケジューリング結果を
示す．図 4.11では，CPUが汎用コアPEを，DRPがアクセラレータPEを，BUS
がPE間ネットワークに用いたバスを表し，それぞれに対してMTの実行あるいは
DTUによるデータ転送がスケジューリングされた結果を示している．なお，時間
の経過は図の左から右の方向となっている．図に示す通り，各PEに適切に処理を
割り当てるとともに，PE間ネットワークとして用いた 3本のバスを考慮してデー
タ転送のタイミングが決定されていることがわかる．特に，処理前半部分の比較
的実行時間の短いMTが集中して実行されている期間においては，3本のバスで
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図 4.11: 4CPU+4DRP（O®Chip CSM，3本バス）構成に対するスケジューリン
グ結果
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図 4.12: 8CPU（O®Chip CSM，3本バス）構成に対するスケジューリング結果
データ転送を分散して行うようにスケジューリングされている．
さらに，ホモジニアス構成の例として，図 4.12に 8CPUおよび 3本バスの構成
に対するスケジューリング結果を示す．ホモジニアス構成においては，MP3の並
列性を利用するため各フレームに対する処理が同じ性能を持った汎用コアPEに均
等に割り当てられる．その結果，ヘテロジニアスな構成の場合とは異なり，各PE
がMT実行の為にデータを必要とするタイミングがほぼ同じ時刻に集中すること
になる．このような場合においても，データ転送のためのリソースを考慮するこ
とにより同じタイミングに行われるデータ転送を各バスに分散し，かつMT実行
とのオーバーラップによりデータ転送のタイミングそのものを分散することで効
率の良いタスクスケジューリング結果が得られている．
また，図 4.13に 2CPU+2DRPの構成でO®Chip CSMを想定した場合の実行ト
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図 4.13: 2CPU+2DRP（O®Chip CSM）構成に対する実行トレース
　
レースを示す．図 4.13において MT157および MT158は非線形量子化および符号
化（Q&H）の処理に対応しており，これらはアクセラレータ PEに割り当てるこ
とにより効率良く実行可能なMTである．しかし，この場合他のフレームの処理
がすでにアクセラレータPEに割り当てられており，さらにこれらをアクセラレー
タPEに割り当てると逆に全体として性能が落ちてしまう．本手法を適用すること
でこのようなタスクは自動的に CPUに割り当てられ，CPUとアクセラレータ両
方を効率良く利用することができている．
スケジューリングに用いるMT実行コストによる性能の改善
タスクスケジューリング時に用いるコストとして，取得したプロファイル結果の平
均値ではなく，入力となる 16フレーム各々に対する処理について個別にプロファイ
ル結果を取得し，その情報を用いてタスクスケジューリングを行った場合の評価結果
を図4.14および図4.15に示す．図4.14より，OnChip CSMの場合，1CPU構成と比
較して，2CPUの構成で2.00倍，4CPUで4.00倍，8CPUで7.99倍，1CPU+1DRP
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図 4.14: 各フレーム個別のプロファイル結果を用いたMP3エンコーダの評価結果
（OnChip CSM）
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図 4.15: 各フレーム個別のプロファイル結果を用いたMP3エンコーダの評価結果
（O®Chip CSM）
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で 7.67倍，2CPU+1DRPで 9.19倍，1CPU+2DRPで 10.92倍，2CPU+2DRPで
14.34倍，4CPU+2DRPで 17.56倍，2CPU+4DRPで 24.72倍，4CPU+4DRPで
26.05倍のスピードアップとなり，また図 4.15より，O®Chip CSMの場合では，
2CPUの構成で 2.00倍，4CPUで 4.00倍，8CPUで 8.00倍，1CPU+1DRPで 7.66
倍，2CPU+1DRPで9.19倍，1CPU+2DRPで10.92倍，2CPU+2DRPで14.34倍，
4CPU+2DRPで 17.56倍，2CPU+4DRPで 24.76倍，4CPU+4DRPで 26.01倍の
スピードアップとなった．プロファイル結果の平均値を用いてタスクスケジュー
リングを行った場合と比較して，1CPU構成を除く 20例のうち性能の向上が見ら
れたのは 16例となり，多くの構成で性能向上が得られた．全体では平均で 1.83[%]
（ヘテロジニアス構成の平均で 2.29[%]），最大 8.61[%]の性能向上が得られた．ま
た，本研究で提案・実装したタスクスケジューリング手法はヒューリスティックア
ルゴリズムであるため，必ずしも性能向上を得られる訳ではないが，性能向上が
得られなかった場合であっても，最大で 4.54[%]の低下に留まっている．
例として，詳細なプロファイル結果を用いることで最も性能を向上させることが
できた 2CPU+4DRP構成時のスケジューリング結果を図 4.16および図 4.17に示
す．スケジューリング時にプロファイル結果の平均値を用いた場合のスケジューリ
ング結果が図 4.16に示され，各フレーム個別のプロファイルを取得してスケジュー
リングに用いた場合の結果が図 4.17に示されている．スケジューリングの割当て
優先度が変化したことによってMTの割当て順が前後するため，非線形量子化お
よび符号化（Q&H）に対応するMT（MT147からMT162）の割当てが行われる
スケジューリング時刻が早まっている．これによりMDCTや心理聴覚分析等のア
クセラレータPEで実行可能なMTが汎用コアPEに割り当てられるケースが増加
していることがわかる．2CPU+4DRP構成の場合，複数の汎用コアPEを利用で
きることと，また全体のPE数が多いことから，全てのPEに対する負荷分散が促
進され，その結果全体の性能が向上している．
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図 4.16: 2CPU+4DRP（O®Chip CSM，3本バス）構成に対するスケジューリン
グ結果
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図 4.17: 2CPU+4DRP（O®Chip CSM，3本バス）構成に対するスケジューリン
グ結果（各フレーム個別のプロファイル結果を用いた場合）
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4.5 4章のまとめ
本章では，第 2章で述べたヘテロジニアスマルチコアアーキテクチャおよび第 3
章で述べたコンパイル手法を統合し，性能評価を行った結果について述べた．本
評価では，組み込みシステムで広く用いられている SHプロセッサを汎用プロセッ
サコアとし，動的再構成可能プロセッサであるFE-GAをアクセラレータコアとし
てシミュレーションにて評価を行った．
また，評価対象のアプリケーションとしてはメディアアプリケーションとして
広く用いられているMP3エンコーダを用いた．MP3エンコーダプログラムは入
力となる音声データのフレームごとに処理を適用していく構造を持ち，個々のフ
レームに対する処理間の並列性を利用することが可能である．本研究で提案する
ヘテロジニアスマルチコアを対象とした場合，アクセラレータPE内のコントロー
ラプロセッサとアクセラレータコアの協調により処理全体の 95.81[%]がアクセラ
レータPEへ割当て可能となり，その部分をアクセラレータPEに割り当てること
によって得られる速度向上は，汎用コアプロセッサでの実行速度と比較して平均
6.73倍であった．
評価の結果，汎用コア 2基・アクセラレータを 2基使用した場合で 14.55倍，汎
用コアを 4基・アクセラレータを 4基用いた場合で 25.20倍の性能向上を得られる
ことが確認できた．また共有メモリのアクセスコストが増大した場合でも，デー
タ転送とタスク処理のオーバーラップにより性能低下を最小化可能である．コン
パイラによる並列処理をサポートするヘテロジニアスマルチコアプロセッサの利
用，および並列化コンパイラによって並列化および最適化を自動的に行うことに
より，開発期間を短縮するとともに，手動による最適化と比較して同等以上の性
能を得ることが可能となった．また，タスクスケジューリング時により精度の高
い情報を用いることによって，多くの場合より性能を向上させることができる．
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5.1 本研究により得られた成果
本論文では，汎用CPUに加え，動的再構成可能プロセッサ（DRP）等のアクセ
ラレータを併せて 1チップ上に集積したヘテロジニアスマルチコアプロセッサアー
キテクチャを提案し，提案アーキテクチャに対する並列化コンパイル手法に関し
て述べた．以下に，本研究により得られた成果を総括する．
(1) マルチグレイン並列処理をサポートするOSCARマルチコアプロセッサアー
キテクチャをベースとした，並列化コンパイラ協調型のヘテロジニアスマル
チコアプロセッサアーキテクチャを提案した．マルチグレイン並列処理は，
従来利用されてきたループ並列性に加え，基本ブロック・サブルーチンブ
ロック・繰返しブロックの 3種類のマクロタスク間の粗粒度並列性や，基本
ブロック内のステートメント間の近細粒度並列性といったこれまで利用され
ていなかった並列性を抽出することによって，マルチプロセッサシステムや
マルチコアプロセッサをより効率良く利用する手法である．提案するアーキ
テクチャは，汎用コア PEとアクセラレータ PEのメモリアーキテクチャを
OSCAR型メモリアーキテクチャに統一し，さらにアクセラレータコアに制
御用のコントローラプロセッサを持たせたものである．これにより，高性能
かつ低消費電力でありながら，コンパイラとの協調による開発期間の短縮・
ソフトウェア生産性の向上を可能とするアーキテクチャとなっている．
(2) コンパイラ協調型のヘテロジニアスマルチコアプロセッサアーキテクチャを
対象とした並列化コンパイル方式および並列処理手法を提案し，世界で初め
てヘテロジニアスマルチコアプロセッサ向けの並列化コンパイラを実現した．
提案コンパイル方式では，並列化や最適化を行うための並列化コンパイラと，
アクセラレータコアに対する実行コード生成を行うための専用目的コンパイ
ラを併用する．これにより，様々な種類のアクセラレータコアに対して柔軟
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に対応可能な並列化コンパイラシステムを構築可能である．また，提案並列
処理手法は，マルチグレイン並列処理の基本要素である粗粒度並列処理をヘ
テロジニアスマルチコアプロセッサに適用したものである．本手法では，プ
ログラムの階層的な並列性とアクセラレータの利用効率を考慮した階層的プ
ロセッサグルーピングと，各コアの特性・性能を考慮したタスクスケジュー
リングを適用することで，汎用コアとアクセラレータコアの両方を最大限利
用し，プログラムの実行時間を最小化可能である．また，タスク実行とデー
タ転送のオーバーラップを行うことにより，並列処理に関わるオーバヘッド
を最小化している．
(3) 並列化コンパイラ協調型のヘテロジニアスマルチコアプロセッサと，このヘ
テロジニアスマルチコアプロセッサに対応した並列化コンパイラを統合し，
システムの性能評価を行った．MP3エンコーダを用いて行った性能評価では，
汎用CPUとして SH4Aコアを，アクセラレータコアとしてDRP（FE-GA）
を用いた場合，SH4A 1コアを用いた逐次処理に対して，オンチップ集中共
有メモリを用いた場合に SH4A 4コアの構成で 3.99倍，SH4A 2コアとDRP
2コアの構成で 14.55倍，SH4A 4コアとDRP 4 コアの構成で 25.20倍のス
ピードアップを得られることが確かめられた．また，オフチップ集中共有メ
モリを用いた場合においても，SH4A 4コアの構成で 3.99倍，SH4A 2コア
とDRP 2コアの構成で 14.55倍，SH4A 4コアとDRP 4 コアの構成で 25.14
倍のスピードアップを得られることが確かめられた．これは，手動にてタス
クのスケジューリングおよび評価を行った先行研究と比較しても同等以上の
性能となっており，並列化コンパイラによる自動化によりプログラムの並列
化にかかるコストを大幅に削減できることが確認された．
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5.2 今後の課題
本研究に関する今後の課題を以下にまとめる．
² 本研究遂行時点においてはアクセラレータ用の専用目的コンパイラが入手で
きなかったため，限られたアプリケーションとアクセラレータコアに対する
評価のみにとどまってしまったが，今後様々な種類のアプリケーションやア
クセラレータコアを用いた評価を行っていく必要がある．
² 本研究においては，コンパイル時にタスク割当てを決定するスタティックス
ケジューリングを採用した．本研究で提案するヘテロジニアスマルチコアプ
ロセッサアーキテクチャでは，メディアアプリケーションをはじめとして多
くのアプリケーションに対してスタティックスケジューリングを適用可能だ
が，今後より多くのアプリケーションで高い性能を得るためには，実行時に
タスクの割り当てを決定するダイナミックスケジューリングを適用すること
が必要となると考えられる．
² チップの開発には多大なコストがかかるため本研究ではシミュレーションに
て評価を行ったが，今後，実際のチップを用いた評価は必須となるものと考
えられる．またそのためのチップ開発においては，現在実際に開発あるいは
利用されているアーキテクチャとの比較検討を行うことが重要である．
² 本研究において提案したヘテロジニアスマルチコアプロセッサアーキテク
チャ以外のヘテロジニアスなコンピュータシステムにおいても提案並列化コ
ンパイル手法が有効であることを示すため，GPGPU[NVI08]を搭載したシ
ステム等，広く利用されているシステムに対して本手法を適用していくこと
が重要となる．また，そのためにはアクセラレータコア用専用目的コンパイ
ラやアクセラレータ用のライブラリ等が利用できる必要がある．
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² 本研究にて提案したタスクスケジューリングアルゴリズムは，汎用コアの搭
載数と比較してアクセラレータコアの搭載数が小さい場合を特に考慮したも
のとなっている．しかし，実際にはCELL/B.E.の様にアクセラレータの搭
載数が汎用コアのそれと比較して大きいものも用途に応じて利用されている．
今後，このような構成のヘテロジニアスマルチコアに対しても有効な手法が
必要となるものと思われる．また，他のスケジューリングアルゴリズムを取
り入れ，比較検討を行うことが必要である．
² 本研究における性能評価では，提案する並列化コンパイル手法を理想的な
状態で適用した場合の性能を評価するため，プロセッサコア近傍のLDMや
DSMの容量を考慮したメモリ管理手法が含まれない形での評価となってい
る．今後，実チップを用いた評価が必要であることと併せて，メモリ容量を
考慮したメモリ領域管理・データ転送タイミング決定手法を融合し，評価し
ていくことが必要となる．
² ヘテロジニアスマルチコアプロセッサでは，アクセラレータの利用により消
費電力当たりの性能を高めることができるが，さらにこれを向上させるため
には，コンパイラによる消費電力制御手法 [SOW+05, 白子 06]の導入が求め
られる．
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Compiler on Multicore
Processors
Proc. of 14th
Workshop on
Compilers for
Parallel
Computing
(CPC 2009)
Jan., 2009. H. Mikami,
J. Shirako,
M. Mase,
T. Miyamoto,
H. Nakano,
F. Takano,
A. Hayashi,
Y. Wada,
K. Kimura,
H. Kasahara
Parallelization with Auto-
matic Parallelizing Com-
piler Generating Consumer
Electronics Multicore API
Proc. of IEEE
International
Symposium on
Advances in
Parallel and
Distributed
Computing
Techniques
(APDCT-08)
Dec., 2008. T. Miyamoto,
S. Asaka,
H. Mikami,
M. Mase,
Y. Wada,
H. Nakano,
K. Kimura,
H. Kasahara
○ ヘテロジニアスマルチコア
プロセッサ上でのスタティッ
クスケジューリングを用いた
MP3エンコーダの並列化
情報処理学会論
文誌コンピュー
ティングシステ
ム, Vol. 1, No.
1（ACS22),
pp.105-119
Jun., 2008. 和田 康孝,
林 明宏,
益浦 健,
白子 準,
中野 啓史,
鹿野 裕明,
木村 啓二,
笠原 博徳
○ Parallelizing Compiler
Cooperative Heteroge-
neous Multicore Processor
Architecture
Proc. of
Workshop on
Software and
Hardware
Challenges of
Manycore
Platforms
(SHCMP 2008),
pp.82-89
Jun., 2008. Y. Wada,
A. Hayashi,
T. Masuura,
J. Shirako,
H. Nakano,
H. Shikano,
K. Kimura,
H. Kasahara
108
著者研究業績
種類別 題名 発表掲載誌名 発表年月 著者名
論文 Heterogeneous Multi-core
Architecture that En-
ables 54x AAC-LC Stereo
Encoding
IEEE Journal
of Solid-State
Circuits, Vol.
43, No. 4,
pp.902-910
Apr., 2008 H. Shikano,
M. Ito,
T. Todaka,
T. Tsunoda,
T. Kodama,
M. Onouchi,
K. Uchiyama,
T. Odaka,
T. Kamei,
E. Nagahama,
M. Kusaoke,
Y. Wada,
K. Kimura,
H. Kasahara
Power-Aware Compiler
Controllable Chip Multi-
processor
IEICE
Transactions on
Electronics,
Special Section
on Advanced
Technologies in
Digital LSIs
and Memories,
Vol. E91-C, No.
4,
pp.432-439
Apr., 2008. H. Shikano,
J. Shirako,
Y. Wada,
K. Kimura,
H. Kasahara
Software-Cooperative
Power-E±cient Heteroge-
neous Multi-Core for Media
Processing
Proc. of 13th
Asia and South
Paci¯c Design
Automation
Conference
(ASP-DAC
2008),
pp.736-741
Jan., 2008. H. Shikano,
M. Ito,
K. Uchiyama,
T. Odaka,
A. Hayashi,
T. Masuura,
M. Mase,
J. Shirako,
Y. Wada,
K. Kimura,
H. Kasahara
109
著者研究業績
種類別 題名 発表掲載誌名 発表年月 著者名
論文 Performance Evaluation of
Compiler Controlled Power
Saving Scheme
Lecture Notes
in Computer
Science,
Springer, Vol.
4759,
pp.480-493
Jan., 2008. J. Shirako,
M. Yoshida,
N. Oshiyama,
Y. Wada,
H. Nakano,
H. Shikano,
K. Kimura,
H. Kasahara
Heterogeneous Multiproces-
sor on a Chip Which En-
ables 54x AAC-LC Stereo
Encoding
Proc. of 2007
Symposia on
VLSI
Technology and
Circuits,
pp.18-19
Jun., 2007. M. Ito,
T. Todaka,
T. Tsunoda,
H. Tanaka,
T. Kodama,
H. Shikano,
M. Onouchi,
K. Uchiyama,
T. Odaka,
T. Kamei,
E. Nagahama,
M. Kusaoke,
Y. Nitta,
Y. Wada,
K. Kimura,
H. Kasahara
MP3 エンコーダを用いた
OSCARヘテロジニアスチッ
プマルチプロセッサの性能評
価
情報処理学会論
文誌コンピュー
ティングシステ
ム, Vol. 48, No.
SIG8（ACS18),
pp.141-152
May., 2007. 鹿野 裕明,
鈴木 裕貴,
和田 康孝,
白子 準,
木村 啓二,
笠原 博徳
Compiler Control Power
Saving Scheme for Multi
Core Processors
Lecture Notes
in Computer
Science,
Springer, Vol.
4339,
pp.362-376
May., 2007. J. Shirako,
N. Oshiyama,
Y. Wada,
H. Shikano,
K. Kimura,
H. Kasahara
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著者研究業績
種類別 題名 発表掲載誌名 発表年月 著者名
論文 マルチコアプロセッサにおけ
るコンパイラ制御低消費電力
化手法
情報処理学会論
文誌コンピュー
ティングシステ
ム, Vol. 47
(ACS15),
pp.147-158
2006. 白子 準,
吉田 宗弘,
押山 直人,
和田 康孝,
中野 啓史,
鹿野 裕明,
木村 啓二,
笠原 博徳
マルチコアプロセッサにおけ
るコンパイラ制御低消費電力
化手法
先進的計算基盤
システムシンポ
ジウム (SACSIS
2006),
pp.467-476
May., 2006. 白子 準,
吉田 宗弘,
押山 直人,
和田 康孝,
中野 啓史,
鹿野 裕明,
木村 啓二,
笠原 博徳
Performance Evaluation of
Compiler Controlled Power
Saving Scheme
Proc. of 20th
ACM
International
Conference on
Supercomput-
ing Workshop
on Advanced
Low Power
Systems
(ALPS2006)
Jul., 2006. J. Shirako,
M. Yoshida,
N. Oshiyama,
Y. Wada,
H. Nakano,
H. Shikano,
K. Kimura,
H. Kasahara
Performance Evaluation of
Heterogeneous Chip Multi-
Processor with MP3 Audio
Encoder
Proc. of IEEE
Symposium on
Low-Power and
High Speed
Chips (COOL
Chips IX),
pp.349-363
Apr., 2006. H. Shikano,
Y. Suzuki,
Y. Wada,
J. Shirako,
K. Kimura,
H. Kasahara
Parallelizing Compilation
Scheme for Reduction of
Power Consumption of Chip
Multiprocessors
Proc. of 12th
Workshop on
Compilers for
Parallel
Computers
(CPC 2006),
pp.426-440
Jan., 2006. J. Shirako,
N. Oshiyama,
Y. Wada,
H. Shikano,
K. Kimura,
H. Kasahara
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著者研究業績
種類別 題名 発表掲載誌名 発表年月 著者名
論文 Compiler Control Power
Saving Scheme for Multi
Core Processors
Proc. of the
18th
International
Workshop on
Languages and
Compilers for
Parallel
Computing
(LCPC2005)
Oct., 2005. J. Shirako,
N. Oshiyama,
Y. Wada,
H. Shikano,
K. Kimura,
H. Kasahara
Multigrain Parallel Process-
ing on Compiler Coopera-
tive Chip Multiprocessor
Proc. of 9th
Workshop on
Interaction
between
Compilers and
Computer
Architectures
(INTER-
ACT'05),
pp.11-20
Feb., 2005. K. Kimura,
Y. Wada,
H. Nakano,
T. Kodaka,
J. Shirako,
K. Ishizaka,
H. Kasahara
講演
（研究会）
54倍速AACエンコードを実
現するヘテロジニアスマルチ
コアアーキテクチャの検討
社団法人 電子情
報通信学会, 信
学技報,
ICD2007-71,
Vol. 107, No.
195,
pp.11-16
Aug., 2007. 鹿野 裕明,
伊藤 雅樹,
戸高 貴司,
津野田 賢伸,
兒玉 征之,
小野内 雅文,
内山 邦男,
小高 俊彦,
亀井 達也,
永濱 衛,
草桶 学,
新田 祐介,
和田 康孝,
木村 啓二,
笠原 博徳
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著者研究業績
種類別 題名 発表掲載誌名 発表年月 著者名
講演
（研究会）
ヘテロジニアスマルチコア上
でのコンパイラによる低消費
電力制御
情報処理学会研
究報告 2007-
ARC-174-18
(SWoPP旭川
2007)
Aug., 2007. 林 明宏,
伊能 健人,
中川 亮,
松本 繁,
山田 海斗,
押山 直人,
白子 準,
和田 康孝,
中野 啓史,
鹿野 裕明,
木村 啓二,
笠原 博徳
ヘテロジニアスマルチコア上
での階層的粗粒度タスクスタ
ティックスケジューリング手
法
情報処理学会研
究報告 2007-
ARC-174-17
(SWoPP旭川
2007)
Aug., 2007. 和田 康孝,
林 明宏,
伊能 健人,
白子 準,
中野 啓史,
鹿野 裕明,
木村 啓二,
笠原 博徳
ヘテロジニアスチップマルチ
プロセッサにおける粗粒度タ
スクスタティックスケジュー
リング手法
情報処理学会研
究報告 2006-
ARC-166-3
(SHINING2006)
Jan., 2006. 和田 康孝,
押山 直人,
鈴木 裕貴,
内藤 陽介,
白子 準,
中野 啓史,
鹿野 裕明,
木村 啓二,
笠原 博徳
MP3 エンコーダを用いたヘ
テロジニアスチップマルチプ
ロセッサの性能評価
情報処理学会研
究報告 2006-
ARC-166-1
(SHINING2006)
Jan., 2006. 鹿野 裕明,
鈴木 裕貴,
和田 康孝,
白子 準,
木村 啓二,
笠原 博徳
ホモジニアスマルチコアにお
けるコンパイラ制御低消費電
力化手法
情報処理学会研
究報告 2005-
ARC-164-10
(SWoPP武雄
2005)
Aug., 2005. 白子 準,
押山 直人,
和田 康孝,
鹿野 裕明,
木村 啓二,
笠原 博徳
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著者研究業績
種類別 題名 発表掲載誌名 発表年月 著者名
講演
（研究会）
OSCARチップマルチプロセ
ッサ上でのマルチグレイン並
列性評価
情報処理学会研
究報告 2004-
ARC-159-11
(SWoPP青森
2004)
Aug., 2004. 和田 康孝,
白子 準,
石坂 一久,
木村 啓二,
笠原 博徳
SMPマシン上での粗粒度タ
スク並列処理オーバーへッド
の解析
情報処理学会研
究報告 2002-
ARC-148-3
May., 2002. 和田 康孝,
中野 啓史,
木村 啓二,
小幡 元樹,
笠原 博徳
その他
（ポスタ発表）
Power-Aware Compiler
Controllable Heterogeneous
Chip Multiprocessor
The 16th
International
Conference on
Parallel
Architectures
and
Compilation
Techniques
(PACT 2007),
Brasov,
Romania,
pp.427
Sep., 2007. H. Shikano,
J. Shirako,
Y. Wada,
K. Kimura,
H. Kasahara
並列化コンパイラ協調型チッ
プマルチプロセッサ技術
STARCシンポ
ジウム 2006
Sep., 2006. 笠原 博徳,
木村 啓二,
白子 準,
和田 康孝,
中野 啓史,
宮本 孝道
並列化コンパイラ協調型チッ
プマルチプロセッサ技術
STARCシンポ
ジウム 2005
Sep., 2005. 笠原 博徳,
木村 啓二,
中野 啓史,
白子 準,
宮本 孝道,
和田 康孝
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著者研究業績
種類別 題名 発表掲載誌名 発表年月 著者名
その他
（ポスタ発表）
チップマルチプロセッサ上で
のマルチグレイン並列処理
EDS Fair 2005 Jan., 2005. 和田 康孝,
白子 準,
宮本 孝道,
中野 啓史,
小高 剛,
石坂 一久,
木村 啓二,
笠原 博徳
ソフトウェア・ハードウェア
協調型チップマルチプロセッ
サOSCAR CMPの組み込み
開発環境への適用
第 5回組込みシ
ステム技術に関
するサマーワー
クショップ
(SWEST5)
Jul.，2003. 木村 啓二,
和田 康孝,
中野 啓史,
小高 剛,
笠原 博徳
その他
（特許）
ヘテロジニアス・マルチプロ
セッサシステムの制御方法及
びマルチグレイン並列化コン
パイラ
特開
2007-328415
（審査請求中）
平成 18年
6月 6日
出願
笠原 博徳,
木村 啓二,
白子 準,
和田 康孝,
伊藤 雅樹,
鹿野 裕明
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