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The anomalous Floquet Anderson insulator (AFAI) is a two dimensional periodically driven sys-
tem in which static disorder stabilizes two topologically distinct phases in the thermodynamic limit.
The presence of a unit-conducting chiral edge mode and the essential role of disorder induced lo-
calization are reminiscent of the integer quantum Hall (IQH) effect. At the same time, chirality in
the AFAI is introduced via an orchestrated driving protocol, there is no magnetic field, no energy
conservation, and no (Landau level) band structure. In this paper we show that in spite of these
differences the AFAI topological phase transition is in the IQH universality class. We do so by
mapping the system onto an effective theory describing phase coherent transport in the system at
large length scales. Unlike with other disordered systems, the form of this theory is almost fully
determined by symmetry and topological consistency criteria, and can even be guessed without
calculation. (However, we back this expectation by a first principle derivation.) Its equivalence to
the Pruisken theory of the IQH demonstrates the above equivalence. At the same time it makes
predictions on the emergent quantization of transport coefficients, and the delocalization of bulk
states at quantum criticality which we test against numerical simulations.
I. INTRODUCTION
Topological Floquet insulators (TFI) are gapped quan-
tum systems with topological structures generated by a
periodic drive. The material class includes conventional
topological insulators subject to external driving, quan-
tum walks, periodically kicked matter, driven Anderson
insulators, and others1–7. TFIs share many observable
properties with static topological insulators. Specifically,
they feature phases with quantized edge modes which are
protected by a gapped bulk and separated from trivial
phases via gap closing transitions. However, these analo-
gies notwithstanding, the physics of topological protec-
tion in Floquet quantum matter is based on principles
quite different from those in static systems.
To see why, recall that the topological invariants of
a static topological insulator describe twists in its free
fermion ground state8. The identity of the latter is pro-
tected by a spectral gap, or an excitation gap, in the pres-
ence of disorder. However, absent energy conservation,
topological order in a Floquet system cannot be based on
features of individual of its (quasi–)energy bands. Any
topological classification must address the totality of all
Floquet eigenstates, which is information equivalent to
the Floquet operator, Uˆ , itself. For example, in systems
void of time-reversal and/or charge-conjugation symme-
try (class A), the Floquet operator Uˆ ∈ U(N) is just an
N -dimensional unitary matrix, and topological invariants
must be described via those supported by U(N). This
brings about the seemingly paradoxical situation that
there do exist class A TFIs in two-dimensional space9,
while the unitary group in two dimensions is topologi-
cally empty. (Invariants for the unitary group exist only
in odd–dimensional parameter spaces.)
It has been understood6 that the resolution of this co-
nundrum lies in the stabilization of topological phases
by disorder. While the spectrum of a clean Floquet op-
erator always contains extended states compromising the
identity of surface states, disorder induced localization is
capable to render a two-dimensional bulk fully insulat-
ing. Much as in the integer quantum Hall (IQH) effect,
the exponential decay of bulk correlations thus acts as a
principle of topological protection. This argument shows
that topological invariants in topological Floquet mat-
ter are emergent invariants which become well defined
only in the thermodynamic limit. Intuitively, the scaling
parameter controlling the size of the system provides the
third parameter required to define an invariant for U(N).
As a corollary, the phase transitions between dif-
ferent topological sectors must be Anderson localiza-
tion/delocalization transitions. In static two-dimensional
systems lacking symmetries besides unitarity we know
only one topological Anderson transition, the IQH tran-
sition. This raises the question for the universality class
of the TFI phase transition in two-dimensions, is it in the
IQH class, or not? Arguments in either direction may be
put forward. On the one hand, it seems natural that an
Anderson transition between phases with different chi-
ral edge modes should be intimately related to the IQH
transition. On the other hand, the absence of energy
conservation and of a bulk Landau level structure (with
delocalized Landau level centers deep below the Fermi
surface) point in a different direction.
All these questions can be addressed on the example of
the AFAI, a beautiful paradigm of two-dimensional topo-
logical Floquet quantum matter introduced in Ref.9. In
this paper, we will present a first principle theory of this
TFI subject to maximally strong disorder. We will pro-
vide analytical evidence backed by numerical observation
that the system is in the IQH universality class. The gen-
eral strategy of our approach, a mapping of the micro-
scopic theory to an effective theory describing its physics
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2at large length and time scales, carries over to other forms
of topological Floquet quantum matter, both insulating
and gapless. A central message of this approach is that,
unlike in the physics of topological band insulators, the
presence of disorder is almost categorically required to
stabilize topological phases in Floquet matter. The en-
suing ensemble averaged theories, are simple and depend
only on few (two in general) system parameters charac-
terizing the interplay of bulk localization and topology.
We will discuss how the flow of these couplings reflects in
microscopic observables and apply exact diagonalization
to probe the critical regime and compare to the predic-
tions of the effective theory.
The rest of the paper is organized as follows. After
a brief review of the AFAI in section II we discuss its
effective theory in section III. As stated above, this will
be done on the basis of consistency reasoning (no previ-
ous knowledge in the field theory of disordered systems
is required to follow this construction). In section IV we
discuss the connection between the effective theory and
observables and put this connection to a numerical test.
Finally, in section V (optional reading) we show how the
effective theory is derived from first principles. Our tech-
nical calculations are relegated to few Appendices.
II. AFAI
The AFAI is a two dimensional driven disordered
system displaying a topological phase transition9. It
is defined via a five-step driving protocol on a two-
dimensional square lattice (cf. Fig. 1 a)): Ud ≡
U4U3U2U1Uφ. Here, the unitary operators U1,2,3,4 de-
scribe deterministic nearest neighbor directed hopping
along the bonds of the lattice, represented in a 45◦ ro-
tated orientation in Fig. 1 to conveniently describe the
(A/B) unit cell structure crucial to the definition of the
theory. In momentum space these four operators read
Ui(k) = exp
(
itVi(k)
)
= cos(t) + i sin(t)Vi(k),
Vi(k) =
(
e−ik·vi
eik·vi
)
, (1)
where the matrix structure is in (A/B) – space and the
definition of the hopping vectors, vi, follows from in-
spection of the figure as (v1,v2,v3,v4) = (0,−e1,−e1 +
e2, e2) with e1,2 being lattice unit vectors in the hori-
zontal/vertical direction. The dimensionless parameter t
determines the amplitude of the hopping, interpolating
between a stationary limit, t = 0, and hopping with unit
probability, t = pi/2. Finally, a site diagonal operator
Uφ(x) ≡
(
eiφA(x)
eiφB(x)
)
(2)
introduces disorder as random phases at the lattice
points. We here consider the case of maximal disorder,
where φA/B(x) at the lattice sites x = (x1, x2) are inde-
Figure 1. Top: a) four step driving protocol for sequential
hopping around the plaquettes of a square lattice with tun-
able amplitude, t. b) Edge mode in the limit of unit prob-
ability hopping. c) Application of site diagonal disorder in
the initial step. Bottom: schematic of the sensitivity of the
Floquet quasi energy spectrum to changes in boundary con-
ditions. Left: for finite system sizes the spectrum contains
quasi-energy bands, whose dispersiveness diminishes upon in-
creasing system size. In a pre-topological regime, the pre-
cursors of a chiral mode are formed. Right: in the thermody-
namic limit, bulk modes have become non-dispersive, indicat-
ing complete localization. In addition to that, the spectrum
contains a robust chiral edge mode.
pendently and identically distributed over the unit cir-
cle (Fig. 1, c)).
The presence of topology in the system is understood
by inspection of two limiting cases: for t = 0 there is no
hopping at all, and the clean part of the Floquet operator,
U ≡ ∏4i=1 Ui reduces to the unit operator. By contrast,
for t = pi/2, we have hopping with unit probability, which
means that the bulk U , sends particles back to their point
of departure and likewise acts as a identity operation.
However, in this case, the inert bulk is surrounded by
an edge mode encircling the system in counter clockwise
direction (Fig. 1, b)).
Crucially, however, the two points t = 0, pi do not de-
fine topological phases of the clean system. Any pertur-
bation away from these configurations, introduces bulk
3extended states, hybridizing the boundaries and compro-
mising their chiral edge mode. The definition of per-
turbatively robust phases requires the stabilizing influ-
ence of disorder. Disordered two dimensional systems in
class A are subject to Anderson localization. To antici-
pate its interplay with a topological phase, we consider a
gedanken experiment where twisted boundary conditions
specified by an angle θ in, say, x-direction are applied.
For a system of finite size, L, generic states will respond
to changes in the boundary conditions, thus rendering
the set of quasi-energy levels dispersive under variations
of θ (Fig. 1) left. For t closer to pi/2 than to 0, signatures
of edge modes, still compromised by bulk hybridization
begin to form (bottom left). In the thermodynamic limit,
all bulk bands have become flat, indicating complete lo-
calization. At the same time, two chiral edge modes,
counter propagating at the upper and lower edge have
formed. The stabilization of the edge modes and the
non-dispersiveness of the bulk are flip sides of the same
coin. This scenario indicates that the essential physics of
the system is encoded in the flow of two parameters, a
bulk transport coefficient, g(L), and a topological index
χ(L). For generic bare values (g0, χ0), one expects flow
(g0, χ0)
L→∞−→ (0, n), where n = 0, 1 depending on χ0.
These variants must be separated by a critical surface,
g0, χcrit, where bulk states remain delocalized.
III. EFFECTIVE THEORY
To better understand the physics outline above, an ef-
fective theory of the disordered system is needed. The
latter must contain structures defined in crystal momen-
tum space, where U = U(k) describes the clean system,
and in real space, where the physics of localization de-
velops. In this paper, we discuss how such a theory is
derived from first principles by methods previously de-
veloped for other problems with random unitary opera-
tors10,11. This construction reveals differences and analo-
gies to the localization theory of the IQH effect, and
shows how the flowing coupling constants entering the
effective theory are related to response functions which
can be measured, e.g., by numerical experiments.
In this paper, we offer two avenues to the construc-
tion of the theory. In this section, it is ‘derived’ on the
basis of symmetry reasoning, and a few references to gen-
eral elements of localization theory. The present system
is special in that such reasoning is sufficient to almost
fully determine its effective long range theory. In partic-
ular, the structure of the topological terms governing the
disordered system can be understood in this way. In sec-
tion V, interested readers find an alternative derivation
of the theory which is more technical and based on a first
principle construction.
We first note that all information required to describe
transport and topological properties of the system is con-
tained in the retarded and advanced ‘resolvents’,
G+(φ) ≡ 1
1− e−δeiφUd , G
−(φ) ≡ 1
1− e−δe−iφU†d
,
(3)
where δ → 0+. For example, in Appendix A, we show
that the Floquet Hall coefficient probing transverse re-
sponse is given by the sum of two terms, σ˜H = σ
I + σII,
with
σI = − 1
2A
ij
〈
tr
(
viG
+vjG
−)〉
φ
, σII =
1
2A
ij tr(xivj),
(4)
where 〈. . . 〉φ =
∫ 2pi
0
dφ
2pi (. . . ) is a quasi-energy average,
A = L1L2 is the system area, we have defined G
± ≡
G±(0), and
vi ≡ xUi ≡ UxiU† − xi, (5)
is the Floquet analog of the velocity operator in an
Hamiltonian system. (The analogy is seen by writing
U = exp(itH) and considering the limit of short strobo-
scopic time: xUi → i[H,xi] = ∂kiH = vi12 .) Physically,
the matrix elements G+µν(φ,y,x) ≡ 〈µ,y|G+(φ)|ν,x〉
with µ, ν ∈ {A,B} referring to the sublattice structure,
describe the retarded Floquet evolution of states in the
system. This is best seen in a discrete time Fourier trans-
form representation G+(t,y,x) =
∫
dφ
2pi e
iφtG+(φ,y,x) =
〈y|x+t 〉, where |x+t 〉 ≡ U td|x〉, t ∈ N+ is the stroboscopic
evolution of an initial localized state |x〉 and we omit-
ted sublattice indicies for brevity. In a similar way, G−
describes the advanced evolution under U†t = U−t.
The issue with these stroboscopically propagated lat-
tice wave functions is that they are wildly oscillatory.
It has been a crucial insight of early localization the-
ory13 that an efficient description of disordered quan-
tum systems should be based on wave function bilin-
ears. The corresponding composite degrees of freedom
are the Q-matrices of the non-linear σ-model. Originally
introduced within the framework of static disordered sys-
tems, their applicability extends to the present context,
as demonstrated by explicit construction in section V. We
here take the alternative route to introduce these degrees
of freedom on the basis of qualitative reasoning:
We define matrices Q(x) = {Qsa,s′a′(x)} carrying a
two fold index structure: the first index pair s, s′ = ±
distinguishes between advanced and retarded degrees of
freedom such that
Qaa
′
(x) ∼
(|x+〉〈x+| |x+〉〈x−|
|x−〉〈x+| |x−〉〈x−|
)aa′
(6)
represents wave function bilinears of either sense of prop-
agation, retarded or advanced. The meaning of the sub-
scripts is that the time evolution of the Q’s is generated
by action of powers of U (U†) on |x+〉, (|x−〉). Cru-
cially, the ‘adjoint’ action generated by U and U† con-
tains contributions where rapid phase oscillations can-
cel out, which makes Q a candidate for an effective
4slowly fluctuating variable. For example, in Q-language,
transport correlation functions are represented as corre-
lation functions of the structure, 〈x|G+|y〉〈y|G−|x〉 ∼
〈Q+−(y)Q−+(x)〉Q, or ‘spectral’ correlation functions
as 〈x|G+|x〉〈y|G−|y〉 ∼ 〈Q++(x)Q−−(y)〉Q, where the
averages 〈. . . 〉Q refer to a Q-functional average to be
discussed momentarily. The second index, a, a′ is re-
quired by the disorder average. Depending on the cho-
sen method, this can be a replica index a = 1 . . . , R,
with an analytic continuation R → 0 at the end, or a
‘super-index’ a = b, f distinguishing between commut-
ing and anti-commuting components in a supersymmet-
ric approach14. Either way, this structure will not play
an essential role in our present discussion, and we choose
a replica representation for definiteness.
The Q-matrices possess a distinct internal structure
which on robust grounds is dictated by unitarity condi-
tions13. A standard representation incorporating these
principles reads, Q = Tτ3T
−1, where τ3 is a Pauli matrix
in the representation of Eq. (6), and T ∈ U(2R). This
structure implies that matrices T commuting with τ3 are
irrelevant, which makes Q an element of the coset space
U(2R)/U(R) × U(R). In the single replica case, R = 1,
this is just a two sphere S2 = U(2)/U(1) × U(1). For
general R, the field manifolds are more complicated, but
their geometry, coordinates, etc. still resemble those of
generalized spheres.
The theory we are looking for must be described by
a simple action for the momentum space d.o.f. U(k)
and the real space field Q(x). Principles entering the
definition of this action include (i) locality, (ii) simplic-
ity (i.e. lowest number of derivatives), (iii) symmetry
under ‘canonical’ transformations of the coordinates x
and momenta k, and (iv) internal symmetry. The lat-
ter principle requires that, e.g., a change of reference
frames U(k)→ U0U(k)U−10 , Q(x)→ T0Q(x)T−10 should
leave the action invariant. In the following we show that
these conditions determine the effective action, up to one
inessential numerical constant.
Diffusive action: Condition (iv) above excludes the pres-
ence of zero derivative terms, and (iii) that of first order
derivative terms in an effective action. To lowest, second
order, an obvious candidate compatible with (iii) reads
S0[U ] ≡
∫
d2k tr(∂iU∂iU
−1), where d2k ≡ dk1dk2/(2pi)2
and ∂i ≡ ∂ki . Notice, however, that this term cannot
appear on its own in a valid effective action. The rea-
son is that the (canonical) scale transformation k→ bk,
x → b−1x does not leave it invariant. The natural
Q-partner for pairing reads S0[Q] ≡
∫
d2x tr(∂iQ∂iQ),
where d2x = dxdy, and ∂1,2 ≡ ∂/∂x1,2. The product
Sdiff [Q,U ] ≡ S0[U ]S0[Q] satisfies all criteria listed above.
Seen as a real space action it defines
Sdiff [Q] ≡ σ
(0)
11
8
∫
d2x tr(∂iQ∂iQ),
σ
(0)
11 ≡
1
2
∫
d2k tr(∂1U∂1U
−1). (7)
σ11 σ12
σH
0.2 0.4 0.6 0.8 1.0
t
π
2-0.2
0.2
0.4
0.6
0.8
1.0
σ
Figure 2. Coupling constants of the nonlinear σ-model action
as a function of t (in units pi/2). At t = pi/4 the system
passes through a critical point characterized by a half integer
quantized value of σH and a maximum of σ11.
where, the coupling constant σ
(0)
11 defines the mobility of
the system at the bare level.
Within the σ-model approach, the conduction prop-
erties of disordered metals13 are described by a term of
identical structure. In that context, the coupling con-
stant plays the role of the longitudinal conductance (in
units of the conductance quantum e2/h), which motivates
the denotation σ11. In the present context, a straightfor-
ward calculation yields σ
(0)
11 (t) =
1
2 sin
2 2t (see Fig. 2).
As expected, the mobility approaches zero in the limit-
ing cases of none and unit probability hopping around
the lattice plaquettes, respectively. At t = pi/4, a max-
imum value σ
(0)
11 = 1/2, corresponding to a half of the
conductance quantum is reached.15
Topological action: In addition to principles (i-iv), a
topological action must satisfy (v), independence of a
metric. In combination with the other principles above
this means that both the real space and the momentum
space topological action must be insensitive to coordinate
transformations. Beginning with the real space sector, we
temporarily assume periodic boundary conditions, such
that x ∈ T 2 becomes the coordinate of a 2-torus. For
R = 1, Q lives on a sphere, and Q(x) defines a map from
the torus to the sphere which can be classified by wind-
ing numbers. For example, using the parameterization,
Q = naτa with |n| = 1, this invariant is obtained by
the familiar surface integral 18pi 
abc
∫
d2xijna∂inb∂jnc ≡
W ∈ Z. The generalization of this expression to arbi-
trary R reads iSθ[Q] ≡ 116pi
∫
d2x ij tr(Q∂iQ∂jQ). This
integral determines the homotopy class of the map T 2 →
U(2R)/U(R)×U(R),x 7→ Q(x).
Turning to the conjugate degree of freedom U(k),
the unique topological action definable over a two-
dimensional parameter space is the Wess-Zumino-Witten
(WZW) term
Γ[U ] ≡ − 1
12pi
∫
d3k µνσtr(U−1∂µUU−1∂νUU−1∂σU).
(8)
Here, k = {kµ} ≡ (s, k1, k2) is a three-dimensional vec-
tor, containing a parameter s as the zeroth component.
5We define U(k) ≡ U(s,k) as a matrix obtained by gener-
alization t→ s in Eq. (1). In this way, U(0,k) = 1, and
U(t,k) = U(k), i.e. s is a homotopy parameter, such that
U(s,k) interpolates between the unit matrix and U(k).
The s-integration in the definition of Γ[U ] extends over
the interpolation interval,
∫ t
0
ds.
Geometrically, Γ[U ] is the three dimensional volume
swept out by the map U(s,k) in U(2), where the latter is
defined to cover the interpolation between 1 and U(k).
However, there is an ambiguity in this construction16:
instead of interpolating to 1, one could have chosen −1
as the anchor point. This would have led to a different
functional Γ˜[U ]. This choice, which has a status similar
to a gauge ambiguity, must be physically inconsequential.
As with the physically equivalent Dirac spin quantization
condition, the solution is to require that Γ[U ] couples
to the action via a coupling constant, exp(iκΓ[U ]) such
that exp(iκ(Γ[U ]− Γ˜[U ])) = 1. By construction, Γ[U ]−
Γ˜[U ] equals the integral over the full unitary group, which
in the present normalization equals 2pi. This argument
shows that the coupling constants, κ, by which a WZW
term enters the action must be integer quantized.
Above we have seen, that the topological action
iSθ[Q] ≡ W is integer quantized. This makes the hy-
brid Stop[Q,U ] ≡ Γ[U ]Sθ[Q] the unique topological ac-
tion consistent with all criteria, (i-v). Emphasizing the
real space part, this reads
Stop[Q] ≡ σ
(0)
H
8
∫
d2x ij tr(Q∂iQ∂jQ),
σ
(0)
H ≡
1
2pi
Γ[U ]. (9)
Here, σ
(0)
H is the antisymmetric contribution to the Hall
conductivity, labeled by the subscript ‘H’ to distinguish
it from the symmetric σ12 defined above. For the Flo-
quet of Eq. (1), a straightforward computation shows
that Γ[U ] = 2pi(1 + 2 cos2 t) sin4 t. Specifically, at t ≡
tcrit = pi/4, σ
(0)
H = 1/2. As we are going to discuss next,
this marks the quantum phase transition of the system.
Quantum Hall criticality: The action S[Q] = Sdiff [Q] +
Stop[Q] equals the Pruisken action
17 for the IQH. We
need to caution, though, that the derivation of the
Pruisken action of the IQH is parametrically controlled
by the assumption of weak disorder (meaning a large
dimensionless product of Fermi energy and scattering
time), which translates to large values of the longitu-
dinal coupling σ
(0)
11 . In the present problem, the bare
value σ
(0)
11 = O(1) means that the model is derived in a
strong coupling regime, where the fields Q strongly fluc-
tuate, and the limitation to terms with two derivatives is
no longer parametrically controlled. While higher order
terms are renormalization group irrelevant, the assump-
tion of stability of the action is not quite innocent, as we
know that the IQH critical point itself is described by a
conformal field theory different from the Pruisken model
and whose identity is the subject of ongoing research18,19.
Strictly speaking, it is a matter of believe, backed by the
numerical evidence presented in subsection IV C, that the
action S[Q] correctly describes the system, including at
strong disorder.20 (For completeness, we mention that
for weak disorder the identity of individual of the Chern
quasi–energy bands of the clean AFAI remains visible21.
This may well lead to more complicated physics, beyond
the scope of the present analysis.)
A renormalization group approach to the integration
over the Q-degrees of freedom22–24 shows that for off crit-
ical values t 6= tcrit, the mobility coefficient σ11 flows to
zero at large length scales. At the same time, the topo-
logical angle σH flows to 0 or 2pi, depending on whether
the bare value of t is smaller or larger than tcrit, respec-
tively. This flow implies that topological quantization is
an emergent feature in the present context. It is emergent
in the sense that at large scales a system governed by a
generic bare Floquet operator becomes RG equivalent to
one with t = 0 or t = pi/2. The continuous interpolation
of this effective Floquet with U = 1 then does not cover
the unitary group, or it covers it once. The theory also
predicts that σH = 1/2 defines a critical surface between
the two phases. On this surface, the system flows towards
the IQH critical point at σ11 = O(1), and a conformal
fixed point theory, as mentioned above.
Frequency action: Before concluding this section we note
that one occasionally needs to monitor Green functions
of different quasi energy argument, φ. Both, differences
in φ, and the infinitesimal regulator δ in Eq. (3) break
the rotational symmetry under U(2R) between advanced
and retarded degrees of freedom down to U(R) × U(R).
The simplest contribution to the action consistent with
the general principles (i-iv) reads
Sφ[Q] ≡ −iφ
+
4
∫
d2x tr(Qτ3), (10)
where φ+ ≡ φ+2iδ, φ is the difference between the quasi-
energy argument of the retarded and the advanced Green
function, and the numerical factor 1/4 is obtained by the
microscopic derivation of section V.
IV. TOPOLOGICAL RESPONSE THEORY
In this section, we discuss the linear response approach
relating the couplings of the effective theory to micro-
scopically defined transport correlation functions. Our
focus will be on quantities carrying topological signifi-
cance such as transverse transport coefficients, edge cur-
rents, or bulk magnetization25. The first part of the
section defines these quantities in terms of the Green
functions (3). Emphasis will be put on gauge symme-
tries establishing connections between a priori different
representations and observables. In the second part, we
show how the different observables are read out from the
field theory thus providing protocols for the numerical or
even experimental monitoring of quantum criticality in
the system, which we discuss in the third part.
6The master quantities discussed in this section will be
a transverse transport coefficient, denoted as σ˜H , and
the longitudinal one, σ˜11. For notational simplicity, the
subscript in Ud will be omitted.
A. Linear response
To begin we will analyze in more details the topologi-
cal response of the system σ˜H in terms of the correlation
functions (4). Much as the structurally similar Streda
formula of the IQH, σ˜H describes the topological response
of the system as the sum of two contributions, σI being
a velocity–velocity, or current–current response function,
and σII a ‘thermodynamic’ quantity, probing the local
magnetization of the system. The physics of σII in con-
nection with the AFAI has been discussed previously in
Ref.9. In the following, we demonstrate how the sum of
the two parts gives access to the topological response of
the system both via exact diagonalization and through
an effective equivalence, σ˜H ∼ σH(L) with the flowing
coupling constant of the field theory.
To begin this discussion, we assume a system of eigen-
states, |n〉 with U |n〉 ≡ ein |n〉, to represent the first
contribution as
σI = − 1
2A
ij
∑
nm
∫
dφ
2pi
〈m|vi|n〉〈n|vj |m〉
(1− eiφ++in)(1− e−iφ−−im)
= − 1
2A
ij
∑
n 6=m
〈m|vi|n〉〈n|vj |m〉
1− ei(n−m)+ , (11)
where x± ≡ x± iδ. At this stage we note the relation
1
(1− eiω+) = P
(
1
1− eiω
)
+ piδ(ω). (12)
Because of antisymmetric structure of the sum (11) only
the principal part contributes. We are thus left with
σI = − i
2A
∑
m 6=n
〈m|v1|n〉〈n|v2|m〉 cot
(
m − n
2
)
. (13)
As to the second contribution, we show in Appendix B
that σII = σ
(0)
H , or explicitly
σII =
1
2A
ijtr(xivj) =
1
2pi
Γ[U ], (14)
with WZW term defined by Eq. (8). Thus this contribu-
tion is disorder independent and for a specific model at
hand reads σII = (1 + 2 cos2 t) sin4 t.
We now turn to the analysis of the second correlation
function,
σ˜ii =
1
A
〈
tr
(
viG
+viG
−)〉
φ
− 1
2A
tr(v2i ), (15)
which defines the longitudinal conductivities and mea-
sures the mobility of the system. Its formal derivation,
as well as the derivation of the Hall response σ˜H , see
Eq. (4), is provided in Appendix A. We note here that
the 2nd piece in Eq. (15) plays a role of diamagnetic term
in case of the Floquet system. Employing as above the
spectral decomposition, one then finds
σ˜ii =
1
A
∑
m,n
|〈m|vi|n〉|2
1− ei(n−m)+ −
1
2A
∑
m,n
|〈m|vi|n〉|2. (16)
At this point we can use once again the relation (12).
Noting that
∑
±(1− e±iω)−1 = 1, one sees that off-
diagonal terms with n 6= m are canceled out in Eq. (16).
We then regularize δ(0) = A/2pi to arrive at
σ˜ii =
1
2pi
∑
m
|〈m|vi|m〉|2. (17)
Results (13), (14) and (17) will serve as a basis for our
numerical analysis discussed in Sec. IV C below.
B. Response coefficients from field theory
Within the field theory framework, the full informa-
tion on finite size scaling and the approach to an integer
quantized fixed point configuration is encoded in the flow
of the coefficients (σ11(L), σH(L)). These quantities can
be extracted from the functional integral via the intro-
duction of suitable source terms. For our purposes, a
convenient choice is defined by the generalization17
Q→ SQS−1, S = exp(qxτx + qyτy)⊗ P (1), (18)
where qi = aixi, ai are constant parameters, and
(P (1))ab = δa1δb1 is a projector onto the first replica
channel. The sourced action is then defined as
Sdiff [SQS
−1] + Stop[SQS−1] + Sω[Q], i.e. substitution
of the twisted configuration in the fluctuation parts of
the action. (A global substitution would be removable
via the reverse transformation SQS−1 → S in the func-
tional integral and have no effect.) The sources are de-
signed such that two-fold differentiation in a1,2 reads
out the couplings σ11 and σH . Specifically, using that
S−1∂iS = aiτiP (1) +O(a), it is straightforward to verify
that
1
2iA
∂2
∂a1∂a2
∣∣∣∣
a=0
Z(a) = (19)
= − σ
(0)
H
16iA
ij
〈∫
d2xtr([Q, τiP
(1)][Q, τjP
(1)]Q)
〉
Q
.
The r.h.s of this expression should be read within the con-
text of a renormalization group procedure: starting from
the bare value σ
(0)
H , one integrates out Q-fluctuations
at successively increasing length scales. The procedure
is continued down to an effective length scale L, be-
low which Q-fluctuations are damped out, e.g. due to
the presence of an RG relevant frequency mismatch, φ,
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Figure 3. Disorder specific Hall conductivity σH (left) and longitudinal conductivity σ11 (right) as a function of t evaluated for
different sample sizes L = 10÷ 100. At t = tcrit = pi/4 the conductivity σ11 saturates to a critical value ' 0.4 at large length
scales.
cf. Eq. (10). For larger length scales, fluctuations are
suppressed, Q ' τ3, and the r.h.s. of (19) reduces to
σH = σH(L). In a similar fashion one derives that
1
2A
∂2
∂a21
∣∣∣∣
a=0
Z(a) = −σ
(0)
11
16A
〈∫
d2xtr([Q, τ1P
(1)]2
〉
Q
,
(20)
and the r.h.s of this relation reduces to σ11 = σ11(L) that
as above has to be understood in the RG sense.
In Appendix A below we demonstrate the equivalence
of the l.h.s. of Eqs. (19) and (20) with the microscopic
formula for the Hall (4) and longitudinal response (15),
respectively. This construction demonstrates that the
flowing coupling constant of the field theory describes
the microscopic Hall response of the system.
C. Numerical test
In this section, we put the results for longitudinal and
Hall conductivities analytically obtained above to a nu-
merical test. Our numerical simulations for the disorder
specific observables are shown in Fig. 3. In these plots
each t corresponds to a single disorder realization which
varies with t. One observes that mesoscopic fluctuations
which are visible at small system sizes (A = 10 × 10)
are essentially dying out for larger sizes (A = 102 × 102)
where the system becomes self-averaging. In the limit
L→∞ the Hall conductivity, σH , tends to the step func-
tion θ(t − tcrit), see Fig. 3 (left). At the same time the
longitudinal conductivity, σ11, tends to zero with L→∞
whenever t 6= tcrit. On the other hand, at t = tcrit the
system flows to IQH critical point with σ11 = O(1), see
Fig. 3 (right). To complement this statement, in Fig. 4
we show the spreading of the wave packet which is ini-
tially localized at the origin. In more concrete terms the
disorder averaged probability
P (n,x) =
∑
µ,ν∈{A,B}
〈|G+µν(n,x,0)|2〉φ
≡
∑
µ,ν∈{A,B}
〈|〈µ,x|Und |ν,0〉|2〉φ. (21)
is shown after n 1 steps in time. At criticality, t = tcrit,
the wave packet is clearly delocalized. In turn, its degree
of localization is increased as long as one moves further
away from a critical point.
V. FIELD THEORY OF THE AFAI
In this section, we derive the field theory discussed in
the main text from first principles. This derivation has
been included to make the text self contained and can be
skipped by readers not interested in its technical details.
Correlation functions built as products of matrix ele-
ments of the resolvent operators (3) can be conveniently
obtained from the unit-normalized Gaussian integral rep-
resentation
1 = Z =
∫
Dψ
〈
e−ψ¯Gˆ
−1ψ
〉
. (22)
Here, Gˆ = diag(G+, G−) is a block diagonal operator
containing the retarded and advanced Green function on
its diagonals, and ψ = {ψsax } is a vector of Grassmann
valued integration variables. The explicit representation
of the exponent thus reads
ψ¯+ax
(
δx,y − eiφxUxy
)
ψ+ay + ψ¯
−a
x
(
δx,y − U†xye−iφy
)
ψ−ay ,
(23)
where exp(iφx) are the uniformly distributed phases in-
troducing disorder. Referring to Appendix A for details,
8Figure 4. Disorder averaged probability distribution P (n,x) (see exact definition in the main text) of a wave packet to spread
on a 60 × 60 grid after n = 600 time steps and different values of parameter t = pi/5 < tcrit (left), pi/4 = tcrit (middle) and
7pi/20 > tcrit (right). The probability distribution is averaged over 100 disorder realizations.
Green function matrix elements are obtained from Z via
the introduction of suitable source terms. However, for
the time being, we suppress the presence of these and
focus on the unit normalized ‘partition sum’, Z.
A. Color-flavor transformation
The key to the derivation of an effective disorder av-
eraged theory lies in an integral identity known as the
color-flavor transform (cft)10. This identity trades the
integration over rapidly fluctuating phases, φx, for the
integration over a composite field Zx, and in this way rep-
resents a unitary equivalent of the Hubbard-Stratonovich
transformation for hermitian operators. The general cft
identity reads
〈exp(ψ¯+ax eiφxϕ+ax + ϕ¯−ax e−iφxψ−ax )〉φ =
= 〈exp(ψ¯+ax Zabx ψ−bx − ϕ¯−ax Z†abx ϕ+bx )〉Z . (24)
Here, 〈. . . 〉φ is the average over uniformly distributed
phases,
∏
x
1
2pi
∫
dφx with x = (µ, x1, x2) combining cite
and sublattice indices. On the r.h.s., Zx = {Za,bx } are
complex R × R matrices, and the functional average is
defined as 〈. . . 〉Z =
∏
x
∫
dZx det(1 + ZxZ
†
x)
−1. (In this
expression for the measure, the replica limit R → 0 has
already been taken. This simplifies the notation and does
not affect any results.) The integral transform (24) is
exact and holds for arbitrary Grassmann vectors {ψx}
and {ϕx}.
The conceptual meaning of the cft is illustrated in
Fig. 5 for the choice ϕx = Uxyψy relevant for our ap-
plication: due to the presence of the random phases eiφx ,
the bilinears ψ¯axe
iφxUxyψ
a
y are rapidly fluctuating func-
tions of the ‘color index’ x carrying a conserved ‘flavor’
singlet index a. The transformation trades them for bilin-
ears ψ¯+ax Z
ab
x ψ
−b
x and (ψ¯
−bU†)xZ†bax (Uψ
+a)x, which now
carry a ‘flavor’ structure in the replica indices but, for
slowly varying Z no longer fluctuate rapidly in the in-
dices y. (The cft is called ‘color-flavor-transformation’
alluding to a similar setting in QCD, where the role of
the fields ψ is taken by quarks, that of U by strong color-
interactions, and that of Z by the color-neutral yet fla-
vored slow meson fields.)
Applied to the action (23), the cft leads to the repre-
sentation
Z =
〈
eψ¯
+(1−Z)ψ−+ψ¯+(1+U†Z†U)ψ−)
〉
=
=
∫
DZ e−tr ln(1+ZZ
†)+tr ln(1+ZU†Z†U). (25)
Here, the flavor indices are implicit, and the presence of
the convergence generator e−δ is suppressed. In the sec-
ond line, we have performed the Gaussian integral over ψ
and elevated the determinantal measure term to become
part of the action. The action now makes the tendency
to slow fluctuations in the Z-fields explicit: spatially ho-
mogeneous configurations Zx = const. commute with U
and make the two terms in the action cancel. This shows
that the functional integral will be dominated by slowly
fluctuating configurations and is tailored to a gradient
expansion.
Before turning to this expansion, we introduce the de-
grees of freedom Q = Tτ3T
−1 central to the discussion
in section III. Defining
T ≡
(
1 Z
−Z† 1
)
, (26)
Figure 5. The idea of the color–flavor transformation: indi-
vidual retarded, ψ+, (top) and advanced, ψ−, (bottom) wave
function amplitudes fluctuate rapidly due to phase fluctua-
tions. The composite degree of freedom Z pairs these ampli-
tudes to slowly fluctuating bilinears ψ¯+ψ−.
9the matrices Z acquire a status as linear coordinates of
the nonlinear manifold of Q-matrices. Specifically, for
R = 1, where Q defines a two-sphere, and Z ≡ z is just
a complex number, an explicit computation of the unit
vector n(z, z¯) in Q = τini shows that z is the coordinate
of a stereographic projection, or Riemann sphere repre-
sentation. For general R, the matrices Z define linear
coordinates of the symmetric space U(2R)/U(R)×U(R)
such that Z = 0 represents the ‘north pole’, Q = τ3, and
Z →∞ the ‘south pole’, θ = −τ3.
A straightforward manipulation of block matrices
brings the above representation of the action into the
form
S = −1
2
∑
s=±
tr ln (1 +XsP
s) , (27)
X+ ≡ T−1U†[T,U ], X− ≡ T−1U [T,U†],
where P± = {δs,±δs′,±} are projectors onto the retarded
or advanced index sector. In this form, the action is
tailored for a gradient expansion. The reason is that the
commutators individually vanish for constant T . This
means that in a continuum theory an expansion up to
nth order in these will contain at least n derivatives. For
our purposes an expansion to second order is sufficient,
S = S(1) + S(2), (28)
S(1) = −1
2
∑
s
tr(XsP
s), S(2) =
1
4
∑
s
tr((XsP
s)2).
The continuum representation of these expressions is
most economically formulated in the language of Wigner
transforms. Temporarily using carets to distinguish op-
erators Xˆ(x1,x2) from functions, we define
X(x,k) =
∫
ddx eik·∆xXˆ(x+
1
2
∆x,x− 1
2
∆x).
Transformed in this way, the real-space operators Tˆ (x)→
T (x) become functions of x and the momentum-space
Uˆ(k) → U(k) functions of the conjugate momen-
tum, k. In Wigner language, matrix products are
evaluated as Moyal products, (XˆYˆ ) → (X ∗ Y ) =
Xe
i
2 (∂
′
xi
∂ki−∂′ki∂xi )Y , where derivatives carrying a prime
act to the left and we omitted the arguments in X(x,k)
for brevity. Specifically, for operators diagonal in either
the x– or the k–representation, this defines the Moyal
expansions
T ∗ U = TU + i
2
∂iT∂iU + . . . ,
U ∗ T = UT − i
2
∂iU∂iT + . . . , (29)
where the derivatives ∂i act either on x or k. Finally,
note that in Moyal language traces are to be interpreted
as tr(. . . ) =
∫
d2x
∫
d2k tr(. . . ), where the measure d2k =
dk1dk2/(2pi)
2, and the trace on the right extends over the
internal indices of the theory.
B. Diffusive action
As a warm up to the somewhat more involved topolog-
ical action, we consider the derivation of Eq. (7). This
action is obtained from the continuum-Moyal expansion
of the second order term S(2). At this level, it is sufficient
to Moyal-expand each of the factors Xs to first order in
derivatives. Application of the rules Eq. (29) gives
X± ' iAiΨ±i , Ai ≡ T−1∂iT,
Ψ+ = U†∂iU, Ψ− = U∂iU†,
and the substitution of this expansion into S(2) leads to
S(2) =
1
4
∑
s
∫
d2k tr(ΨsiΨ
s
j)
∫
d2x tr(AiP
sAjP
s).
Using that U†∂iU = −∂iU†U , the k-dependent
part in this expression becomes
∫
d2k tr(Ψ+i Ψ
+
j ) =∫
d2k tr(Ψ−i Ψ
−
j ) = σ
(0)
ij , as defined in section III. Turn-
ing to the real space part, a quick calculation shows that∑
s tr(AiP
sAjP
s) = 14 tr([Ai, τ3][Aj , τ3]) − tr(AiAj) =
1
4 tr(∂iQ∂jQ) − tr(AiAj). In combination with σ(0)ij , the
first term on the r.h.s. yields Eq. (C1), and the second,
gives a contribution
−1
2
σ
(0)
ij tr(AiAj), (30)
which we will see cancels against another one from the
expansion of S(1).
C. Topological action
We now focus attention on the first order term S(1).
Naively, one might think that a term of first order in a
gradient expansion might vanish by symmetry. On the
other hand, this is a system with inbuilt chirality. The
key to understanding who wins the argument lies in an
elegant trick, first applied by Pruisken17 in a slightly dif-
ferent manner adapted to the IQH.
We start by considering the ‘+’ contribution to the
action S(1),
S(1)+ = −1
2
tr((T−1U†TU − 1)P+) =
=
1
2
∫ t
0
ds ∂str(T
−1U†TUP+),
where we have introduced a continuous interpolation s :
[0, t]→ U(2), s 7→ U(s), such that U(t) = U , and U(0) =
1. (In Pruisken’s construction, the role of U is taken by
the Green function of electrons in a magnetic field, and
the interpolation parameter is energy running from the
bottom of the band to the Fermi energy.)
Doing the derivative, and defining Ψ+s ≡ U†∂sU , this
can be rewritten as
S(1)+ =
1
2
∫ t
0
ds tr(
[
Ψs, T
−1] [U†, TU ]P+).
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To derive this result we have used that in the replica
limit tr
(
T (x)P+T−1(x)
)
= R→ 0 for each x. The pres-
ence of two commutators implies a minimum of two extra
derivatives, meaning that each commutator individually
can be evaluated at lowest order in the Moyal expansion.
Application of (29) then gives
S(1)+ =
1
2
∫ t
0
ds tr(∂iΨ
+
s Ψ
+
j ) tr(∂iT
−1∂jTP+).
To make further progress with this representation, we
need a technical formula proven in Appendix C:
wij ≡ tr((∂jΨ+s )Ψ+k ) = wsij + waij , (31)
wsij = −
1
2
∂s tr(Ψ
+
i Ψ
+
j ), w
a
ij = −
1
2
ijtr(Ψ
+
s [Ψ
+
x ,Ψ
+
y ]),
splitting the k-part of the action into a contribution sym-
metric and antisymmetric in the indices i, j. Concern-
ing the former, we note
∫ s
0
dswsij = − 12 tr(Ψ+i Ψ+j ) =
− 12 tr(Ψ−i Ψ−j ) = 12σ(0)ij . Using that P+ + P− = 1, the
symmetric contribution to S(1), obtained by adding the
‘+’ and the ‘−’, part thus assumes the form S(1),s =
1
2σ
(0)
ij tr(AiAj), and cancels against (30).
Turning to the antisymmetric part, we note that∫ t
0
ds lmtr(Ψ+s Ψ
+
l Ψ
+
m) =
=
1
4pi2
∫
dsd2k tr(U†∂sU [U†∂1U,U†∂2U ]) =
1
pi
Γ[U ],
where Γ[U ] is the WZW functional of Eq. (8). The cor-
responding ‘−’ term gives the same contribution with an
opposite sign. This means that the antisymmetric con-
tribution assumes the form
Stop = − 1
4pi
Γ[U ]
∫
d2x ij tr(AiAjτ3).
Finally, a quick calculation shows that ij tr (AiAjτ3) =
− 14ijtr (Q∂iQ∂jQ), which leads us to Eq. (9).
D. Frequency action
We conclude this section with a quick derivation of
Eq. (10). Retracing the steps leading to Eq. (25), we note
that in the presence of a finite difference, φ, U → Ueiφ/2,
U† → U†eiφ/2, the argument in the second logarithm
generalizes to ZU†Z†U → eiφ−2δZU†Z†U ' ZU†Z†U +
iφ+ZZ†, where in the second step we assumed small-
ness of the decoherence parameter φ+ ≡ φ + 2iδ, and
noted that to leading order in an expansion the non-
commutativity of Z,Z† with U may be neglected in this
term. The first order expansion of the action in φ+ then
yields, S = S0 + iφ
+ tr(1 + ZZ†)−1ZZ†). With Eq. (26)
and Q = Tτ3T
−1, a straightforward calculation shows
the equivalence to Eq. (10).
VI. SUMMARY AND DISCUSSION
In this paper, we have presented an analytical theory
of topological quantum criticality in the AFAI. We have
seen that the structure of this theory is essentially deter-
mined by symmetries and geometric constraints involving
both the clean part of the Floquet operator, and an effec-
tive real space field describing phase coherent transport
in the presence of disorder. On the same grounds, we
have reasoned that the finite size AFAI does not admit
the definition of an integer invariant, and that topologi-
cal quantization is an emergent feature in the thermody-
namic limit. The flow towards a configuration with inte-
ger quantized transverse response is equivalent to that in
the static quantum Hall insulator. Formally, this connec-
tion follows from the equivalence of the effective theory of
the AFAI to the Pruisken theory of the IQH. Physically,
it reflects the stabilization of edge transport via bulk lo-
calization. The distinct topological phases, σ = 0, 1, are
separated by a quantum phase transition which, likewise,
is in the IQH universality class. A not entirely obvious
conclusion from this equivalence is that extended Lan-
dau level center states connecting opposite surfaces of the
system — present in the IQH, but absent in the present
system — are not essential to IQH universality.
The geometric principles underlying the present con-
struction carry over to other FTI in other dimensions and
symmetry classes. In fact, they can be extended beyond
the class of topological insulators to describe a topolog-
ically protected Floquet metals. These systems have no
analog in static quantum matter and will be the subject
of a forthcoming publication.
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Appendix A: Source terms
In the following we demonstrate that the coupling of
the theory to sources as in Eq. (18), (19), and (20) yields
the disorder averaged linear response coefficients (4) and
(15). The way to show this is to retrace the steps leading
to the effective action, with the sources kept in place.
Performing the source differentiation at the early steps
of the construction then yields Eqs. (4) and (15).
Since Q → SQS−1 and Q = Tτ3T−1, the coupling of
sources is equivalent to the replacement T → ST ≡ TS .
The sourced action is thus generated by expansion of
the prototype action Eq. (27) evaluated on TS . From
11
here, one may go back to the original ψ-representation
in a sequence of operations that is straightforward yet
somewhat tedious:
We first note that the same block matrix operations
that led from Eq. (25) to Eq. (27) show that the two
terms s = ± in the latter are identical. In the present
section, we find it convenient to work with the ‘−’ vari-
ant, so that the sourced action reads
S[TS ] = −tr ln(1 + T−1S (UTSU† − TS)P−) = tr ln(T )− tr ln(T + (UTU† − T + (S−1SU )UTU†)P−),
where, up to the required second order in the source parameters qi of Eq. (18),
S−1SU ≡ S−1(USU† − S) = P (1)
(
w z
z¯ w¯
)
,
where
w ≡ −iijqiqUj − qiqUi + 12
(
Uq2iU
† − q2i
)
, z = qU1 − iqU2 . (A1)
With the help of Eq. (26), the action can then be written as
S = tr ln(T )− tr ln
(
1 UZU† + P (1)(wUZU† + z)
−Z† 1 + P (1)(z¯UZU† + w¯)
)
.
We proceed by representing the second determinant as a Gaussian integral and un-doing the cft. On the 1st step of
this procedure the fermion action is of the form
SI = tr ln(T ) + ψ¯
+ψ+ + (ψ¯+(1 + P (1)w) + ψ¯−P (1)z¯)UZU†ψ− + ψ¯+P (1)zψ− − ψ¯−Z†ψ+ + ψ¯−(1 + P (1)w¯)ψ−. (A2)
On introducing auxiliary spinors
φ− = U†ψ−, φ¯+ =
(
ψ¯+(1 + P (1)w) + ψ¯−P (1)z¯
)
U, (A3)
this action becomes
SI = tr ln(T ) + ψ¯
+ψ− + ψ¯+P (1)zψ− + ψ¯−(1 + P (1)w¯)ψ− + φ¯+Zφ− − ψ¯−Z†ψ+, (A4)
and its Z-dependent part can be further subjected to cft, see Eq. (24). In this way we arrive at
SII = S0 − ψ¯+1wUdψ+1 + ψ¯−1w¯ψ−1 + ψ¯+1zψ−1 − ψ¯−1z¯Udψ+1, (A5)
where S0 is the source-free action, and the numerical superscript in ψ
σ,1 refers to the replica index. At this point,
the differentiation in the source parameters ai sitting in w and z — they are expressed in terms of qi ≡ aixi and
qUi ≡ aivi, — can be carried out. For the Hall conductivity this leads to
σ˜H =
1
2iA
∂2
∂a1∂a2
∣∣∣∣
a=0
Z(a)
=
1
2iA
〈−iψ¯+1ijxivjUdψ+1 − iψ¯−1ijxivjψ−1 − iψ¯+1v1ψ−1ψ¯−1v2Udψ+1 + iψ¯+1v2ψ−1ψ¯−1v1Udψ+1〉
=
1
2A
(
ijtr(xivj) + tr(v1G
−v2G+ − v2G−v1G+)
)
, (A6)
where in the last step we used that 〈G−〉 = 1 and 〈G+Ud〉 = 0 due to the random fluctuations of Ud, while
ij〈viG−vjUdG+〉 = ij〈viG−vjG+〉. The latter can be seen by representing Ud = 1 − (G+)−1 in the limit δ → 0+.
The final result (A6) contains the two terms entering the correlation function (4). Similarly, for the longitudinal
conductivity one derives
σ˜11 =
1
2A
∂2
∂a21
∣∣∣∣
a=0
Z(a)
=
1
A
〈
−ψ¯+1x1v1Udψ+1 + 12 ψ¯+1[Ud, x21]ψ+1 + ψ¯−1x1v1ψ−1 − 12 ψ¯−1(Udx21U†d − x21)ψ−1 − ψ¯+1v1ψ−1ψ¯−1v1Udψ+1
〉
=
1
A
(
−tr(x1v1) + tr(v1G−v1UdG+
)
=
1
A
(
−1
2
tr(v21) + tr(v1G
−v1G+
)
. (A7)
To get the very last result above we have once again employed Ud = 1 − (G+)−1 and used the relation
12
−tr(x1v1) = 12 tr(v21). In its final form the result (A7)
equals to the correlation function (15). To summarize,
the above calculations establish the equality σ˜H = σH(L)
and σ˜11 = σ11(L) of the running coupling constants of the
field theory at scale L and the microscopically defined re-
sponse functions.
Appendix B: Proof of the equivalence σII = σ
(0)
H
The proof of this equivalence is very similar to the
derivation of the topological action in Sec. V C. On in-
troducing the interpolation U(s) as it was done before
and using Ψ−s ≡ U∂sU† one has
σII =
ij
2A
∫ 1
0
dt ∂str(xiUxjU
†)
=
ij
2A
∫ 1
0
dt tr(xiUxjU
†Ψ−t − xiΨ−t UxjU†)
=
ij
2A
∫ 1
0
dt tr
(
[Ψ−t , xi]UxjU
†) . (B1)
At this stage we use the exact relations
UxjU
† − xj = iU∂jU†, [Ψ−s , xi] = −i∂iΨ−s , (B2)
and an obvious identity tr([Ψ−t , xi]xj)ij = 0. Taking
them into account by means of the following chain of
transformations,
σII =
ij
2A
∫ 1
0
dt tr
(
∂iΨ
−
s U∂jU
†)
= − ij
8pi2
∫
dsd2k tr
(
Ψ−s ∂iU∂jU
†)
=
ij
8pi2
∫
dsd2k tr
(
Ψ−s Ψ
−
i Ψ
−
j
)
=
1
2pi
Γ[U ] = σ
(0)
H ,
one accomplishes the proof, where in the second line we
have used an integration by parts in momentum space.
Appendix C: Proof of Eq. (31)
To prove Eq. (31), we first note that the trace in
wij ≡ tr((∂jΨ+s )Ψ+k ) = tr(∂j(U†∂sU)U†∂kU) implies an
integration over momenta, k, with periodic boundary
conditions. We may thus rearrange momenta via integra-
tions by parts. Applying this freedom to the j-derivative,
we obtain
wij =
1
2
tr(∂i(U
†∂sU)(U†∂jU − ∂jU†U)) =
= −1
2
tr(U†∂sU(∂iU†∂jU − ∂jU†∂iU+
+ U†∂2ijU − ∂2ijU†U)) =
=
1
2
tr(Ψ+s [Ψ
+
i ,Ψ
+
j ] + ∂sU
†∂2ijU + ∂sU∂
2
ijU
†).
The first term in this expression defines the anti-
symmetric contribution to Eq. (31). A double par-
tial integration in ki,j brings the second into the form,
1
2∂s tr(U
†∂2ijU) = − 12∂s tr(Ψ+i Ψ+j ), which is the symmet-
ric contribution.
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