A general framework is presented to describe a resonant inelastic current inducing dynamics in the nuclear degrees of freedom of a molecule embedded between two electrodes. This approach makes use of the scattering theory of density matrices to account for the interaction between the scattering charge and the molecular modes to all orders and reduces in appropriate limits to both the standard master equation treatment for vibrational heating and the Landauer formalism for purely elastic transport. While the method presented here is equivalent to these approaches in limiting cases, it also goes well beyond their restrictions by incorporating the full quantum dynamics in the vibrational subspace in the presence of tunneling current. By application to the Au-C 60 -Au junction, it is shown that inclusion of vibrational coherences, which were previously neglected, is crucial to accurately predict the dynamics induced by current in molecular devices. Interaction with a bath of phonon modes is incorporated within the Bloch model and the competition between the bath-induced relaxation processes and the current-induced excitation is studied in detail over a range of temperatures.
I. INTRODUCTION
Maximizing steady state current through a molecular junction requires the molecule and its connectivity to the electrodes to be stable as charge is transferred from one contact to the other. For this reason, among several others discussed below, there is a great interest in the increasing number of examples of charge carrier interaction with the nuclear degrees of freedom ͑DOFs͒ of the molecule, both to impact the observed current and to induce dynamical motions. Measurements of vibrational signatures in the differential conductance of molecular junctions have shown that the normal modes of the molecule can exchange energy quanta with the tunneling electrons, leading to modified conductance. [1] [2] [3] [4] [5] Beyond providing a perturbative influence on the current, the interaction can also be of large enough magnitude to induce bond dissociation and structural rearrangement of the nuclei. [6] [7] [8] [9] [10] These dynamics, however, need not be considered a universally negative effect. It has been pointed out that current-induced nuclear excitation could also provide a new paradigm for constructing coherent molecular machines with directed motion and for controlling nanochemistry and nanolithography. 11 In order to understand the impact of inelastic processes on molecular device stability, and to devise possible applications, there is thus a need for the development of theoretical methods that provide insight along with quantitative prediction.
The presence of electronic resonance states is of particular interest to the study of inelastic current, as they substantially increase the probability of energy deposition in the nuclear coordinates through electron transport. 12 These scattering events involve temporary localization of charges on the molecular moiety, which introduces new forces on the nuclei. The nuclei are projected onto a modified potential energy surface for the resonance state, where they evolve in time, while gradually decaying back to the initial state subject to the coupling of the discrete state with the extended states of the electrodes. Upon relaxation to the initial electronic state, the nuclei can be substantially displaced from their equilibrium configuration and excited dynamics will ensue. Experiments on desorption induced by the tunneling current in scanning tunneling microscopy have shown strong evidence for a resonance mediated mechanism and have demonstrated the relevance of such events to molecular electronics. [13] [14] [15] [16] [17] The qualitative similarity in the physics of resonance scattering in the gas-phase and junction environments has lead to the application of similar projection operator based approaches to calculate tunneling probabilities. [18] [19] [20] [21] [22] These methods have the advantage of taking into account the electron-vibrational coupling as well as the moleculeelectrode coupling to all orders within the approximation of a single active electron. A second restriction of these approaches has been the assumption that the molecule remains in thermal equilibrium throughout the scattering process, which requires the interaction with the environment to be much stronger than the current-induced excitation.
The restriction to rapidly thermalized vibrations is not unique to resonance scattering theories and has been used by several authors in the study of inelasticity in charge transport. Multichannel scattering techniques have also been developed in order to explore the effect of the electronvibration interaction on the transmission probability and the current through junctions. [23] [24] [25] [26] [27] These methods project the many body problem onto a series of channels each corresponding to a specific quantum of energy exchanged between the molecule and the current. Scattering treatments have also been presented that rely on Fermi's golden rule rates for the electron-vibration coupling 28 and perturbative expansion of the transmission probability in Landauer-type expressions. 29, 30 A common feature of these approaches is the use of a tight-binding description of the molecular region of the system. Within this framework, in the limit of a single site coupled to a single equilibrated vibrational mode, the transmission probability and current can be analytically expressed ͑see, e.g., Ref. 31͒ . A different approach from those presented above involves the derivation of master equations which are simplified by the assumption of a Boltzmann distribution in the vibrational DOF. Both the magnitude of inelastic transport and the mechanism of charge transmission have been studied by solving for the rates of change of the electronic populations at steady state. [32] [33] [34] [35] In many instances the assumption that the nuclear subspace of the molecule remains in equilibrium during transport is not valid. In general, a broader description is necessary, such as the nonequilibrium Green's function ͑NEGF͒ approach, which has played a significant role in efforts to describe inelastic effects arising from excited vibrational distributions. 2, 11, 36 While this methodology can be restricted to consideration of thermal phonons within low order Born approximations, 37, 38 several extensions are available, which incorporate the impact of electron scattering on the vibrational propagators. [39] [40] [41] [42] [43] Thus, nonequilibrium vibrational distributions of the molecule arise, which are often characterized by substantially increased "effective temperatures." 2, 11, [44] [45] [46] Much work has also been done to understand power dissipated in the molecular region of the junction by the tunneling current. [46] [47] [48] Even though it has been shown that the majority of the available power is dissipated in the leads, the fraction deposited in the molecular modes remains relevant, particularly in the case where the bath coupling is weak enough to allow for energy accumulation.
It is clear that some of the restrictions of the cited NEGF methods are problematic if one desires to describe large amplitude energy exchange between the current and the nuclei of the molecule. A severe limitation is the approximation of the nuclear motion by harmonic oscillators. While this treatment is valid for small energy exchanges between the molecule and the scattering charge, as seen in IETS, it will not be suitable to properly describe dissociation, torsion, isomerization, and chemical dynamics. Even within the regime of weak electron-vibration coupling, the anharmonicity in the energy levels can have a quantitative impact on the calculated current. 49 A second concern is the reliance on model Hamiltonians in which only linear coupling is permitted among the subsystems. Within the harmonic approximation, linear coupling only allows for displacements of the initial and resonance state potential energy surfaces in equilibria. Therefore, such a treatment cannot capture the general topological changes in the surfaces relevant for real chemical systems deviating far from equilibrium, for example surfaces see, e.g., Refs. 16, 50, and 51.
While several alternatives to the NEGF approach have been discussed, the approach closest in spirit to the one we will derive here is that of the generalized master equation derived from the density matrix of the system. 52 When attention is restricted to the evolution of the diagonal terms of the density matrix, i.e., the populations of the system, the description of the current, and the evolution of the density matrix take a particularly simple form: a balance of rates describing transitions into and out of vibronic states. Augmenting these charge transfer rates with bath interactions produces a set of equations that describes both rates of nuclear excitation and rates of energy relaxation. These coupled equations are propagated to a steady state to obtain the stationary population distribution that arises from the balance between these competing processes. Of particular interest to the work presented below is the use of this methodology to describe both vibrational heating in molecular junctions 49, [53] [54] [55] [56] [57] and chemical reactions within the junction environment. [58] [59] [60] A limitation of the cited studies pertains to their treatment of rates for excitation and relaxation processes and the model Hamiltonian invoked to describe them. In most cases ͑with the exception Ref. 59͒, these methods have relied on low order perturbative schemes for modeling the rate processes, which will not be appropriate for the description of resonance tunneling events and strong electronvibration coupling. Furthermore, the restriction to only population dynamics is questionable for systems lacking strong vibrational anharmonicity 52 and recent work within the multiconfiguration time-dependent Hartree approach has explored the importance of coherence in charge transport. 61 Our goal in this paper is to extend our previous work on resonance scattering processes in molecular junctions 19, 22 to a formalism capable of addressing the current and resonant excitation, the deviation from equilibrium, and both the early electronic dissipation and the much slower vibronic dissipation within a uniform consistent framework. Section II derives the equations of motion for the density matrix of the vibrational subsystem under the influence of both the bath and the tunneling electrons. Our approach takes the electrode-molecule coupling as well as the electron-vibration coupling into account to all orders for our model Hamiltonian, but is restricted to weak interaction with the bath DOF. Both electron-hole pair excitation and phonon induced dissipation are accounted for, and we go beyond the common master equation approach by incorporating the coherence dynamics in the vibrational subspace. Sections II B and II C illustrate the limits in which our formalism reduces to familiar expressions from previous work. In Sec. III we apply our approach to the case of the Au-C 60 -Au transistor studied previously. Finally, we conclude with an outlook to future directions. Atomic units ͑ប =1͒ are used throughout this work.
II. THEORY

A. Inclusion of the steady state current
The work presented here is a culmination of our studies of current-driven dynamics in junctions, which will unify both current-induced excitation 19 and bath-induced decoherence processes 22 in a consistent formalism to probe the effect of a steady-state current on the nuclear degrees of freedom of a target molecule. Toward that end we will begin with the description of the current-induced excitation mechanism, i.e., resonance scattering. A resonance state is often described as a bound state embedded in a continuum. 62 Interaction between the bound and continuum states results in broadening of the bound state energy level by a finite width with a corresponding finite lifetime. In the specific case of a molecular junction, the resonance is generally ͑at least partially͒ charged. Consider first an adsorbate-derived resonance that undergoes electronic decay due to coupling with the extended states of the two continua. The complete Hamiltonian is given as
where ͉j͑k͒͘ are continuum electronic states in the left ͑right͒ electrode with eigenenergies ⑀ j͑k͒ , H N is the nuclear Hamiltonian for the molecule in its initial state, the resonance is denoted by ͉r͘, the nuclear Hamiltonian for the resonance state is H r , and Q denotes collectively the nuclear coordinates. The terms comprising the off-diagonal components, V jr , V kr , contain the interaction between the electronic continua and the resonance state and will give rise to the shift of the resonance in energy and to its finite width, as will be made clear in the following discussion. It is important to point out that this coupling term retains a dependence on the nuclear coordinates Q, which is explicitly indicated in Eq. ͑1͒. Domcke and Cederbaum 63, 64 have extensively discussed a related Hamiltonian in the context of an isolated resonance state in electron-molecule scattering in the gas phase, namely,
While the qualitative features of the Hamiltonians ͑1͒ and ͑2͒͒ are similar, they differ in that the gas phase problem involves a single continuum, whereas the junction problem involves two continua, which generally differ from one another. ͑There is no reason to suspect that the two continua couple to the molecular region with the same degree of influence and the sensitivity of the transmission to the choice of linking group and contact material has been recently emphasized. [65] [66] [67] [68] [69] [70] ͒ Throughout the remainder of this work, the dependence of the operators on the nuclear coordinates is implied, although not explicitly given, unless stated otherwise.
Subject to bias voltage, electrons are transmitted from one electrode to the other, and we follow the standard convention of taking the left electrode to be the initial one. At the end of this section the discussion is generalized to the case where the bias voltage and two electrode materials are chosen such that current flows in both directions.
Adopting the terminology of reactive collisions, the electrons in the left electrode and the molecule in its ground state define a reactant channel and an asymptotic density operator for the initial system is given by
where ͉j , ͘ are product states of an electron in an energy level of the left electrode, ͉j͘, and the nuclei in a vibrational eigenstate of H N , ͉͘. The electronic states are populated with probabilities P j , and ͑t͒ is the nuclear density matrix for the ground electronic state of the molecule. Thus, our reactant channel places no restrictions on the incoming distribution in the nuclear subspace, but does restrict the electrons to populations of the electrode. The connection between this work and previous studies involving rapidly thermalized vibrations is obtained by replacing the general density operator ͑t͒ with a Boltzmann distribution across the nuclear states.
The system we envision consists of a molecule attached to two electrodes with a bias voltage applied across the junction, and therefore the role of the electric field in effecting the quantities of Eqs. ͑3͒ and ͑1͒ requires some attention. The first consideration is the effect of the bias voltage on the electronic structure of the molecule. While it is known that at high bias voltages the electric field can significantly distort the charge density on the molecule, 71, 72 at the low voltage range of relevance to molecular conduction studies, voltage induced modifications of the molecule are negligible. Although the structure of the molecular moiety is preserved under small variations in bias voltage, our formalism does allow for shifting of the resonance state in energy as a result of interaction with the electric field. In addition to the influence of the field on the electronic structure of the molecular region, account of the potential drop across the junction is necessary to properly describe the current. This is accomplished within the Landauer theory by the inclusion of Fermi functions for the electronic distribution in each lead, which depend on the chemical potential of the contacts. As the bias voltage is varied, a "Fermi window" is created which spans the energies between the Fermi levels of the two electrodes and allows for electron tunneling across the junction. In what follows we will replace P j with a Fermi function, which depends implicitly on the bias voltage V b and motivates charge transport.
The product channels are defined based on the identity of the final electrode into which the electron scatters. If the final asymptotic state is an unoccupied level of the right electrode, charge transmission has occurred and the projector onto the product channel is defined as
Likewise we define a projector onto the one-electron states ͉jЈ͘ of the left electrode, which describes backreflection of charge as
If ͉jЈ͘ is an initially unoccupied level in the left contact, then such a reflection corresponds to the promotion of an electron and creation of an excited electron-hole pair. This electronic excitation must come at the cost of energy from the molecular DOF, and therefore this product channel describes relaxation of the molecular vibrations as a result of electron-hole pair formation. Such processes are well known for adsorbates on metal surfaces [73] [74] [75] [76] and have been treated within a perturbative approach in a previous publication. 22 The formal connection between nuclear excitation and electron-hole pair relaxation in the context of molecular junctions has been elucidated previously 77, 78 and relies on the simple observation that if the scattering electrons can deposit energy, they must also be able to remove energy with some finite probability. Taken together, the projectors P R and P L , along with the resonance state projector, span the electronic subspace, i.e., P R + P L + Q = I e , where I e denotes the identity operator in the electronic subspace and Q projects onto the resonance state.
In studies of gas phase molecular collisions, Levine and co-workers 79, 80 have discussed a framework for calculating the rate of product formation from an incoming density operator, such as Eq. ͑3͒. Application of the Møller operator maps the asymptotically defined density matrix into the fully interacting density operator in a manner entirely analogous to the mapping of asymptotic states into complete scattering states of the Schrödinger equation. The complete scattering density matrix W S ͑t͒ is given by
where ⍀ are the Møller wave operators, defined to generate a state of H with the continuous energy E from an initial state of a zero order Hamiltonian of the same energy, 80, 81 ͉j,
and f L ͑⑀ j ͒ is the Fermi function for the left electrode,
T being the electrode temperature, k B Boltzmann's constant, and E F L the Fermi energy level of the left electrode, as determined by the bias voltage. In terms of the Liouville equation for W S ͑t͒, the rate of change of the expectation value of a general operator, A, associated with the scattering system is given by the generalized Heisenberg equation,
We are interested in the dynamics in the nuclear subsystem and therefore seek an operator A that traces out the electronic degrees of freedom. Our choice of operator must also take into account scattering between both electrodes and within each electrode in order to capture the complete electronic dynamics. A summation over the product channels, P L and P R , suggests the form
where ͉l͘ is a general continuum state of either the left or the right electrode and ͉␣͘ , ͉␤͘ are nuclear eigenstates of H N . The expectation value for this operator yields the total scattering density matrix projected onto electronic populations of the continuum states and therefore has the physical interpretation of a matrix element of the reduced nuclear density matrix for the molecule in its ground state, i.e., ͗P ␣␤ ͑t͒͘ = ␣␤ ͑t͒. Using Eq. ͑9͒, we have for the rate of change of the nuclear density matrix as a result of electron transport from the left lead to either electrode,
where Tr nuc ͕ ͖ is a trace over the nuclear subspace and the rate of change of the nuclear density matrix has been normalized with respect to the incoming population of the nuclear subsystem. It is useful to partition the total Hamiltonian as H = H 0 + V ͓see Eq. ͑1͔͒, whereby
It is readily seen that the first two terms on the right hand side correspond to the coherent evolution of the nuclear subsystem in the absence of electron interactions, whereas the third and fourth terms incorporate the charge scattering dynamics. Using the Schrödinger equation corresponding to H 0 , we have
where ␣␤ = ⑀ ␣ − ⑀ ␤ , and the summation over l includes electronic states of both electrodes. Thus the first term in Eqs. ͑12͒ and ͑13͒ matches the standard result for the representation of the free evolution Liouville equation.
Up to this point we have withheld specifics of the nature of the electrode states. In principle, the states ͉j͘, ͉k͘, and likewise the summation indices j , k include the spin index. Since, however, the operators discussed are independent of the spin, we follow the standard practice of replacing the sum over the spin indices by multiplication by a factor of 2. The indices j , k, etc., thus label only the electronic part of the wave function and the spin indices are dropped.
Using our expression for the complete scattering density operator in terms of the asymptotic states, Eq. ͑6͒, the evolution of the nuclear subsystem is given by
where T is the transition operator defined over the complete electronic plus nuclear space. The dynamics of the charge scattering event are given as products of matrix elements of the transition and Møller operators that connect the same initial and final electrode states. Thus the electronic subspace is described only by population transfers, but the nuclear dynamics are more complicated since changes in the density matrix can be connected to both coherences ͑off-diagonal terms͒ and populations ͑diagonal terms͒. It is important to point out that Eq. ͑15͒ only depends on the present time and excludes history effects. Thus our result is Markovian with respect to the electron bath dynamics despite the fact that such an approximation was not made explicitly in our development. The implicit inclusion of the bath relaxation time arises from the assumption in Eq. ͑3͒ that the electron distribution is maintained at all times. Not only does this assumption provides locality in time for the propagation of the reduced density matrix, but it also connects the trace over the bath DOF for the asymptotic entity W S 0 ͑t͒ with the same trace for the fully interacting operator, W S ͑t͒. Each electron that scatters off the molecule originates from a thermal distribution and the electronic subsystem is rapidly reset to thermal populations between charge transmission events, providing the link between the asymptotic and interacting density matrices from each collision process.
It is anticipated that the implicit Markov approximation for the Fermionic bath will be accurate for the system under consideration where the time scales for electronic relaxation are well separated from the vibronic dynamics. The processes of electron-electron scattering and electron-phonon scattering in the contacts contribute to electronic relaxation and decoherence on the timescale of tens to hundreds of femtoseconds, 82 whereas the rates obtained for currentinduced processes occur on picosecond time scale. 11, 19 This separation of time scales argues against the necessity to include the effects of memory ͑although it does become a concern with the addition of rapidly varying time dependent fields 83, 84 ͒. The matrix elements of Eq. ͑15͒ are solved within the method of operator partitioning 80 to give
where QG͑E + ͒Q is the Green operator for the resonance state,
is the projection onto the continuum states introduced in Eqs. ͑4͒ and ͑5͒, and the third term of Eq. ͑17͒, known in the molecular electronics literature as the selfenergy, ⌺ r , expresses the interaction between the resonance state and the electronic continua. Recall that P is written as the sum of projections onto two noninteracting continua. This results in additive contributions from the two electrodes to the total self-energy,
with ⌬ r R + ⌬ r L producing an energy shift to the resonance state and the imaginary part, ⌫ r R + ⌫ r L giving rise to a finite resonance lifetime. The resulting form of Green's operator evaluated in the electronic subspace is thus
It is important to note that this discussion of Green's operator has only considered the electronic subspace, and therefore G r ͑E + ͒ is still an operator in the nuclear coordinates. Following the gas phase work of Refs. 63 and 64, the self-energy will be taken to be a function of nuclear coordinate, rather than an operator and subsequently the wide-band limit will be invoked, within which its real and imaginary components are assumed independent of energy.
With the results of Eq. ͑16͒ incorporated in Eq. ͑15͒, the equation of motion of the nuclear density assumes the form
Following some additional algebra, the final expression for the rate of change of the ground nuclear density matrix as a result of continuum-continuum scattering of the electrons is given by
where we have followed the standard practice of introducing the Fermi function corresponding to the final electrode in the ͑1− f R/L ͑⑀͒͒ form 85 to account for the Pauli exclusion principle for the scattering electrons. It is important to stress that our inclusion of the Fermi distributions of the initial contacts is rigorously derived and therefore allows us to properly account for temperature and the presence of a current, whereas the Fermi function of the final electrode in the above expressions is a modification informed by physical reality. The insertion of this term is necessary in order to guarantee that our formalism properly accounts for the distributions in both leads, but has recently come under criticism for its ad hoc nature. 36 We note that quantitative disagreement has been observed between this approach and self-consistent methods, but emphasize that, since our goal is to develop a formalism to understand much more general basic physics, this method is reasonable. The connection between the f R/L ͑⑀͒͑1 − f R/L ͑⑀͒͒ scattering form and other approaches provides an intriguing avenue for future research.
Our result, Eq. ͑21͒, for the evolution of the nuclear density is consistent with prior presentations of the scattering theory of density matrices 86, 87 and accomplishes our goal of going beyond the common semiclassical master equation approaches to rigorously treat current-induced dynamics and heating in molecular-scale electronics. Equation ͑21͒ retains all of the quantum dynamics in the nuclear subspace, allowing for both population and coherence transfers between vibrational levels and exchanges of population with coherences. This is readily observed from the fact that the nuclear density matrix elements appearing on both sides of the equation carry no restrictions on their indices and therefore allow for any element of the density matrix to effect the rate of change of any other element. ͑In semiclassical master equations, coupling is limited to transfer from one population to another and off-diagonal contributions are neglected.͒ Avoidance of a secular-type approximation by including coherence effects has also recently been achieved within the electronic subspace and these efforts provide a fascinating extension to studying transient vibronic dynamics. 61 Whereas the first term in Eq. ͑21͒ accounts for free evolution, the second and third terms describe backscattering of charge into its original state, and the subsequent terms account for excitation within the left electrode or charge transfer to the right contact. For transitions between vibrational populations, i.e., for ␣ = ␤ and for = , the limits pertaining to in the fourth and fifth terms collapse to delta functions, which ensures the conservation of energy for population transfer and establishes the connection to semiclassical master equations, as discussed below. This transfer of probability is characterized by a rate and has an intuitive form. The dynamics of the coherence terms is much less transparent and involves transition matrix elements that are, in general, off the energy shell. The product form in the final two terms in Eq. ͑21͒ arises from the mechanics of density matrices and the action of the Møller operators. In order to connect the coherence term to ␣␤ , a scattering event has to occur, which connects the states and ␣ and likewise for the second pair of indices. Therefore, we obtain an expression describing a product of both events occurring for a given pair of electronic states. It is important to note that this is a change in the nuclear subspace brought on by a single electron scattering event and not a two electron process.
Our discussion up to this point has focused on electrons incoming from only the left lead, useful when the bias voltage and electrode materials combine to single out a unique direction in space. The generalization to the case of comparable driving forces in both directions is given as
where the Fermi function for the right electrode has been introduced, f R ͑⑀ k ͒, and the new terms parallel the left contact expressions from Eq. ͑21͒, namely, free evolution, backscattering into the original state, excitation within the right electrode, and transfer from the right to the left electrode. As shown in Sec. II B, Eq. ͑22͒ reduces in specific limits to several well-known and often applied methods.
B. Connection to semiclassical master equations
Within the formalism developed above, both the evolution of population terms, the diagonal elements of the density matrix, and that of the coherence terms, the off-diagonal elements, have important roles. A commonly used approximation in the study of dissipative processes, 52 however, restricts attention to the population transfer terms and neglects the role of coherences in describing the evolution of diagonal elements. This so-called secular approximation is expected to be successful for strongly anharmonic systems and yields a simple, intuitive model for the evolution of the vibrational populations. Adopting this approximation to Eq. ͑22͒, the limits in the last four terms are reduced to delta functions, and we obtain
The four terms in the second square bracket have the same form as the rate of resonance scattering in molecular junctions derived previously 19 and correspond to the four combinations of inelastic charge scattering between the two electrodes accompanied by vibrational excitation and relaxation.
The second and third of these terms describe backreflection into the parent continuum, whereas the first and last describe charge transport. Making use of the optical theorem in the first four terms of Eq. ͑23͒, we obtain the form
where w →␣ L→R is the rate of electron transfer from the left to the right electrode accompanied by excitation from the nuclear state ͉͘ to ͉␣͘ and similarly for w →␣ L→L , w →␣ R→L , etc. Equation ͑24͒ is known in the literature as the "gain-loss" form or Pauli master equation and describes the rate of change of population in state ͉␣͘ as the competition between the rate of scattering into the vibrational state ͉␣͘ from the other states ͉͘ and the reverse process. Several authors have used similar master equations as the starting point for calculations along with determination of the rates from the electron-vibrational coupling. 35, 49, 54, 55, [57] [58] [59] [60] While Eqs. ͑23͒ and ͑24͒ contain interesting physics, we will see in Sec. III that Eq. ͑22͒, our complete result, exhibits much richer dynamics with formal and numerical consequences.
C. Connection to the Landauer limit
The Landauer expression is a fundamental result for the elastic current through a molecular junction and has been used as the basis for much of the ongoing work on molecular electronics. 88 Given how formative this result has been to previous research, it is important to illustrate that our, more general, formalism reduces to the Landauer result in the appropriate limit. Returning to Eq. ͑9͒, we focus attention on the observable current, which can be expressed ͑up to a constant e͒ as the rate of change of electrons populating the left electrode. In this case the operator of relevance should trace over the nuclear DOF as well as sum over all the possible electronic states of the left electrode,
where N L indicates the number of electrons in the left electrode. The quantity ͑d / dt͒͗N L ͘ represents the total rate of change of electron occupying the left electrode, and therefore is the sum of current flowing out of and in to that electrode. It is important to point out that this expression for the net current flow is in principle time dependent since the density matrix elements in the nuclear subspace are allowed to evolve in time to form a new steady state. Proceeding as before with a definition of the asymptotic density matrix including electrons from both electrodes, we have for the current
where I refers to the current flowing through the system and is not to be confused with the identity operator. The Landauer expression assumes that only elastic scattering channels are available to the electrons entering the molecular region of the junction and therefore corresponds to a limit where there is no interaction between the current and the vibrational DOF. Assuming purely elastic scattering, we take the matrix elements of Eq. ͑26͒ to be independent of nuclear coordinate, whereby the electronic dynamics can be separated from the nuclear density matrix as where the transition and Møller operators are understood to be defined exclusively in the electronic subspace. The summation over ͉␣͘ corresponds to a trace over the nuclear density matrix that cancels out to yield a time-independent expression. Invoking the definition of the Møller operator followed by some additional algebra, we have for the current
The Landauer equation is readily obtained by applying the optical theorem,
D. Account of phonon-induced dissipation
While the role of electron-hole pairs in relaxing the phase and energy of the vibrations has already been addressed in Eq. ͑22͒, the interaction between the nuclei of the molecule and the phonons of the electrodes has not yet been discussed. The role of phonon-induced relaxation is particularly relevant for consideration of adsorbates on semiconductor surfaces, where the band gap prevents substantial electronic excitation. As we will see, however, the phonon mechanism for relaxation can also be important for metal surfaces when the molecular vibration is below the Debye frequency of the substrate. In the context of current-induced dynamics, the center-of-mass motion of the molecule often plays a crucial role in the subsequent dynamics and the relaxation of this mode has been stressed in our previous work. Here we only briefly review the basic principles for the rate calculations. The interested reader is referred to Ref. 22 , for details.
The vibration of the molecule against the surface is modeled with a Morse potential, which allows for onedimensional displacement of the surface atom positioned below the adsorbate. By expanding this one-dimensional motion in terms of the phonon modes of the solid, a rate for the relaxation of the molecule can be obtained. The resulting expression is not restricted to a linear approximation and therefore allows for multiphonon processes. The necessary ingredients are the Morse potential parameters and the spectral phonon density of the substrate. Two models were previously explored for the latter quantity, the Debye model and results from a continued-fraction numerical technique. The Debye model was found successful in recovering estimates in agreement with experiment and will be used in the present work to describe the density of modes in the phonon bath.
Within the Bloch approximation of the bath of phonon modes, Eqs. ͑22͒ and ͑24͒ are modified by the addition of a dissipative term to the populations, which is responsible for population relaxation,
͑30͒
The evolution of the coherence terms is damped by addition of a decoherence term in the form
III. RESULTS
A. Model system and computational methodology
Molecular junctions comprised of fullerenes have drawn both theoretical 19, [89] [90] [91] [92] [93] [94] [95] [96] and experimental [97] [98] [99] [100] [101] interest for use in electronic devices and provide a relevant model system for the methods presented in Sec. II. Individual C 60 molecules have been studied between gold electrodes, where the I-V characteristics suggest excitation of the fullerene center-ofmass motion. 97 A qualitative description of the observed vibrational excitation relies on the resonance tunneling picture given by Eq. ͑1͒. 19 As electrons scatter from the fullerene, they can localize on the molecule, producing an additional force on the nuclei via Coulomb interaction with the image charge in the electrode. This image attraction draws the fullerene closer to the electrode surface, thus shifting the center-of-mass coordinate toward a smaller equilibrium position. As the system evolves in the charged state toward the displaced minimum, the wave function undergoes decay back to the neutral state and, after sufficient time ͑long with respect to the resonance lifetime͒, the nuclear wave packet has fully relaxed to the original potential energy surface. Upon relaxation of the resonance state, the molecular moiety is internally excited, and terahertz oscillations in the centerof-mass coordinate ensue. It has been proposed that the vibrational motion induced in the C 60 junction by the tunneling current could provide a means of engineering a currentdriven molecular machine, generating ac fields at the nanoscale. 102 In previous work, we developed a method for describing the coupled, simultaneous nuclear, and electronic degrees of freedom in molecular junctions and applied it to the Au-C 60 -Au junction based on ab initio wave packet propagation in the nuclear subspace and density functional theory coupled with NEGF calculations for the electronic dynamics. 19 Having served as a model for its interesting transport and electromechanical properties, the Au-C 60 -Au junction exhibits also interesting dissipative dynamics and will be applied in what follows as a model system. A diagram of the considered system is depicted in Fig. 1 . The assumption of a Born-Oppenheimer-type separation between the nuclear and electronic degrees of freedom allows for the description of the charge scattering process in terms of nuclear dynamics on coupled potential energy curves for the ionic and neutral states. The resonance state parameters, i.e., the lifetime and position in energy, are incorporated in the non-Hermitian Hamiltonian of Eq. ͑17͒. The interaction between the C 60 and the gold electrodes is described by simple Morse potential energy curves in both the charged and neutral states with a well depth of 1.0 eV and a vibrational frequency of 26.6 cm −1 , in agreement with experiment 97 and consistent with previous calculations. 19 In order to calculate the transition matrix elements required in Eqs. ͑24͒ and ͑22͒, the vibrational eigenfunctions of the ground state are first computed within a discrete variable representation 103 and then propagated under the effective Hamiltonian for the resonance ͓see Eqs. ͑17͒ and ͑22͔͒ via the split operator technique with a time step of 0.1 fs. In order to account for the image charge interaction in the resonance state, the equilibrium of the charged state potential is shifted by 16 p.m. with respect to the ground state equilibrium.
The projected densities of states ͑PDOSs͒ calculated within a NEGF approach provide the resonance state lifetime and position within the assumption that the resonances are energetically isolated from each other and well separated from the band edges of the gold. Thus, our results are currently restricted to the wide-band limit and we will focus on a single isolated resonance in this work, as suggested by Eq. ͑1͒. For the system of interest, the PDOS for the resonance state possess a clearly Lorentzian lineshape, 102 illustrating that these limits are valid. The self-energies are obtained by nonlinear fitting to the peak of the PDOS and their dependence on nuclear coordinate, and bias voltage is obtained by varying the C 60 position and the bias voltages in the PDOS calculation. With this electronic information and our model for the nuclear dynamics, we have developed a method for obtaining rates and transition matrix elements, which is discussed extensively in Ref. 19 .
B. Rate processes
We begin our discussion of the vibrational dynamics of the C 60 junction shown in Fig. 1 under steady state current, by considering the individual rate processes in the junction that are relevant to nuclear excitation and relaxation. These mechanisms can be divided into two classes, those accompanying electron scattering and those resulting from interaction between the molecular vibrations and the phonons of the electrodes. Figure 2 shows the results for both types of processes as discussed in Secs. II A and II D, for transitions between neighboring vibrational eigenstates of the neutral surface. Focusing first on the electronic mechanisms for nuclear excitation, it is important to point out what distinguishes the rates accompanying the current transmission and those resulting from electron-hole generation within an electrode. In the former case the rate depends on the electronic coupling between the molecule and both the left and right contacts, while in the latter case only the coupling with the target electrode is necessary. As we will see, this distinction becomes very important in explaining the relative magnitudes for these processes when the coupling terms are strongly asymmetric.
In previous work it was noted that for electrode gap sizes exceeding 12.39 Å, the equilibrium configuration of the junction corresponds to a shorter distance and a stronger binding of the fullerene to one electrode, which, in turn, creates an asymmetry in the electronic coupling between the continua of the two electrodes and the molecular resonance. 95, 102 Without loss of generality, we will assume throughout our discussion that the C 60 attaches more strongly to the left electrode. In this situation, the coupling to the left continuum, V jr in Eq. ͑1͒, exceeds that to the right continuum, V kr . Indeed the asymmetry in magnitude is substantial, as revealed by comparing the partial widths, ⌫ R and ⌫ L of Eq. ͑18͒, for the right and left electrodes, respectively. With an interelectrode distance of 13.98 Å, the left electrode gives a contribution that is two orders of magnitude larger than the right one, implying that the interaction with the right continuum is negligible. Such asymmetry is reminiscent of scenarios encountered in scanning tunneling microscopy ͑STM͒ experiments, where the resonance states have been described as stationary with respect to the substrate band structure, but are allowed to slide up and down in energy with respect to the tip Fermi energy level under the appropriate bias voltage conditions. The underlying assumption in this picture is that the voltage drop across the molecular junction occurs entirely between the molecule and the STM tip, and in the same spirit we will assume the voltage in our model junction also drops exclusively between the molecule and the right electrode. When the bias voltage is sufficiently low, equal to or less than 0.08 V, the continuum states in the contacts are not populated at sufficient energies to access the resonance and the magnitudes of the rates for charge scattering strictly rely upon the strength of electronic coupling. Examination of Fig.  2 shows that the asymmetry in electrode coupling discussed above matches the relative speeds for each electronic mechanism involved. Given the dominance of interaction with the left electrode, electron-hole pair generation, which relies exclusively on this interaction, is the fastest means of energy exchange with the nuclei of the fullerene. The second fastest is energy transfer related to current transmission, which depends on both the left electrode and the weaker right electrode coupling and the slowest process involves electronhole pair generation in the right contact, which depends exclusively on its weak interaction with the resonance state. Since electron-hole pair induced relaxation dominates the exchange of energy with the nuclei at low bias, any excitation imparted to the molecule by individually scattered electrons is rapidly quenched. Thus, this limit does not allow for cumulative excitation of the vibration over time by successive scattering events. Since each charge scattering event is independent of the others, this limit relates to our previous work within the Schrödinger picture. 19, 89 Whereas the interpretation of the relative magnitudes for each process is straightforward at low bias, understanding the behavior of the mechanisms as one ascends the ladder of vibrational states to higher energies is more complex. An interplay of the Fermi statistics, the energetic alignment with the resonance state, and the coordinate dependence of the electronic couplings results in the appearance of extrema and shoulders in the curves of Fig. 2 . Both of the electronic processes that depend on the right electrode resonance interaction increase in speed with increasing vibrational energy, but the electron-hole pair generation in the left lead exhibits a clear maximum at = 43 followed by a decline. This maximum roughly corresponds to the threshold at which the total energy of the system, incoming electron energy plus the vibrational energy, is aligned with the ground vibrational level in the resonance state. The energetic alignment with the resonance produces a spike in transition probability; at higher energies poor matching of the spectrum of the vibrational levels of the charged state combine with the decreasing Frank-Condon factors to result in less favorable transitions and hence the drop off in rate. An additional consideration is that the electron-hole generation in Fig. 2 only allows for scattering when the electron can exchange one quantum of energy with the molecular vibration, about 3.25 meV. Therefore, only a small band of electrons below the Fermi level of the left electrode can participate and the probability of the electronic energy to align to the spectrum of the resonance state is smaller. These arguments explain the behavior of the rate processes at the left contact, interestingly, however, one observes an increase in rate for processes involving the right electrode. A shoulder is seen in both curves at a bias of 0.04 V around = 23, which has the same origin as the maximum observed for the left contact process. The shift in the location of the feature to lower energy arises from the higher energy of the incoming electrons from the right electrode caused by the higher voltage in the right contact. The rapid increase in the rate for electron-hole pair generation in the right lead with increasing vibrational energy is strictly a result of the coordinate dependence of the electronic coupling. The right electrode coupling increases in strength as the molecule moves away from the electrode surface. Therefore, for higher vibrational states, where the nuclear density increases away from the electrode surface, scattering becomes more favorable to processes dependent on the coupling to the right electrode.
Having discussed the low voltage rates in some detail, we now return to the qualitative dynamical picture at higher bias voltages. Increasing the bias by a factor of 5 to 0.20 V has a dramatic effect on the rate for current-induced processes, showing the same sensitivity to bias voltage that was observed in previous studies. 19 At bias voltages greater than or equal to 0.16 V, electronic levels are populated in the right contact that can fully access the resonance and the rates increase by five orders of magnitude. The much smaller increase seen for the right contact electron-hole pair excitation is attributed to the much smaller portion of the resonance that the electrons are able to access given that they only receive 3.25 meV from the molecular vibrations whereas the resonance has a full width at half maximum of 9.55 meV at the equilibrium position. At higher bias voltage, the relative magnitudes of the rate processes are reversed from the low bias results, and the rate of nuclear excitation exceeds that of relaxation to the electron-hole pairs in either electrode. Each electron that scatters off the molecule can now deposit energy cumulatively, such that vibrational heating is possible.
Up to this stage coupling to the phonons in the electrodes has been neglected, but this channel for energy relaxation is very important to our model system, as evidenced by the black solid line in Fig. 2 . In general, it is expected that electron-hole pair generation dominates adsorbate vibrational relaxation at metal surfaces, 104 however, in this instance energy exchange with the electrode phonons is four orders of magnitude faster than the electron-hole mechanism. This surprising result arises from the low frequency of the center-ofmass vibration. The phonon band edge of gold in the bulk is 742 cm −1 , 105 allowing for efficient single phonon relaxation of the molecular vibration. Taken together with the rates for charge scattering accompanying nuclear energy transfer, these results suggest that even at high bias voltages the system will not achieve a substantial amount of nonequilibrium excitation in the vibrational subspace. The atypical strength of the coupling between the phonons and the center-of-mass vibration questions the validity of both the Markov approximation and the exclusion of system-bath interaction terms of higher order for this system. Although similar studies for low frequency vibrational modes relaxing on metal surfaces have demonstrated the reliability of the Markov treatment at steady state, 106 formulations that go beyond these approximations are formally interesting and will be the topic of future work.
C. Current-induced dynamics
Within the secular approximation, the evolution of the vibrational density matrix is dictated exclusively by the rates for inducing transitions between vibrational levels, as discussed in Sec. II B. A fourth order Runge-Kutta propagator is used to integrate Eq. ͑24͒ and the resulting population dynamics for zero temperature are shown in Fig. 3 in the absence of electrode phonon interaction. At V b = 0.20 V, the population dynamics agree qualitatively with our expectation of vibrational heating where population is continually driven from the ground state to the excited vibrational levels as the current flows through the junction. The anharmonicity of the potential results in nonzero values for the expectation value of the center-of-mass coordinate, ͗Z͘, meaning that as the population is transferred to these higher energy vibrational states, ͗Z͑t͒͘ increases, see Fig. 4 . Decreasing the bias voltage has the effect of reducing the rate of nuclear excitation since less of the energetic width of the resonance energy can be accessed. As the bias is further decreased toward zero, the rates of excitation fall below the relaxation rates and no cumulative vibrational heating of the junction occurs. At such low bias voltages, ͗Z͘ does not vary in time, remaining at the equilibrium value of the ground vibrational state. It is important to note that the time variation in the populations allows for time dependence in the current as well since the rate of charge transmission depends on the nuclear coordinates through the self-energy. This problem provides another interesting avenue for future research within the formalism developed above.
Once phonon-induced relaxation is included, the excitation induced by the current is rapidly restrained. Over a period of picoseconds, the populations of the vibrational states are rearranged until the probability of transfer into each state is balanced by the transfer out of it to the other vibrational levels. After 4 ps a steady state is established and the populations cease to change in time, see Fig. 5 . The extent of excitation achieved is clearly well below that attained at the absence of dissipative mechanisms, and the final vibrational distribution does not deviate greatly from the initial state of the system. The slight increase in vibrational energy that does occur is accompanied by a small change in the centerof-mass coordinate shown in Fig. 6 . The size of the devia- Thus, within the simple kinetic equation approach, the results of propagation of the density matrix agree with our qualitative expectations from examining the rates at the two extremes: when excitation processes are dominant ͑Figs. 3 and 4͒ energy accumulates in the vibrational system and when relaxation processes are much faster ͑Figs. 5 and 6͒ the nuclear excitation is substantially suppressed. As discussed in Sec. II B, the semiclassical approach of Eq. ͑24͒ restricts the vibrational dynamics to transitions among the populations of the system. This approximation, referred to as the secular approximation, 52 neglects the effects of the interaction between the populations and coherences of the density operator. The validity of the, often used, secular approximation is system dependent ͑specifically, it depends on frequency mismatching among the energy components͒. In general, it is expected to be reliable for strongly anharmonic spectra. In the example at hand, as a result of the large mass of the fullerene, the vibrational manifold is dense and hence the energy regime probed is nearly harmonic. Therefore, it is important to consider the evolution of the vibrational system allowing for all of the coherence dynamics excluded by Eq. ͑24͒ in our example molecular machine. Propagating the density matrix according to Eq. ͑22͒ requires more effort than the kinetic approach since we must now include transition matrix elements off the energy shell as well as the principal values generated by the limits in Eq. ͑22͒. Our approach to calculating the transition matrix elements has already been detailed and our treatment of the principal value calculations uses straightforward numerical integration methods. The resulting evolution of the diagonal terms of the density matrix in time is shown in Fig. 7 and demonstrates an interesting result with significant more general consequences: the inclusion of nonsecular effects greatly impacts the calculated nuclear dynamics in molecular junctions driven by current. While the probability rearrangements in the ground and excited vibrational states follows faithfully the semiclassical result, there is now an additional oscillation which is superimposed on the dynamics and has the same frequency as the vibration of the center-of-mass mode for the fullerene against the electrode. The extrema in the ground and excited states population evolutions are phase shifted by half a wavelength with respect to one another, illustrating the oscillation of populations between the ground and excited vibrational levels.
Calculation of ͗Z͑t͒͘ probes both the coherence dynamics and the populations and provides additional evidence for the importance of including the full density matrix in the description of nuclear excitation induced by current transmission. Starting with the low bias voltage results in Fig. 8 , one now sees oscillations in the center-of-mass position, which are similar to the motion observed in previous work on dynamics initiated by a single electron tunneling event. 19 This agreement is not coincidental, as we argued in Sec. III B that at low bias voltage, when the rate of relaxation exceeds that of the current-induced excitation, the dynamics should resemble those from single electrons and not contain cumulative heating. The center-of-mass fluctuates around Ϫ0.01 Å, whereas the total displacement between the charged and neutral state curves is 0.16 Å. This evidences how rapidly the resonance state is quenched, 70 fs lifetime, compared to the time scale of the vibrational motion, 1.2 ps period. Thus, only a tenth of the displacement distance is traveled on the average during the evolution in the charged state. As the bias voltage is increased, the oscillation amplitude increases and a shift of the baseline around which the oscillations occur is observed. The shift of the baseline occurs as a result of population excitation, as demonstrated by the comparison of the master equation and nonsecular results at V b = 0.20 V. The same argument holds for the lower bias voltage of 0.04 V, where the baseline is constant at 0.01 Å. At the higher bias voltages, the extent of the dynamics is an order of magnitude larger than those found by the kinetic approach, illustrating that both the nature and the magnitude of vibrational dynamics can be incorrectly treated if the secular approximation is applied outside its range of validity.
We conclude this section by presenting the results of incorporating the full quantum dynamics of Eq. ͑22͒ with the phonon-induced relaxation rates of Sec. II D. The general features of Fig. 9 show the same rapid establishment of a steady state among the vibrational level populations as seen in the semiclassical treatment and the oscillations in probability die out after 6 ps. Nevertheless, the final vibrational distribution obtained with the nonsecular, or fully quantum dynamic, result differs from that obtained by propagating Eq. ͑24͒, indicating a slightly greater level of molecular excitation. This enhancement is due to availability of an additional means to increase the probabilities via generation and interaction with the coherence terms of the density matrix. The behavior of ͗Z͘, see Fig. 10 , shows that the much faster phonon relaxation process also washes out the molecular dynamics in the first 10 ps. Even though the rates for molecular excitation differ greatly between the low and high bias voltage cases, the strength of the phonon interaction is sufficient to minimize these differences and produce similar curves for all three bias voltages. Finally, we examine the role played by temperature in determining the vibrational dynamics. Temperature impacts the dynamics both through the initial distribution, which is taken to be Boltzmannian across the vibrational levels before the current is turned on, and through the rates for electron scattering and energy exchange with the electrode phonons. At zero temperature the phonon bath can only accept energy from the heated molecule, but as the temperature increases, the bath can deposit energy in the molecular vibrations as well as withdraw it. The ratio of phonon-induced relaxation to excitation is controlled by the principle of detailed balance, which likewise depends on temperature. By 50 K, the rate for energy deposition from the phonons of the electrode is equal in magnitude to the relaxation rate. Figure 11 demonstrates this switch over of the phonon-induced mechanisms as the temperature is increased from 0 to 50 K. As the temperature increases, the initial value of ͗Z͘ likewise increases, since the Boltzmann distribution spreads out over the vibrational levels. At 10 K the results do not differ much from the zero temperature limit, but by 25 K one can see the stronger phonon-induced excitation reflected in shortening of the oscillatory dynamics induced by the current, and by 50 K the system does not even execute a full period before a steady state is established by the phonon driven processes.
D. Conclusions
In this contribution we extended our previous work on current-induced dynamics in molecular junctions by developing and applying a dissipative formalism. The approach accounts for the current and resonance excitation, the deviation from equilibrium, and both the early electronic dissipation and the much slower vibronic population relaxation and phase decoherence due to phonons and electron-hole pair excitation within a uniform consistent framework. In addition to extending our approach to current-driven phenomena in junctions, the density matrix scattering formalism derived here provides a general means for going beyond the common master equation approach to describe energy transfer in molecular systems coupled to a bath. Our formalism reduces to the Landauer formula and to the master equation in two welldefined limits.
We have applied our method to the well-studied Au-C 60 the nonsecular quantum propagation with that following the master equation illustrates that the master equation approach is qualitatively correct in the absence and the presence of dissipative processes, it follows rather faithfully the average evolution ͑which does not depend on quantum coherence͒ displayed by the nonsecular approach. The nonsecular formulation, however, exhibits much richer dynamics that is traced to the quantum nature of the evolution and relies on proper inclusion of phase coherence, for which the master equation does not account. This work suggests a variety of avenues for future research. In the context of current-driven dynamics, nanochemistry induced by a STM is a problem of growing experimental interest where the dissipative effects of the substrate phonons and charge carriers have an important role. Particularly so, since the competition between currentinduced excitation and bath-induced dissipation determines whether an otherwise feasible reaction will take place. Beyond the specific problem of current-driven phenomena, the derived method could be applied to other dissipative systems and phenomena. Of specific interest are light-induced dynamics in dense media and collision-induced excitation or reaction.
