We prove an exponential upper bound for the number f (m, n) of all maximal triangulations of the m × n grid:
. From now on we will talk only about unimodular triangulations. Denote by f (P ) the number of (unimodular) triangulations of P and by f (n, m) the number of triangulations of P m,n . S. Yu. Orevkov's upper bound [1] is f (m, n) ≤ 4 3mn .
Theorem 1
The number f (P ) of maximal triangulations of a lattice polygon P is bounded by
where |E ′ | is the number of inner (non-boundary) edges in any unimodular triangulation of P .
In particular, the number of unimodular triangulations of the grid P m,n is bounded by
The Haystack Approach
Let P be a closed, not necessarily convex lattice polygon and int(P ) its interior. Define
, the possible midpoints of the inner edges of a lattice triangulation of P .
Lemma 2
In any unimodular triangulation of P there is a canonical bijection between the inner edges E ′ and their midpoints in M.
Proof: The injection from E ′ to M is clear. On the other hand all unimodular triangles are SL(2, Z)-equivalent to Z 2 -translates of conv{0, e 1 , e 2 }, so they don't contain interior points from M.
Notation: For a subcomplex S of a triangulation of P and r ∈ M, if there is an edge through r in S we denote it by e S (r). We use a lexicographic order on (
Definition 3 A haystack H (with respect to some r ∈ M) is a subcomplex of a triangulation of P , with an edge through r ′ ∈ M if and only if r ′ ≺ r.
Proof of Theorem 1:
The idea is to run through M lexicographically, and at each step to add an edge through r ∈ M. We will see that in each step there are at most two possibilities to put the new edge through r.
Figure 1: A haystack with respect to r.
We proceed by induction on the totally ordered set (M, ≺), thus proving that the number of haystacks with respect to some r ∈ M is ≤ 2 er where e r is the number of predecessors of r in M. Thus after the final step (that is, after processing the largest r in (M, ≺)) we have obtained that there are at most 2 |M | = 2 |E ′ | unimodular triangulations of P . Now for some r ∈ M consider a haystack H with respect to r. We want to add a "needle" to our haystack so that the resulting subcomplex will again be a haystack. So we consider the set A r of possible endpoints v of edges through r, with v ≺ r:
We want to prove that |A r | ≤ 2 for all r ∈ M.
We say that v is visible from r if the edge [v, r] crosses no other edge or integral point.
We now order A by the angles α(v) of rv with the x-axis turning counter-clockwise and starting by π, so that we have α i = α(v i ), α 1 < α 2 < · · · < α k . Indeed, we never have α i = α j , otherwise r, v i , v j would lie on a line, but then one of the two points v i , v j would not be visible from r, because both are ≺ r.
Observe that v 1 ∈ A r : v ≺ r for all v ∈ A, so a point v with a smaller angle to the x-axis than the first one in A r can't be in conv(A r ∪ {r}) ⊃ A.
We say that a triangle [v i , v i+1 , r] is empty if there is no edge through it and no ; so there are no integer points between the line (w 1 w 2 ) and the line (v 1 v 2 ). The edge e H (r ′ ) has nonempty intersection with these two lines (but doesn't cross [v 1 , w 1 ], since v 1 ∈ A r ). Our Theorem 1 and its proof clearly extend to a more general situation, namely the case of a not necessarily simply connected lattice polygon (which may have holes), possibly with additional, fixed inner edges.
We can define the capacities c m,n := log 2 f (m,n) mn ; see [2] . From sublinearity of f (m, n) it follows by Fekete's lemma [3, p. 85 In generating triangulations with the "haystack approach" as in the proof of Theorem 1, one will in many situations have |A r | = 1. So probably our upper bound c ∆ ≤ 3 for the limit capacity c ∆ is not sharp.
As for lower bounds, the recursion formulas for (n × 2)-and (n × 3)-strips, as given in [2] , together with submultiplicativity, show that c ∆ > 2.055.
