Time-Related Factor Analysis of Labor Turnover Data by Fry, Fred Laverne
TIME-RELATED FACTOR ANALYSIS 
OF LABOR TURNOVER DATA 
By 
FRED LAVERNE FRY 
// 
Bachelor of Science 
Oklahoma State University 
Stillwaters Oklahoma 
1966 
Master of Business Administration 
Oklahoma State University 
Stillwater s Oklahoma 
1970 
Submitted to the Faculty of the Graduate College 
of the Oklahoma State University 
in partial fulfillment of the requirements 
for the Degree of 
DOCTOR OF PHILOSOPHY' 
July, 1972 
-~ 
l?i1~D 
F 9'il.t t-
c»fJ1·· ~ 
TIME-RELATED FACTOR ANALYSIS 
OF LABOR TIJRNOVER DA TA 
Thesis Approved: 
Dean of the Graduate College 
; ; 
' I 
l 
I 
t 
OKLAHOMA 
STATE UNIVERSITY 
LIBRARY 
AUG l O 1973 
PREFACE 
This study is concerned with the use of factor analysis in the 
study of labor turnover data. The first af tw0 objectives of the 
study is to determine elements comprising the decision to leave a job 
voluntarily. The question of whether individuals react in an economi-
cally rational manner when changing jobs is considered. The secend 
goal of the study is to determine the utility of factor analysis to the 
study of labor turnover. A total.of 52 variables are subjected to 
factor analysis using the P, R, and T data slices. 
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CHAPTER I 
INTRODUCTION 
A. Nature of the Problem 
Labor turnover is an area of continued concern both for economists 
and for organizational analysts O To the theoretical economist, low 
turnover rates (worker mobility) may suggest inadequate or improper 
allocation of resources among firms. The erganizational analyst, 
whether academician or practicioner, is concerned since turnover 
retards production and may be an indicator of other dysfunctional 
processes within the organization. 
The theoretical economist may not support excessively high turn-
over, but he would prefer that turnover reflect the free operation of 
the labor market. These economists would seek to eliminate any immobi-
lizing elements such as unions, seniority, company fringe benefits, 
etc. that would serve to reduce the effectiveness of the forces of 
supply and demand. Opposed to this are the desires of those for whom 
the organization is the focal point. This group. is concerned with 
reducing turnover either through increasing inducements for individual 
participants or through controlling dysfunctional aspects of the work 
environment, Since all turnover is costly, the desired rate of volun-
tary turnover would be near zero. Perhaps midway between the two 
extremes are the manpower economists, whose primary concern is meeting 
manpower needs given the realized constraints imposed by firms and 
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ether institutions such as unions and government. Te this greup, lew 
turnever may require either retraining or the services ef ene of the 
manpewer agencies in erder te secure a new and suitable job. 
A censiderable ameunt of published research has been directed 
teward causes ef labor turnover. As far back as 1919, Sumner Slichter 
(30) published his work studying turnover ef factory labor. Reynalds 
and Shister (26) studied turnover as affected by jeb satisfaction. In 
an often-quoted study, Ross (27) assessed the existence of an "indus-
trial feudalism" designed ta reduce the mobility of workers through 
benefits, seniority, etc. More recently, other researchers have 
focused on turnover, particularly from an ecenomic viewpeint. 
The general question ef concern to. mast researchers is whether 
individuals react in an ecenomically rational manner when changing jabs 
rather than reacting te psychological stimuli eutside the domain ef the 
labor market. Stated differently, the task is te determine how clesely 
the individual rationality exhibited by warkers mirrers administrative 
er economic ratienality. Mast researchers timidly conclude that indi-
viduals, in general, de react in a rational manner, although this is 
nermally qualified as a rational manner frem the worker's viewpoint. 
. .• 
Rationality frem the warker's viewpeint need net be the same as ratien-
ality frem the economist's viewpoint. 
Research en labor turnover has yielded same relatienships which 
are unquestionable. It is generally accepted, far example, that velun-
tary turnover decreases with age and tenure, and that quits decrease as 
the economy contracts and increase as the ecenomy expands. Conflict-
• .. 
ing and/or inconclusive results arise, however, in regard to other 
variables included in turnover research. The effect ef wages on 
3 
turnover is unclear. The effect of unions on both voluntary and invol-
untary turnover has been questioned repeatedly with inconsistent re-
sults. Even layoffs, commonly thought to be inversely related to 
quits, were found in one study to be positively related. These results 
suggest that either published research has not uncovered all of the 
complexities surraunding labor tu.rnover or that the phenemenon is not 
stable over time. 
The methedology used in most of the published research may be a 
contributor to the incongruities in results. Almost all instances of 
turnover research haYe used multiple regression as the analytical tool. 
This method of analysis is beset with problems when considering a 
phenomenon as complex as the decision process underlying turnover. 
Part of the probl~m is the limited number of variables that may be 
included. If more than a few variables enter into a regression analy-
sis, problems of intefrcorrelation among supposedly independent vari-
ables are probable. If the number of variables is limited to truly 
independent variables, then the probability of omitting functional 
variables increases. Severn (29), for example, utilized a medel,-
including wages and unemployment to predict turnover. Yet, the 
effects of unions, job vacancies, layoff rates, and many other vari-
ables were omitted. 
Associated with the number of variables preblem is the variable/ 
case ratio that must be considered. A rule of thumb normally used by 
statisticians is ten cases for each variable included. Thus, an analy-
sis considering eight variables ,sho~ld have eighty cases. If an 
analysis were of the cross~industry type, this would require eighty 
industries while a time-series would require eighty time periods. 
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Aside from the specific methodological problems affecting all 
regression analyses are problems unique to those analyses including a 
time dimension. A researcher is faced with doing either a cross-
sectional analysis in which the time dimension is difficult to include, 
or doing a time-series analysis in which problems of auto-correlation 
must be dealt with. 
From the above it is noted that the usefulness of regression 
analysis is somewhat limited in studying a phenomenon such as labor 
turnover, which may be a function of several variables with the func-
tional relationship changing over time. There is a need then fer an 
analytical tool which can make use of time-related data, can include a 
large number of variables, and can unearth differences in relatienships 
over time. 
B. Purpose of the Study 
The purpose of this study is to utilize factor analysis to study 
labor turnover as it relates to selected variables ever time. Factor 
analysis is a multivariate analytical tool based upon the correlation 
matrix and thus related to regression analysis. The major difference 
is that factor analysis can consider the interrelationships between a 
large set of variables regardless of the interdependence among vari-
ables, whereas regression analysis attempts to predict the value of a 
dependent variable based upon a limited number of independent vari-
ables. 
The analysis is targeted toward two goals. First, elements 
entering into the decision process underlying turnover are determined. 
The results of previous studies are re-evaluated to determine if 
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relationships derived from a small set of variables hold when the vari-
ables are included in a larger data set. The interrelationships of 
variables affecting turnover are analyzed from a time-related viewpoint 
to determine if the turnover decision is based upon the same set of 
relationships throughout time. Of ~articular interest is the stability 
of relati"mships in periods af ecanomic growth compared to periods when 
the economy is vacillating. Although macro data is used, discussion 
· maintains a behavioral facus, Le., emphasis will be placed on indi-
vidual responses to information of a macro nature. 
The measure of v<:>luntary turnover used in this study, as well as 
in most studies reported, is the quit rate. Quits are terminations of 
employment initiated by employees, failure to report after being hired, 
and unauthorized absences, if on the last day of the month the person 
has been absent seven consecutive calendar days. 1 The quit rate is the 
number of quits per 100 employees in firms reporting to the Bureau of 
Labor Statistics. Labor turnover is considered since it is a topic of 
conu:non interest to both the economist and the organizational analyst, 
and as such reflects the author's interest and training in bath disci-
plines. 
The secand goal of the study is the demonstratian of factor analy-
sis to be a via~le tool for use in organizational analysis and econom-
ics. This method of analysis has been used in psychology for some 
time, although its use was limited in the pre-computer era due to the 
complex calculatians involved. The tool has received only recent 
lu. S. Department of Labor, Bureau of Labor Statistics, Employment 
~ Earnings, United States, 1909-1%7, Bulletin 1312-5 (1967), p. 847. 
application to the areas outside psychology, and very little use--has 
been made of it as a research to.ol in the ecanomics discipline. 
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The study attempts to demonstrate that factar analysis can be 
applied ta labor turnaver, one af the many tapic areas within economics 
or arganizational analysis. In particular, a purpase af the study is 
the determinatian of the feasibility of time-related factor analysis to 
satisfy the methodological vacuum that cannot be met by other methods. 
This goal will be approached by presenting results that confirm, clar-
ify, or extend the theary af labor turnover suggested by earlier· 
research. Once the utility of factor analysis is demanstrated in the 
labor turnover area, the tool may, then be utilized ta study other areas 
of organizations or many areas within economics. It would seem to be 
especially well suited for analysis of manpower programs, the deline-
ation of organization structure; and conceivably it could even be 
applicable to selected topics in macro ar micro ecanamics. 
The analytical focuses of the study are: 
(1) The analysis of labor turnover and ether economic variables 
as they interrelate over time, 
(2) The analysis of static and dynamic relationships among vari-
ables over time, 
(3) The comparison of cross-sectional analyses af variables in 
years of high and low levels of economic activity, and 
(4) The analysis of similarities among years as measured by the 
quit rate for several industries. 
C. Hypotheses 
The hypotheses to be examined in this study can be stated in terms 
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ef a general hypothesis and several more specific operatienal hypethe-
ses. In general, it is hypothesized that individuals react more ta 
opportunities to move than to incentives to move; and they will act in 
an economically rational manner only in periods of economic growth when 
many jobs are available. 
Six major operational hypotheses are tendered. These are: 
I. The relationship between the quit rate and the level of 
business activity will differ depending on the stability of the econ-
omy. 
Ia. During periods when the economy is predominantly 
rising (1960-1969) the quit rate will be directly 
related to the level of economic productivity. 
lb. During unstable years the quit rate will not be 
closely related to measures of productivity. 
II. Layoffs will load highly on the same factor as the quit 
rate, but with opposite sign. 
III. Gross weekly earnings, the range of wages throughout the 
manufacturing industry and ether industries, the Consumer Price Index, 
and the total employment level will be unrelated ta qu.it rates. 
IV. All classes of unempleyment will be negatively related ta 
turnover. 
V. Spendable average weekly earnings will be more closely 
related to quit rates than will gross weekly earnings. 
VI. The amount ef union work stoppages will be positively 
related to quits, while the percent of unionization will be negatively 
related. 
In addition to the major hypotheses, several less significant 
hypotheses are considered. For example, each af the data units ana-
lyzed enters the analysis with the hypothesis that it is in some way 
reiated to turnover. Once the factorization has been done, the factor 
loadings will give an indication of the actual relationship. Chapter 
III will discuss these hypothesized relatianships mere fully. 
The factor patterns develeped are used to examine the hypotheses. 
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It should be noted here that in some instances suppert for hypotheses 
is of a qualitative nature resulting from factar interpretations rather 
than a quantitative statistical test. This is a difference in the 
tasks set before factor analysis as opposed to regression analysis. In 
the latter type of analysis, statistical tests of significance may be 
made for each coefficient. Since the results of facter analysis are 
primarily descriptive in nature, statistical tests are nat made. 
D. Data and Methods 
Data for the initial analysis are 39 variables that are hypothe-
sized to influence labor turnover. These variables tall generally into 
three groups: labor market variables, ecanamic activity variables, and 
institutional/organizational variables. They are variables which may 
either affect the amount of turnover directly or may affect an individ-
ual's perception of the ease or desirability of changing jobs. In 
later stages of the study, incremental changes in many of the above 
variables are added to the analysis. 
The data are from secondary sources of an aggregate nature. 
Sources are publications of the Department of Labor's Bureau of Labor 
Statistics and the Department of Commerce's Office of Business Econom-
ics. The data consist of annual data from 1947 to 1970. 
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Variables are initially submitted to a P-analysis to determine 
relationships among variables over a 24-year time period. The devel-
oping factor patterns reflect groups of variables over time, some af 
which are turnover variables. Variables are added to the data set 
which measure annual incremental changes in key variables. These vari-
ables are also factor analyzed. A somewhat smaller set of static vari-
ables is selected from the initial P-analysis far a separate analysis. 
The logic behind this analysis is to compare an analysis af static 
variables to the dynamic analysis and to the original analysis. The 
latter comparison provides a measure of the invariant nature of the 
factors. 
Four R-analyses are made of cross-industry data. Each of these 
determines relationships among characteristics for a single year based 
upon the industries sampled. The four years analyzed are the reces-
sionary 1958, the expansion year, 1966, and the two years immediately 
following. the recession and expansion,. 1959 and 1967. The purpose of°" 
these is the determination of differences in the structure of relation-
ships for recession years, expansion years, and change years. 
Finally, measurements of the quit rate for the 24 years are factor 
analyzed for selected industries to determine groups of years which 
reflect similar quit rates for the industries. From this, one can 
determine if quit rates are the result of similar forces throughout 
time or if the quit rates vary in different ways in different time 
periods. 
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E. Limitations 
Three limitations are evident in the study, all relating to the 
data. The first is a total absence of aggregated intra-organizational 
data of a socio-psychological nature. Thus, while it is projected that 
items such as supervisor/subordinate ratio, psychological climate of 
the firm, or the amount of absenteeism do have an effect on turnover, 
no aggregate data are available for analysis. Data. in the study will 
thus be limited to economic data available in aggregate form. 
The second limitation is that some of the variables are available 
only at the "all economy" level and are not available at the industry 
level. Thus, one set of analyses which makes use of industry data is 
restricted to a smaller data set. 
In some analyses, the number of variables exceeds the number of 
cases. This is not cansidered to be a severe limitation for the pur-
poses here; yet, a firmer statistical base is obtained when cases 
exceed variables. Throughout the analysis, note will be made of this 
situation when it occurs. 
F. Organization of the Study 
The following chapter, the review of relevant literature, is 
broken into three parts. The first portion of the chapter is concerned 
with theoretical models developed in recent contributions to the lit-
erature. Emphasis is placed upon variables included, methodology used, 
and the empirical results. The second and third sections concern the 
theory and application of factor analysis, respectively. In these 
sections, the theory underlying the tool is developed, followed by 
applications of the tool to topics outside psychology. The discussion 
of applications demonstrates the utility ef the teal in previeus 
research. 
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The third chapter discusses the methodology and data used in the 
study. Emphasis is placed upon the specific analyses made and the 
justification for the inclusion-of each variable. Chapter IV discusses 
the results of the study, emphasizing the factor patterns and the logic 
underlying the patterns developed. Chapter V expands this discussion, 
focusing upon the hypetheses set forth above, the relationship among 
analyses, and general relationships among variables. The final chapter 
will then summarize the study with implicatiens for futµre research. 
CHAPTER II 
REVIEW OF THE LITERATURE 
In a study which has the dual goals of developing a content area 
and developing the use of a methodological tool, it is necessary to 
review the literature germane to both concepts. The first portion of 
this chapter will be concerned with recent studies which contribute to 
the theoretical modeling of the labor turnover process. The latter two 
portions will focus upon the theory and applications of factor analy-
sis. 
A. Theoretical Models Relating to Turnover 
A number of researchers have developed models which purport to 
explain the turnover phenomenon. This section will discuss these 
·model-s as well as inferences to turnover gleaned from researchers who 
treated turnover as a corollary to their research of related topics. 
A.l An Opportunity-Incentive Model 
. Professors John F. Burton and John E. Parker made two studies of 
voluntary labor mobility (22) (5). The first attacked the problem 
using time-series data from 1930 to 1966, while the latter study 
utilized cross-sectional data from the 1960 census. In both studies 
the authors suggested a model 
QR = f(I, O, P, X) (1) 
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where I is a set of variables which measure incentive to quit; 0 is a 
set of variables which measure the cyclical or short-run variations in 
opportunities to move; Pis a set of variables which measure factors 
that influence voluntary mobility which are subject to control by 
public policy; and Xis a set of variables which measure all other 
factors that influence the quit rate. They included variables such as 
inter-industry wage differentials, geographic differentials, and intra-
industry differentials as incentive variables. These were variables 
that would induce one to leave one job for a superior job. Opportunity 
variables included the unemployment rate and the accessions rate. The 
expected relationship is that accessions are positively related to 
turnover while unemployment is negatively related. 
The third set, P, reflects those variables which supposedly could 
be regulated by public control to alter the amount of mobility. The 
prime variable here is the extent of unionism, although the effect of 
employment services could also fall here. Theoretically, unions are 
restrictive in regard to mobility, although the effect desired by 
those who feel that the primary goal of mobility is the efficient 
allocation of resources would be that changes in unionism will not have 
an effect on mobility. If the P relationships are insignificant, then 
no public policy concern is warranted. 
The last type of variable is the X variable, which includes those 
that do not easily fall in one of the other classes. These variables 
may affect turnover but are not subject to public policy. Variables 
such as these¥ and age composition or skill mix of an industry's 
labor force fall here. The time-series analysis in the earlier study 
also included a time variable. The theoretical relationship here is 
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that if the coefficient for Tis negative, then after adjusting fer 
incentive and opportunity variables, quit rates are in fact decreasing. 
If Tis significant when all other variables are included, we have an 
indication that we have left some explanatory variable out of the 
analysis. 
The cross-section study, using several mere variablesthan did the 
early study, found the following variables to be significant: wage 
level (-), employment change (-), accessions rate (+), layoff rate(-), 
and unemployment rate(-). The signs in parenthesis indicate the 
direction of the relationship. These variables fell in the I and O 
category. A significant result is desirable in these variables since 
they suggest responsiveness to labor market conditions. Note that a 
negative relationship between the quit rate and layoff rate was indi-
cated, suggesting that as layoffs increase, quit rates will decrease. 
In the study by Stoikov and Raimon (33) to be considered next, a 
positive relationship was obtained. It should also be noted in passing 
that Burton and Parker obtained significant results for the houriy wage 
level but not for the annual earnings level. They suggested that part 
of the problem is that quit rates are determined monthly rather than 
annually. 
Some of their X variables were significant. The concentration 
ratio (-), the percent of the labor force that was male (-), and the 
percent that was white(-) were significant at the .01 level. Signifi-
cance in these variables is of little concern to those seeking to 
change the amount of turnover since demographic characteristics of the 
labor force cannot be easily altered. There were also several 
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variables which were not determined to be significant. Non-significant 
variables and their indicated direction will be listed in footnotes for 
each study, unless included in the text.1 
The time-series analysis, though aimed at determining the exist-
ence of a decreasing quit rate, found relationships between quit rates 
and unemployment (-), and accessions (+), similar to the cross-section-
al study, and also found significant results for the manufacturing/all 
economy wage differential in some but not all of their equations. The 
other variable they used was the intra-manufacturing wage dispersion 
which was insignificant. Neither the cross-sectional nor time-series 
studies found a significant coefficient for unionization when other 
variables were included in the analysis. 
Returning to their model 
QR = f(I, O, P, X) 
the two studies together concluded that incentives and opportunities to 
change jobs do influence mobility. Some unclassified variables of a 
demographic nature were found to influence the quit rate, Evidence 
would not support the hypothesis that unionization restricts mobility, 
nor that the quit rate has decreased in the post-war period. 
1For Burton and Parker's (5) cross-sectional analysis, these 
included: firm size (-),unionization(-), percent production w~rkers 
UJ, skill mix(+), percent in South(-), percent rural(+), wage 
change ( - ) , employment change (-) , annua 1 earnings ( - ) , and earnings 
change (-). Their time-series study found intra-industry wage differ-
entials and unionization to be·i_nsignificant (22), In their time-
series analysis, the conclusion was reached that the quit rate had not 
declined significantly during post-war years, although they did find a 
difference between war years and post-war years. 
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A.2 A Behavioral Approach to the Opportunity-Incentive Model 
Stoikov and Raiman (33) completed a study of 52 industries to 
analyze the determinants of differences in the quit rate among indus-
tries. Nine variables were proposed for their crass~sectional multiple 
regression. To check for differences in levels of business activity, 
separate regressions were run for 1963 and 1966 data. 2 
In somewhat the same vein as the Burton and Parker (5) (22) 
studies, Stoikov and Raimon propose two broad classes of variables. 
The first includes these variables which reflect an individual's incen-
tive to move, while the second includes those variables which pertain 
to a worker's perceived difficulty or ease of moving between emplayers. 
For those who would make the attempt to link traditional labor 
market theory to the study of organizations, it is comforting to look 
at the paths by which the Burton and Parker studies and Stoikov and 
Raimon's study arrive at their respective categories of variables. 
Burton and Parker suggested that significant opportunity and 
incentive variables reflect responsiveness to the labor market and 
mobility patterns which improve the allocation of labor. 3 Stoikov and 
Raimon approach the analysis fram the viewpoint of March and Simon's 
(19) inducement-contribution utilities. Whereas the former would 
suggest that an individual will leave only when he sees a more highly 
remunerative job elsewhere, the latter suggests that one will leave 
2The reason for their usage of 1963 rather than 1958 or 1960 in 
the analysis is not clear. 
3John F. Burton and John E. Parker, "Interindustry Variations in 
Voluntary Labor Mobility," Industrial and Labor Relations Review, XXII 
(January, 1969), p. 215. 
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when contribution utilities, i.e., work expended, exceed inducement 
utilities. This is consonant with comments by Reynolds and Shister, 
who state that individuals are "pushed" into the labor market rather 
than "pulled" by concrete knowledge o:f job opportunities. 4 Myers and 
Shultz (21) concluded the same after interviewing workers faced with a 
mill shutdown. They suggest that most do not appear to make systematic 
search although they are rational from their point of view. Thus, the 
two approaches lead from different origins ta the same conclusion in 
regard to variable categories. 
Under the category of incentive variables--thase reflecting the 
desirability of quitting--Stoikov and Raiman (33) include gross annual 
earnings; wage increases over the past three years; a conglamerate 
variable represented by the percentage of employment in large firms but 
suggesting size of establishment, quality af personnel management, and 
concentration; the union occupancy rate; 5 and the layoff rate. These 
merit some discussion. The suggested relationship between wages and 
turnover is negative, as it is in most studies. Te get a more accurate 
picture, the authars standardized the wages by skill mix af the indus-
tries. This does add precision to the analysis but causes some loss in 
comparability with other studies. The wage change variable is the 
percentage change in wages since the .absalute change is correlated with 
the level of wages. The expected relationship between size affirm and 
turnover is unclear. March and Simon (19) suggest that turnover will 
4Lloyd G. Reynolds and Joseph Shister, Job Horizans: ! Study of 
Job Satisfaction ~ Labor Mobility (New York, 1949), p. 87. 
5Apparently this is measured by the percent of the non-agricul-
tural work force wha are union members, but the authors are unclear. 
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be less for small work groups or companies. Yet, large companies yield 
more opportunities for intra-company transfer which is not included in 
the quit rate as measured by the Bureau ef Labor Statistics. There is 
also a prestige-status-'company benefits factor which sheuld have a 
restrictive effect as firm size increases. The net effect is uncer-
tain. 
Some studies include the union occupancy rate as a mechanism ta 
reduce oppartunity to move. Particularly, ecenemic theerists suggest. 
unions as a hindrance to optimum allocatipn of labor. Perhaps a more 
appropriate approach is taken by Steikov and Raimon,. who censider a 
union as a means to reduce incentive to move. The existence of griev-
ance procedures may reduce dissatisfaction within the job context; and 
this, as well as the existence of seniority systems, may reduce the 
quit rate. Thus, the same relatienship is predicted but fer different 
reasons. 
The last incentive variable, the layoff rate, is interesting. 
Stoikov and Raimon (33) theeretically and empirically present a justi-
ficatien for a positive relationship. between layoffs and quit rates. 
They submit that as layoffs increase, individuals will look for greener 
pastures, thereby increasing the quit rate. But Burton and Parker (22) 
obtained significant results for a negative relationship, suggesti~~ 
that as layoffs increase i~dividuals will hold on to their jabs. A 
case could be made for either. If layoffs were concentrated in one 
industry, then voluntary movament to more stable industries could 
occur. On the ether hand, if layoffs were increasing thraughout_the 
economy due to lower levels of business activity, decreases in quit 
rates would be predicted. 
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The opportunity variables--those which reflect ease or difficulty 
of movement--are the percent Negro, the percent female, the percent 
with brief tenure, and the quality of the work force. One of these, 
the percent Negro, merits further discussion. March and Simon (19) 
state that the perceived amount of outside alternatives is inversely 
related to the individual's social status, 6 On the basis of this, 
Stoikov and Raimon (33) predict a negative relationship between the 
percent Negro and the quit rate, This is a questionable relationship 
at best. Smith and Holt (31), in studying the black/white unemployment 
ratio, found a black separation rate of double that of white. They 
submit as reasons for this: ·(1). low pay, (2) higher layoffs due to 
lack of education, experience, and motivation, (3) shorter duration of 
jobs, (4) lower union seniority, and (5) less search for the good 
jobs. 7 In the Pencavel (24) study to be discussed later, a negative, 
but insignificant, relationship between the proportion of black em-
ployees and the turnover rate was obtained. Unfortunately, this vari-
able was not available throughout t.he 1947-1970 time..:series and hence 
was omitted from the present study. 
The authors use the amaunt of new hires as a proxy for the percent 
with short tenure, due to data difficulties with the latter variable, 
Pencavel's study used the average monthly accessions rate lagged one 
year as a measure of those with short tenure. It would appear that 
each of these would underestimate the amount of short-term employees in 
6James G. March and Herbert L. Simon, Organizations (New York, 
1958), pp. 93-106. 
7Ralph E. Smith and Charles C. Holt, "Analysis of the Black-White 
Unemployment Ratios," Proceedings of lli lli,cl,Annual Winter Meeting, 
Industrial Relation~Research Association (1970), pp. 76-86. 
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an organization. A more accurate variable would be the sum of the 
prior six months' accessions or new hires; however, this is impossible 
when using average annual data. To achieve the best measure, given 
the data availability, the present study included the accessions rate, 
the new hire rate, lagged accessions, and, in later analyses, lagged 
new hires. 
The remaining variable, quality of the work force, is the same 
variable used to standardize the earnings variable, The model thus 
developed was tested both for 1963, a year of lower business activity, 
and, in a slightly modified version, in 1966. 
Stoikov and Raimon (33) found "reasonably significant" results for 
most of their variables, with the relationships suggested above.& The 
expected relationships for size of establishment and percentage female 
were uncertain. The first of these turned out to be negative, while 
percent female was not significant. In comparing results of the 1963 
regression to those of the 19~6 analysis, interesting results were 
obtained. They concluded that those variables which could be classed 
as "economic" increased in significance with a change frem low to high 
business activity, while the "institutional" variables (union occu-
pancy rate, percent Negro, and percent with short tenure) decreased in 
significance. The layoff rate dropped considerably in significance in 
the 1966 regression .. In addition, when the new hire rate was substi-
tuted for the percent with brief tenure, the relationship between 
layoffs and quits reversed direction. It should be recalled that this 
8To be "reasonably significant" required significance at only the 
80% level. This appears somewhat liberal. Only three variables 
achieved significance at. the 95% level and only four at the 90% level. 
is the variable for which Burton and Parker found a negative rather 
than positive relationship. This casts doubt on the validity of the 
relationship. 
The contribution of Stoikov and Raimon (33) can be summarized by 
the following statements: 
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1. A negative relationship exists between the quit rate and 
annual earnings, recent wage increases, union occupancy rate, and the 
quality of the work force, A positive relationship.exists between the 
quit rate and the percent with brief tenure, Unclear or questionable 
results are obtained for the percent Negro, the percent female, the 
size of the establishment, and the layoff rate. 
2. The general level of business activity is related positively 
to quit rates. Further, the significance of relationships between the 
quit rate and other variables considered changes as a function of the 
level of the economy; "economic" variables gain in importance as.the 
economy. level rises while "institutional" variables decrease in impor-
tance. These changes in relationships over time suggest a need for 
further study of the relationships over time. 
A.3 A Wage-Unemploytnent Madel 
A.third study which focused on opportunities and incentives to 
explain quit rates was done by Alan K. Severn (29). His .~odel was 
somewhat simpler, utilizing only the variables unemployment and the 
ratio of a given industry's wage to the average industrial wage. His 
model was of the form 
(2) 
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where i and t refer to industry and time period, respectively. Q = 
quit rate, U = unemployment rate, Wit/Wt' = wage of industry i as a 
ratio of average wage during the year, and Vit = unexplained residual. 
Somewhat unique to studies of turnover, Severn (29) attempted te 
substitute unemployment in better-paying industries for average unem-
ployment. The R2 for this equation was similar to the original equa-
tion using average unemployment. Severn concluded that individuals 
respond to general indications of.opportunity rather than to specific 
knewledge of better-paying j eb opportunities. This is similar to the 
Myers and Shultz (21) and Reynolds and Shister (26) results mentioned 
earlier. 
A regressien using annual data for the period 1950 te 1965 was 
made with a resulting R2 of .57. Experimentation with the form of the 
model revealed that the best fit was an R2 = .79 using the medel 
(3) 
No theoretical support for this latter model was given. In this model 
the logarithm of unemployment accounted fer more of the explained vari-
ance, whereas in the earlier model the wage ratio accounted for 
slightly more. 
Although Severn concludes that his results shew that "the produc-
tion worker in manufacturing reacts to his econemic environment in a 
very rational way," his empirical results leave the reader somewhat 
uncamfortable. 9 
9Alan K. Severn, uupward Labor Mobility: 
tive," Quarterly Journal .2£. .Economics, LXXXII 
143-151. 
Opportunity or Incen-
(February, 1968), pp. 
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A.4 An Inter-industry Variant of the Wage-Unemployment Model 
In a study aimed specifically at inter-industry labar mebility, 
Lawell E. Galloway (35) used a madel very similar to Severn's initial 
model. Galloway's medel was 
p . 
s l. 
= (4) 
where Psi represents the proportion ef workers wha stay in an industry, 
wi is the earnings level in the industry, Ui is the unemployment rate 
in the industry, and u is the random error term. 10 
There are some differences in the study which make it not strictly 
comparable to others for our purposes here. First, the target is net 
flows between industries, such that a movement from industry i to 
industry j would offset a movement from industry j to industry L 
Further, no separation between voluntary and involuntary movement is 
made. The report is included in the literature review to show evidence 
of a particular segment of the labor market at work. This is the 
direction of movement during a downswing in business activity. 
During recessicmary times, as in 1957-58, Galloway (35) suggests 
that involuntary movement daminates voluntary mevement. He states 
that: 
the business cycle acts as a catalyst by preducing displace-
ments who then move to inferior jabs er withdraw from the 
labor force. The pattern is mere pronounced ameng Negro men 
who seem to be much more adversely affected by the eperation 
of the business cycle. The female reaction to downswings is 
lOThe major difference between this and Severn's (29) initial 
model is wi versm1 wi/w, the ratio of an industry I s wage level to the 
average wage. Severn's dependent variable was Qij' the quit rate, 
instead of Pij' the preportion staying in the industry. Hence, the 
relationships should have opposite signs. 
predominantly labor force withdrawal rather than movement 
to lower earning jobs.11 
Thus, although Galloway concludes, as have others, that movement is a 
function of wages and unemployment (incentive and opportunity), he 
stresses downward mobility rather than upward mability. 
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Galloway reaches twa ether conclusions that sheuld be mentiened in 
passing. First~ he cencludes that mobility takes place primarily 
ameng those with low levels of earnings rather than high-earnings 
warkers in the labor farce. Secondly, he concludes that "although age 
is an important variable in explaining movement, it is <laminated by 
earnings. 1112 Reynolds (25) suggested that age was one ef the most 
important explanations of job changes, and he noted that voluntary 
movement failed to show any strong drift toward better jobs even in 
levels of high demand.13 
A.5 The Industrial Feudalism Hypothesis 
In considering relevant literature of the last two decades, the 
often-quoted study by Arthur M. Ross (27) cannat be omitted. Using a 
time-series study with yearly data from 1910 to 1956, Ross analyzed the 
quit rate to determine if a decline in quit rates has existed over the 
past faur decades and, if se, the cause of the decline. His main 
llu. S. Department of Health, Educatian, and Welfare, Social 
Security Administratian, Inter-industry Labqr_ Mability !E. .. ~ United 
States 1957-1960, by Lawell E. Galloway, Research Repart Na. 18 (Wash-
ington, 1967), pp. 118-119. 
12 . Ibid. , p. 138. 
13 Lloyd G. Reynolds,~ Structure of Labor Markets (New York, 
1951), p. 215. 
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target was to determine if an ''industrial feudalism" exists--an immabi-
lization of workers due to pension plans or other company-sponsored 
benefits. 
Ross' conclusions were admittedly tenuous for two reasons. First, 
the data.in the earlier years is somewhat eclectic and fragmentary. 
Secondly, there are few periods from 1910 to 1956 which are similar 
enough fer valid cemparisons. For example, it is necessary to go back 
to the 1920's to find an interval which can be roughly compared ta the 
period between 1948 and 1956. 
Data problems notwithstanding, Ross' contribution to the litera-
ture is significant. He found that there was a decline in quit rates 
during the twenties, but attributed the decrease to a desire by employ-
ers for increased productivity, yielding increased benefits to workers, 
and to a stabilization of the manufacturing work force. He suggested 
that the effect of unions on decreased turnover was not as significant 
as might be expected. 
He found, as have other authors both before and after, that the 
primary contributor ta turnover is the shart-service individual--the 
ane wha had been on the jab only a short period. A closely related 
contributor to turnover is the youthful worker. These are so over-
lapping that many researchers combine the twa variables inta one. 
Ross submits four causes far what he calls a moderate decline in 
turnover in the recent years included in his study: 
(1) The spread of unienism. Unians have served to carrect many 
of the paor conditions to which workers have been subjected in the 
past. 
(2) Aging of the labor force. The proportion of workers in the 
younger age groups has decreased. In the 40 1 s and SO's this was. 
caused by smaller numbers of individuals reaching working age.14 
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(3) Stability of manufacturing employment. The amount of produc-
tion workers has remained fairly stable relative to the amounts of non-
preduction and white=collar workers. He substantiates this with evi-
dence that the manufacturing labor force has "aged" more than the tetal 
labor force. 
(4) Effect of seniority rules. Although few statistics are 
available on the seniority status of individuals, the quit rate is 
almost negligible for individuals with more than five years of employ-
ment in a given establishment. New employees may stay with a firm 
several weeks before deciding to work in that job indefinitely. It is 
suggested that the seniarity given by the firm after a short probation-
ary period may protect a werker until he decides veluntarily to remain 
with the firm. This is particularly important in seasonal industries 
such as automobile or ladies' garment manufacture. 
After suggesting the causes for a slightly declining quit rate, 
Ross concludes his analysis by suggesting that "little evidence can be 
found for the position that labor resources have become immobilized and 
a new feudalism has been created because men can no longer afford to 
14He did, however, predict somewhat of a "de-aging" af the work 
force in the 60' s due to the products of the post=war baby. boam reach-
ing working age. This would increase the turnover rate. He suggests 
this effect would be softened, however, due to individuals increasingly 
taking non-manufacturing jobs. His prediction proved to be correct. 
Pencavel (24) showed that the quit rate "bottamed out" in 1959 and has 
been increasing since. 
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quit their jobs.15 Later studies, particularly that of Pencavel (24), 
re-evaluated the industrial feudalism hypothesis. 
A.6 Pencavel's Model 
One of the most recent and most encompassing studies of mobility 
was done by John H, Pencavel (24). Using cross-sectional analysis of 
census data for 1960, Pencavel performed a number of multiple regres-
sion analyses and later attempted a set of simultaneous equations to 
explain the quit rates. He began his analysis by positing the follow-
ing model 
where Qi 
wi 
vi 
Ai 
SMi 
Ci 
ui 
Fi 
= 
= 
= 
= 
= 
= 
= 
= 
= 
quit rate in industry i 
median wage and salary income 
standard deviation of wages and salaries by individuals 
proportion of employees under 30 years of age 
proportion of employment in large SMSA's 
accessions rate lagged one year 
proportion of employees covered by collective bargaining 
ratio of female to male employment 
stochastic disturbance term 
He predicts the coefficients for Wiand Ui to be negative, those for 
Ai, SMi, and Ci to be positive, and the coefficients of Vi and Fi to be 
ambiguous. 
Some of the variables Pencavel used merit discussion. Vi is the 
standard deviation of wages and salaries by individuals. This is his 
measure of the dispersion of wages. The theoretical implication is 
that the greater the dispersion, the greater the opportunity for 
15Arthur M. Ross, ''Do We Have a New Industrial Feudalisl].1, 11 The 
American Economic Review, XLVIII (December, 1958), pp. 903-919. 
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increasing remuneration by changing jobs. As will be seen, the 
coefficient was grossly insignificant. The present study will substi-
tute the range of wages for this variable. 
The second variable meriting attention is SMp the percent of 
employees in large SMSA's. The theoretical argument here is that, in 
larger cities, one can change jobs within the area without suffering 
the pecuniary costs of geographical movement. 
To test the model, Pencavel selected data from 49 industries for 
which both turnover data and census data were available.16 He submit-
ted the data to multiple regression analysis and achieved an R2 of 
.778. Each of the coefficients was significant at the 2.5% level 
except Vi and Ai. (The coefficient for Ai is significant at the .05 
level.) Pencavel suggests that the most important variable is Wi. An 
increase of $100 in annual salary would reduce quits by 27 per 1000 
employees.17 The accessions rate and the percent under 30 years of age 
are also important in the magnitude of their influence. The variable 
Fi, the percent female, possessed a positive coefficient. 
A second regression added a variable B, for the proportion of 
black employees. The resulting cpefficient was negative, but insig-
nificant,18 It was omitted from later regressions. 
16since census data is available only on a decennial basis, some 
of the results in cross-sectional analysis may net be strictly com-
parable to time-series analysis. Further, census industries include 
a combination of two-, three-, and four-digit SIC industries. 
17Beta coefficients were used to determine the effect of a change 
in an independent variable upon the dependent variable. The beta 
coefficient for a regresser x = B(s/sy) where Bis the estimated 
regression coefficient on x, sis the standard deviation of x, and Sy 
is the standard deviation of the dependent variable. 
18The Burton and Parker (5) (22) and Stoikov and Raimon studies 
concluded opposite and statistically significant results here. 
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The variable Ui, reflecting percent of unianization,, was signifi-
cant and negative. In later regressions, the Ui times the number of 
work stoppages, ST, gives a variable which Pencavel suggests is an 
indicator ·Of the work unions do for their members. This predicts that 
the militancy of unions as well as their mere presence significantly 
affects the quit rate. This variable was al.se significant. A number 
of other variables were tested but were insignificant.19 
As a further step, Pencavel attempted the use of four simultaneaus 
equatians. His discussion af this is rather detailed and will not be 
repeated here. The differences in the coefficients for variable$ dis-
cussed above were negligible. 
Pencavel then attempted to test the industrial feudalism hypothe-
sis submitted earlier by Ross. Data problems were somewhat severe, but 
Pencavel did conclude timidly that "there daes appear to be limited 
evidence supporting the thesis that grewing wage supplements have can-
tributed ta the decline in the quit rate.'' He qualified this by adding 
that changes i.n :industrial and demagraphic. comp,asition af the manufac-
turing work ferce are at least af equal impartance. 20 A problem that 
continues to plague attempts to determine a relatianship between turn-
aver and benef'its is a lack af data ever ti.me. No variables that meas-
ur~ firm-sponsored impediments to, voluntary turnaver were available 
throughout the 24-ysar period. 
19These included size of firm, ceefficient af variation of 
employment by quarters frem 1956 to 1959, the percent operatives and 
laborers in employment, the percent of managers, salesmen, etc., and 
the proportion of craftsmen in employment. 
20John H. Pencavel, fill Analysis of !ht Q_uit Rate .i!l American 
Manufacturin_g Industry (Princeton, New Jersey, 1970), p. 50. 
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A.7 The Effect of Wages 
As oppesed to Pencavel's (24) extensive study 0f the turn0ver c0n-
cept, Bunting (4) made an intensive study of the relatienship 0f wages 
to mobility. He is primarily interested in whether mobile workers 
impreved their earnings by more than did these who did net change jabs, 
Bunting used as his data source the statistics from the Bureau of 
Old-Age and Survivors Insurance. The data provides a large sample; the 
information extracted is the earnings, employer, and location far 
warkers who worked thr0ughout the year. Although the data has limita-
tiens, it does provide a good source to determi.ne the relatienship 
between wages and mability. A limitatian which should be mentioned is 
that the sampi.e is restricted to those who made less than $3600 in 
·1953. 
Bunting's initial results showed that these whe changed jobs at 
least once during the year averaged increases 0f eleven percent while 
those who had not changed jabs averaged increases 0f only six percent. 
These results, however, merit some discussion. First, it was impos-
sible using Old-Age and Survivors Insurance data te separate v0luntary 
from involuntary changes. Thus, those who were inv0luntarily separated 
and later obtained another jab could be expected to have a dampening 
effect on the wage increase 0f movers. 
Another point made by Bunting, as well as Reynolds (25), is that 
turnover statistics are biased upward due ta the "hypermobile" individ-
ual. Bunting I s work shews that 3. 6% of the workers .had mare than three 
jabs during the year. The wage improvement over a year I s time was less 
for these hypermiE!lbile workers than for those whci had changed jobs once 
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or twice. Thus, we can say there is not a linear relationship between 
wage increases and the number of job changers. As Bunting mentioned, 
this does not pose any great threat to those who see the wage-mobility 
relationshi.p as a 1.abar al.locating mechanism. No ane perceives that 
these hypermobile workers, who normally have personal characteristics 
which lead to their high amaunt of voluntary er invaluntary job-
changing, would be considered as an integral part af labor market 
theory. Most wauld agree that these are exceptions rather than the 
narm. 
A.8 The Effects af Unions and Pensians 
Before leaving the review of literature relevant ta labor turn-
. over, two variables which have received inadequate attention merit 
some discussion. These variables are the effects of unions and pensian 
plans. Some studies have considered the union occupancy rate, but 
these were cross=sectional rather than time-series studies (5) (33) 
(24). 
Although many theoretical economists insist that labor unions do 
exert a negative effect on turnover, a case can be made suggesting.that 
any effect at all is of miner significance. Howard D. Marshall (20) 
summarizes this view very well. He cencludes that: 
1. Any desire unions have to keep their memberships low is 
marginal compared with firms' desires to keep.their work force low. 
Further, many restrictive practices, such as high initiation fees, have 
decreased in recent years due to competition between unions. 
2. Workers' attachment to unions themselves has been overstated. 
Although most workers support the unions to which they belang,. this has 
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little effect on their propensity to change jobs. 
3. Seniority systems, perhaps the most important method of reduc-
ing mobility, appeal more to older than to yeunger werkers. These are 
the workers who in most cases would not change jobs anyway. 
4. Many of the "fringe" benefits gained by unions have been 
granted by nen-unian firms. Further, many of these benefits are the 
same in one company as in another. One of these benefits, the pensien, 
will be discussed shortly.21 
While Marshall does not argue that unions have not deterred mobil-
ity, he does suggest strongly that the effect is much less than pepu-
larly supposed. Further, the turnover enhancing actiens of unions, 
e.g., pushing for increased severance pay and disseminating job infer-
mation, may act to soften the effect of inveluntary turnover even more. 
The second variable of interest is the number of private pensian 
plans in effect. In studying the effect of private pension plans on 
labor mobility, Folk (11) found that firms with pensions de exhibit 
lower turnover than do non-pension firms. He suggests, however, that 
this does net prove that pensions themselves reduce turnover. He cites 
several reasons for this belief. 
1. Pensions are more common in high-wage firms. From earlier 
discussi6n we have seen a negative relationship between high wages and 
turnover. 
2. Pensions are more conn:non in unionized firms which have strict 
seniority rules. 
21Howard D. Marsha 11, "Union and Labeur Mobility," Labor Law 
Journal, VII (February, 1956), pp. 83-97. 
3. Firms in seasonal industries which traditionally exhibit 
higher turnover are less likely to have pensions. 
4. Pension firms have lower accessions rates than non-pension 
firms. (Since accessions are positively related to quits, the direc-
tion of causality here is unclear.)22 
In other words, pensions are more likely ta be present in firms 
which have a lower turnover rate for reas<ms other than the pensions. 
The weakness of the pension=turnover relationship brings up. the 
question,. "Why have pension plans cantinually increased?" Both the 
number of plans and the number of workers have increased in recent 
years. 23 Due to nan-availability of time-series data, the answer to 
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this questian will not be attempted in the present study, although the 
presence af unians and a certain amount of welfare capitalism cauld be 
postulated as possible causes. 
A. 9 Summary 
We can now summarize recent contributiens of the labor turnover 
literature. Theoretical economics pes;its that man is rational in his 
- job chaice decisi~ns, always moving toward higher wages when possible. 
This voluntary movement when jobs are available, coupled with downward 
22Hugh Folk, "Effects of Private Pension Plans on Labor Mobility," 
Monthly Labor Revi.ewj LXXXVI (March, 1963), pp. 285-288. 
23rn the period from 1949 to 1969 the number of plans in existence 
increased from less than 5,000 to over 17,000, and members covered have 
increased from 7,000~000 te almost 20,000,000. U. S. Department of 
Labor, Bureau of Labor Statistics, Labor Mobility and Private Pension 
Plans, Bulletin 1407 (Washington, 1964), and Harry E. Davis and Arnold 
Strasser, "Private Pension Plans, 1960 to 1969--an Overview," Monthly 
Labor Review, XCIII (July, 1970), pp. 45-56. 
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movement of workers during a contracting economy, tend to allocate 
labor in an optimal manner. 
Research reported in this study has shown that, in the aggregate, 
. workers de move in a manner roughly approximating. the traditional pre-
dictions, . Individual moves, however, reflect a person's rationaliza-
tion for his own adaptation to the environment, and these may not be 
rational frem the ecenomist 's viewp.oint. The extreme in this latter 
· view is witnessed by Reynolds (25), who states. that: 
the typical worker has no sensation of being in 'a labor 
market. 1 He has no idea of the full range ef jabs, wage 
rates, and working cenditions prevailing in the area nor 
does he have any idea of the hundreds or thousands ef Jab 
vacancies available on a particular day. At mast he knews 
about a few jobs which have come to his knowledge in a 
haphazard way. • . If he c.omes across a 'geod I job he 
takes it, not worrying about whether a better job is some-
where else.24 
As a "general consensus' 1 of the research reported,25 we can say 
. that a negative relationship. exists between turnover and wages of the 
industry, age, seniarity, the un;employment rate, the layoff rate,26 
and the quality of the work force. 
A positive relationship exists between turnover and the accessions 
rate, the economy level, the percent Negra in the work force, and the 
percent with brief tenure. 
Ambiguous or conflicting relationships were feund by researchers 
for the union occupancy rate, size of the firm, percent of workers in 
24 Reynolds, p. 85. 
25By "general c0nsensus" is meant the relati0nships upon which 
most of the investigat0rs agreed. If gross disagreement exists, a 
variable will be included in the "ambiguous" category. 
26stoikov and Raimon (33) were exceptions. 
SMSA's, percent female, employment change, industrial wage differen-
tials, pensions, and change in wages. 
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In addition to the above variables, some studies included unique 
variables such as the standard deviation of wages, or wages standard-
ized by skill mix; and some made use of lagged variables. In general, 
the added contribution of these variables was net substantially greater 
than that of the more traditional variables. 
Several authors agreed that both incentive and opportunity vari-
ables operated in producing a move, while a few suggested that individ-
uals are "pushed" rather than "pulled" inte the labor market. 
The review of recent literature may be closed with the appropri-
ate, as well as somewhat inconclusive, statement by Reynalds and 
Shister, "Worker behavior is in general a rational adaptation to the 
circumstances as the worker sees them. 1127 
Attention is now turned to literature relevant to the theory and 
applications of the factor analysis tool. 
B. Factor Analysis Theory 
This section is concerned with the utility of factor analysis and 
the theory underlying the factor analysis tool. The next section 
presents a sampli~g of the applications of the method to the organiza-
tional behavior and labor economics areas. The discussion of the 
theoretical underpinnings of factor analysis will follow closely that 
of Harmon (14) and Rummel (28). For a brief and non-mathematical 
review of factor analysis~ see a sunnnary work by Harmon (15). 
27Reynolds and Shister, p. 87. 
B.1 The Utility of Factor Analysis 
The utility of factor analysis is suggested by Cattell (6) (7), 
who has applied the toel to a grei:tt number of studies in the socio-
psychology area, He states: 
The factor analytic method, as developed in psychology, 
begins with a pepulation o.f organisms all ef which are 
measured with respect to the same set of variables, chosen 
to have maximum.relevance to the life processes which are 
to be studied. The variables are then intercorrelated, 
so that if the experimenter begins with n variables, he 
ends with a matrix of correlations representing all the n(~-1) 
possible relationships among the variables taken two at 
a time, Instead of examining these variables superficially 
for clusters which merely indicate some sort af covariation 
in each of a rather indefinite number of subgroups, one 
obtains by factor analysis the actual number of independent 
directions of variation observed among then variables and 
something of their nature too.28 
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Rummel (28) justifies the use of the tool by suggesting that fac-
tor analysis can: 
(1) Analyze such a large number of phenomena that 100-variable 
analyses become routine. 
(2) Disentangle camplex interrelationships among the phenomena 
and identify independent influences or causes at work. 
(3) Handle social phenomena 1£ !.h£. situation. Interrelationships 
between behavior and the environment can be analyzed as they exist in 
rea 1 life. 
(4) Accorrnnodate a wide range of research designs and data. 29 
28R. B. Cattell and M. Adelson, '~he Dimensions af Social Change 
in the USA as Determined by P=Technique:, 11 Socia 1 Forces, XXX (1951), 
p .. 190. 
29R. J, Rummel, Applied Factor Analysis (Evanston, 1970), pp. 3=4. 
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B.2 Factor Analysis Terminology 
It is necessary to introduce some terminelogy leading.up to the 
general factor model before discussing the specific method used in this 
study. Using Harmon's (14) notation, suppose a set of n variables 
exists with a value for each of N individuals (cases). Then the value 
of a variable Xj for individual i is represented by Xji' The variable 
may be written in the form Xji = Xji - Xj, where xji is the deviation 
of the observed variable Xji from the mean Xj. From basic statistics 
the variance of the variable may be written (Ij 2 = I'.xji2/N, and from 
this a standardized value for variable j (called the z-sc0re) for 
individual i may be computed. This is given by ZJ· 1.· = x .. /CI .• J l. J 
correlation between any two variables j and k will be given by 
= 
The 
(6) 
These intercorrelations between all variables are the basis for factor 
analysis, 
A matrix of correlation coefficients may be established with the 
form 
1 r12 r13. rln 
r21 1 r23' r2n 
r31 r32 1 ' r3n 
R = (7) 
Eigenvalues and eigenvectors are computed from the matrix R. Factor 
leadings are then computed from. the eigenvalues and eigenvectars. 30 
B.3 The General Model 
Again from Harmon (14), the object 0f fact0r analysis is ta 
represent a variable zj in terms of several underlying fact0rs, or 
hypothetical constructs. Employ'i.ng the notation, F1 , F2 , ... Fm for 
common factors, and u1 , u2 ,, • . Un far unique factars, the complete 
linear expressian far any variable zj may be written 
z • I 
J = 
where the prime is used to call attention to the theoretical form of 
the observed variable. (The prime will be assumed hereafter.) The 
factors, F , are the factors common to all variables while U. repre-p J 
sents the factor unique to variable j. We can now present a set af 
equations for then variables. These are of the form 
= 
= 
= 
all Fl + al2F 2 + 
az1F1 + azzFz + 
+ almFm + alul 
+ azmFm 
+ a U 
n n 
Since the variance of a standardized variable must add ta unity 
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(8) 
(99 
and, in addition, factors are assumed to be in standard form, we have 
31An understanding ef the computational steps required ta deter-
mine the factor matrix from the correlation matrix assumes an in-depth 
knowledge of matrix algebra. The reader is referred to Rummel (28)j 
Chapter 4, for a discussion of the matrix computations involved in the 
factor determination. 
()" 2 
j = 1 
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= (10) 
where the a j 1 refers ta the coefficients of cemmon factors, and a j is 
the coefficient of the u~ique factor.31 
The communality of a variable zj is the contribution to total 
variance of a variable by all the camman factors, Hence 
h.2 
J = 
The uniqueness is the contributian of the unique facter and is 
= 1 - h,2 J 
(11) 
(12) 
Anether way of viewing the cemmunality is that it is the variance of a 
variable xj in a matrix ef n variables corrn:nan to the other (n-1) 
variables. 32 
B.4 Factor Approaches 
Several different "solutions" may be obtained frem the correlation 
matrix, R. Different methods of determining facters may. be used 
depending upen the information desired and the facilities available 
fer computation. 
Three basic approaches are in existence: the two-factor appraach, 
the bi-factor approach, and the multi-facter approach. Within the 
multi-facter approach are several techniques, e.g., the centroid 
31This form is true only when the factors are uncorrelated. 
Since we will be concerned later only with orthogonal rotation of 
factors, this relationship will be assumed fer simplicity ef presenta-
tien. 
32Rummel, p, 102. Harman's (14) notatien is maintained. 
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technique, the diagonal technique, and the principal axes technique. 33 
The principal axes approach is often used and is the method of the 
present study. It is singled out from the others for the following 
discussion. 
The principal axes approach (or principal factor or principal 
component) is used to determine the principal axes of an ellipse in two 
or more dimensions. The principal axes are the minimum erthegonal 
dimensions required to linearly repreduce the original data. These 
dimensions or factors lll!3Y be b_asic variables, or basic dimensions of 
the data. The variance contributions of the factors are decreasing; 
successive factors account for decreasing proportions of variance. 
Further, the factors delineated are 'orthogonal. 34 
The one difference in the principal components solution and the 
general model (common factor analysis) presented earlier is that the 
unique factors are no longer of concern. In other word,s,. the attempt 
is to analyze a 11 the variance of a set af variables and determine the 
axes or factors most closely fitting.the data. 
B.5 Factor Rotation 
Once the factors underlying the variables have been delineated, 
one may then wish to rotate the axes of then-space to more advanta-
geous positions.35 Harmon suggests that: 
33This technique is also known as the principal factor approach 
and the principal companent approach. 
34Rummel, pp. 344-345, 
35Although the term "rotated-,factor matrix" and other references 
to rotated "factors" may be used, the axes of the n-space are rotated 
in a way to give the factors more meaning and to aid in explanation. 
far ease of mathematical description and psychalagical 
interpretation, it is common practice ta change the frame 
af reference. In making such a transfarmation af caardinates, 
it must be remembered that the geametric canfiguratian, e.g., 
straight line er swarm af points is left un~ltered. The 
canfiguration itself is invariant,36 
The need to rotate axes can be stated as fallaws. Althaugh un-
ratated factors accaunt for succeedingly smaller increments of vari-
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ance--the first factor accounts for the mast variance, the second fac-
tar accounts far the most of the first factar residual, etc .. --these 
factars do net determine clusters of variables. Thus, a factar cauld 
be placed midway between two groups of variables. Ratating,the axes 
creates factars. which maximally identify clusters af variables. 37 
Rotated factors de net necessarily account far decreasing amaunts af 
variance. The variance accaunted far by majar unratated factars is 
spread acrass all the rotated factars. Each of the rotated factors 
tends ta accaunt far abaut the same magnitude af variance. Thurstane 
calls this process "rotating to simple structure. 1138 Rl,lmmel suggests 
that this is achieved by ratating factors around the origin until each 
factor is maximally colinear with a'._distinct cluster ef vectors. The 
shift is from facters maximizing total variance ta factlt)rs delineating 
separate groups af highly intercorrellted variables.39 
In ratating the factars to simple structure it is desirable ta 
meet the criteria set farth in Thurs tone (34). His criteria,·,!_ 
36Harry H. Harmon, Modern Factor Analysis (Chicago, 1960), p. 98. 
37varimax rotatian is used in the present study. Attention is 
invited to Rummel, Chapter 16, for a discussion af this method. 
38L. L. Thurstone, Multiple Factor Analysis (Chicago~ 1947), p. 
335. 
39 Rummel, p. 377. 
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summarized by Harmon, are: 
(1) Each row of the factor matriix should have at least ~me zero. 
(2) If there are m common factors, each column of the factor 
matrix should have at least m zeros. 
(3) For every pair of columns of the factor matrix, there should 
be several variables whose entries vanish in one column but not in the 
other. 
(4) For every pair of columns of the factor matrix, a large 
proportion of the variables should have vanishing entries in both 
columns when there are four or more factors. 
(5) For every pair of columns of the factor matrix, there should 
be only a small number of variables with non-vanishing entries in both 
columns. 40 
As will be seen later, the factors derived through. rotation do,. in 
fact, meet these criteria quite well. 
B.6 Factor Scores 
Once factors have been determined and rotated as desired, it is 
then convenient to obtain profiles for individuals in terms of the 
factors. Harmon states: 
If we can get linear expressions for the factors in terms of 
the observed variables, then upan substituting.the values of 
such variables for an individual, we can get his correspond-
ing 'factor score. ,41 
40Harry H. Harmon, ''Factor Analysis," Handbaak of Measurement 
and Assessment in Behavioral Science, ed. Dean K. Whitla (Reading, 
~sachusetts,.1968), p. 148. 
41Ibid., p. 149. 
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Rummel (28) summarizes the process of obtaining factor scores in 
the following way: 
Each variable is weighted proportionally ta its invalve-
ment in a factar; the more involved a variable, the higher 
the weight. Variables not at all related to a factor wauld 
be weighted near zero. To determine the score for a case on 
a factor, then the case's data on each variable is multi-
plied by the factor weight for that variable. The sum of 
these weight-times-data-products for all variables yields 
the factor score. This weighted summatian will give cases 
high (or law) scores if their values are high (or low) on 
the variables involved with a factor. 42 
Factor loadings (entries in the factor matrix) tell us what the 
hypothetical construct is, while the factar scores tell us how a given 
case contributed to the creation of the factor. 
B.7 Relationship to Regression Analysis 
Since earlier studies have, with almost na exceptions, utilized 
multiple regression analysis to analyze labor turnover, it is of 
interest to campare that method with the present toal. The two methads 
are similar in some respects while quite different in ether respects. 
Harmon suggests that regression analysis falls in the categary of 
statistics called "analysis of dependence," whereas factor analysis 
could be classified as "analysis of interdependence." He qualified 
this by adding that factor analysis lies far on the scale toward the 
analysis of dependence, The imp<;>rtant distinctien is that regre~sion 
analysis requires one er more variables ta be considered as "dependent" 
while factor analysis focuses attention on relationships among all the 
variables without singling out any for special consideration.43 
42Rummel, p. 150. 
43 Harmon, 1968, p. 145. 
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Rummel takes exception to Harmon's discussion to some extent. 
Although the researcher may be interested in the total set of vari-
ables, often the interest lies in the relationship of a given variable 
to all the others. As was discussed earlier in this section, an 
equation may be presented as 
= (13) 
where zj is a particular standardized variable, aji is the factor 
loading on factor Fi. This may be compared with the standard multiple 
regression equation 
(14) 
where the ;9_;i are the regression coefficients for the m standardized 
variables. In the latter case, the variable zj is a variable dependent 
upon_m "independent" variables. In the former case the variable zj is 
a function of p truly independent (orthogonal) factors. 44 The differ-
ence is that the orthogonal factors are derived based upon a large 
number of variables. This, then, is one of the beneficial aspects of 
factor analysis. If regression analysis attempted to use a large 
number of variables, problems of intercorrelations among supposedly 
independent variables would arise. Factor analysis takes these vari-
ables and from their intercorrelations derives independent factors. 
These factors may then serve as the "independent" variables with the -· 
factor loadings being the regression coefficients contributing to a 
given "dependent" variable, 
44Rummel, pp. 203-204. 
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It should be noted that a major difference between the two methods 
is the use desired of the results. In regression analysis the concern 
is with the fit of vector Xj in the vector space defined by the inde-
pendent variables and the contribution of the other m-1 vectors to this 
fit. In factor analysis, the focus is on the question, ''What is the 
smallest number of linear independent dimensions (factors) that will 
span the vector space defined by data on a set of vectors? 1145 There is 
no knowledge before the analysis of either the dimensions nor the 
loadings of each variable on the dimensions. Thus,. instead of trying 
to arrive at the best fit of the dependent variable on known dimen-
sions, interest is in determining what those dimensions are and the 
contribution of each variable to the dimensions" 
B.8 Summary 
A set of variables relating to an area of interest may be factor 
analyzed to obtain groups of variables which exhibit similar charac-
teristics. Raw data for each variable are first transformed to stan-
dard z-scores. From these z-scores the correlation matrix is obtained" 
The correlation matrix is the basis for all factor analyses. 
From the correlation matrix factors are derived each of which 
represents clusters of variables accounting for successively smaller 
amounts of variance. For each variable, the sum of the squared factor 
loadings is the. commtin.9lity .o:f the '.vatic:J.ble,. br the ainourit'.·of.'.va:dance 
explained by the factors. Prior to interpretation,. factars are rotated 
arthogonally, giving a set of independent factors exp.laining the 
45rbid. 
variance in the data set. The rotated factor loadings may then be 
interpreted. To aid in interpretation and to determine the contribu-
tion of each case to a given factor, a factor score is obtained by 
multiplying the factor loading of a variable by the case's value fer 
that variable. 
C, Applications of Factor Analysis 
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Attention is now turned to look at recent examples of factor 
analysis applied to the study of organizations and economics. Appli-
cations in the area of economic development are presented first, 
followed by more specific applications to organizations and/or man-
power economics. These examples will simultaneously lend credence to 
the viability of factor analysis as a tool and show some of the subject 
areas to which the tool has been applied. 
C.1 Applications in Economic Development 
Jonassen and Peres (16) utilized factor analysis to determine 
relationships among.economic variables for 88 counties in Ohio. Uti..; 
lizing both U.S. census data and reports from other government and 
private agencies, they developed a list of 82 variables--certainly too 
many to analyze through regression analysis. By using factor analysis 
they were able to include the 82 "'1:lriables for each of the 88 counties. 
From these variables, seven factors were determined, which reflect 
different dimensions of communities and were identified as urbanism, 
welfare, influx, poverty, magni-complexity, educational effort, and 
proletarianism •. A similar analysis was done by Lawson and Rice (18). 
Like the Jonassen and Peres study, the target of the analysis was 
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political subdivi~ions. Lawson and Rice collected data on 44 variables 
for each of 17 western states. A second analysis considered 40 vari-
ables and 44 counties in Idaho. The data source in each study was the 
1963 Census of Manufacturing. Five factors were rotated and identified 
as dimensions of economic development in each study. 
Berry (3) subjected 43 indices dealing with the economic develop-
ment of 95 countries to factor analysis. From these variables he was 
able to determine four primary factors that influenced economic <level-
opment. These were the technological pattern, the demographic pattern, 
the contrast in income and external relations, and the large versus the 
small. 
C.2 Applications in Organizations 
Tied somewhat more closely with organization behavior, Coombs and 
Satter (8) factorized 54 jobs in a large midwestern paper mill. After 
collecting data from interviews, they prepared job descriptions con-
taining 104 elements in five categories--educational skills, applica-
tion skills, social and personal skills, work skills, and activity 
" 
d_istribution. These were subjected to factor analysis which resulted 
in four factors of interest. From these factors job families could be 
grouped based upon (1) self-responsibility, (2) routine, entry occupa-
tions, (3) skilled machine jobs, and (4) clerical jobs. Their. particu-
lar study was a pilot study to determine the feasibility of this type 
of analysis in job family determination. They concluded that factor 
analysis was, indeed, a viable tool for studies in job analysis. 
Stogdill (32) utilized factor analysis to study relationships 
among foremen in a work situation. He included 30 work-related 
48 
variables with values for each of 30 foremen and a manager in a manu-
facturing plant. Factor analyzing the 30 variables resulted in three 
distinct factors that could adequately describe a work situation. 
These were employee satisfaction, supervisory behavior and status, and 
group performance. Thus, three factors or constructs were sufficient 
to describe the work situation rather than 30 different variables. 
C.3 Applications to Mobility and Wage Structures 
A work which is related to the present study was done by Jack 
Ladinsky (17). He was interested in the geographic mobility of pro-
fessional and technical manpower. Using the 1/1000 1960 census data, 
he first utilized a multiple regression analysis to explain migration. 
His results showed that, in order of importance, age, income, educa-
tion, regional location, sex, family size, and marital status were the 
primary variables accounting for migration; but the total variance 
explained was only 20%. He then factorized these plus other variables. 
He concluded that six factors--family, life cycle, work context, pro 00 
fessional status, career stage, urbanism, and regionalism~-were inde-
pendent factors underlying migration •. Note the change here is from 
seven variables, which in all likelihood are highly intercorrelated and 
do not account for a large amount of variance,, to six factors which are 
uncorrelated and which account for almost all the variance. 
A second study closely related to the present study is that of 
Goldner (12). He utilized the tool in the study of wage rates in 
metropolitan areas. His study was in actuality a follow-up on his 
earlier work in which he utilized regression analysis to study wage 
rates. However, "the complexity of dealing with a long list of jobs in 
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many labor markets makes necessary some device for abstracting from 
this detail. 1146 
Goldner factor analyzed wage rates for 25 occupations in each of 
80 metropolitan areas (SMSA's). Using the principal factor solution, 
Geldner ebtained twe quantitative measurements which account for 80%of 
the variation reflected in the eriginal structure of rates. The first 
factor measured deviations ef the metrepolitan wage level from the com-
posite of all wage levels. This factor represented inter-metropolitan 
wage structure and reflected geographical differences, The second fac-
tor converted skilled-unskilled wage differentials in individual labor 
markets into a quantitative measurement and provides the basis for 
analyzing geographical differences in wage differentials. Thus, the 
first factor represents geographical differences in wage levels while 
the se'cond factor represents geographical differences in wage differen-
tials. 
Thi.s interpretation was determined in the following way. The 
loadings on the first factor were all positive with most of them near 
unity regardless of occupation. Moving from the factor loadings to 
factor scores consists of multiplying factor loadings by the individual 
z-scores. Thus, the factor scores for individµal SMSA's very closely 
paralleled the original deviation from the average wage. From this, it 
. is concluded that the factor represented geographical differences in 
wage levels. 
46william Goldner, "Level and Structure in Wage Rates of the 
Metropolitanized Werk Farce," Human .Resources in the Urban Economy, 
ed. Mark Perlman (Washington, 1963), p. 222. 
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The second factor loadings were bipolar, i.e., large positive and 
large negative loadings existed with near zero loadings between. In 
looking at the variables it became apparent that highly skilled occupa-
tions had high positive loadings while unskilled or semi-skilled occu-
pations had negative loadings. Thus, it could be determined that the 
second factor measured geographical differences in wage differentials 
rather than wage levels. 
The Goldner study illustrates anether very useful facet of factor 
analysis. This is the ~apping of factors. The accompanying diagrams 
show the isemetric lines connecting areas ef equal wage levels (Figure 
1) and wage differentials (Figure 2). Any contours with positive 
notation are those with higher than average wage levels or differen-
tials while negatively marked lines denote areas with lower than aver-
age wage levels or differentials. Note in Figure 1 the high scores in 
the upper midwest and west coast with high negative scores in the 
Appalachian area. Although not so obvious, similar statements could be 
made in Figure 2. Large differentials apparently exist in the upper 
Appalachian area, the Birmingham area,.and the Houston area. In retro-
spect, this could be expected. 
Goldner mentioned in closing that it appears that wage levels and 
wage differentials do not respond to identical influences. Even though 
this statement may have heen prempted by subject area consideratians, 
this is the very essence of facto.r analysis. The fact that factors are 
orthogonal suggests by itself that the underlying concepts respond to 
different influences. If the variance among a set of variables is 
associated with a single causal variable, only one factor would be 
derived. 
SOURCE NO. 12 
Figure 1. Geographical Distribution of Metropolitan 
Wage Levels: 1960-1961 
SOURCE NO. 12 
Figure 2. Geographical Distribution of Metropolitan 
Skilled-Unskilled. Wage Differentials: 
1960-1961 
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C .4 A Time-related Application 
One last contribution ta the literature is reported even though it 
does not relate closely ta turnover analysis. Carl W. Hale (13) 
applied factor analysis to the study of regional economic analysis and 
specifically to the creatien of an industrial linkage index. The 
significance of Hale's centribution ta the present study is that his 
werk was one of very few to include the time dimension in the analysis. 
He used time-series data "because these data present an historical view 
of the region's industrial structure and thus measure an additional 
dimension of a region's industrial activity--that is, change over 
time. 1147 As suggested in Chapter I, the inclusion of the time dimen-
sion in the present study forms part of the uniqueness of this study 
relative to other studies of turnever. 
Hale did not attempt to interpret facters as will be done in the 
present study. Instead, he used the factors along with partial car-
relatiens to determine his "Industrial Linkage" between ene industry 
and other industries. This, he suggests, is a measure of complementar-
ity er hew industries have related over time. 
This chapter has presented a review of recent literature on the 
subject of labor turnever, fellowed by the theery of factor analysis 
and recent applications af the tool ta the arganizatton and manpawer 
economics area. The discussion of labar turnover has served to iden-
tify models that have been suggested and,. in particular, variables that 
were submitted te analysis. Mast of the variables included in the 
47carl W. Hale, ''Factor Analysis, Industrial Linkage, and Indus-
trial Struct4re," The Review .!£. Regional Studies (Virginia Pelytech-
nical Institute, n.d.), p. 20. 
earlier studies were also included in the present study. The discus-
sion of the theory and applications of the factor analysis tool pro-
vides support for the analytical tool. Through the discussion of the 
theoretical underpinnings of factor analysis and recent applications 
in the general area being studied, the utility of the tool in non-
psychological areas is substantiated and its viability as a research 
tool in labor turnover analysis is supported. 
The next chapter examines the methodology used in the present 
study, followed in Chapter IV by the presentation and analysis of 
results. 
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CHAPTER III 
METHODOLOGY AND DATA 
The previous chapter discussed the theoretical underpinnings of 
labor turnover and of the factor analytic method used in the study. 
The present chapter is concerned with the specific methods used in the 
study and the data analyzed, Chapters IV and V will, in turn, discuss 
the empirical results of the analyses, followed by a discussion of the 
results and their relationships to the hypotheses tendered, as well as 
the broader area surrounding labor turnover itself. 
This chapter will first be concerned with the "data slices" used 
in the study. This will be followed by a discussion of each variable 
included in the analysis, The last section will then focus upon the 
purpose of the specific analyses which were made. 
A. The Data Slices 
It i,s necessary, in order to have a full understanding of the 
relationships between the analyses, to discuss the various data con-
figurations, or "data slices," that may be used in a factor analysis. 
When analyzing any set of data, regardless of the method of analysis, 
one looks at one or more of the three possible "dimensions" of raw 
data. For example, the interest may lie in several characteristics of 
a given person or entity over a period of time, or it may center on the 
values of a given characteristic for several different individuals, 
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again over time. The third possible cenfiguratien is the study of 
several characteristics for a group of individuals at one specific time 
period. Different authors have different names for these dimensions.l 
The symbolism suggested by Rummel will be used in this study. Given 
possible entities (persens, subjects, industries), characteristics 
(blood pressure, stock prices, quit rates), and~ periods (years, 
quarters, months), we C?n form the six possible data "slices" and 
types cif analysis. 
1. If the variables of interest are entities, while cases are 
characteristics at a single time period, a Q data slice, or a Q-
analysis, is made. 
2. If the focus is on the opposite r~lationship, i.e., charac-
teristics as variables and entities as cases, an R data slice, or R-
analysis, is used. 
3. If the variables are entities, as in the Q-ana lysis, but the 
cases are values of a single characteristic over several "occasions," 
an S-analysis is made, using an S data slice. 
4. The transpose of the S data slice, with occasions as variables 
and the single characteristic of several entities as cases, produces a 
T data slice, or a T~analysis. 
5. When the variables are occasions, ~nd characteristics of a 
single entity are the cases, an O data slice, or 0-analysis, is made. 
6. Lastly, the transpose of the O data slice, with characteris-
tics as the variables and occasions as cases, identifies a P-analysis, 
1Rummel, p. 192, footnote 21. 
using a P data slice,2 The occasions may be any time units; the 
present study utilized annual data. 
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The present study utilized three of the six data slices, the R, T, 
and P. Major emphasis was focused upon the P-analysis. Variables were 
economic characteristics relating to labor turnover measured on an 
economy-wide or manufacturing-wide basis. The cases were the annual 
averages for each variable in each of the ye'ars 1947-1970, This 
stresses the relationships among characteristics as they vary over 
time. 
The use of the T-analysis also includes a time dimension, but-in 
this case, the time units are the variables rather than the cases. The 
cases in the T-analysis were the quit rates for each of several indus-
tries. The results of the analysis reflected groups of similar years 
based upon the quit rate among industries. 
The R-analysis, in its norm.al form is not concerned with relation-
ships over time. Its variables are characteristics as in the P-
analysis, but the cases are values registered by several industries at 
one specific time period. A measure of time can be injected into the 
R-analysis by making two or more R-analyses using data from different 
time periods. 
These data slices will be discussed further in the last section of 
the chapter. The next section identifies the data t1¥it were analyzed. 
B. Data and Sources 
Factor analysis, as opposed to regression analysis, allows the 
2rbid., PP· 192-202. 
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inclusion of a large number of variables in a study. This section dis-
cusses the variables selected for inclusion in the study, the reason 
for their inclusion, and the sources from which the variables were 
obtained. 
A total of 52 primary or derived variables was identified far the 
analysis. These variables included: 
(1) Variables considered by other investigations and reported in 
the literature review, 
(2) Variables which may affect turnover for numerical reasons 
only, e.g., total employment, percent of employment in minority groups, 
etc., 
(3) Variables which an individual contemplating a change in jobs 
might perceive as an influence either on incentives or opportunities to 
leave a job. Examples here would include unemployment, wage levels, 
layoffs, job vacancies, etc,, and 
(4) Variables which are considered by some to impede turnover, 
but whose effect is questionable. The percentage unionization exem-
plifies this category of variable. 
Each of the variables included in the study entered the analysis 
with a hypothesized relatianship to turnover. The follawing discussian 
cpnsiders each of these variables, along with the direction of the 
relationship expected and the theoretical justification for the inclu-
sian of the variable, 
1. Separation Rate (SEP). This variable measures the combined 
turnover rate for an industry. It includes quits, layoffs, discharges, 
and miscellaneous separations, as in entering the armed forces. 
• 
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2. Quit Rate (QR). This is the key turnover variable and the 
target of the analysis. It is the only turnover variable reflecting 
voluntary changes. Thus, it is the only change directly under the con-
trol of the individual. 
3. Layoff Rate (LR). The layoff rate is also of prime importance 
in the study. It may be hypothesized to be the antithesis of the quit 
rate. The expected relationship was that layoffs would coload highly 
with the quit rat.e, but with opposite sign, altheugh Stoikov and Raimon 
(32) found a positive relationship between the two in a cross-sectional 
study. 
4, 5. Annual Incremental Change in Quits and Layoffs (ff)., AL). 
The incremental change in quits and layoffs were included to determine 
if recent changes are the result of the same force that determines the 
absolute level of the variables. From a behavioral point of view, the 
interest is whether an individual reacts to levels of variables or 
recent changes in variables. 
6. Accessions Rate (AR). The accessions rate is the number ef 
additions to the firm's work force per 100 employees. This includes 
both new hires and recalls of previously laid-aff employees. The 
accessions rate may be a measure of three different concepts, ea~h of 
which should relate positively to the quit rate. First, it is accepted 
that quits are concentrated among new employees. Thus, increased 
accessions should increase·quits. Secondly, increased accessions sug-
gest an expansianary economy and hence a more favorable job market, 
also increasing the amount of quits. The third relation has the same 
sign, but the direction of the cause/effect relationship is oppasite, 
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Le., increased quits will require employers ta increase accessions to 
replace those who left. 
7. Lagged Accessians Rate (LAR). When annual data is used in a 
study, it is rec0gnized tl:i'~t same ef those wha quit in a given year 
were accessians in the same year. This weuld suggest that the unlagged 
accessions rate is a measure af the number af new employees. An 
equally valid argument wau.ld submit that the lagged accessions. rate is 
the apprepriate measure af the new employees while the accessions rate 
measures opportunity in the job market. As a result, bath measures 
were included. 
8. New Hire Rate (NH). The new hire rate comprises part af the 
accessions rate, while recalls of previously laid-aff workers ma~e up 
the remainder. Fram the "new employee turnover" viewpoint, new hires 
shauld be mare closely related ta quits than are accessions. Perhaps 
somewhat.incidental ta the analysis is the fact that, in upswings, new 
hires shauld lag.the accessions rate, since early accessions will be 
made up af recalls rather than new hires. 
9. Lagged New Hire Rate (LNH). This variable was not included 
in initial analyses due to its similarity to lagged accessions .. It 
was included in a later analysis, although ne substantial difference 
between it and lagged accessions was expected. 
10, 11. Nan-Agricultural Workers (NAW), Praduction Werkers (PW). 
Mast studies of turnever include a variable which measures the level af 
emplayment in an industry er the ecenomy, commonly ane of these twa. 
The expected relationship was unclear. Theoretically, increases in 
employment suggest a more productive economy and, hence, mare oppor-
tunities. On the other hand,. if most turnover occurs among lower level 
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workers, it may be that the number of production workers is more'impor-
tant to the production worker contemplating a job change than total 
non-agricultural employment. 
12. Percentage of Non-Production Workers (1.NP). Ttat firms have 
continually increased the percentage of non-productian workers cannet 
be debated. Theoretically, in~reases in this percentage sheuld have 
a deleterious effect en the number of opportunities for productien 
workers contemplating job changes. 
13, 14, 15. Gross Weekly Earnings (GWE), Annual Increment.al , 
Change in Weekly Earnings (AWE), and Hourly Earnings (HE). Same form 
of these statistics are used in nearly all studies. Same utilize 
annual wages rather than hourly or weekly earnings. The change in 
wages was included to determine if individuals respend to absalute 
wage levels er recent changes in wages. 3 
16. Spendable Earnings (SE). No studies reported using spendable 
earnings as a variable. Yet, from.an individual's viewpoint, spendable 
income rather than gross income should be more important. 
17. Unemployment Rate (U). Like wages, unemployment is included 
in nearly all studies. The expected result was a highly negative 
relationship to the quit rate. 
'' 
18. Average Duration of Unemployment (Uad>· Individuals centem-
plating.leaving.a jab will consider how many of their acquaintenances 
are eut of werk. Perhaps of more importance, they will be concerned 
3stoikov and Raiman (33) utilized changes over three years ta 
account for changes in collective bargaining agreements. Although they 
, have a valid point, it is doubtful that individuals would respond to 
changes over that long a time period. Annual changes seem much better 
and were used in this study. 
61 
with hew leng those acquaintenances have been witheut work. The longer 
the average duration ef unemployment, the lower will be the prepensity 
to quit. 
19. Labor Force Participation Rate (LFPR). Much of the laber 
turbulence, i.e.,. teta 1 accessions and total separat,ians, is assaciated 
with mevements into and aut af the labor force. Mavement inta the 
labar farce can be expected to accur predaminantly in females and young 
males. Mavement aut af the laber farce is predaminantly females and 
alder males, with some young males leaving the civilian labor force, 
either to return to school or enter the military. The relationship 
between the labor force participation rate and quits was expected ta 
be positive but weak, since the statistic is a net measure and, as 
such, does not consider the absolute amount af inflows and autflows. 
20, 21. Consumer Price Index (CPI), Wholesale Price Index (WPI). 
These two variables are major measures of the cost of living for indi-
viduals and the cost af operatian far firms, respectively. Any rela-
tionship between these and quits was expected ta be weak, although the 
cost af living would reduce real wages and could thereby affect a 
decisian ta leave a job. The expected relatianship was unclear. 
22, 23. Grass National Praduct (GNP), Annual Incremental Change 
in GNP (,1GNP). The level af gross natianal preduct is a statistic 
frequently reparted as an indicatar af the health ef the ecenomy as 
well as an indicatar of productivity. Beth it and the annual change 
in GNP may have an effect on turnaver. ,AGNP was expected ta have the 
greater effect on an individual's perceptian af eppartunities, while 
GNP shauld relate more ta actual apportunities. 
62 
24. Dew-Jones Steck Average (DJSA). This is a major indicater af 
the health af the economy. This statistic is available ta the individ-
ual via news media and is often used as a praxy fer the overall ecenem-
ic eutlook. 
25. Gevernment Spending (G). Increased gavernment purchases 
either directly er indirectly result in mere jabs fer werkers. Thus, 
the expected relatienship between gevernment spending and quits was 
pasitive since mare jobs imply greater eppertunities ta meve. It is 
suggested, hewever, that a lag may occur in same cases, altheugh this 
was net considered in initial analyses. 
26. Lagged Gevernment Spending (LG). To determine if a ene-year 
lag in government spending weuld be mere closely related than current 
spending, this variable was included in a later analysis. 
27. Expenditure far New Plant (ENP). Expenditures far new plant 
may affect turnever in twe ways. First, as expenditures in a given 
plant increase, the incentive for advancement within that firm in-
creases, thus decreasing turnever. On the ether hand, new empleyees 
hired because af increased plant expenditures wauld add to turnover, 
since they would be counted by firms fram which they came,. if this 
were the case, and also because of the new hire relatienship.discussed 
earlier. 
28. Business Sales (BS). The ameunt af business sales was in~ 
eluded since it is a majer iridicatar ef ecenomic activity. A pasitive 
relationship. was pesited between this variable and quits althaugh it 
was hypethesized that this relationship would hold enly in grewth 
years, while the relatienship would not be clo$e in unstable years. 
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29. Inventory/Sales Ratio (I/S). The I/S ratio is a cotmnenly-
used ratio which measures the extent of the precautianary outlook ef 
empleyers~ The implication was that a high ratio would be coupled with 
low accessians and a higher layeff rate and, hence, lewer quits. 
30. Durables Purchases (DP). Durables form a majer expense 
item for the individual and a major income sector in the econemy. 
Thus, the effects on turnover could be from: (1) the need for higher 
income due to purchase of an auto, washer, etc., (2) the hesitancy to 
quit a satisfactory job for the same reason, and (3) the contribution 
of overall purchases to the econemy. 
31, 32. All-Industry Wage Range (WR.I), Manufacturing Wage Range 
(WRM). Pencavel (24) utilized the standard deviation of wages as a 
measure of dispersion ef wages within manufacturing. The implicatien 
was that the higher the dispersien, the higher the quit rate sheuld be 
due to mevement to better jobs. Others have used the manufacturing-
all economy wage differentials (22) or the ratie af one industry's 
wages ta the average wage (29) to get at the same phenomenan. The 
present study made use ef the wage range fer all industries as a 
measure of incentives te mave in er out af m~nufacturing, and the 
within manufacturing wage range ta measure the incentives far intra-
manufacturing job shifts. 
33. Help-Wanted Index (HWI). There was a desire to include the 
variable job vacancies, which weuld measure appertunities to meve. 
Unfertunately, this was not available prior to 1958 and was omitted as 
a result. A proxy for the job vacancies variable which was available 
was the help-wanted index, Both the help-wanted index and the reported 
job vacancies should underestimate the oppertunity phenomenon, since 
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many jobs are filled through recommendati~.ns and hence are never 
officially reported as vacancies nor listed in the help-wanted adver-
tisements. The expected relationship.would be pesitive. 
34. Percentage Unionization (Un). The hypothesized relationship 
between unionization and the quit rate was negative, As unions repre-
sent larger amounts of the non-agricultural work force, t~e effects ef 
seniority, grievance precedures, etc., should reduce the amount of 
voluntary turnover, althaugh the effect on invaluntary turnover is 
debatable, Opposed to the expected negative relationship are the 
almost totally inconclusive results presented throughout the review af 
the literature. 
35. Unfair Labor Practices Filed (ULP). The number of unfair 
labor practices cases filed with the National Labor Relations Board was 
included as an admittedly poor measure of dissatisfaction within a 
firm. The measure is questionable since only unionized firms would be 
included, and the variable may reflect militancy of unions rather than 
dissatisfaction of employees, The expected relationship to voluntary 
turnover was negative but weak. 
36. Work Stoppages (WS). To some extent, the number of work 
stoppages may indicate dissatisfaction with managl;!ment, although this 
I 
variable,. too, may reflect militancy ef uniens. The variable was 
included, however, for a different reason. The expected relationship 
was that during a work stoppage, some of the workers would obtain a 
second job. They would then either keep.the second job and be counted 
as a quit in the first firm, or they would return to the original firm 
.at the end of the stoppage, hence, a quit from the second firm. Thus, 
a positive relationship between work stoppages and the quit rate was 
pre~icted. 
37. Time Lost to Work Stoppages (TLWS). The time·lost to work 
stoppages as a percentage ef total estimated working time entered the 
analysis with the same relationship to turnover as did the number_ef 
work stoppages. It was expected, in addition, that the time lost to 
work stoppages should be negatively ass.aciated ta production. 
38. Female Employment as a Percent of Total Employment (7.FE). 
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Burton and Parker (5) feund a negative relationship between the percent 
male in work force and voluntary turnover. This is the same as a 
pasitive relatianship between the percent female and voluntary turn-
aver. Staikov and Raiman (33) found insignificant results. Pencavel 
(24) found a positive relatianship between the ratio af female to male 
employees and turnaver. Thus, the variable entered with an expected 
positive but questianable relationship to turnover. 
39. Percent Married Female Employment (7oMFE). The number af 
married women in the labor farce has increased in recent years. It was 
then af interest to determine if this would affect the quit rate. The 
expected relationship fer young married wamen was positive, althaugh 
older married women may have less turnever than m~n. The everall rela-
tianship was expected ta be positive. 
40. Unemplayl'l,lent in the 20-24-Year Age Greup (u20). This vari:.- .. 
able is carrelated with the averall unempl~yment rate. It was in-
cluded since the 20-24-year age group experiences higher turnaver than 
elder groups. It was of interest then te determine if a special rela-
tionship.would appear between turnover and unemployment in that age 
graup. 
41. Black Unemployment (UB). Like the younger worker, black 
turnover is higher than white turnover. Also, like unemployment in 
younger age groups, black unemployment is far higher than white unem-
ployment. This variable was expected to coload.with u20 and U, and 
exhibit a high negative relationship to voluntary turnover. 
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It was of interest to determine if individuals react more to 
yearly changes than to absolute levels of variables. Using economic 
terminolagy, this is equivalent to determining if short-run relatian-
ships differ from.long-run relationships. Thus, a dynamic analysis 
included several variables reflecting yearly incremental changes in 
selected key variables. Theoretically, the same direction of relation-
ships should be obtained for the change variables as far their static 
caunterparts. These will be U..sted without individual cemment. 
42. Change in Business Sales <l113S). 
43. Change in Government Spenping (f1G). 
44. Change in New Hire Rate (l1NH). 
45. Change in Unemplayment (AU). 
46. Change in All-Industry Wage Range (4WRI). 
47. Change in Percentage of Non-Production Workers (J$NP) • 
48. Change in the Consumer Price Index (/J.CPI). 
49. Change in the Percent Unionization (AUn). 
50. Change in Help-Wanted Index (AHWI). 
51. Change in Expenditure fer New Plant (N,NP). 
52. Lagged Change in Government Spending (L~). 
In addition to the listed variables, a trend variable consisting 
simply of the numbers 47 through 70 was included in some analyses to 
determine if variables were in fact reflecting trends. These numbers 
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reflect the years included in the study. They farm a constantly in-
creasing variable which may be considered a trend v~riable. 
Data for the analyses came from the following sources: 
1. Empleyment ~Earnings, United States,_ 1909-1970 (39) 
2. 12.Zl. Hand beak .2! Labor Statistice (40) 
3. 1222. Business Statistics (38) 
4. Issues ~f the Survey .2£. Current Business (39) 
5. Issues ef the Monthly Laber Review (42) 
Table I shows the variables included in the analysis, the sym-
bolic netation fer each, and the source of the variable. The numbers 
in the source column correspond with the sources listed above. Many 
variables were reported in more than one source. In these cases, the 
sources from which the data were actually obtained are noted. 
C. The Analysis 
Data were collected and subjected to factor analysis one or more 
times utilizing the BMD 03M "General Facter Analysis" program.4 The 
program m~kes the following computational steps. 
(1) Means, standard deviations, and correlation c~efficients are 
determined for each variable. 
(2) From the correlation matrix, eigenvalues and eigenvectors are 
determined;. a,nd from.these the factors are determined. Communalities 
are computed. 
(3) Factors are rotated and final communalities are computed. 
4w. J, Dixon, ed., Biomedical Computer Programs (Los Angeles, 
1968), pp. 169-184. 
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TABLE I 
VARIABLES INCLUDED IN THE STUDY 
Variable ~ ~ 
1. Separation Rate SEP 1, 2, 5 
2. Quit Rate QR 1, 2, 5 
3. Layoff Rate LR 1, 2, 5 
4. Change in Quit Rate 
~Q 1, 2, 5 
5. Change in Layoff Rate /Jl, 1, 2, 5 
6, Accessions Rate AR 1, 2, 5 
7. Lagged Accessions Rate LAR 1, 2, 5 
8, New Hire Rate NH 1, 2, 5 
9. Lagged New Hire Rate LNH 1, 2, 5 
10. Non-Agricultural Workers NAW 1, 2, 5 
11. Production Workers PW 1, 2, 5 
12. Percentage Non-Production Workers toNP 2 
13. Gross Weekly Earnings GWE 1, 2 
14. Change in Weekly Earnings /FE 1, 2 
15. 'Gross Hourly Earnings RE 1, 2 
16. Spendable Earnings SE 1, 2 
17. Unemployment Rate u 2 
18. Average Duration of Unemployment Uad 2 
19. Labor Force Participation Rate LFPR 2 
20, Consumer Price Index CPI 2, 3, 4 
21. Wholesale Price Index WPI 2, 3, 4 
22. Gross National Product GNP 3, 4 
23. Change in GNP AGNP 3, 4 
24, Dow-Jones Stock Average DJSA 3, 4 
25. Government Spending G 3, 4 
26. Lagged Government Spending LG 3, 4 
27. Expenditures for New Plant ENP 3, 4 
28. Business Sales BS 3, 4 
29. Inventory/Sales Ratio I/S 3, 4 
30, Durables Purchases DP 3, 4 
31. Wage Range (All Industries) WRI 1, 2, 5 
32. Wage Range (Manufacturing) ~ 1, 2, 5 33. Help-Wanted Index 2 
34. Percentage Unionization Un 2 
35. Unfair Labor Practices ULP 2 
36. Work Stoppages ws 2 
37. Time Lost to Work Stoppages TLWS 2 
38. Percent Female Employment '7.,FE 1, 2 
39. Percent Married Female Employment %MFE 2 
40. Unemployment in 20-24-Year Age Group u20 2 
41. Black Unemployment UB 2 
42. Change in Business Sales o,s 3, 4 
43. Change in Government Spending l::P 3, 4 
44. Change in New Hire Rate NIH 1, 2, 5 
45. Change in Unemployment AU 2 
46. Change in All-Industry Wage Range AWR 1, 2, 5 
47. Change in Percentage of Non-Production A%NP 2 
Workers 
48. Change in Consumer Price Index 4CPI 3, 4 
49. Change in Percent Unionization 4Un 2 
50; Change in Help-Wanted Index aiwr 2 
51. Change in Expenditure for New Plant N,NP 3, 4 
52. Lagged Change in Government Spending Lf:P 3, 4 
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(4) Factor scores are computed from. the factor loadings and case 
values for each variable. 
The number of factors rotated was determined by the size of the 
eigenvalues for the factors. Initially, only factors with eigenvalues 
greater than 1.0 were rotated. In some cases, an additional factar was 
rot~ted if the eigenvalue for tli.e factar in question was clese ta 1.0 
and substantially, larger than succeeding.eigenvalues. 
Five major analyses were made using different combinations of 
data. The first three of these made use of the P data slice. The 
fourth used the R data slice, while the last utilized a T data slice. 
To substantiate the results of the T-analysis, a simple regression 
analysis was run. Each of these will be discussed in turn. 
C.1 The Initial Analysis 
In the first analysis 39 variables were factor analyzed. The 
variables included in the analysis were variables ane through forty-ane 
in Table I, with the exception of the lagged new hire rate and lagg~d 
government spending. The cases for t~e analysis were values for the 
variables f~r the years 1947-1970. Of the 39 variables, 35 were 
static and faur were dynamic or change variables. 5 
This analysis was the key ta the entire study. The results of 
this analysis assisted in the evaluation of each of the hypotheses 
stated in Chapter I. Interest also centered on the possible location 
of the quit r~te amangthe factars retated. Three different 
5changes in the quit rate and layoff rate were included in mast 
analyses. Changes in wages and GNP were included in the intial 
~nalysis.and the-dynamic analysis only. 
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configurations were possible. A possible cambinatian would be the quit 
rate loading on a factor by itself, while all ether variables loaded an 
ether factors. In this case the indicatian is that the quit rate is a 
functian of variables other than the economic, organizational, and 
labor market variables that were included in this study. This would 
suggest that the decision to change jobs was a complex function of 
individual or psychological influences rather than the "ratienaltt 
decision precess suggested by theoretical ecanamists. A second possi-
bility was that the quit rate could la.ad on a factor shared by a large 
majority of the other variables. In this case the quit rate is highly 
correlated with other variables which are also intercorrelated among 
themselves. This would suggest that studies supposedly measuring quit 
rates are in fact measuring a complex group of interrelated variables 
rather than supposedly independent variables which influence the quit 
rates. The third possibility, and the most likely, was that a few 
variables would coload with the quit rate while most others did not, 
This case would suggest that many of the variables which are normally 
thought to influence the quit rate have a negligible effect over time, 
while a few variables are highly correlated with the quit rate. 
Returning to the initial analysis, the 39 variables were subjected 
to factor analysis and orthegonal rotation. The factar loadings and 
factor scares were then analyzed in order to determine the meaning of 
the factors. Factor analysis, opposed to regression analysis, does not 
have the primary goal ef "predicting" one variable based upon ethers. 
In fact, the quit rate makes up only one part ef the data set, Yet, 
the factors could be interpreted in light of, er focusing upon, the 
loading by the quit rate relative to other variables, 
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C.2 The Dynamic Analysis 
Of the entire set of 52 variables, 15 were dynamic variables 
derived from corresponding static variables which were considered to be 
key variables in the data set. 
These dynamic variables are listed in Table I as variables 4, 5, 
14, 23, and 42-52. They are measures of the annual change in vari-
ables rather than the static level of the variables. These variables, 
like those in the initial analysis, were measured annually over time. 
The time period for the yearly changes was 1948-1970. The object of 
this analysis was te determine if the dynamic variables in an analysis 
would load similar to their static counterparts. Of particular inter-
est was the location of the primary turnover variables. Since changes 
in quits and layoffs were included in the initial analysis, the desire 
waste see if the relationship between factors encempassing t[J. and IJl.. 
in a dynamic analysis and factors in a predeminantly static analysis 
were different. 
It may be recalled that Hypothesis III stated that earnings vari-
ables would be unrelated to quits over time. A corollary to this 
proposition would be that changes in wages could be unrelated to 
changes in the quit rate over time. Similar corollaries for the other 
hypotheses could be made. If the dynamic analysis can be considered 
an analysis of short-run relati.onships, then the analysis may be can-
sidered as a. test far the short-run caro1laries far each af the hy:-
potheses in Chapter I~ with the exception of Hypothesis IV and the 
first part of Hypothesis V. 
72 
C.3 The Static Analysis 
The initial analysis considered 39 variables, feur of which were 
dynamic, and several of which were closely, tied to others. It was of 
some importance to determine the relationship of turnover variables te 
ether variables when the dynamic variables and same ef the leok·ialike 
variables were omitted. Two reas.ons for this were submitted. 
The first was to determine the stab.ility ef the facters. If 
factors delineated fram factor analyzing a smaller set of variables was 
substantially different from those found in factorizing a larger but 
similar data set, then one could question the viability of the teol. 
On the other hand, if facters were invariant over minor changes, then 
the teal would appear mare useful. 
The second reason for the static analysis using a smaller data set 
was to see if additienal relationships might be feund which were 
masked by the inclusion of larger amounts ef data. Factor analyzing 
data develeps clusters of variables er data paints which may be thought 
of as an ellipsoid. It is conceivable that the inclusion of additional 
data may change the s.J:1ape or axis of the ellipseid slightly, hence 
developing slightly different factors. Using this framework, the pre-
vious paragraph suggests.that the cluster should not disappear when 
some data are.remeved. The present discussiC?,n implies that there may 
be some slight changes. Any such changes in the configuration are of 
importance in this analysis. 
C.4 Comparative R=analyses 
The R-analysis is not normally used in a time-rel~ted study since 
the P, O, and T data ~lices include the time dimension. The utility 
of the R-analysis in the present study was that cross-industry vari-
ations cou.ld be found. A second reason was that relationships at a 
specific time period were expected to differ from relationships over 
time. 
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Even though the R data slice comprises an analysis without regard 
to time, the use of comparative R-analyses was i~portant to this study. 
Comparative R-analyses means that cross-sectional factor analyses are 
done at different points in time, with the resulting structures cam-
pared. It was of particular importance in this study since Hypothesis 
I suggested that quit rates would be related to business activity in 
good times but not in bad times. R-analyses were done for the years 
1958, a deep recession year, and 1966, a peak expansionary year. To 
serve as an additianal check on the structural differences among 
economic variables in recessionary and expansionary year, R-analyses 
were -"also run for the years fallowing. each of the two ye~rs. This was 
to see if the u~swing year, 1959, and the temparary downturn year, 
1967, were related to their preceding years, as well as determining any 
common structure between twa change years. 
Sixteen variables were selected far the comparative R-analyses. 
All but one of these were variables which were also included in the 
P-analyses. It is evident upon inspection of the entire data set that 
many of the variables are not available at the industrial level. Far 
example, gross national praduct, unemplayment, the Dow-Janes Stack 
Average, and ethers are net reported on an industry basis. The addi-
tional variable not included in the P-analyses was I.PI, the industrial 
production index. This variable was a standard index of production and 
served as a proxy for business sales and individual industry 
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contribution to gross national product. The business sales variable 
was available but not used since dollar sales may be an indication af 
product type or industry siz.e rather than a measure of praduction. It 
was felt that the index was a better cross-industry measure of produc-
tion for a given year. 
The four comparative R-analyses were made af the 16 variables. 
The cases were values far 21 industries. The results were then com-
pared in order to determine if cross-sectional factor patterns were 
stable throughout time or if entire structures of relationships between 
variables changed as the econamy level changed. 
C.5 T-analysis and a Regression 
AT-analysis considers the relationships among groups of years 
based upon the values far a single variable in each of the years acrass 
several industries. Since the target of the study was voluntary turn-
aver, a T-analysis af the quit rate was made. Twa analyses were made 
although results were comparable. The first included the value of the 
quit rate for the years 1947-1970 for 23 industries. The second 
analysis covered 36 industries but only the years 1950-1970, sirt-e-e 
! 
data for the 13 additional industries were net available before 1950. 
The object of this analysis was to previde a further test af the 
hypothesi'.s that the quit rate varies differently in different years. 
If there were no significantly different relationships among the years, 
then a single factor would be rotated. If, however, more than one 
factor appeared and the relationships were interpretable, i.e., fiot an 
apparently random structure, then the hypothesis would be supported. 
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Based upon the results of the T-analyses, and to obtain a purer 
statistical basis for evaluation of Hypothesis I, a simple regression 
analysis was made using the quit rate as the dependent variable and the 
level of business sales as the independent variable measuring econemic 
activity.6 To test the two parts of the hypothesis, two regressions 
were run. The first considered the years 1960-1969, the growth years. 
The second utilized values for the years 1951-1958, the years of a 
somewhat unstable econamy. The significance of the correlation coeffi-
cient was then determined for each. 
This chapter has discussed the data slices that were used in the 
study, the variables that were included, and the specific analyses 
which were made. The steps in the analysis are shown in Figure J. 
From it, the reader may note the flow of the study and the contribution 
of the separate analyses to the study of labor turnover. The following 
chapter discusses the analytical results of the analyses. 
6Factor analysis~ though an excellent tool for discovering,inter-
relationships, is not normally conducive to formal statistical testing 3 
nor is that its goal. 
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CHAPTER IV 
ANALYSIS OF RESULTS 
The previous chapter delineated the methodology used in the study. 
This chapter will present the results of the data analysis. Emphasis 
in this chapter is on the description and interpretation of factor 
patterns that were determined, along with discussions of theoretical 
relationships which may account for the factor patterns.that were 
identified. Chapter V discusses the factor patterns in more depth with 
the emphasis on the relationships between analyses and the significance 
of the loadings of key variables on the different analyses. Emphasis 
will also be placed on general relationships and implications involving 
the turnover variables. 
Chapter III stated that three P-analyses were made followed by 
four comparative R-analyses and two T-analyses. The results of these 
will be discussed in turn. 
A. The P-analyses 
The discussion in Chapter III noted that a P-analysis forms groups 
of variables which covary over the time periods forming the cases. The 
factors which are formed in the analysis represent distinct groups of 
variables (economic characteristics). Variables within groups are 
highly interrelated. Variables which load on different factors are 
unrelated over time. Values for each variable were collected for each 
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of the years 1947 through 1970. In each case the annual average for 
the year was used. 
A.1 The Initial P-analysis 
The initial analysis included 39 variables which could conceivably 
affect turnover. 1 Individuals contemplating leaving a job may consider 
any o~ all of the variables. Some of the variables reflect actual 
opportunities or incentives to move while others are mare nearly 
reflections of an individual's perception of his probable success in 
obtaining a better job. 
Help-wanted advertising exemplifies the opportunity variables; 
gross weekly earnings is an example of the incentive variable; while 
the Dow-Jones Stock Average would fit in the category of variables 
with more of a perceived effect than actual effect on movement poten-
tial. 
Of the 39 variables four reflected the incremental changes in four 
of the static variables. These were the changes in the quit rate, the 
layoff rate, weekly earnings, and gross national product. It was felt 
that the last three of these would be key variables in explaining the 
quit rate, and it was of interest to see how the annual change fit into 
the factor patterns. 
The variables were factor analyzed with factors rotated orthogo-
nally. Five factors, accounting for 93.1% of the total variance, were 
rotated. Table II shows the factor pattern that was generated. 
1see Table I, page 68. Variables in the data set were the first 
41 variables except variables 9 and 26. 
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TABLE II 
INITIAL P-ANALYSIS FACTOR LOADINGS 
FACTCRS 
VARIABLES SYMBOLS 
I II III IV v 
Separation Rate SEP (.819) 
Quit Rate QR (.917) 
Layoff Rate LR (-. 723) -.566 
Change in Quit Rate ~ (. 887) 
Change in Le1yoff Rate N, (-.905) 
Accessiont~ Rat~ AR (.753) 
Lagged Accessions Rate LAR .699 
New Hire Rate NH (.850) 
Non-Agricultural Workers NAW (. 990) 
Production Workers PW .5811 (. 727) 
Percent Non-Production %NP (. 904) 
Worl,ers 
Gross Weekly E,irnings GWE (.991) 
Change in Weekly Earntngs AWE .696 
Hourly Earnings HE ( .992) 
Spendable Earnings SE (.9~1) 
Unemployment Rate u (-.930) 
Average Duration of uacl (-.895) 
Unemployment 
Labor Force Participation LFPR .570 -.655 
Rate 
Consumer Price Index CPI (. 990) 
Wholesale Price Index WPI (. 959) 
Gross National Product GNP (.988) 
Change in Gross National flGNP (.878) 
Product 
Dow-Jones Stock Average DJSA (.905) 
Government Spending for G (.956) 
GOQ<ls and Services 
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TABLE II (Continued) 
FACTffi.S 
VARIABLES SYMBOLS 
I II III IV v 
Expenditure for New Plant ENP (. 977) 
Business Sales BS (.989) 
Inventory/Sales Ratio vs -.607 -.655 
Durables Purchases DP (.973) 
Wage Range (all industries) WRI (.993) 
Wage Range (manufacturing) ·WR M. (. 958) 
Help-Wanted Index HWI .499 .471 .419 
Percent Unionization Un (-.805) 
Unfair Labor Practices Filed ULP .576 .647 
Work Stoppages ws .589 .507 
Time. Lost Due to Work TLWS (.819) 
Stoppages 
Percent Female Employment '7.FE (.989) 
Percent Married Female '7.MFE (. 969) 
Employment 
Unemployment in the ·20-24-Year Uzo (-.893) 
Age Group 
Black Unemployment UB (-.963) 
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A.1.1 The Trend Factor. Inspection af Table II shows the first ,, 
factor to be a trend factor. Most of the variables which load an it 
load very heavily, i.e., greater than .95. Looking at the raw data for 
these variables shows that each has increased almost manotonically 
. throughout the 24-year period. This is as would be expected in that 
wages, the cost of living, government spending, emplayment, etc. have 
all experienced upward trends. 
The val.idi~y of the trend aspect of Factor I was checked in a 
subsequent analysis. An analysis was made which was identical ta the 
first except that a trend variable was included. This variable could 
have been any constantly increasing.variable; the numbers 47 thraugh 
70, representing.each of the years in the study, were included in the 
present case. The trend variable loaded .980 on Factar I with all 
ether loadings remaining essentially the same. A further substantia-
tion for the trend factar is found in looking at the factar scores. 
Factor scores, in general, reflect those cases (years) which were 
important in forming the factor. These are quite often impartant in 
interpreting the meaning of factors. The factor scares for Factor I 
are highly negative in 1947, increasing consistently to highly positive 
in 1970. 2 These scores roughly parallel the standardized data units 
for the variables which have very high factor loadings. 
A small number of variables loaded in the lower end of the "moder-
ate" category suggesting that they were af relatively minor impartance 
in the factor. This c~uld reflect a variable which exhibited very 
2Factor scores for this analysis are presented in Appendix B, 
Table XV. 
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little change over time, as in the case of the labor force participa-
tion rate (58.9% in 1947, 61.3% in 1970), or it could reflect a vari-
able with a general upward trend with a few exceptional years as in the 
case of the unfair labor practices variable. (The years immediately 
following the passage of the Taft-Hartley Act saw a large number of 
u~iair labor practic~s filed.) 
The significance of Factor I is in the variables which did not 
load on the factor. None of the turnover variables loaded on the first 
factor, Thus, the decision to leave a job does not appear to be based 
upon the variables loading on Factor I. 
A .1.2 The Turnover Opportunity Factor. The second factor could 
be called the turnover opportunity factor. It establishes basic rela~ 
tionships that hold through time. As could be expected, the quit rate 
and the accessions variables load high positive, while the layoff rate 
and all unemployment variables load high negative. It should be noted 
that the number of production workers loads higher (.727) on this fac-
tor than on Factor I (,584), while the total number of non-agricultural 
workers does not load at all on Factor II. Literature suggests that 
quits are concentr1:1ted among productior:i workers far more than among 
office workers or professionals. Thus, the level of total employment 
is not as important to the potential job changer as is the amount of 
production workers. This, along with the moderate loading by the 
help-wanted index supports the opportunity hypotheses tendered by 
Burton and Parker (5) and Stoikov and Raimon (33). 
Since the unemployment variables load inversely to turnover, they 
may be considered as a negative opportunity or l~ck of opportunity. 
The negative relatio'n.ship implies.the higher the unemployment, the 
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lower the turnover. Similarly, the inverse relationship between the 
quit rate and the layoff rate suggests the higher the layoff rate, the 
lower the quit rate. These, then, also support the opportunity hy-
pothesis.3 
The loading of .589 by "work stoppages" supports Hypothesis VI 
that wark stappages are positively related to turnover. This may be 
considered an oppartunity variable but nat in the same sense that the 
unemployment and help-wanted variables are. The hypathesis that work 
stappages are related to turnover is tendered since some warkers will 
use the incidence of a wark stoppage ta seek actively either a new jab 
or a secandary job. The work stappage does not reflect additional jab 
oppartunities, but rather apportunities ta search for existing vacan-
cies. 
Two incidental relationships in Factor II shauld be mentioned in 
passing before loaking at Factor III. Note that new hires loads same-
what higher than daes the accessians rate. New hires are a part of the 
accessians rate, but the latter also includes recalls af farmer em-
ployees wha had been laid off. Thus, the theory that quits are con-
centrated among those new at a jab suggests that new hires should be 
more closely related to quits than would accessions. Reflecting this 
point, Pencavel (24) used lagged accessions as a variable. In the 
present study, the lagged accessions variable also loaded higher than 
did accessions, suggesting that it is a better measure af the number of 
short-term employees than is the unlagged rate. A later analysis will 
3Stoikov and Raimon (33) considered layoffs an incentive variable 
rather than an opportunity variable since they found a positive rela-
tionship between quits and layoffs. 
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add more to this discussion. 
The second relationship of interest is that.the separatton rate 
loads highly positive on the turnover factor. Separations incl:.ude 
voluntary separations or quits as well as involuntary separations, as 
in layoffs and discharges. Apparently, tetal separations are influ.-
enced far mere by quits than layoffs and discharges. 
A.1.3 The Change·Facter •. Factor fil_can be called a "change" 
factor. It is leaded heavily by each of the four incremental change 
variables included in the analysis. With the exception of the layoff 
rate (-.566), nane af the key stc:;1tic variables coleaded with their 
respective change variables. This suggests that causes of changes in 
characteristics are not the same forces that determine the general 
level for the variable. It was because of this factor that several 
more incremental change variables were added in later analyses, .and one 
of the later runs cansisted only of change variables. 
A moderate leading was recorded for the inventory/sales ratio. 
This was the only non-change variable which loaded significantly. As 
will be seen,. it also loads moderately on Factor IV. The best explana-
' 
tien for its loading on Factor III is that the rc:;1tio may be very sensi-
tive to changes. In later analyses which include more change variables 
the inventory/sales ratie coloads with change in ~usiness sales, change 
in new hires, change in unemployment and others, as well as the feur 
already listed. 
A.1.4 The Union Factor and the Work Stoppage Factor. Factor IV 
can be called the union factor because of the high neg~tive loading by 
"the percentage unionization." However,· other variables make the 
factor orte of questionable meaningfulness since the labor force 
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participatton rate and the inventory/sales ratio load moderately 
negative and the amount of unfair labor practices filed loads positive-
ly. The reason for the inverse relationship between unions and unfair 
labor practices is difficult to explain. The fact that the union 
variable loaded on Factor IV rather than the turnover factor is 
important. The literature suggested that unions are often considered 
to be impediments ta lab0r mobility because of seniority, selective 
hiring rules, etc. It this were the case, unions should have loaded 
negatively on Factor II. The absence of loading.by the percentage 
unionization 0n that factor suggests that the m0bility impediment 
charge may. be unfounded. 
The final factor c0nsists only of work stoppages (.507) and time 
lost due to work stoppages (.818). It is no surprise that these vari-
ables coload on a factor since increasing the number of stoppages would 
normally increase the amount of time lost because of the stoppages. It 
should be recalled that the work stoppage variable also loaded moder-
ately 0n the turnover factor. Thus, the variance of the work stoppage 
variable is split between tw0 distinct factors. It is not unusual to 
find this situation occurring for a small number of variables. 
A.1.5 Su~ry. Five factors accounted for 93.1% af the variance 
associated with the 39 economic variables, Almost half of the vari-
ables loaded on a factor reflecting an increasing trend over time. 
This was unrelated to any of the turnover variables. The turnover 
opportunity factor consisted of all the turnover variables and other 
variables reflecting job opportunities, None of the wage variables 
loaded on the factor, The third factor was comprised almost totally 
of the four dynamic variables. The fact that these variables caloaded 
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with each other rather than with other variables suggested a need for 
study of dynamic variables by themselves. The last two factors were of 
somewhat less importance although the loading of the percentage 
unionization on Factor IV rather than on Factor II was significant. 
A.2 The Dynamic Analysis 
In the initial P-analysis, it was found that a change factor 
developed orthogonally to other static factors, This caused some 
question as to ivhether an individual contemplating leaving a job is 
concerned with leve1s of wages, involuntary turnover, the economy, 
etc., or whether recent changes are more important decision criteria 
underlying the decision to leave a job. 
To determine if change relationships are, in fact, different from 
static relationships in their impact upon voluntary turnover, ten 
variables were created which reflect the incremental change in key 
static variables in the earlier analysis. These, plus the four change 
variables originally included, gave 14 variables for analysis. 
It should be noted that incremental changes were used rather than 
percentage changes. This was done in an attempt to preserve the. behav-
ioral flavor of the research. Although macro data is used, the goal 
throughout the study is to determine the forces underlying an individ-
ual's decision to leave a job. Although some studies utilized percent-
age changes, it appeared that for variables of the type considered in 
this study, individuals respond to incremental changes rather than per-
centage changes. Thus, one will perceive a job as paying ten dollars 
more per week rather than 17% more per week. This may be only an 
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academic point since computations transform data into standardized 
form; yet, there is a substantive difference. 
Table III shows the 14 variables included in the dynamic analysis. 
These variables reflect the incremental changes in corresponding vari-
ables factorized in the initial P-analysis. 
TABLE III 
VARIABLES INCLUDED IN DYNAMIC ANALYSIS 
1. Change in Quit Rate 9. Change in Wage Range (all 
2. Change in Layoff Rate industries) 
3. Change in New Hire Rate 10. Change in Percent Non-
4. Change in Weekly Earnings Production Workers 
5. Change in Gross National 11. Change in Consumer Price Index 
Product 12. Change iri Percent Unionization 
6. Change in Business Sales 13 0 Change in Help-Wanted Index 
7. Change in Government Spending 14. Change in Expenditures for 
8. Change in Unemployment New Plant 
These variables represent a cross-sect ion of the 36 static variables in 
the original analysis. Data were then subjected to factor analysis, 
produci.ng fi.ve rotated factors which together accounted for 85.3% of 
the variance in the data set. The factorization produced a very 
different set of relationships than did the initial P-analysis dis-
cussed in A .1. Table IV shows the factor patterns that were developed. 
A.2.1 The Dominant Factor, Factor I consists of high positive 
loadings by the changes in (1) quit rate, (2) weekly earnings, (3) 
gross national product, (4) business sales, (5) new hires, with a 
moderate positive loading by change in help-wanted index. High 
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TABLE IV 
DYNAMIC ANALYSIS FACTOR LOADINGS 
FACTCll.8 
VARIABLES SYMBOLS 
I II III IV v VI 
Change in Quit Rate t:,,Q (.872) 
Change in Layoff Rate §, (-.870) 
Change in Weekly t:,,WE ( .807) 
Earnings 
Change in Gross t.CNP (. 930) 
National Product 
Change in Business ABS (. 848) 
Sales 
Change in New Hire tJ!H (.714) 
Rate 
Change in Unemployment tP (-.748) 
Change in Percent of /§oNP (-.871) 
Non-Production 
Workers 
Change in Help-Wanted filWI .644 
Index 
Change in Government !:,.G (.926) 
Spending 
Change in Consumer CJ.CPI (.953) 
Price Index 
Lagged Change in L!J.G (-.926) 
Government· Spending 
Change in All-Industry tJ.WRI ( .962) 
Wage Range 
Change in Percent !J.Un (. 890) 
Ui;iionization 
Change in Expenditure /ff.NP .599 
for New Plant 
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negative loadings were registered by changes in (1) layoffs, (2) unem-
ployment, and (3) percent non-production workers. 
The last four factors were each dominated by a single variable. 
These were the changes in the consumer price index, government spend-
ing, the wage range, and unions. The last factor also registered a 
moderate loading by the change in new plant expenditures, 
Factor I is, of cour,se, the factor of interest, These variables 
are the ones that covary with changes in the quit rate. This does not 
imply that each individual contemplating·leaving a job will check each 
of the other changes before doing so, nor does it mean that changes in 
the other variables cause changes in the quit rate. Factor analysis, 
like regression analysis, is based upon the correlation coefficient 
and hence cannot predict a cause/effect relationship; yet, the fact 
that these change variables covary is of importance. 
The relationships in the change analysis results support many 
. hypotheses tendered by economists. For example, the change in quit 
rate coloads with the change in wages. This supports the theory that 
individuals migrate toward better jobs when moving from job to job. 
The high positive loadings by the changes in gross national product and 
business sales and moderate (.662} loading by the change in the help-
wanted index add to the opportunity theory suggesting again that indi-
viduals will quit jobs more readily when the job market outlook is 
·· .. 
favorable. 
The high loading by the change in the new hire rate adds to the 
earlier contention that quits are positively related to the number of 
new employees, but if one considers that new hires signify more oppor-
tunities, the opportunity hypothesis is also supported, 
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The negative factor loadings by changes in the layoff rate, unem-
ployment rate, and the percentage of non-production workers suggest 
that these, like their static counterparts, represent negative oppor-
tunity variables. It is important to note that changes in earnings and 
business activity coloaded with changes in quit rates whereas their 
static counterparts did not coload with the static quit rate. A 
plausible explanation may be that individuals respond more to recent 
changes in their economic environment than to the general level of 
variables surrounding them. This will be discussed more thoroughly in 
Chapter V. 
A.2.2 The Remaining Factors. The four factors orthogonal to the 
first merit some discussion, even though only one variable loaded 
heavily per factor. Factor II, loading heavily on the consumer price 
index, might have been expected to load as it did. Though the cost of 
living is of importance to individuals or families, the year-to-year 
changes of the consumer price index should hardly be an important 
criterion in making a job change decision. 
Similarly for Factor !!l, changes in government purchases should 
not affect quits, except through expenditures in the manpower area or 
those in the goods and services areas that would eventually appear in 
the business sales and gross national product accounts. The effect 
here may easily be lagged more than a single ye~r. 
To check for this possibility, the change data were re-analyzed, 
with a lagged change in government spending included. The expectation 
was that this variable would coload with the changes in quit rates, 
business sales, and other variables in Factor I. Surprisingly, how-
ever, lagged government spending.loaded singularly on a factor· 
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different from Factor I and also different fran the unlagged change in 
government spending factor. Rather than loading on one of the five 
existing factors, a sixth orthogonal factor was created. Thus, either 
government spending daes not affect turnover for at least two years, or 
the variance associated with the changes in spending over time is 
unique to the extent that lagging the variable produces still another 
unique factar. 
The fourth factor, dominated by the change in wage range, is of 
some importance. It may. be recalled from the literature review that 
Pencavel (24) utilized the standard deviation of wages as a measure of 
wage dispersion, hypothesizing that the greater the dispersion, the 
greater the voluntary turnover. In the present study the decision was 
made to use the wage range instead of the standard deviation. The high 
loading on Factor IV and total lack of loading on Factor I requires one 
to reach a conclusion similar to that of Pencavel, i,e., that the dis-
persion of wages apparently does not affect voluntary turnover. This 
suggests that the change in wages is associated with changes in the 
·amount of turnover, but also that the range of wages throughout all 
industries is not important. Two reasons are posited for lack of con-
sideration of the wage range. First, though one m?y be aware of wage 
changes within his own company and perhaps a few others, it is doubtful 
that an individual is cognizant of the entire range of wages. Further, 
even if one did possess full knowledge of wage ranges, it is doubtful 
that he would respond accordingly. To change from a low wage to a high 
wage industry may require geographical movement, learning a new skill, 
or changing work roles. Any of these may be an impediment to job 
changes. Evidence of existing inter-industry job changes indicates, 
92 
however, that these impediments are not totally restrictive. 
Factory, which is dominated by the percentage unionization, seems 
to substantiate, as did the static variable, the lack of relationships 
between voluntary turnover and unions. This would require th•t those 
seeking the demise of unions find arguments other than mobility impedi-
ments to buttress their case. 
A.2.3 Summary. Although earnings variables and business activity 
·variables did not coload with the quit rate in their static form, inl'"' 
cremental changes in these variables did coload with changes in the 
quit rate. Individuals apparently respond to recent changes in wages, 
etc. more than to the static level of the variables. Some variables, 
even in their dynamic form, did not coload with turnover variables. 
The change in the wage range loaded orthogonally to the quit rate. 
This cast doubt upon the hypothesis that incentives to move are impor-
tant. Changes in government spending were unrelated to turnover in 
both the lagged and unlagged form. Changes in unions loaded orthogo-
nally to turnover variables, further suggesting th~t unions have little 
effect on labor mobility. 
A.3 The Static Analysis 
The initial P~analysis discussed above in A.l included 39 vari-
ables of which four were dynamic. The development of a change factor 
led to the dynamic analysis discussed in A.2. Since the initial?-
analysis included both static and dynamic variables, a quest ion arose 
concerning the effect on the factor patterns created by removing the 
dynamic variables. Reflecting also the goal of determining the utility 
, of factor analysis,. it was decided to complete a P\,,analysis with a 
93 
smaller set of variables to determine the stability of the fact·.C>rs 
derived in the initial P-analysis.4 Several variables were eliminated 
from the data set which were conceptually similar to other variables. 
Examples of variables eliminated were hourly earnings and spendable 
earnings whi.ch were similar to gro'ss weekly earnings. The data set 
for the static analysis included only 26 variables, all of which were 
static. Again, the purpose was to check the stability of factors 
determined earlier and to remove the effect of the dynamic variables. 
Table V lists the 26 variables included in the data set for the 
static analysis. Table VI shows the factor patterns developed as a 
result of the analysis. The results of this particular P-analysis are 
important for two reasons. The first is the general stability of the 
factor patterns, while the second is a particular change that is impor-
tant. 
A.3.1 The Stability of Factors. There was little difference in 
the present static analysis and the earlier initial P-analysis. In 
each analysis, a trend factor is produced. There were less variables 
in the factor in the latter analysis, but each variable loading highly 
in the static analysis also loaded highly in the first analysis. 
Further, no variables loading in Factor I of the earlier analysis 
loaded on a different factor here. 
4If factor patterns are unstable, i.e., if addition or deletion of 
a small number of variables changes factor patterns substantially, then 
the utility of the tool is questionable. Although some changes are to 
be expected when variables are added or deleted, these should be:minor 
unless a relatively large number of variables are changed. Even the 
addition of variables known to exhibit different variances should load 
on a new factor~ leaving existing factors relatively unchanged. 
TABLE V 
VARIABLES INCLUDED IN STATIC ANALYSIS 
1. Total Separations 
2. Qu_it Rate 
3. Layoff Rate 
4. Accessions Rate 
5. Lagged Accessions Rate 
6. New Hire Rate 
7. Lagged New Hire Rate 
14. Consumer Price Index 
Gross National Product 
Dow-Jones Stock Average 
Government Purchases 
Expenditures for New Plant 
Business Sales 
Inventbry/Sales Ratio 
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8. Non-Agricultural Workers 
9. Production Workers 
15. 
16. 
17. 
18. 
19. 
20. 
21. 
22. 
23. 
24. 
25. 
26. 
Wage Range (all industries) 
Help-Wanted Index 
10. Percent Non-Production Workers 
11. Gross Weekly Earnings 
12. Unemployment Rate 
13. Labor Force Participation Rate 
Perc¢nt Unionization 
Unfair Labor Practices Filed 
Work Stoppages 
Percent Female Employment 
The second_factor was basically the same, registering high positive 
loadings by the quit rate, the accessions rate, and the new hire rate, 
with moderately high positive loadings by the number of production 
workers, the help-wanted index, and work stoppages. High negative 
- loadings were scored by the layoff rat.e and unempleyment. 
No change factor would appear since those variables were elimi-
nated. Factor_!!!, in the static analysis is similar to Factor IV of 
the earlier run with positive loadings by unionization, the labor force 
participation rate, and the inventory/sales ratio, and a negative load-
ing by the ~nfair labor practices variable. Factor V of the static 
analysis included the work stoppage variable and the labor farce par-
ticipation rate. In the earlier analysis the last factor was comprised 
of work stoppages and time lost due to work stoppages. Thus, one 
factor disapp'eared :as ·expected, and the four remaining factors 
reflected quite similar sets of variables. 
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TABLE VI 
STATIC ANALYSIS FACTOR LOADINGS 
FACTCRS 
VARIABLES SYMBOLS 
I II III IV v 
Separation Rate SEP (.901) 
Quit Rate QR (.744) .640 
Layoff Rate LR (-.920) 
Accessions Rate AR (. 7 91) 
Lagged Accessions Rate LAR (.919) 
New Hire Rate NH ( .813) .473 
Lagged New Hire Rate LNH .262 (.909) 
Non-Agricultural Workers NAW (. 988) 
Production Workers PW .596 .667 
Percent Non-Production' %NP (. 901) 
Workers 
Gross Weekly Earnings GWE (.989) 
Unemployment Rate u (-.806) 
Labor Force Participation LFPR .610 .513 
Rate 
Consumer Price Index CPI (.983) 
Gross National Product GNP ( . 986) . 
Dow-Jones Stock Average DJSA (.906) 
Government Spending for G (.955) 
Goods and Services 
Expenditure for New Plant ENP (.975) 
Business Sales BS (. 988) 
Inventory/Sales Ratio Ifs (. 787) 
Wage Range (a 11 industries) WRI (.989) 
Help-Wanted Index HWI .496 .650 
Percent Unionization Un (.850) 
Unfair Labor Practices Filed ULP .532 -.675 
Work Stoppages ws .621 .542 
Percent Female Employment 7.FE (.988) 
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A. 3. 2 An Important Change. Fac;tor IV of the static analysis 
reflects the second item of major importance besides the dimensional 
stability of the two analyses. Factor IV is made up of total separa-
tions, lagged accessions, and lagged new hires, 5 as well as a moderate 
loading (.640~ by the quit rate. The significance of this is that the 
. . ', 
variance associated with the quit rate is split between two orthogonal 
factors. 
A reason for this important separation 0f variance is found by com-
paring Factor II and Factor IV. Note that in Factor II the quit rate 
coloads with other variables such as layoff rate(-), unemployment (-), 
help-wanted index(+), and amount of production workers (+), as well as 
the accessions and new hire rates (+). Each of these variables reflect 
the opportunity or lack thereof to secure a secopd job should one quit 
the first. In this case, the accessions loading implies expansion of 
the work force, hence more opportunities for moving to a more favorable 
job. 
In Factor IV, however, the quit rate coloads only with separations, 
lagged accessions, and lagged new hires. There are low loadings by 
accessions (.375), new hires (.472), unemployment (-.430), and unfair 
labor practices (.463), but no high loadings, and certainly no loadings 
by the layoff rate or the help-wanted index. The only conclusion that 
can be reached is that those are non-ppportunistic separations. The 
loadings by lagged accessions and lagged new hires implies that these 
separations are by individuals who joined or rejoined the co~any 
SLagged new hire rate was not included in the earlier run. 
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approximately one year prior.6 Thus, the picture is of the individual 
who takes a job, tries it out for a while, and then becomes dissatis-
fied and quits (or is discharged). This type of quit is made without 
regard to, or perhaps in spite of, knowledge of other opportunities. 
The loading by unfair labor practices, albeit small, could be theoret-
ically extended to indicate a measure of dissati~faction within a com-
pany, perhaps adding to the number of non-opportunistic quits. Non-
opportunistic turnover occurs regardless of the level of ecortomic 
activity. 
A.3.3 Summary. The static analysis made two important contribu-
tions to the study. First, it demonstrated that the factors derived 
earlier in the initial P-analysis did possess a high degree of stabil-
ity when the four change variables and nine static variables were 
removed from the data set. This adds. to the utility of factor analysis 
in that the inclusion or deletion of a few variables in a data set will 
not seriously affect existing factor patterns. 
The second contribution made by the static analysis was the split-
ting of quit rate variance between two factors. One reflected oppor-
tunity turnover as did Factor II of the initial P-analysis. The 
second, comprised of lagged accessions with little or no loadings by 
unemployment, the help~wanted index, or layoffs, suggests strongly a 
non-opportunistic turnover. This implies that some voluntary turnover 
may be reaction in an economically rational manner while other may 
reflect only individual rationality. 
6utilizing annual data obscures the exact nature of the lag effect, 
but the high loadings by lagged accession rate and lagged new hire 
rate, coupled with the light loadings by accessions rate and new hire 
rate, support the concept of the short-term worker. 
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B. The Comparative R-analyses 
Chapter II noted th~t factor scores reflect the contribution of the 
individual cases to the formation of the factors. 7 The cases for the 
P•analysis discuss~d in part A of this chapter were the years 1947 
through 1970. The factor scores for the initial P-analysis, the 
dynamic analysis, and the static analysis illustrate vividly that the 
contribution of the yea;rs to the factors developed varies widely. This 
is shown in Figure 4 below. The factor scores for the turnover oppor-
'tunity fact:>r in the st,.tic snalysis are plotted for the 24 years. 
Factor 
Score 
2.0 
1.0 
-1.0 
-2. 0 
48 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63 64 65 66 67 68 69 70 
Year 
Figure ·+. Factor $:ores for Second Factor of Static Analysis 
Note th~ negative s.:ores in 1949, 1954,. 1957-1964, and 1970. These 
were recessionary ti.mes compared to 1950-1953, 1955, and 1965-1969. 
?Factor scores are Listed in the appendixes immediately below their 
respective factor matri~es. 
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These differences suggested that the relationships between turnover and 
other variables may be significantly different in a recession than in 
an economic expansion. In fact, a different structure of variabres 
may exist in the two periods. 
To determine if there is, in fact, a different structure of rela-
tionships, four R-analyses were run. From Chapter III, the R-analysis 
considers groups of characteristics (economic variables) in a single 
time period based upon several entities (industries). It is a cross-
sectional analysis rather than a time-series analysis. The utility of 
the R-analyses for the present study is to compare the cross-sectional 
factor analyses for selected years. The R-analysis differs from the 
P-analysis in that the R-analysis considers groups of variables at one 
specific time across industries rather than groups of variables over 
time. The time focus in the R-analysis is found when different time 
periods are compared. 
Before discussing r~sults of the comparative R-analyses, it is 
noted that relationships over time are not necessarily similar to 
cross-sectional relationships. As an example, in the R-analyses it 
will be seen that a negative relationship between wages and quit 
rates is found. In the P-analyses there was virtually no relationship 
between wages and quits. The difference is very simple. In the R-
analysis case we are saying only that, at a given time, high wage 
industries experience lower quit rates than low wage industries. In 
the P-analysis we are saying that wages increase consistently over 
time, and since quits are more a cyclic variable rather than a trend 
variable, there is little relationship between the two. 
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The years selected for the four R-analyses were 1958, 1959, 1966, 
and 1967. The years 1958 and 1966 were selected because they were the 
low and high years in the two decades from 1950 to 1970. The· years 
1959 and 1967 were analyzed in that 1959 was the beginning of a 
recovery period following the 1958 recession and 1967, although a good 
year itself, was a downwi:i,rd change from 1966. Thus, low and high years 
and the change years immediately foll-a,_wing them are analyzed. 
Representative variables from the data set used in the initial 
P-analysis were selected based on their availability on a cross-
industry basis. Variables such as unemployment, the consumer price 
index, government spending, etc. could not be included since they are 
not available at the industry level. The resultant data matrix in-
cluded 16 variables for each of 21 major industry groupings. 8 The 
variables included are listed in Table VII. The last of these, the 
-industrial production index for the industries, was felt to be a 
reasonable proxy for gross national product, business sales, and 
durables purchases. The amount :of production for each industry was 
available on a dollar basis, but it was felt that this might be more a 
measure of industry size than of the productivity of the industry. 
B.l The Stable Relationships 
The factor patterns developed in the four comparative analyses are 
shown in Tables VIII through XI. Most of the relationships, including 
most of primary conc~rn, were stable over time. A few of the 16 vari-
ables analyzed did not exhibit the stability throughout the four years. 
8The industries are listed in Appendix A, Table XIV. 
1. Quit Rate 
TABLE VII 
VARIABLES INCLUDED IN COMPARATIVE 
R-ANALYSES 
9. Gross Weekly Earnings 
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2. Layoff Rate 10. Change in Weekly Earnings 
3. New Hire Rate 11. Hourly Earnings 
4. Change in Quit Rate 12. Percentage Unionization 
5. Change in Layoff Rate 13. Work Stoppages 
6. Non-Agricultural Workers 14. Percent Female Employment 
7. Production Workers 15. Expenditures for New Plant 
8. Percent Non~Production Workers 16. Industrial Production Index 
Factor I in each. of the R-analyses for the four years can be called 
the turnover/wage relationship. In each \cif the analyses wages (gross 
weekly earnings and hourly earnings) loaded highly positive while the 
quit rate and new hire rate loaded highly negative. The layoff rate 
varied from a very low (.296) in 1958 to a moderate (.509) in 1960. 
Note that this loading is in the same direction as the quit rate: This 
is probably strong enough to support Stoikov and Raimon's (33) conten-
tion that layoffs are positively related to quits in a cross-sectional 
study. 9 The negative relationship between wages and quits suggests 
that high wage industries exhibit lower quit rates. This could be 
interpreted to mean that individuals in low-paying jobs continue to 
move up the pay ladder by changing jobs, with a lower propensity to 
change as they reach successively higher-paying jobs. A more logical 
explanation is simply that higher-paying industries are better jobs for 
9stoikov and Raimon studied 1966 in their work; hence, the same 
relationship. 
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TABLE VIII 
1958 R-ANALYSIS FACTOR LOADINGS 
FACTCRS 
VARIABLES SYMBOLS 
I II III IV v VI 
Quit Rate QR (-.965) 
Layoff Rate LR ( .850) 
New Hire Rate NH (-.891) 
Change in Quit Rate ffi (.875) 
Change in Layoff Rate 6,L (.934) 
Non-Agricultural NAW (.973) 
Workers 
Production Worker8 PW ( .977) 
Percent Non-Produc.tion 7oNP .470 .458 -.489 
Workers 
Gross Weekly Earnings GWE (. 796) 
Change in Weekly fl.WE (. 776) 
Earnings 
Hourly Earnings HE ( .802) 
Percent Unionization Un (.838) 
Work Stoppages ws (.850) 
Percent Female 7oE'E (-.885) 
Employment 
Expenditure for ENF .644 -.566 
New Plant 
Industrial Production IPI -.557 
Index 
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TABLE IX 
1959 R-ANALYSIS FACTOR LOADINGS 
FACTms 
VARIABLES SYMBOLS 
I 11 Ill IV v VI 
Quit Rate QR (-.953) 
Layoff Rate LR - .isJ5 .64?. 
New Hire Rat~ !,1-! (-.950) 
Change in Quit Rate IF (-.880) 
Change in Layo[[ Rate ~ (.921) 
Non-Agricultural NAW (.934) 
Workers 
Production Workers PW (.%8) 
Percent_ Non-Production "X,NP .591 .549 
Workers 
Gross Weekly Earnings GWE .690 
Change in Weekly !).WE .674 
EEirnings 
Hourly Earnings HE ·. 762) 
Percent Unionb:ation Un (. 827) 
Work Stoppages ws (.790) 
Percent Female 7..FE (-.831) 
Employment 
Expenditure for New ENP (. 861,) 
Plant 
Industrial Production IPI 
-.601 
Index 
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TABLE X 
1966 R-ANALYSIS FACTOR LOADINGS 
FACTORS 
VARIABLES S!MBOLS 
I II III IV v VI 
Quit Rate QR (•,799) 
Layoff Rate . LR •,488 •,520 
New Hire Rate NH (·,855) 
Change in Quit Rate !J.Q (.BOO) 
Change in Layoff Rate a. (.888) 
~on-Agricultural NAW (.972) 
Workers 
Production Workers PW (. 97 9) 
Percent Non-Production '7.NP (.753) 
Workers 
Gross Weekly Earnings GWE (.938) 
Change in Weekly !J.WE (-.820) 
Earnings 
Hourly Earnings HE (.950) 
Percent Unionization Un ( .802) 
Work Stoppages WS (.865) 
Percent Female '7.FE (-.921) 
Employment 
Expenditure for ENP .627 
New Plant 
Industrial Production IPI ( .874) 
Index 
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TABLE XI 
1967 R-ANALYSIS FACTOR LOADINGS 
FACTORS 
VARIABLES SYMBOLS 
I II III IV v VI 
Quit Rate QR (-.926) 
Layoff Rate LR -.509 .535 ,561 
New Hire Rate NH (-.853) 
Change in Quit Rate ~ .567 ,615 
Change in Layoff Rate {l.L (-.786) 
Non-Agricultural NAW ( .929) 
Workers 
Production Workers PW ( .928) 
Percent Non-Production 7,NP (. 799) 
Workers 
Gross Weekly Earnings GWE (.%1) 
Change in Weekly AWE (.833) 
Earnings 
Hourly Earnings HE (.942) 
Percent Unionization Un .669 
Work Stoppages WS (.910) 
Percent Female %FE (-.863) 
Employment 
E><penditure for ENP (.838) 
New Plant 
Industrial Product ion IPI (-.881) 
Inde>< 
reasons in addition to pay, and hence there is less dissatisfaction 
with the jobs in general. 
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Another variable of interest on Factor I for each year is the per-
cent non-production workers (%NP) in the industries studied. Looking 
at the loadings on the factor for each year, it will be noted that it 
appears to be increasingly important in the factor (.470 in 1958, .799 
in 1967). It may be recalled that in the P-analyses this variable 
loaded on the trend factor. It is well known that firms continually 
update and automate jobs resulting in a smaller ratio of production 
workers relative to the non-production worker. Even though automation 
eliminates jobs and causes involuntary turnover, it should have a 
dampening effect on the voluntary turnover. Further, it is generally 
accepted that turnover occurs more in the production jobs than in the 
non'~production jobs. Hence, the industries with a larger percent of 
non-production workers should have a lower quit rate. 
As a last point, it should be noted that the new hire rate coloads 
highly with the quit r~te both in the P-analyses and the R~analyses. 
This suggests that the new hire rate and the quit rate are highly 
interrelated both over time and across industries. It is not shown 
here, nor did the literature review determine the direction of the 
cause/effect relationship. Certainly, more new hires cause more quits 
both from the new employee viewpoint and the opportunity viewpoint. 
Yet, the opposite direction of the relationship is viable to s~me 
extent, i.e., that increasing quits also requires the company to 
increase its hiring rate. 
The second factor also remains stable for all four analyses. This 
factor is made up of the amount of non-agricultural workers (NAW) and 
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production workers (PW) and work stoppages (WS). Keeping in mind the 
cross-section aspect of the analyses, this is not unexpected. These 
are measures of the size of the industries. Certainly, the larger the 
number of firms in an industry, the more stoppages there will be. 
These are the only variables that include a size effect. Here again 
it should be noted that work stoppages are not related to turnover in 
the cross-sectional analyses whereas at least some relationships do 
hold in a time-series analysis. 
A.third set of relationships which exhibits a degree of stability 
over time involves the industrial production index (IPI), the layoff 
rate (LR), and the percentage unionization (Un). In three of the four 
years (1959, 1966, and 1967) the industrial production index coloads 
negatively with the layoff rate. This is not unexpected since decreas-
ing production will normally cause increased layoffs. The absence of 
the relationship in 1958 may suggest that, as a recession reaches a low 
point, some industries continue to pare their work force while others 
have stopped laying off workers. In this situation layoffs would not 
necessarily be related to production. 
In the two cha_nge years, 1959 and 1967,. it·may. be noted that the 
percentage unionization also loads on the factor in the same direction 
as layoffs and opposite that of the production index. An explanation 
for the loading only in the change years may be that the effect of 
unions may. be felt most, or perhaps only, in the more volatile change 
years. Actions of unions are often considered counter-productive in 
that strikes, slowdowns, and union work restrictions restrict produc-
tion. In the expansion year, 1966, the level of business is such that 
firms are relatively unaffected by union demands. In the recession 
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year unions have little effect since firms may be unable to grant any 
demands of unions. In the change years, however, union efforts to 
gain economic benefits for their members will encounter resistance 
which in turn is countered by strikes and other counter-productive 
actions. 
The previous paragraph noted that the percentage unionization (Un) 
coloaded with the production index (IPI) and the layoff rate (LR). in 
the two change years but not in 1958 or 1966. In the recession and 
expansion years unionization coloads with the incremental change in 
wages. In 1958, however, the relationship is positive, whereas in 1966 
it is negative. Again, a logical explanation is tendered. In the 
recessionary year most changes in wages.that workers were able to ob-
tain were gained through unions. Non-union firms did not have the 
pressure to increase wages. This caused the positive relationship. In 
1966, however, the negative relationship suggests that non-union firms 
exhibit higher wage changes from the preceding year than do. union 
firms. The first of two reasons for this is that non-union firms 
traditionally lag unionized firms in increasing wages. Hence, non-
union firms may be granting wage increases that unions had gained for 
their members earlier in the expansion period. An alternative explana-
tion is that at leaS:t two of the highly unionized industries--the auto 
industry and the steel industry--have contracts which expired in 1967 
and 1968, rather than in 1966. Thus, the wage increase in a non-
·bargaining year may not have been as great as in bargaining years. 
B.2 Two Unstable Variables 
Before leaving the comparative R7analyses, the task remains to 
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discuss the yearly changes in quit rates ({P.) and layoff rates (&,). 
These two variables do not appear to form anything resembling a stable 
structure across the four analyses. These will be discussed although 
it should be kept in mind that these short-run changes across indus-
tries may vary because of exogenous forces whereas their static 0 
counterpart in the cross-sectional analysis and both the static and 
dynamic variables over time should reflect ll).Ore rational patterns of 
movement. 
In the 1966 R-analysis, the change in quit rates (~) coloads 
positively with the change in layoff rate </lL). No other variables 
load on the factor. The positive loading means that both variables are 
moving in the same direction. Since most values of AL are negative in 
1966 while values for AQ are positive, this suggests that changes in 
l~yoffs are approaching zero as the change in quit rates increases. 
Thus,.in 1966 layoffs were becoming more and more stable across indus-
tries at some low level while the increases in quits ~ere becoming more 
pronounced. Individuals, realizing.that few firms are laying workers 
off, may feel free to quit one job ta find mare suitable work,. the.reby 
impraving either their econamic position or job satisfaction. 
In 1967, the R-analysis again developed a factor cansisting of the 
change in quits and the change in layaffs (shared by a ~oderate .561 
loading by the static·layoff rate), but .. in this case the relationship 
was negative. As would be expected,. the values for AQ are negative in 
1967, while AL values are positive. The negative relationship,between 
the changes in layoffs and quits implies trat industries with recent 
increases in layoffs alsa experienced increases in q~its. Industries 
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which experienced little change in layoffs also experienced little 
change in quits. 
The suggestion from these results is that, in a downturn year 
immediately following a series of expansion years, individuals may 
seek greener pastures when their firms begin· laying off workers. Com-
paring the two years, the results show that in 1966 quits are increas-
ing while layoffs are stabilizing at low levels. In the following 
downturn year, industries begin laying, off workers and other workers 
decide to seek a new job rather than face layoffs. 
The placement of the changes. in quits and layoffs is still differ-
ent in the years 1958 and 1959. In the 1958 R-analysis, reflecting the 
recession year, the change in quits loaded by itself on a factor, un-
related to all other variables. Hypothesis I.b stated that during 
unstable years, the quit rate would not be closely related to business 
activity. Thus, the singular loading by the change in quits aids the 
support for this hypothesis. It should be noted that the only vari-
ables included in the study are those of an economic nature. The 
singular loading by l:l,Q in 1958 suggests that, while quits are low in 
a recession year, any changes in the level of quits that do occur 
cannot be explained by economic analysis, 
In the recovery year, 1959, the change in the quit rate coloads 
(.880) with Facter I, the turnover/wage factor, in the same direction 
' 
as the quit rate. This suggests that in the year immediately following 
a recession, a high quit rate (QR) in an industry also reflects a high 
change in the quit rate ~Q) since all industries experienced quite 
low quit rates in 1958. In the 1967 analysis the change in quit 
rates coloaded moderately with the static quit rate but in the opposite 
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direction. In 1967, just after the peak year, almost all changes in 
quit rates were negative and were small relative both to the level of 
quits in 1967 and to the change in quits in 1959. Apparently those 
industries which were experiencing highest quit rates were least 
affected by the dip in the economy. 
The change in layoff rate in 1958 coloaded (.934) with the layoff 
rate (.850), suggesting roughly the same relationship as between QR and 
AQ in 1959. In 1959 &, loads almost by itself on a factor with only an 
unexplainable .549 loading by the percent non~production workers. 
B.3 Summary 
The purpose of the comparative R-analyses was to determine if rela-
tionships among variables remain constant through time, with particular 
emphasis on high and low levels of business activity. Most relation-
ships remained quite stable across the four R~analyses, regardless of 
the economy level. High levels of quit rates are consistently assoc-
iated with high new hire rates and low wages. The stability of the 
relationship suggests that these results would be found in any cross-
sectional study. The negative relationship between wages and volun-
tary turnover should not be considered contradictory to the P-analysis, 
which found no relationship between levels of wages and the quit rate. 
The R-analysis results imply that, at any given time, high wage indus-
tries experience lower quits. The P-analysis results suggest that over 
time wages are unrelated to turnover. 
Reflecting almost as much stability, layoffs were negatively 
related to production, except in the recession year when layoffs appear 
unrelated to all other variables. This last conclusion probably stems 
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from the fact that some industries were still laying off workers while 
others had already pared their work forces thereby reflecting lower 
layoff rates. 
The percentage unionization was unrelated to voluntary turnover in 
each of the R-analyses, just as it was in all of the P-analyses. 
Unions apparently do have some effect on wages, production, and layoffs 
in some years, but not in all. 
Relationships involving the incremental changes in quits and lay-
offs q~d not exhibit the stability that was desired. In 1958, the 
recession year, the yearly changes in quits appeared unrelated to any 
of the variables included in the analysis. In 1966 and 1967 the 
changes in quits and layoffs loaded on the same factor, but in 1966 
the relationship was positive, while in 1967 it was negative. 
From the comparative R-analyses the implication may be made that 
relationships among key variables do tend to remain stable over time, 
but short-run fluctuations may be the result of forces not immediately 
explainable. 
C. T-analysis and a Regression 
The previous analyses have considered the quit rate as it relates 
to other variables over time. The P-analyses considered how it fit in 
a structure of variables each reflecting a different characteris~ic of 
the manufacturing sector or economy as a whole. Both static and 
dynamic variables were included, As a result of these analyses, a 
set of comparative R=analyses were made, considering the relationship 
of the quit rate to other characteristics in a cross-sectional 
analysis. Four of these were made comparing the structure of vari-
ables in a recession year and a downward turning year. 
From all of these analyses, it is apparent that the quit rate, 
. well as other variables, vary considerably over time . To get a pie-
ture of the quit rate over time,· a T-analysis was made of the quit 
rate for 23 industries over the 24-year period 1947-1970, qnd for 36 
industries for the 21-year period 1950-1970. 
The T-analysis is an analysis of a single variable, the quit 
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rate. The results of the analysis are groups of years based on the 
values of the quit rate for the industries (cases) sampled. Years that 
coload on a factor exhibit similar variances across the industries. 
The purpose of the T-analysis was to demonstrate that the decision to 
leave a job is based upon different sets of relationships over time 
rather than a constant set of decision criteria. 
In the 24-year analysis, three factors were developed. Each 
factor included a series of years as shown in Table XII. As can be 
seen, each series of years overlaps other series at most one year, 
Each series also represents distinct trends in quit r·ates. The first 
factor includes years 1947-1950. This wa? a period of rapidly de-
clining quit rates throughout industries, suggesting post-war adjust-
ments or job shopping. It also ends with the recession of 1949~1950. 
Factor II begins with 1951 and includes years through 1958. Quit 
rates were high in 1951 and began a general decline .at that time ter 00 
minating in the recession of 19~8. This was the time period Ross in-
cluded in his analysis that caused him to question if an industrial 
feudalism was being created. 
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TABLE XII 
24-YEAR T·ANALYSIS FACTOR LOADINGS 
' 
YEAR FACTORS I II III 
1947 (. 719) 
1948 (. 777) 
1949 (.789) 
1950 (.853) 
1951 (.729) 
1952 (.827) 
1953 .624 
1954 (.771) 
1955 .692 
1956 (.792) 
1957 (.818) 
1958 .615 .685 
1959 (.742) 
1960 (.745) 
1961 (.798) 
1962 ('::826) 
1963 (.834) 
1964 (.842) 
1965 (.862) 
. 1966 (.854) 
1967 (.889) 
1968 ( .891) 
1969 ( .887) 
1970 (.930) 
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Factor III would answer the questipn posed by Ross in a negative 
manner, since it begins a period of slowly increasing quit rates for 
the next 13 years. It is noted from raw data that a general upward 
trend is delineated. A slight dip, in the quit rate in 1967 and 1970 
does not affect the trend seriously. It is hypothesized that if 1971 
and 1972 data were included, a possible fourth factor might develop. 
The second factor is of particular interest. Factor I can be 
easily explained by ppst-war adjustment and the 1949 recession. Like-
wise, Factor III can be explained by a consistently expanding economy. 
In the decade reflected in Factor II, the economy could be classified 
as variable at best and unstable at worst. This is probably the 
explanation for the decreasing trend, even though six of the eight 
years were plus years and 1955 registered one of the higher changes in 
gross national product throughout the 24 years. 
The 21-year, 36-industry analysis sharpens this relationship to 
some extent (See Table XIII). Note that the 1947-1950 factor is miss~ 
ing since 1947, 1948, and 1949 were omitted due to lack of data. 
Factor I is now made up of years 1950-1957. Factor III is basically 
the same as in the prior analysis. Factor II now is made up of years 
1954-1963, with most moderate loadings on each end. This certainly 
could be called a decade of uncertainty. It began with a recession in 
1954, and also included a recession in 1958, and had a very small plus 
year in 1961. 
It will be recalled that Hypothesis I stated that the relationship 
between quits and business activity would be positive during the growth 
years (1960-1969), but that the quit rate would not be closely related 
to business activity in less stable years, as in the period included in 
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TABLE XIII 
21-YEAR T-ANALYSIS FACTOR LOADINGS 
YEAR FACTORS I II III 
1950 ( .847) 
1951 (. 860) 
1952 (. 811) 
195,3 (. 827) 
1954 .667 .504 
1955 ( 0 710) .510 
1956 .591 .~31 
1957 (.717) .574 
1958 .675 .551 
1959 .583 .626 
1960 .653 .625 
1961 .681 .644 
1962 .588 (. 722) 
. 1963 .531 (.754) 
1964 (. 805) 
1965 (. 804) 
1966 (.820) 
1967 (. 851) • 
. 1968 (. 869) 
1969 (. 892) 
1970 (.889) 
Factor II. To test this further, a simple regression analysis was 
made, using business sales as the independent variable. 10 To check 
the hypothesis, one analysis was done for the years 1960-1969, while 
the second included the eight years from 1951 to 1958. The results 
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showed that in the first analysis a correlation coefficient of .96 was 
obtained. The relationship was significant at the .1% level. In the 
1960-1969 years business sales explained 92.3%.of the variance asso-
ciated with the quit rate. In the years 1951-1958, business sales 
accounted for only 49.6% of the variance (R = .69). The relationship 
was not significant at even the 5% level. From this, we accept both 
parts of Hypothesis I, i.e., that in growth years the quit rate will be 
positively related to business activity, whereas in unstable years the 
quit rate will not be closely related to business activity. 
Much of the utility of the present research stems from the fact 
that literature does not report on time-series analyses which take the 
differing economy levels into account. Stoikov and Raimon studie~ 1963 
and 1966 in a cross-sectional study. They did report that the regres-
sion coefficients were larger in 1966 than in 1963, suggesting that the 
variables had more effect on turnover tn the good year. 11 
D. Summary 
The key results of the analyses will be briefly summarized before 
turning to the discussion of Chapter V. 
10 The problems of auto-correlation are acknowledged. 
11vladmir Stoikov and Robert L. Rai~on, '~eterminants of Differ-
ences in the Quit Rate Among Industries," ~American Economic 
Review, LVIII (December, 1968), p. 1293. 
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The P-analyses showed that many variables do not affect turnover 
in their static sense. Variables exhibiting closest relationship to 
turnover were the accessions variables, unemployment,. layoffs, and 
help-wanted advertising. The hypothesis that individuals react more to 
opportunity variables.than to incentive variables was supported. 
Short-run changes in some variables, such as earnings and business 
activity, do have an effect on changes in turnover, even though their 
static counterparts were not related to static turnover variables. The 
results of the static analysis suggested that quits may be either 
reaction to opportunities or they may be non-opportunistic quits 
reflecting stimuli other than those of economic rationality. 
The four comparative R-analyses suggested that most key cross-
sectional relationships remain stable through time, although short-run 
changes in turnover may not be closely related to other variables. 
The T-analysis and its related regression analysis supported the 
hypothesis that quits are more closely related to business activity 
during periods of continued growth than when the economy is fluctttl@t-
ing. 
The next chapter will discuss the results presented here in more 
depth. The chapter initially addresses the relationships among the 
results of the separate analyses. The discussion then focuses upon 
the hypotheses of the study. The final section discusses overall 
relationships concerning turnover. 
CHAPTER V 
DISCUSSION OF RESULTS 
A. An Overview of the Chapter 
The previous chapter presented the results of the analyses with 
discussion focused on the delineation of factor patterns and the logic 
underlying those patterns. The initial P-analysis showed that volun-
tary turnover was related to unemployment, accessions, and layoffs. No 
relationship was found between the quit rate and wages, employment, or 
variables reflecting the level of the economy or government spending. 
The incremental changes in wages and business activity were related to 
changes in the quit rate, suggesting that short-run changes are more 
important decision criteria than are absolute level of the variables. 
The static variable analysis showed that p~rt of the variance associ-
ated with the quit rate is explained by opportunity variables, while 
the remainder reflects non-opportunistic quits not explainab]~ by vari-
ables analyzed. Comparative R-analysis of four years of different 
economic levels showed that most cross-sectional relationships remain 
stable over time although variables reflecting short-run changes in 
turnover do not appear related to variables analyzed. The T-analyses 
suggested that voluntary turnover in periods of economic growth reflect 
forces that are different from those affecting turnover in recessionary 
years. 
The present chapter discusses those results in light of the hy-
potheses presented, the relationships between analyses, and general 
findings related to turnover. 
B. Restatement of Hypotheses 
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It may be recalled from Chapter I that six operational hypotheses 
were submitted for analysis. For convenience in the ensuing discus-
sion, this section will restate those hypotheses. As is common when 
dealing with factor analysis, hypotheses are not subject to formal 
statistical testing as is done when analysis of variance is the method-
ological tool. Instead, the hypotheses are supported through the 
placement of variables within specific factor patterns. 
The hypotheses submitted to analysis were: 
I. The relationship bet.ween the quit rate and the level of 
business activity will differ depending on the stability of the econ-
omy. 
Ia. During years of economic expansion (1960-1969) the quit 
rate will be directly related to the level of economic 
productivity. 
lb. During recessionary years the quit rate will not be 
closely related to measures of productivi.ty. 
II. Layoffs will load highly on the same factor as the quit 
rate, but with opposite sign. 
III. Gross weekly earnings, the range of wages throughout the 
manufacturing industry and other industries, the consumer price index, 
and the total employment level will be unrelated to quit rates. 
IV. All classes of unemployment will be negatively related to 
turnover. 
V. Spendable average weekly earnings will be more closely 
related to quit rates than will gross weekly earnings. 
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VI. The amount of union work stoppages will be positively 
related to quits while the percent of unionization will be negatively 
related. 
C. Analysis of Hypotheses 
Hypothesis 1, stating that the relationship between turnover and 
business activity will depend upon the stability of the economy, 
received support from the initial P-analysis. This was the first 
anaiysis of the study, comprising 39 variables for the 24-year period. 
Here the results showed that the quit rate loaded on a factor which is 
orthogonal to the trend factor, which included variables such as gross 
national product, business sales, etc. The factor scores suggested 
that the quit rate factor was a cyclical factor. Since the quit rate 
does increase as the economy increases, it should be positively related 
to the trend variable during expansionary times. However, the trend 
variables increase continually over time while the quit rate fluctu-
ates; hence, little relationship between the two should exist when all 
24 years are considered. 
More support was registered for Hypothesis I by the T-analysis and 
the regression that followed it. The T-analysis delineated three 
factors. To suggest that the quit rate was continually decreasing, as 
Ross implied, or even that a parabolic relationship with a. low point in 
1959 existed, would have required that one, or at most two, factors be 
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derived. The fact that one factor included the years 1951 through 19'58 
and a separate factor included years 1960 through 1970 leads one to 
conclude that different influences upon turnover were appearing. The 
regression analysis, done as a result of the two factor analyses, 
statistically supported the hypothesis by determining quite different 
levels of significance for analyses i.n the two periods. 
It should be noted here that Hypothesis I was the only hypothesis 
tested via regression analysis. Since one of the purposes of the study 
was to determine the viability of factor analysis as a research tool, 
it would seem somewhat facetious to revert back to the more basic 
regression analysis for each set of variables. As will be seen, con-
clusive results were obtained for each of the hypotheses as a result 
of the factorization. The inclusion of the regression tests of Hy~ 
pothesis I illustrates to the statistical theorist that the same result 
could be obtained with either method,. whereas much of the other infor-
mation gained from the factor analysis could not have been gleaned from 
.a regression analysis. 
The significance of Hypothesis I, whether one accepts the regres-
sion or the factor analysis approach to the conclusion, is of more 
importance. Publication is lacking which focuses upon the time-series 
relationships between turnover and economic .variables while taking into 
consideration the different economy levels. Parker and Burton (22), 
for example, conducted a time-series analysis of turnover, but the 
shortest span of years was 1949-1966, roughly comparable to the entire 
data set of the present study. Yet, the regression analysis covered 
both expansionary and recessionary years without attempting to separate 
out these effects. It is of little wonder that they obtained 
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insignificant results for their time variable. This by itself should 
demonstrate the viability of factor analysis in that it does aid the 
discovery of relationships other methods fail to find. 
Since business activity is not a good predictor of quit rates 
during less stable years, it is of interest to posit what might be the 
cause of quits during these times. A statement ·by Parker and Burton, 
taken somewhat out of context, states the situation very well. 
Even when there are no pecuniary incentives for workers to 
leave their firms~ there is a normal level of voluntary 
turnover because employees become disillusioned with their 
jobs, exchange acrimonious words with their foremen, or 
because of the innumerable other reasons associated with 
the vagaries of being human.1 
The second hypothesis concerning the relationship between layoffs 
and quits was partially supported. The initial P=analysis, as well as 
the static analysis, found negative relationships as posited, although 
the relationships were not as high as were expected. In each of the 
comparative R-analyses a positive relationship between layoffs and 
quits was obtained. This relationship was never strong, but each 
succeeding analysis obtained a higher loading for the layoff rate on 
the quit rate factor. Thus, it would appear that over time layoffs in 
manufacturing are, in fact, inversely related to the quit rate, 
although in a given time period any relationship that does occur may be 
positive. It is entirely possible that those industries with high 
quit rates may also have high layoff rates even though these vary 
inversely over time. 
lJohn E. Parker and John F. Burton, 'WVoluntary Labor Mobility in 
the U. S. Manufacturing Sector~" Proceedings of ~ Twentieth Annual 
Winter Meeting, Industrial Relations Research Association (1967), p. 
62. 
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This paradox may be explained by looking at Figures 5 and 6. 
Using 1967 as an example, it can be seen in Figure 5 that, with two 
exceptions, the quit rate exceeds the layoff rate,, but that most indus-
tries whi.ch reflect high quit rates also exhibit relatively high lay-
off rates, while industries with low quit rates also have low layoff 
rates. This explains the positive association between the quit rate 
and layoff rate. It is not inconceivable that a similar set of differ-
ences could.be obtained across industries in other years. 
Figure 6 shows the "all manufacturing" quit rates and layoff rates 
~ ~· To illustrate the inverse relationship most clearly, the 
quit rate is plotted as a positive deviation from zero while the layoff 
rate is shown as a negative deviation. The inverse relationship-is 
evident. 
A problem concerning the relationship between layoffs and quits 
remains. This study and the study by Stoikov and Raimon (33) found· 
positive cross-sectiopal relationships between quits and layoffs, while 
the Burton and Parker (5) study found negative relationships. Both of 
the earlier studies found statistically significant results for their 
conclusions. Attempting to determine which of the two relat~onships is 
correct from a logic viewpeint failed since both the above studies 
posit tenable reasons to substantiate their significant empirical 
results. A possible expianation would be difference in data sources 
since Burton and Parker utilized census data rather than Bureau of 
Labor Statistics data, but even thisis a dubious explanation, Perhaps 
the only conclusion that can be made is that this is an area of fruit= 
ful research potential. 
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The third hypothesis was that gross weekly earnings, the range of 
wages throughout the manufacturing industry or throughout all indus-
tries, the consumer price index, and the total employment level will 
load orthogonally to the quit rate. 
Support for this hypothesis was found in the initial P-analysis. 
None of the above variables coloaded significantly with the quit rate. 
Each loaded on Factor I, the trend factor, whereas the quit rate was 
unrelated to each of the trend variables. Thus~ it can be said, at 
least superficially, that the hypothesis is supported. 
It is of interest and somewhat [\lore meaningful to look at the 
variables in Hypothesis III in the dynamic analysis to determine if 
any relationship between yearly changes is evident. From Table IV, the 
change in the consumer price index loads on a factor by itself, imply-
ing no relationship between it and the change in quit rates. In retro-
spect, this might be expected. Although the cost of living continues 
to rise and certainly is of importance to families, it would not be 
expected that this would be of prime importance in the decision to 
leave a job. 
The yearly change in employment was not included in the dynamic 
analysis since individuals would not be expected to be aware of the 
magnitude of these changes .. Since employment levels are a measure of 
opportunity, the change in business sales may serve as a proxy for the 
opportunity aspect of employment changes. The change in business sales 
did load highly on the same factor as the change in quits. This)) plus 
the high loading for change in gross national product, suggests th~t 
individuals do, in fact, respond to changes in economic activity or 
opportunity, whereas the static levels of the variables have no real 
effect. 
127 
The two wage variables, gross weekly earnings and range of wages 
throughout manufacturing and the total economy, are not related to 
quits in their static form. Like the previously discussed variables, 
the change in wages, but not the change in wage range, is associated 
with the change in quit rate. Here again the decision to quit a·job 
is based not on the absolute wages of the industry but on recent 
changes. The lack of loading by the change in wage range in the dy-
namic analysis adds conclusive support to the hypothesis that wage 
ranges would be unrelated to quits. It should be noted again that 
Pencavel (24) utilized the standard deviation of wages as a measure of 
wage dispersion and obtained similarly insignificant results. 
From considerations presented, none of the variables specified in 
Hypothesis I.II affect turnover from the static viewpoint. When short-
run changes are ~onsidered, both wages (incentives) and business sales 
and gross national product (the proxies for opportunities) are asso= 
ciated with changes in turnover although inter=industry wage differen-
tials have little effect. 
Hypothesis !Y stated that all classes of unemployment variables 
would be negatively related to turnover. Each of the variables loaded 
as expected, rilthough it was not expected that they would be quite so 
closely interrelated as they were. The almost equally high loading by 
each of the unemployment va.riables suggested that a single concept was 
being measured. They were all negatively related to the quit rate in 
the initial P=analysis; the overall unemployment rate was negatively 
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related to quits in the static analysis; and the change in quits was 
negatively related to changes in unemployment in the dynamic analysis. 
The close relationship between unemployment and voluntary turnover 
in all analyses suggests that this is a key variable in explaining 
turnover, From a behavioral viewpoint one might expect the unemploy-
ment rate to be one of the most, if not the most, important criterion 
to consider. Although low wages may entice one to look for a better 
job, a high probability of becoming unemployed should make one reluc-
tant to quit an existing job. 
The fifth hypothesis, that spendable earnings would be more 
closely related to quit rates than would gross weekly earnings, re= 
ceived no support at all. The loadings by spendable earnings were 
almost identical to gross weekly earnings in the initial P-analysis. 
The two variables appeared to be so closely related over time that they 
could be considered a single variable. This hypothesis was considered 
to be a minor hypothesis, and the spendable earnings variable was 
eliminated from further consideration. 
Hypothesis YI, the final hypothesis, stated that the amount of 
union work stoppages will be positively related to quits while the 
percent of unionization will be negatively related to quits. 
The first part of this hypothesis received moderate support. In 
the initial analysis, the work stoppages variable loaded .667 on the 
quit rate factor, In the static analysis, the loading was .621, with a 
loading of .543 on a separate factor. From this we may conclude that 
work stoppages may affect turnover to some extent, although they mea= 
sure other unrelated concepts t~o. It may be recalled that work stop-
pages may measure discontent with a company but may also represent 
opportuniti€s to look for new jobs. It is somewhat ironic that the 
work stoppages, looked upon with disdain by many, may in actuality be 
a catalY;st to the labor allocation process. March and Simon include 
the "propensity to search" for alternative jobs when discussing an 
individual's perceived ease of movement. 2 It would seem appropriate 
that they also include "opportunities to search" in their model, Thus, 
it is hypothesized that the work stoppages discussed above, vacations, 
days off, and even sick leave may serve as opportunities to search for 
new jobs. 
The last part of Hypothesis VI was stated in a negative·f~shion 
since that is the popular notion held by many theoretical economists 
and many laymen. It was with some interest, then, that no support 
whatsoever could be found for the hypothesis. In none of the three 
time-series analyses nor in any of the cross-sectional analyses did 
either unionization or changes in unionization coload negatively with 
the quit rate or change in quit rate. The only analysis for which 
relationships were obtained was a computer run of 50 variables includ-
ing both static and dynamic variables. In this analysis the change in 
unionization loaded .510 with the quit rate factor, not with the change 
in quit rates as might be expected, and this loading was positive 
rather than negative.3 Hence, there appears to be no support at all 
for the hypothesis that unions impede voluntary mobility. 
A few other key variables should be mentioned briefly before 
leaving this section. Neither expenditures for new plant nor 
2March and Simon, p. 105, 
3This analysis did not add anythin,g significant to the study and 
is omitted from further discussion. 
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government spending had an effect on turnover in either the dynamic or 
static form. In later analyses, lagged government spending and lagged 
changes in government spending were added, but these were also unre- · 
lated to turnover. 
The help=wanted index appeared to be moderately related to turn-
over in both the dynamic and static analyses. In the static analysis 
it loaded on the factor reflecting reaction to opportunities. In the 
dynamic analysis it shared the turnover factor with the changes in 
business sales, etc., again suggesting an opportunity factor. 
No relationship between the percentage of female workers and turn-
over was found in either the time-series nor the cross-sectional analy-
ses. Other variables, such as the amount of unfair labor practices 
filed, the labor force participation rate, the inventory/sales ratio, 
durables purchases, and the Dow-Jones Stock Averages were included only 
in the time=series analyses; and each loaded orthogonally to the quit 
rate. 
D. The Relationships Among Analyses 
The second of the two objectives stated for the study was to 
determine the feasibility of utilizing factor analysis to study labor 
turnover through time. In achieving this goal it is of importance to 
discuss the three types of analysis used in the study. This section 
will discuss the relationships between the P-analysis, the R-analysis, 
and the T-analysis, emphasizing the contribution of each to the study. 
Three P-analyses were made. The first of these 1 called the ini= 
.t!.:tl.. P~ana lysis, included 39 variables. Four of these were dynamic or 
change variables. The contribution of this analysis was the separation 
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of variables related to the quit rate over time from those not related 
to it, It was not unexpected that the separation would occur. Rummel 
suggested that one could: 
orthogonally rotate the factor solution se that the first 
factor defines the serial correlation, or trend in the 
data, The subsequent factors may then be interpreted as 
defining interrelationships in data with the influence of 
serial correlation removed.4 
The loadings of the dynamic variables lead to the addition of 
other change variables and the analysis of the new data set in the 
dynamic analysis. This analysis considered the relationships between 
annual incremental changes in variables. Since changes in variables 
are less likely to reflect trends than are static variables, the 
results of the analysis were important. The analysis considered short-
run changes over time rather than the static or aggregate variables. 
In addition to analyzing relationships within the dynamic analysis, the 
results could be compared with those of the initial P-analysis. It 
was shown that some of the ~ey variables did relate to turnover in the 
dynamic case although they were a part of the trend factor in the 
earlier analysis. 
The static analysis considered a smaller data set than the P-
analysis with the four change variables and selected static variables 
removed. From a content viewpoint the major utility of the analysis 
was the delineation of two factors involving the quit rate rather than 
a single factor. From a methodological viewpoint the utility was in 
the stability of factors, Very little change in the factor patterns 
occurred, even though several variables were removed. 
4 Rummel, p. 244. 
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Four R-analyses were made comparing the factor patterns for the 
years 1958, 1959, 1966, and 1967. Most of the relationships were 
stable over time although some variables, including the changes in the 
quit rate and layoff rate, did not remain stable throughout the four 
analyses. The effect of unions appeared to be more effective during 
change years (1959, 1967) than in either the low or peak years (1958, 
1966). 
Some of the relationships found in the R-analyses s'eemed contra-
dictory to those found in the P-analyses. This may be explained by 
recalling the fact that the R-analyses were cross=sectional while the 
P-analyses were time-series studies. The R-analyses considered 
patterns at a single time period across several industries, while the 
P-analyses considered several time periods but a single entity, the 
economy as a whole, 
It is difficult to determine in the R=analyses whether long-run 
or short-run relationships are being measured since a single time 
period is studied. Limited evidence suggests that short-run relation-
ships are being studied. This comes from the difference in loadings 
for some of the variables, particularly the effect of unions, layoffs, 
and changes in wages. In some cases, the long-run relationships appear 
to be the same as the short-run, but this is not the case for all 
variables. 
The T-analysis is related to the P-analysis in that a time dimen-
sion is included in both. The major difference in the two is that the 
T-analysis considers a single characteristic, the quit rate based upon 
several industries, rather than a large group of characteristics in-
eluding the quit rate with economy-wide or manufacturing=wide data. 
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Although the results of the T-analysis supported the P-analyses 
and R-analyses, the major contribution was the delineation of the fac-
tor pattern reflecting different types of years based on the quit 
rate. It was from this set of analyses that support was gained for 
the hypothesis that different forces affect the quit rate decision in 
poor years than affect it in growth years. 
E. Turnover Relationships 
The discussion of part C of this chapter as well as the discussion 
of Chapter IV suggests that the turnover is a function of several vari-
ables but certainly not all of those included in the data set. In 
many cases individuals react to recent changes in variables rather 
than to the variables themselves. This is particularly the case 
concerning wages and the state of the economy. Some support was gained 
for positing that individuals react more to opportunity than to incen-
tives to change jobs. The opposite effect would have required a 
stronger relationship between wages and turnover, particularly in 
regard to the wage dispersion. Further support for the opportunity 
hypothesis was gained from the static hypothesis when the quit rate 
loaded on two factors. One of these was interpreted to be a short-term 
employee turnover,. irrespective of opportunity, while the other was 
determined to reflect opportunistic turnover. Opportunity suggests a 
relationship between quits and help~wanted advertising, new hires, and 
lack of unemployment. Again, the incentive hypothesis would posit a 
stronger relationship between turnover and the wage variables. 
The relationship between the change variables and their static 
counterparts may be given a behavioral interpretation. Chapter I 
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stated that variables would be included that reflected both actual and 
perceived ease or desirability of moving from one job to another. 
Opportunities for movement are measured by the level of economic activ-
ity or the lack of unemplayment, In.centives to move are reflected by 
the level of wages or the di.fference betwe.en one's own wage and other 
wages in the area. However, ne::l..ther the level of economic activity nor 
the level of wages were related to the quit rate. The results of the 
dynamic analysis suggested that c.hanges in wages, business sales, and 
gross national product ~ related to changes in the qu:i.t rate. But 
fram above, opportunities and incentives to move are measured by the 
static variables, not dynamic variables. Changes in the variables are 
net the variables themselves, '.['his leads to the conclusion that indi-
viduals, in reacting to changes in variables, respond to perceived 
opportunities and incentives rather than actual opportunities or incen-
tives. 
From the testing of liypothesis I~ we have that individuals appear 
to react in more nearly an economically rational manner in times of 
econamic grawth than when the ecanomy is fluctuat::1..ng. Even in the 
camparative R=analys.es the relati.onshi.p between turnover and wages was 
far stronger in the 1966 and 1967 analyses than in the 1958 and 1959 
analyses. This does not imply that individuals react to non=econamic 
stimuli. only under poor economic conditians. In fact, quits for non= 
opportunistic reasons should increase with the economy since the 
chances of picking up a new job are better. Yet, when the economy is 
vacillating, the quits cont:inue in spite of the economy. 
This discussion leads back to the Reynolds and Shi.st.er statement 
that ''Worker behavior is in general a rational adaptation to the 
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circumstances il ill worker ~ ~· 115 It is suggested that Reynolds 
and Shister 1 s statement is incorrect unless one considers only the 
economics discipline. From a sociological viewpoint, individual· 
rationality need not be, and in fact normally is not, the same concept 
as administrative or economic rationality. Individual rationality 
suggests that one may "rationalize" any act to himself. However, many 
of these acts which the individual considers rational are in no way 
rational using the economic definition of the concept. From the view-
point of the individual, worker behavior is certainly a rational 
adaptation to the circumstances since all his acts are rational adap-
tations to circumstances, To say that he reacts in an economically 
rational manner during periods of vacillating economy cannot be 
accepted. 
From the partially inconclusive discussion of layoff rates, we can 
say thatj in general, layoffs are inversely related to quits over time. 
We cannot say that layoffs are the antithesis of quits in that some 
industries may have both high layoffs and high rates of quits, while 
in others the opposite relationship may be obtained. 
The study has supported the institutionalist's viewpoint in that 
conclusive evidence was found that unions do not impede valuntary turn-
over and may, in fact, increase turnover through the unlikely mechanism 
of the work stoppage. Any re lat i.onship between unions and involuntary 
turnover is weak at best. 'fhus, it would appear that any anti-union 
arguments tendered must be on some basis other than impediments to 
5Reynolds and Shister 1 p, 81. 
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labor allocation. Further, any relationship between unions and wages 
was very weak at best. 
This chapter has discussed the results of the analysis with empha-
sis on the hypotheses presented, relationships among the analyses, and 
general relationships concerning turnover. Of the six hypotheses only 
Hypothesis V concerning spendable ~arnings was not supported as expect-
ed. The final hypothesis, dealing with the relationship between unions 
and turnover, was rejected~ The general hypothesis for the study was 
supported. This was that individuals react more to opportunities than 
incentives, and they will act in an economically rational manner only 
in periods of economic growth when many jobs are available. 
CHAPTER VI 
SUMMARY AND IMPLICATIONS 
A. Summary 
A.l The Problem 
Labor turnover is an area of concern for those primarily inter-
ested in the firm as well as those interested in the workings of the 
labor market. Rates of turnover may be either too high or too low, 
depending on the viewpoint of the researcher. Excessive turnover in-
creases the firm's labor cost disproportionately. On the other hand, 
low turnover rates may indicate inefficient operation of the labor 
market. 
Researchers seek to find the causes of turnover in order that the 
causal variables may be manipulated to affect turnover in a desired 
direction. The more general question is whether ipdividuals react in 
an economically rational manner when changing jobs rather than reacting 
.to psychological stimuli outside the domain of the labor market. 
The analytical tool utilized in almost all of the previous 
research on labor turnover has been regression analysis. This method 
is beset with problems when considering a phenomenon as complex as the 
decision process underlying turnover. One problem is that the number 
of variables must be limited unless a very large number of cases is 
available. A second problem is that intercorrelations among supposedly 
1 '-17 
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independent variables are probable when more than a very small number 
of variables is included. If the number of variables is limited to 
truly independent variables, then the probability of omitting a key 
explanatory variable increases. A third problem associated with 
regression analysis is the inclusion of time-series data. A need 
exists for an analytical tool that can include a large number of vari-
ables, measuring relationships over time. 
A.2 The Purpose 
The purpose of this study was to utilize factor analysis to study 
labor turnover as it relates to selected variables over time. Factor 
analysis is a multivariate analytical tool based upon the correlation 
matrix. It considers the interrelationships among a large set of 
variables regardless of the interdependence among ihe variables rather 
than attempting to predict the value of a dependent variable based upon 
a limited number of independent variables. 
The study was designed to achieve two objectives. The first was 
to determine variables which enter into the decision process under-
lying turnover. In achieving this goal, the results of previous 
studies were re-evaluated to determine if relationships derived through 
regression analyses of small data sets continue to h9ld when variables 
were included in large data sets that were factor analyzed. The inter-
relationships among variables affecting turnover were analyzed over 
time to determine if the decision to change jobs is based upon the same 
set of relationships throughout time. Of particular interest was the 
stability of relatiopships in periods of economic growth compared to 
periods when the economy is fluctuating. Although macro data were 
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used, the study maintained a behavioral focus emphasizing individual 
responses to information of a macro nature. 
The second objective of the study was the demonstration of factor 
analysis to be a viable tool for use in labor and manpower economics. 
In particular, the purpose was the determination of the feasibility of 
time-related factor analysis to extend the methodological coverage that 
cannot be met by other methods. This was to be done by showing results 
that confirm, clarify, or extend results of earlier studies. Earlier 
research may be considered a control group for which results are com-
pared to the results of the present study. 
A.3 The Hypotheses and Data 
The general hypothesis for the study was that individuals would 
react more to opportunities than to incentives to move; and that they 
would act in an economically rational manner only in periods of econom-
ic growth when jobs are plentiful. Operational hypotheses were sub-
mitted concerning the relationship between the quit rate and key vari-
ables. These variables included the level of business activity, the 
layoff rate, wages, prices, unemployment, unions, and work stoppages. 
\ 
In addition, each of the 52 variables entered the analysis with a 
hypothesized relationship to turnover. 
Data used in the study were secondary, published by the Department 
of Labor's Bureau of Labor Statistics and the Department of Commerce's 
Office of Business Economics. Variables could be categorized as labor 
market variables, economic activity variables, and institutional/ 
organizational variables. Each was hypothesized to affect turnover 
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either directly or through the individual's perceived ease or desira-
bility of changing jobs. 
A.4 The Method 
Variables were initially submitted to a P-analysis to determine 
relationships over a 24-year time period. The factor patterns that 
were derived reflected groups of variables over time. Variables 
reflecting annual incremental changes in key variables were'analyzed. 
Further, a smaller set of static variables was analyzed in order to 
check for stability of factors. 
Four R-analyses were made of cross-industry data. Each of these 
determined relationships among variables for a single year based upon 
the industries sampled. The years selected were 1958, a recession 
year, 1966, an expansion year, and 1959 and 1967, the two years immed-
·. iately following a recession and an expansion. The purpose of these 
analyses was to determin~ differences in the structure of relationships 
in a recession year, an expansion year, and the two change years. 
Finally, measurements of the quit rates for selected industries in 
the years 1947-1970 were submitted to factor analysis. The T-analysis 
gave groups of years based upon the quit rates for the industries. A 
simple regression of quit rates on business sales was made to verify 
the results of the T-analysis. 
A.5 The Results 
The analysis of data showed that the decision to change jobs may 
be based upon several variables but is not dependent upon all the 
variables included in the analysis. Support was evidenced for the 
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general hypothesis that individuals respond more to opportunity vari-
ables than to incentive variables. This was shown by a relationship 
between quits and unemployment, help-wanted advertisements, layoffs, 
and accessions. Supporting this further was the limited relationship 
between all wage variables and the quit rate, with no relationship at 
all evidenced between the ;quit rate and wage dispersion. If incentives 
to move were of primary importance, then a strong relationship between 
the dispersion of wages and the quit rate would have been obtained 
since a larger dispersion of wages would indicate greater incent'ives to 
improve one's economic position by changing jobs. 
The results of the dynamic analysis indicated that individuals may 
respond to short-run changes in some variables even though they do not 
respond to the static counterparts. Thus, changes in the quit rate are 
related to changes in wages and business sales, gross national product, 
and the percent of non-production workers. Some variables, such as the 
unemployment rate and the new hire rate, are related to the quit rate 
in both the dynamic and static cases, while others, such as the wage 
range and government spending, are unrelated in both cases. 
No evidence supported Hypothesis.~ that unions were related in 
any way to voluntary turnover. In all P-analyses and the comparative 
R-analyses, the percentage unionization loaded orthogonally to the quit 
rate. The factor loadings also showed little or no relationship 
between unions and layoffs or unemployment, suggesting that unions 
have little effect on either voluntary or involuntary turnover. 
Results of both the P-analyses and the T-analyses supported 
Hypothesis 1 that quit rates would be more closely related to business 
activity in growth years than in periods when the economy is 
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vacillating. In the poorer years quits are non-opportunistic in 
nature and reflect movement based upon dissatisfactions with the Job 
itself rather than opportunities for better jobs. During these times 
the decision to change jobs does not appear to be based on an economi-
cally rational decision process. 
The utility .2f factor analysis was demonstrated in the study. In 
particular, it was shown to be a viable tool for the study of a large 
amount of time=series data. The utility of the P-analyses and the com-
parative R-analyses to investigate changes in the structure of rela-
tionships over time was demonstrated in that different types of rela-
tionships were determined for the growth years as opposed to the less 
stable years. Other studies did not appear to treat this concept 
adequately, and part of this failure may be attributed to the analyti-
cal tools used. 
B. Implications for Further Research 
One of the frequent uses of factor analysis is as an exploratory 
tool. Factor analysis may be used to uncover relationships which may 
then be investigated in depth. The present study was not designed as 
an exploratory exercise; the tool was used to complete an extensive 
study of the subject area. Yet, some implications for. future research 
did result from the study; three are noteworthy. 
The first research implication concerns the layoff rate. In most 
studies, as in the present one, the layoff rate is included as an 
explanatory variable rather than being the target of the research. 
This variable measures involuntary turnover rather than voluntary 
turnover. Previous studies found conflicting .. results when the layoff 
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rate was included (5) (33). The present study showed that the cross-
sectional relationship between quits and layoffs is opposite that of 
the time-series relationship. The static layoff variable loaded nega-
tively with the quit rate in the P-analysis but positively in the R-
analyses. Further, the annual change in layoffs did not load as ex-
pected, and its placement in the factor patterns could not always be 
explained. Thus, there is a need for an intensive study of the layoff 
variable rather than simply including it in an extensive study of some 
other concept. Peter S. Barth (2) has attacked the problem in a recent 
study using time-series regression analysis; there is still room for 
further research in the area. 
A second implication for further research concerns the comparative 
R-analyses. Although some factors exhibited stability across the four 
analyses, sonte variables, especially the change in quits and layoffs, 
loaded differently in the separate analyses. An area for further 
research would be the analysis of a select group of variable in R-
analyses for several different time periods to see if the changes in 
the structure can be traced through time more closely. One might make, 
say, ten successive R-analyses using annual data or perhaps refine the 
analysis by using quarterly or monthly data. This would be of particu-
lar interest to follow moves into and out of a recession period. 
A third implication concerns further use of the analytical tool. 
The present study used factor analysis to analyze labor turnover. The 
implication is that the tool may now be applied to other more complex 
areas within manpower economics or organizational analysis where a 
dominant methodological need is for a tool· that can handle many vari-
ables. Examples would include an intensive study of unions and their 
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effects, analysis of specific manpower programs, studies of organiza-
tional climate, or comparative organization studies. The tool should 
be quite appropriate for either intensive or extensive studies in these 
and other areas. 
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APPENDIXES 
APPENDIX A 
INDUSTRIES INCLUDED IN STUDY 
TABLE XIV 
INDUSTRIES INCLUDED IN.STUDY 
Industry'. a.r .,Group., 
Manufacturing1 
1 Durable Goads · 
Ordnance and Accesseries 
Lumber and Weed Preducts 
Furniture and Fixtures 
Stone, Clay, and Glass 
Primary Metal Industries 
Fabricated Metal Products 
Machinery, except Electrical 
Electrical Equipment and Supplies 
Transportation Equipment 
Instruments 
Miscellaneous Manufacturing 
Nan-Durable Geods·1 
Food and Kindred Products 
Tobacco Manufactures 
Textile Mill Products 
Apparel and Other Textile Products 
Paper and Allied Products 
Printing and Publishing 2 
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SIC. 
19 
24 
25 
32 
33 
34 
35 
36 
37 
38 
39 
20 
21 
22 
23 
26 
27 
TABLE XIV (Continued) 
Industry or Group 
Chemicals and Allied Products 
Petroleum and Coal Products 
Rubber and Plastics 
Leather and Leather Products 
Motor Vehicles and Equipment3 
Aircraft and Parts3 
Ship and Boat Building and Repairs3 
Railroad Equipment3 
Radio and Television Equipment3 
Telephone and Telegraph Equipment3 
Floor Covering Mills (Carpets)3 
Plastics Materials and Synthetics3 
Drugs and Medicines3 
Footwear, except Rubber3 
C'ement, Hydraulic3 
Tires and Inner Tubes3 
Agricultural Machinery3 
lNot included in R-analyses. 
2Included only in R-analyses. 
SIC 
28 
29 
30 
31 
371 
372 
373 
374 
365 (3661)4 
3661 (3664-69)4 
227 
2825 
283 
314 
324 
301 
352 
3Included only in T-analysis o.f quit rate far 1950-1970. 
4changed SIC Codes in 1958. 
5Prior ta 1958, included in Industrial Organic Chemicals 
with the same SIC code. 
152 
APPENDIX B 
ROIATED FACTOR LOADINGS AND FACTOR 
SCORES FOR THE ANALYSES 
IN THE STUDYl 
1Factor loadings greater than ±.250 are in-
cluded. Loadings less than ±.250 are assumed 
to be equal to zero. 
Factor 
Variable 
SEP 
QR 
LR 
AQ 
~ 
AR 
LAR 
NH 
NAW 
PW 
%NP 
GWE 
4WE 
HE 
SE 
u 
Uad 
LFPR 
CPI 
WP! 
GNP 
,dQNP 
DJSA 
G 
ENP 
BS 
I/S 
D.P 
WR.r 
WRM 
HWI 
Un 
ULP 
ws 
TLWS 
%FE 
'YoMFE 
uo~ 
'TABLE XV 
ROIATED FACTOR LOADINGS AND FACTOR 
SCORES FOR INITIAL P-ANALYSIS 
I II III 
Factor Loadings 
.819 -.351 
.917 
-. 723 -.566 
.275 .886 
-.905 
- .397 .753 .272 
- .432 .699 -.389 
-.262 .850 
.990 
.584 .727 
.904 - .372 
.991 
.316 .386 .696 
.992 
.991 
-.930 
-.895 .251 
.570 
.990 
.959 
.990 
.878 
.905 
.956 
.977 
.989 
.324 -.607 
.974 
.993 
.958 
.499 .471 .419 
- .458 
.576 
.413 .589 
.989 
.969 
=.893 -.302 
-.964 
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nr v 
.308 
.282 
.308 
-.264 
.253 
-.655 .360 
-.655 
-.258 
-.805 
.647 
-.252 .507 
.818 
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TABLE XV (Continued) 
Factor I II III IV v 
~ Factor Scores 
47 -1.642 1.536 -0.684 1.460 -0.306 
48 -1.203 1.174 -0.633 1.802 -0.193 
49 -1.096 -0.411 -1. 956 1.161 1.048 
50 -1.329 -0.413 2.048 0.910 1.660 
51 -0.861 1.224 0.565 -0.830 -0.238 
52 -0.700 1.104 0.122 -0.947 1.375 
53 -0.618 1.324 -0.174 -1.555 -0.543 
54 -0.584 -0.731 -1.639 -1.007 -0.742 
55 -0.664 -0.431 1. 739 -1.136 0.260 
56 -0.373 -0.012 0.051 -1.613 -0.285 
57 -0 .196 -0.219 -0.524 ,) -1.609 -0.994 
58 -0.142 -1. 700 -1.048 -0.675 0.312 
59 -0.160 -1.184 1.139 -0.235 1.643 
60 0.084 -0.862 -0.614 -0.206 -0.763 
61 0.126 -1.595 -0 .112 0.531 -0.211 
62 0.207 -1.020 0.626 0.612 -0.563 
63 0.336 -1.016 0.234 0.896 -1.021 
64 0.520 -0. 721 0.422 0.964 -0.970 
65 0.727 0.057 0.886 0.822 -1.121 
66 0.998 0.881 0.810 0.535 -1.258 
67 1.294 0.859 -0.512 0.111 -0.513 
68 1.485 o. 961 o. 776 -0. 013 0.210 
69 1. 763 1.063 -0.087 -0 .118 0.882 
70 2.029 0.131 -1.432 0.139 2.330 
Factor 
Variable 
~ 
If 
AW 
AGNP 
tJ.BS 
l!P 
~ 
Au 
!J.WR. 
lf;NP 
/J.CPI 
JjUn 
BIWI 
,AENP 
Lt{, 
~ 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
66 
67 
68 
69 
70 
TABLE XVI 
RorATED FACTOR LOADINGS AND FACTOR 
SCORES FOR DYNAMIC ANALYSIS 
I II III IV 
......,,.,-i 222iiCIIIIP- Factor Loadings 
.872 
-.870 
.807 .373 
• 930 
.848 .266 
,e...; • 926 
• 715 .340 
-.748 .260 -.292 
-.872 
.953 
.644 -.4i6 .331 
.459 .336 .335 
-.925 
Factor Scores 
-0.394 0.754 1.462 1.545 
-1.521 -2.346 .. 0.012 -0.248 
1.427 -0.728 -1.152 -0.300 
0,268 1.170 1,805 -0.278 
0.101 0.228 1.035 -2.707 
-0.160 -1.025 -0.869 -1.355 
-2.086 -0.448 -0.959 -0.505 
1.583 -0.749 -0.737 1.456 
-0.395 -0.767 -0.232 1.210 
-0.~b 0.643 -0.405 0.613 
-1.477 0.235 0.126 -0.606 
1.188 -0.567 -0.408 · ~0.056 
-0.624 -0.203 0.615 0.896 
0.035 -0.052 1.913 -0.081 
0.608 -0.703 -0.178 0.205 
0.173 -0.485 -0.112 0.122 
0.459 -0.387 0.776 0.445 
0.931 -0.'.369 -0.430 0.721 
0.813 0.314 1.356 0.269 
-0.529 0.338 0.079 -0.587 
1.312 1.038 -0.644 -1.581 
0.328 2.070 -1. 632 -0.217 
.. 1.191 2.038 -1.338 1.041 
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v VI 
.253 
.340 
.367 
.962 
.890 
.599 
-1. 041 -0. 779 
-0.872 0.048 
1.099 -l.119 
-0.795 Z-.097 
0.391 -0.693 
-1.00l} 1.650 
1.531 0.049 
-0. 744 -1.336 
o. 024· 1.271 
-0.158 -· -0.129 
0.792 -1.447 
-0.028 -0.362 
-0.880 -0.075 
=0.048 -2.063 
-0.924 0.535 
-0.584 -0.172 
1.125 0.520 
. 1. 606 0.910 
2.163 I.088 
-0.925 o. rsi1 
-0.450 -0.108 
-1.136 -0.017 
0.863 -0.020 
Factor 
Variable 
SEP 
QR 
LR 
AR 
LAR 
NH 
LNH 
NAW 
.PW 
%NP 
GWE 
u 
LFPR 
CPI 
GNP 
DJSA 
G 
ENP 
BS 
I/S 
WRI 
HWI 
Un 
ULP 
ws 
toFE 
Year 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
TABLE XVII 
ROTATED FACTOR LOADINGS AND FACTOR 
SCORES FOR STATIC ANALYSIS 
I II I.II 
Factor Loadings 
.303 
.744 
... 288 
-.920 
-.286 • 791 .275 
-.277 .209 
.813 .262 
.262 
.988 
.596 .667 -.310 
.901 
.989 
-.807 .315 
.470 .610 
.983 
.986 
.906 
.955 
.975 
.988 
.284 -.382 .787 
.989 
.495 .650 
-.455 .850 
.532 -.675 
.361 .621 
.988 
Factor Scores 
-1.346 O'~ 301 1.703 
-1.197 -1.613 0.868 
-1.588 1.330 1.825 
-0.970 0.951 -0.479 
-0.822 1.136 -0.785 
-0 .683 0.869 -1.581 
-0.627 -1.277 -1.372 
-0.824 1.063 -0.520 
-0.450 0.411 -1.515 
-0.246 -0.475 -1.589 
-0.226 -1.654 -0.637 
-0.233 -0.188 0.053 
0.066 -1.200 -0.261 
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IV v 
.901 
.640 
.375 
.919 
.472 
.909 
.271 
-.324 
-.430 
.514 
-.282 -.251 
.275 
-.457 
~<=> 
.463 
.279 .543 
2.184 -0.640 
1.663 -0.087 
-1.156 1. 705 
1.020 0.527 
o. 717 0.490 
0.936 -0 .236 
0.239 -0. 723 
-1.863 0.618 
-0.590 -0.275 
-0.412 -0.503 
-0.729 0.814 
-1.260 0.174 
-0.141 -0.397 
158 
I ~•·• 
TABLE XVII (Continued) 
Factor I II III IV v 
~ Factor Scores 
61 0.092 -1.197 0.667 -0. 774 0.463 
62 0.184 -0.694 0.712 -0 .577 -0.362 
63 0.324 -o. 711 0.961 -0.637 -0.734 
64 0.463 -0.277 1.067 -0.817 -0.817 
65 0.674 0.425 o. 947 -0.383 -1.377 
66 0.940 1.342 0.523 -0.116 -1.14 7 
67 1.375 0.411 -0.313 0.829 -1.104 
68 1.499 1.146 -0.165 0.134 -0.671 
69 1.672 0.746 -0.097 0.627 1.685 
70 1.923 -0.846 -0.013 1.109 2.598 
Factor 
Variable 
QR 
LR 
NH 
4Q 
~ NAW 
PW 
%NP 
GWE 
AWE 
HE 
Un 
ws 
'Yo.FE 
ENP 
IPI 
Industry 
ORD 
LUM 
FURN· 
SC&G 
PRIM 
FAB 
MACH 
ELEC 
TRANS 
INST 
MISC 
FOOD 
TOB 
TEX 
APP 
PAP 
FRINT 
CHEM 
PETRO 
RUB 
LEA 
TABLE XVIII 
ROI'ATED FACTOR LOADINGS AND FACTOR 
SCORES FOR 1958 R·ANALYSIS 
I II III IV 
Factor Loadings 
-.965 
.... 296 .319 
-.891 .349 
• 973 
.977 
.470 .458 
.796 .32j 
.776 
.802 . .309 
.280 .838 
.850 .297 
-.227 -.884 
.644 -.565 
-.305 -.557 
Factor Scores 
-0.374 -1.242 2.754 0.947 
-1. 703 \ .. 0.116 -0.042 0.1673 
-0.727 .::o;,;3-s-----.1._ 091 0.867 
0.069 -0.220 -0.624 0.827 
1. 797 0.761 0.022 o. 770 
0.300 0.934 -0.491 0.762 
1.067 1.3~3 -0.808 o. 749 
0.182 0.688 0.807 -0.273 
0.763 1.439 1.361 0.854 
0.465 -1.071 ... 1.068 0.456 
-0.580 -0.669 0.105 0.072 
-1.150 1. 912 0.550 -0.480 
-0.124 ml.829 0.642 -0.384 
-1. o,63 0.440 -2 .029 -0.544 
-1.234 1.155 0.703 -2.066 
I 
-0.530 0.033 0.365 0.103 
-0 .• 190 -0.084 0.157 =0.198 
0.957 ,.,o.066 0.034 -0.432 
2.023 -0.767 -0.140 =2.844 
0.644 -0.878 -0.647 0.824 
-1.157 -0.686 -0.564 -0.671 
1S9 
v VI 
' 
.850 
.875 
.934 
-~489', .364 
-.356 
.457 
-.360u 
-.259 
.425 
-1. 789 0.622 
-0.620 0.001 
-0.169 0.033 
0.330 0.992 
0.421 -0.889 
0.407 -0.019 
-0.053 -0.201 
-0.615 -1.405 
0.709 -0.586 
-0.606 0.259 
0.464 -0.838 
0.653 3 .021 
3.205 0.424 
-0.810 0.058 
0.603 =l.601 
-0.308 -0.483 
=1.204 0 •. 061 
-0.389 0.828 
-0.840 0.859 
0.568 -0.0~.9 
0.051 .... ~.1.07'9 
Factor 
Variable 
QR 
LR 
NH 
~ 
~ 
NAW 
PW 
%NP 
GWE 
/j1F. 
HE 
Un 
ws 
'7oFE 
ENP 
!PI 
Industry 
ORD 
LUM 
FURN 
SC&G 
PRIM 
FAB 
MACH 
ELEC 
TRANS 
: INST 
MISC 
FOOD 
TOB 
TEX 
APP 
PAP 
PRINT 
CHEM 
PETRO 
RUB 
LEA 
TABLE XIX 
ROIATED FACTOR LOADINGS AND FACTOR 
SCORES FOR 1959 R-ANALYSIS 
I n III IV 
Factor Loadings 
-.953 
-.435 .286 
-.9:\) 
-.880 
.921 
.934 
.948 
.591 .379 .549 
.690 .596 
.327 .307 .674 -.431 
• 762 .471 
• 790 .306 -.315 
-.881 
-.371 -.282 
Factor Scores 
0.683 -1.839 1.425 1.403 
-2.379 -0.370 1.189 0.254 
-1.234 -0.656 0.620 -0.171 
0.006 0.021 0.679 -0.603 
1.142 0.945 1.021 -2.640 
-0.285 1.362 0.186 0.051 
0.587 1.292 0.899 -1.058 
0.359 0.556 0.446 -0.087 
0.839 1.158 0.525 1.046 
0.141 -0.762 0.410 -0.042 
-1.152 -0.872 -0.148 -0.217 
-0.855 1.665 -0.338 1.336 
0.271 -1.641 -1.531 -1.721 
-0.156 o. 779 -1.632 0.072 
-1.109 0.880 -1.666 -0.150 
0.321 -0.556 0.246 0.294 
0.588 0.147 -0.094 1.499 
1.068 -0.062 0.312 0.625 
1.972 -0.621 -1. 765 0.780 
0.127 -0.876 0.520 -0.335 
-0.937 -0.549 -1.304 -0.334 
160 
v VI 
.&42 
.332 
.289 
.309 
-.263 .~27 
.864 
-.405 -.601 
0.066 1.293 
0.989 -0.244 
0.458 -O.B-08 
-0.414 -el'.459 
0.906 0.629 
1.468 -0.081 
0.168 -&-.47 5 
r 
-1.28~ -'0.070 
-0.547 1.1'47 
0.441 -1.831 
0.918 0.681 
0.241 1.-087 
-0.653 1.687 
-1.204 -1. 720 
-0.629 (:}'~"662 
-0.910 0.207 
-0.405 -0~184 
-0.662 -1.208 
2 .5541 -0.509 
-1.534 -0.564 
0.033 0.057 
Factor 
Variable 
QR 
LR 
NH 
JP. 
fr 
NAW 
PW 
%NP 
GWE 
,AWE 
HE 
Un 
ws 
'7oFE 
ENP 
IPI 
Industry 
ORD 
LUM 
FURN 
SC&G 
PRIM 
FAB 
MACH 
ELEC 
TRANS 
INST 
MISC 
FOOD 
TOB 
TEX 
APP 
PAP 
PRIN'I' 
CHEM 
PETRO 
RUB 
LEA 
TABLE XX 
ROTATED FACTOR LOADINGS AND FACTOR 
SCORES FOR 1966 R-ANALYSIS 
I II III IV 
Factor Loadings 
-.799 
-.488 - .427 
-.857 
.800 
.888 
.971 
• 979 
.753 
.938 
.371 -.820 
.949 
-.278 .801 
.865 
.455 .626 .252 
.253 
Factor Scores 
1.331 -1.603 -0.747 1.463 
-0.985 -0. 611 0.887 0.572 
-1.250 =o .782 0.526 -0.092 
0.2.23 -0.282 0.087 -0.037 
1.039 0.956 -0.508 0.521 
-0.104 0.983 -0.100 -1.077 
0.608 1.755 -0.235 -1.985 
0.023 1.383 -0.402 0.457 
0.926 1.395 -0.154 1.231 
0.456 -0.974 -0.142 -2.266 
. -.... --
-0.905 -0.726 0.190 0.640 
-0.652 1.290 0.364 0.301 
-o. 792 -1.058 -3.189 -0.851 
-1.163 0.096 1.121 -1.128 
-1.393 1.073 -0.904 1.375 
0.487 -o.2rn -0.204 0.536 
0.762 =0.306 -0.010 =0.251 
0.847 0.007 1.831 0.264 
2.166 =1.000 0.621 -0.237 
-0.363 -0.547 -0.283 0.646, 
=l.261 -0.822 1.252 -0.082 
161 
v VI 
-.332 
-.520 
.343 .247 
.302 
-.255 
.308 
- • 921 
.873 
0.243 1.382 
1.253 -1.157 
0.832 1.204 
0.804 -0.631 
1.155 -0.761 
0.754 0.136 
0.236 0.550 
-0.881· 1.631 
0.512 -0.531 
-0.313 1.098 
0.052 0.299 
0.142 -1.463 
0.391 -1.250 
-0.823 -0.000 
-2.387 0.456 
0.516 -0.409 
-0.430 -0.132 
0.825 o. 770 
-2.368 -1.461 
0.248 1.340 
-0.762 =1.070 
Factor 
Variable 
QR 
LR 
NH 
f1Q 
~ 
NAW 
PW 
%NP 
GWE 
fiJF, 
HE 
Un 
ws 
'i'oFE 
ENP 
IPI 
Industry 
ORD 
LUM 
FURN 
SC&G 
PRIM 
FAB 
MACH 
ELEC 
TRANS 
INST 
MISC 
FOOD 
TOB 
TEX 
APP 
PAP 
PRINT 
CHEM 
PETRO 
RUB 
LEA 
TABLE XXI 
RGrATED FACTOR LOADINGS AND FACTOR 
SCORES FOR 1967 R-ANALYSIS 
I II III IV 
Factor.Leadings 
-.926 
-.509 .535 
-.853 
.567 -.299 
.296 
• 929 
.928 
• 799 -.269 
.940 
.942 
.669 
.910 
-.863 
.838 
-.881 
Factor Scores 
1.176 -1.198 -0.403 .,.o.420 
-1.259 0.159 -0.460 2.021 
-1.253 -0.422 -0.873 0.008 
-0.004 -0.120 -0.215 -1.104 
1.022 0.584 1. 792 1.420 
-0.139 1.360 -0.763 0.144 
0.768 1. 727 -1.092 1.446 
0.230 1.025 0.635 -1.186 
0.811 1.577 0.964 -0.067 
0.619 -1.171 -l.427 0.194 
-1.021 -0.348 -0.315 -0.415 
-0.521 1.592 0.066 -0.300 
-0.607 -1.540 1.773 0.251 
-1.152 -0.270 -1.489 -0.062 
-1.323 0.462 1.589 -1.102 
0.355 ... o.299 0.215 -1.452 
0.755 =0.511 0.200 -1.157 
1.080 0.008 -1.245 -0 .571 
2.064 -1.217 0.448 1.234 
-0.283 -0.436 -0.177 -0.301 
-1.320 -0.960 o. 775 1.419 
162 
v VI 
.561 
.316 
.615 
-.789 -.348 
.833 
0.289 -1.374 
0.591 1.210 
-1.335 0.707 
0.042 0.049 
-1.371 -0.734 
-0 .091 -0.508 
-0 .176 -1.218 
-1.625 -0.254 
0.808 -0.013 
-0.198 -0.473 
0.392 1.069 
2.399 0.928 
2.138 -1.804 
0.034 -0.925 
-o. 7hl 0.405 
-0.276 0.980 
0.036 0.230 
0.296 0.168 
0.148 2.386 
-0.237 -0.742 
-1.106 -0.088 
Factor 
TABLE XXII 
RarATED FACTOR LOADINGS AND FACTOR 
SCORES FOR T-ANALYSIS OF THE 
QUIT RATE, 1947-1970 
I II 
Variable Factor Loadings 
47 .298 • 719 
48 .388 • 777 
49 .405 .789 
50 .329 .853 
51 .492 
52 .265 .443 
53 .3-02 .666 
54 .474 .347 
55 .469 .473 
56 .501 .272 
57 .499 
58 .685 .350 
59 .742 .405 
60 .745 .279 
61 • 798 .264 
62 .826 .246 
63 .833 .255 
64 .842 .337 
65 .861 .269 
66 .854 .330 
67 .889 .329 
68 .891 .264 
69 .887 .273 
70 .930 .234 
Industry Factor Scores 
MFG 0.218 0.396 
DUR -0.228 0.649 
ORD 0.496 -0.160 
LUM -0.394 -0.358 
FURN -CY.018 -0.645 
SC&G 0.737 0.103 
PRIM 1.221 1.131 
FAB -0.214 0.656 
MACH 1.659 -0.214 
ELEC 0.484 0.952 
TRANS 0.165 -0.605 
INST -0.366 -1.669 
MISC -0.218 -2.158 
N-DUR 0.998 0.104 
163 
III 
.540 
.342 
.344 
.275 
.729 
.827 
.624 
• 770 
.692 
• 792 
.818 
.615 
.486 
.589 
.525 
.460 
.455 
.406 
.102 
.357 
.286 
.304 
.265 
.218 
-0.188 
-0.163 
-0.828 
-0.249 
0.429 
-0.165 
-0.838 
-0.437 
-0.530 
1.619 
0.019 
-0.248 
-1.051 
-1.246 
164 
TABLE XXII (Continued) 
Factor I II III 
Industry Factor Scores 
FOOD 1.691 0.033 0.595 
TOB -1.668 2.437 -1.066 
TEX -1.520 0.201 1.293 
APP -0.286 0.166 2.979 
PAP -0.800 -1.584 0.732 
CHEM 1.430 0.319 0.960 
PETRO -1.646 0.383 -0.289 
RUB -1.217 -0.955 -0.654 
LEA -0.524 0.817 -0.674 
Factor 
TABLE XXIII 
ROTATED FACTOR LOADINGS AND FACTOR 
SCORES FOR T-ANALYSIS OF THE 
QUIT RAT~, 1950-1970 
I II 
Variable Factor-Leadings 
50 .846 
51 .269 .860 
52 .454 .810 
53 .360 .827 
54 .504 .667 
55 .510 • 710 
56 .631 .591 
57 • 717 .574 
58 , .675 .442 
59 .583 .461 
60 .654 .406 
61 .680 .308 
62 .588 .321 
63 .530 .340 
64 .441 .366 
65 .401 
66 .357 .425 
67 .363 .359 
68 .333 .310 
69 .247 .328 
70 .328 .233 
Industry Factor Scores 
MFG -0.082 0.163 
DUR -0.609 0.649 
ORD 1.199 -0.807 
LUM 0'.641 1.367 
FURN -1.334 1.868 
SC&G -0.576 -0.539 
PRIM -1.507 0.273 
FAB -1.063 0.632 
MACH -0.545 -0.026 
ELEC 0.448 -0.002 
TRANS -0.929 1.384 
INST 0.294 -1.300 
MISC 0.553 0.687 
N-DUR 0.402 -0.289 
FOOD -0.290 -0.108 
TOB -0.360 0.109 
TEX 0.351 -0.905 
APP 2.082 1.101 
PAP -0.273 0.012 
CHEM -0_2nR -0 AQQ 
165 
III 
.449 
.265 
.270 
.296 
.438 
.419 
.442 
.347 
.550 
.626 
.625 
.645 
.722 
.754 
.805 
.804 
.820 
.851 
.869 
.892 
.889 
0.209 
-0.088 
-0.957 
1.521 
1. 788 
0.613 
-0.414 
0.560 
-0.400 
-0.363 
-0.810 
=0 0 003 
0.784 
0.603 
1.496 
-0.126 
1.633 
-0 .114 
0.077 
_() <;:07 
166 
TABLE XXIII (Continued) 
Factor I II III 
Industry Fact0r Scores 
PETRO -0.553 -1.750 -0.457 
RUB -1.486 -0.198 1.414 
LEA 1.443 -0.135 1.305 
AUTO -1.934 1.604 -1.083 
AIR 0.767 0. 945 -1.845 
SHIP 1.611 2.078 -0.679 
RR -0.621 -0.425 -0.546 
R-TV 1.404 0.668 -0.333 
T&T 0.905 -0. 720 -1.306 
CARP -0.245 -1. 915 1.809 
PI.AST -Q.482 -1.495 -0.681 
DRUGS 0.963 -1.530 -0.829 
FTWR 1.861 0.088 0.978 
CEM -0.605 0.155 -1.525 
TIRE -0.828 -0.686 -1.221 
AGRI -0.336 -0.045 -0.414 
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