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Abstract
In this thesis, I present results from two Paul-trap based ion traps carried out in
the Vuletic´ laboratory: the Atom-Ion trap for collision studies between cold atoms
and cold ions, and the Cavity-Array trap for studying the interaction between ionic
ensembles and photons. The Atom-Ion trap overlaps a surface-planar ion trap with a
magneto-optical trap (MOT) for neutral atoms. The initial results of this system were
loading of a shallow surface-planar ion trap at an unprecedented high rate of 4·105 s−1
and isotopic purity by photoionization from the MOT. We demonstrate the first
collisions between trapped atoms and trapped ions in the Langevin collision regime
between Yb+ and Yb. A measurement of the Langevin rate constant through charge-
exchange collisions between αYb+ and βYb over three orders of magnitude in collision
energy down to 3 µeV follows. The measured rate coefficient of 6 · 10−10 cm3s−1 is
in good agreement with the Langevin model based on theoretical predictions of the
polarizability of Yb. The theory and limits of sympathetic cooling of ions by localized
cold atoms at low temperature is outlined. Measurements of momentum-transfer
collisions between Yb+ and Rb are presented indicating that momentum-transfer
collisions affect the ion energy at the Langevin rate. Finally, the fabrication and
assembly of the Cavity-Array trap are presented. The Cavity-Array trap overlaps
a high-finesse optical cavity with a linear array of Paul traps in order to reach the
high co-operativity limit with trapped ions. Initial results from loading of the Cavity-
Array trap are shown, indicating successful overlap of the optical cavity mode with
the ion trapping region and the ability to load individual sites of the array ion trap.
Thesis Supervisor: Vladan Vuletic´
Title: Lester Wolfe Associate Professor of Physics
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Chapter 1
Introduction
This thesis covers experiments done on atomic ions trapped in two different Paul ion
traps in the Vuletic´ laboratory: the Ion-Atom trap in which mutually nonperturbing
traps for ions and atoms are overlapped in space and the Cavity-Array trap in which
an array of ion traps is overlapped with a high-finesse optical cavity. In this intro-
ductory chapter, I will outline the experimental results to follow in context of current
goals of the field.
1.1 Quantum chemistry
Since their development in 1954 [1], radiofrequency (rf), or Paul, ion traps have
proven to be exceedingly useful in a broad range of applications, mainly due to their
extremely large trap depths and relatively few requirements for stable trapping of
charged particles. Chapter 2 of this work will present a general introduction to
Paul ion traps. As an example of their versatility, Staanum et al. [2] use a Paul
trap to study chemical reactions between Mg+ and isotopes of hydrogen. Given
the small fractional difference in the mass-to-charge ratio of the charged reactant
and the product, they are able to trap both the Mg+ reactant and the MgH+ or
MgD+ product of the reaction. In a similar vein, Chapter 6 of this thesis presents
experimental results of a charge-exchange reaction, αYb+ + βYb → αYb + βYb+,
in which the conditions under which the reaction proceeds, i.e. the energy of the
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collision bringing the two reactants together, is varied through manipulation of the
ion trapping potential. Chapter 3 will present the experimental details of our Ion-
Atom hybrid trap used for these measurements. Chapter 5 will present a general
semiclassical description of scattering between atoms and ions.
1.2 Sympathetic cooling of ions
Chapter 7 of this thesis will present results of our studies of momentum-transfer
collisions between Yb+ ions and Rb atoms with an emphasis on cooling of ions by
atoms at low temperatures. Collisions between free, buffer gas atoms and trapped ions
have been used to facilitate the loading of shallow traps [3, 4], for sympathetic cooling
into a Wigner crystal of highly-charged µm-scale spheres [5], and for sympathetic
cooling of ions down to the 1000 K regime [6, 7]. The work presented in Chapter 7
extends sympathetic cooling of ions in a Paul trap by cold atoms in the regime where
the stray dc fields in the ion trapping create an excess kinetic energy of the ion
comparable to its thermal energy.
1.3 Ion-trap-based quantum computing efforts
At the moment, the most visible and “hot” application for ions trapped in Paul traps
are the stunning results researchers have had in developing ion-based quantum pro-
cessors. Since the oft-quoted suggestion of Richard Feynman in 1982 [8], researchers
have considered how a computer based on quantum mechanical bits (qubits) might
be better suited than a classical computer for certain computational problems. Feyn-
man was originally referring to difficulties in modeling physical systems which were
themselves governed by the same laws of quantum mechanics. However, it is now
thought that such a device could efficiently solve many other problems that scale
poorly with increasing complexity with classical computer algorithms [9]. This hope
has been bolstered by the discovery of an algorithm which would considerably reduce
the time needed to factor large prime numbers of the sort used in the most common
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encryption schemes [10].
In the race to build a qubit suitable for use in a quantum computer, single ions
confined in a radiofrequency (rf) Paul trap currently hold the lead [11, 12]. However,
while singly trapped ions are closest to satisfying the DiVincenzo criteria for indi-
vidual qubits [13, 14, 15, 16], it is not yet known how trapped-ion-based quantum
processors will be scaled up into a useful quantum computer [17]. It is estimated
that at least a few hundred connected qubits are needed to solve, in reasonable time,
typical problems which classical computers cannot [18].
One proposal for meeting the scalability requirement is that of a trap architecture
which allows for the shuttling of many ions on a planar chip between interaction,
storage, and cooling regions [18, 19]. Efforts to implement this solution will invariably
be constructed out of ion traps that can be fabricated on planar surfaces, rather than
those which are assembled out of microstructures, due to the complexity of the trap
design. Unfortunately, planar traps are difficult to load with the needed number of
ions of the same isotope: typical loading rates for surface planar ion traps are of
the order of fewer than 1 ion per second [20]. The problem is compounded by the
fact that collisions with background gas atoms can either knock out or replace an
ion in the trap, a problem which grows in proportion to the time taken to load the
ion trap. In Chapter 4 of this thesis, we present results from our Ion-Atom system
showing unprecedented high loading rates with high isotopic purity into a shallow,
surface planar ion trap, demonstrating the ability to load such a trap with 105 ions
of a single isotope in less than one second.
A second promising proposal to address the scalability problem of trapped-ion-
based quantum computers is to interface the ions, with their favorable information
storage and processing properties, with photons, which are ideally suited for commu-
nication [21, 22]. In this way, a system of many single-ion quantum processors could
be linked through a photon bus. The work presented in Chapter 8 of this thesis on
our Cavity-Array system can be understood as part of this effort. Our Cavity-Array
system consisting of an ensemble of ions coupled to a high-finesse optical cavity could
form a node of a network of similar devices connected through the output modes of
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their optical cavities. Our collaborators in the Chuang laboratory are also developing
an ion trap at the tip of an optical fiber with the intention of forming an optical
cavity between the tip of the fiber and an external mirror [23]. Their system could
allow for the creation of a network of single-ion-cavity nodes in a similar fashion.
1.4 Coupling of ions to optical cavities
Aside from the applications to quantum computation efforts, the coupling of ions to
optical resonators opens up a wealth of physics to explore. Much work has already
been done in coupling individual atoms and atomic ensembles to optical cavities,
but ion-cavity systems are becoming something of a hot topic themselves. To the
author’s knowledge, the Walther group was the first to couple an ion to a high-
finesse cavity in work they published using an ion to map out the spatial profile of
the cavity modes [24] (more recent work on a continuous source of single photons
from the same system in Ref [25]). Other groups working on the coupling of ions to
optical cavities are those of Ref [26] in which a large crystal of ions is coupled to an
optical cavity mode, Ref [27] in which a single ion is coupled to a cavity just beyond
the edge of the strong-coupling regime and a single-ion laser was demonstrated, and
[28] in which cavity cooling of a single ion is demonstrated. These systems allow
for the exploration of atom-light physics such as cavity quantum electrodynamics
(cQED) and cavity-enhanced electromagnetically induced transparency (EIT) with
tightly-trapped, long-lived ions instead of neutral atoms [29, 30]. As outlined in the
introduction to Chapter 8, our Cavity-Array system is an attractive one in which to
study this ion-light physics and in which to implement a long-lifetime single-photon
quantum memory based on cavity-enhanced EIT as in [31].
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Chapter 2
Ion Trapping
At first glance, trapping charged particles seems to be simple in comparison with
neutral atom traps. On one hand, it is relatively easy to induce large forces on charged
atomic-scale particles. On the single-atom level, ions typically have charge-to-mass
ratios on the order of at least 1 qe/100 amu and therefore are very sensitive to electric
fields. For a quick comparison, even a minuscule 1 V/m electric field produces roughly
the same acceleration of a Yb+ ion ( qe
m
E ∼ 5.5·105 m
s2
) as an infinitely strong laser beam
on resonance with the primary cycling transition in neutral Yb (~k
m
Γ
2
s
1+s
∼ 3.8 ·105 m
s2
).
However, this sensitivity to electric fields means that it is quite difficult to trap
an ion using anything other than forces generated on the charge by electric fields.
It is worth noting that the Schaetz group has recently shown ms lifetimes of ions
in an optical dipole trap [32], though the ions were first trapped and cooled in a
standard ion trap before being loaded into the dipole trap. So, what is the “ideal”
trapping potential? For a positively-charged particle, we’d want all electric field
lines to be pointing inwards towards the origin as in Fig 2-1. Unfortunately, Gauss’s
law immediately tells us that such a configuration would be impossible: drawing a
Gaussian sphere around the trapping center shows a net negative flux through the
surface, meaning a net negative charge must be enclosed to provide such a potential.
Alternatively, we could make the argument at the potential, rather than electric field
level, and employ the Laplace equation to reach the same constraint.
Half of the 1989 Nobel Prize in Physics was shared between Hans Dehmelt and
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Figure 2-1: Vector plot of the ideal 2-dimensional trapping electric field for a charged
particle. As drawn, this potential could be realized if the third axis were anti-
confining, but Gauss’s law tells us that it would be unphysical to have all three
directions be confining at the same time.
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Figure 2-2: Basic Penning trap geometry for a negatively charged particle. A hyper-
bolic Paul trap shares the same trap geometry but with no magnetic field, the ring
electrodes driven with an rf voltage, and usually a positive voltage applied to both
endcaps. Figure taken from [34].
Wolfgang Paul for the development of two classes of traps which manage to confine
charged particles in spite of the Gauss’s law constraint. Dehmelt’s design is known
as a Penning trap in reference to the vacuum pressure gauge of the same name which
motivated him to create the trap [33] and is based on a strong, uniform magnetic
field and a small, quadrupolar static electric field. Paul’s eponymous design is based
on an rf quadrupolar electric field providing a potential that is instantaneously anti-
confining along at least one axis, but overall confining along all axes in a time-averaged
potential.
2.1 Penning traps
An in-depth review of the trapping of charged particles in a Penning can be found
in [34] and the references contained within. Typical Penning trap geometries are of
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the “hyperbolic” design as shown in Fig 2-2. A confining potential is applied to the
“endcap” or axial electrodes and an anti-confining electrostatic field is applied along
the “ring” or circumfrential, electrode. Taken by itself, this would result in all of the
particle orbits terminating in the ring electrode. However, a large magnetic field is
applied parallel to the endcap axis and, through the Lorentz force, forces the particles
into small circular orbits, known as cyclotron motion. These small orbits are overlaid
on a larger, lower frequency precession of the orbits around the central axis of the trap
known as magnetron motion in analogy with the micromotion and secular motion of
Paul traps (see Section 2.2.1). The cooling methods for ions in Penning traps differ
somewhat from those of Paul traps, but Wigner crystals of ions have been achieved
nevertheless [35]. Penning traps are widely used in cold plasma studies and are the
leading candidate for antihydrogen confinement [36].
2.2 Paul traps
Good reviews can be found in [1, 37, 38].
In order to derive the trapping potential for a linear Paul trap, we begin with a
quadrupolar potential consisting of both rf and dc components
Φ(x, y, z, t) =
U
2
(αx2 + βy2 + γz2) +
V
2
cos (Ωt)(α′x2 + β′y2 + γ′z2), (2.1)
where U and V represent the overall strengths of the dc and rf potentials, respectively,
the greek letters represent the relative quadrupolar strengths, and Ω is the frequency
of the rf drive. Because Laplace’s equation, ∇2Φ = 0, is valid at all times, we know
that the dc and rf quadrupolar coefficients must independently satisfy
α + β + γ = 0 (2.2)
α′ + β′ + γ′ = 0. (2.3)
We again see in (2.2) that a dc electric field alone cannot confine a charged particle.
However, if we take on faith (until Section 2.2.1) that a potential which alternates
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Figure 2-3: Basic hyperbolic Paul trap geometry. A time-varying potential U0 is
applied between the ring and endcap electrodes to create a time-averaged stable
trapping pondermotive potential. Note the similarity to the design of Fig 2-2. Figure
taken from [1].
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Figure 2-4: Force vectors for the ideal xy-plane rf quadrupole at φ = 0, pi. Notice
that the quadrupole is initially confining in y and anti-confining in x (a), and reverses
half a cycle later (b).
between confining and anti-confining along two-axes (see Fig 2-4) can result in a
time-averaged confining pondermotive potential, a straightforward solution presents
itself:
α = β = γ = 0
α′ = β′ = −γ
′
2
.
This solution corresponds to Paul traps with hyperboloid electrodes such as in Fig. 2-
3 but with no magnetic field, the endcaps held at ground, and the ring electrode at rf.
This was, in fact the design of the very first ion trap [1]. In practice, most cylindrically
symmetric Paul traps also have a dc voltage applied to the endcaps resulting in the
choice
α = β = −γ
2
> 0
α′ = β′ = −γ
′
2
.
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Figure 2-5: Basic linear Paul trap geometry. Confinement along the z axis is given by
the endcapping voltages applied to the grey sections of the electrodes. Confinement
in the radial direction is produced by an rf potential applied to the black electrodes,
creating a time-averaged stable pondermotive potential. Figure taken from [37].
Linear Paul traps, such as the traps in both our Ion-Atom system and Cavity-
Array system, rely on rf confinement along only two of the axes and a fully-dc potential
along the third:
α = β = −γ
2
> 0
α′ = −β′
γ′ = 0.
These linear traps are typically easier to construct, allow for greater optical access,
and can support larger crystals than hyperbolic Paul trap designs and can be made
with any number of rf electrodes [39, 40, 41].
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2.2.1 Equation of motion
Since the form of the potential (2.1) is completely separable between the three coor-
dinates, we can treat the one-dimensional case. Having the form of the potential at
our disposal (2.1), we take a partial derivative to find the electric field along z:
z¨ =
Fz
m
=
qe
m
Ez = −qe
m
∂Φ
∂z
(2.4)
z¨ = −qe
m
(γU + γ′V cos (Ωt)) z. (2.5)
This differential equation can be massaged into the form of a Mathieu equation,
∂2z
∂τ 2
= − (az − 2qz cos (2τ)) z, (2.6)
with the substitutions:
τ =
ωt
2
; az =
4qeγU
mω2
; qz =
2qeγ
′V
mω2
(2.7)
The exact solutions to this Mathieu equation are, not surprisingly, known as Math-
ieu functions which have recursive definitions for the coefficients of their polynomial
form that can be found in their full glory in [37]. However, in the limit of q, a  1,
these functions can be approximated well by a much more tractable form
z(t) ≈ A cos (ωt+ φ0)
(
1 +
q
2
cos (Ωt)]
)
(2.8)
where ω = 1
2
Ω
√
1
2
q2 + a and φ0 is the initial phase of the motion chosen to satisfy
the initial conditions of the ion motion. Fig 2-6 shows a plot of this motion for a = 0,
q = 0.1. a  q  1 are typical operating parameters for Paul traps, justifying this
approximation to the trajectory.
As can be seen from the plot and the form of z(t), the ion motion looks similar to
harmonic motion at frequency ω with a faster, smaller modulation at the frequency
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Figure 2-6: Trajectory for a single ion trapped in a 1-dimensional Paul trap with
a = 0, q = 0.1.
of the rf, Ω. These motions are referred to as “secular” (at ω) and “micromotion”
(at Ω). One can note that the micromotion amplitude grows with the displacement
of the ion from the rf null, and is of order q smaller than the secular motion.
At some level, the secular motion of an ion in a Paul trap follows the intuition
of simple harmonic motion: the ion secular motion is a sinusoidal trajectory with
turning points given by the energy of the ion. This leads us to assign a harmonic
pseudopotential [42] or pondermotive potential describing the secular motion of the
ion. However, there is a very important caveat. The intuition of the energy of
the particle in a harmonic potential being passed back and forth between kinetic
and potential forms does not apply in this system. On the contrary, in the three-
dimensional Paul trap, the ion kinetic energy is constant throughout the secular cycle;
it is passed back and forth between the harmonic secular motion and the micromotion
components. This will be an important feature when we cover collisions between ions
in a Paul trap and atoms in a MOT.
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2.2.2 Stability
Not all choices of q and a lead to stable orbits in a Paul trap. For this reason,
devices based on the same physics as Paul traps are used as mass filters to filter
samples based on a specific charge to mass ratio. In fact, Paul’s inspiration for the
first charged particle trap was such a device. For a perfect hyperbolic quadrupolar
Paul trap, the trajectories are stable for 0 < q < 0.908 with a = 0 [43], though Paul
traps are typically operated in the small q regime where the approximation of small
micromotion perturbations to the secular motion is applicable [37]. The region of
stability in the a − q plane for a specific ion trap depends on the particulars of the
geometry of the trap. However, a q  1 is generally a stable configuration.
2.2.3 Stray dc fields
The discussion above was all conducted under the assumption that the only electric
fields present were those of the Paul trap electrodes. In practice, of course, this
assumption is usually not valid and certainly not without considerable efforts to
balance the stray fields. In fact, much of the time working with ions in the experiments
presented in this thesis was spent determining and canceling the stray dc fields in the
trap volume to the best of our abilities. We refer to this procedure as compensating
the trap. Stray dc fields produce a new overall electric potential minimum (and
therefore trapping center) displaced from the rf null of the Paul trap which induces
extra micromotion in the ion orbit and, consequently, higher average ion energy.
See Fig 7-4 for an example trajectory and a discussion of the effects of this extra
micromotion on collisions with atoms.
2.2.4 Compensation
There are two methods we typically use for compensating our ion traps: adjustment
of the relative rf and dc quadrupole strengths and binning photon arrivals on the
phase of the rf drive. The quadrupole-strength adjustment method is very useful for
finding the vertical compensation in surface planar traps because one cannot have
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a laser with its ~k perpendicular to the trap surface to address that principle axis of
the trap. For most other cases, binning the photon arrival times, or the “correlator
method,” is preferable.
Quadrupole strength adjustment
If we think of the overall potential that the ion sees as the sum of the rf quadrupole
and a dc quadrupole, we know that at some points in space, both fields have a
zero. The ideal case is when the dc and rf field zeros overlap, though in the case of
an uncompensated (usually dipolar) dc field, the two will not be overlapped. One
fruitful technique for finding the relative positions of the two quadrupoles is to turn
the relative strength of one down. Typically, as the rf field is generated only by
electrodes designed to produce a quadrupole zero, we have found it simplest to lower
the rf voltage. At this point, one needs to know which of the dc quadrupole axes are
confining and which are anti-confining, i.e. the signs of α, β, and γ. If the rf and dc
quadrupoles are in different locations, the ions will appear to move towards the dc
null along confining dc quadrupole axes and away from the null along anti-confining
ones. When the ions stay in the same physical location as the rf voltage is raised and
lowered, the overlap between the rf and dc zeros has been found. The requirements
for this compensation technique are simply the ability to adjust the rf voltage and
having an imaging system capable of resolving the displacement of the ions.
Correlator
The method we use most heavily for compensation is the correlator. Originally
demonstrated in [38], the principle relies on the fact that the rf confining field is
quadrupolar and that the ions’ micromotion mimics the local electric field. A laser
detuned to the red of atomic resonance is shined on the cloud. Consequently, for
those times when the ions have a velocity directed antiparallel to the beam, they will
fluoresce more strongly than when their velocity is parallel to the beam. If there are
more ions on one side of the rf null than the other, then for one phase of the rf, the
bulk of the ions are moving towards the beam, while for the the other phase, they
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Figure 2-7: Correlator signal of a poorly compensated, “hot” cloud of ions prior to
compensating dc fields. One full period of the rf cycle is shown along the x-axis.
are moving away. This implies that if one correlates the ion fluorescence with the rf
phase, there should be in imbalance in the signal.
As an example, we will go through correlator data taken in the process of com-
pensating one axis of the Ion-Atom trap. Fig 2-7 shows an example of a relatively
high-energy cloud of ions in the Ion-Atom trap. The cloud is illuminated by a beam
addressing the primary cycling transition in Yb+ at 370 nm (see the following chap-
ter) along the 45◦ line between one principle rf axis (“x”) and the dc-confined axis
(“z”). The broad peak on the later half of the rf cycle and relatively flat signal on
the first half of the cycle are characteristic of almost the entire ion population being
on one side of the rf null.
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Figure 2-8: Correlator signal of a properly compensated “cold” cloud of ions.
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Figure 2-9: Correlator signal of an ion crystal.
2.3 Wigner crystals
By adjusting the dc dipole field in the x direction, we are able to center the cloud
on the rf null. This is evidenced by the balanced, broad peaks on both halves of the
correlator signal as shown in Fig 2-8.
Finally, by bringing the detuning of the laser closer to resonance, we increase the
optical cooling power and the ions undergo a transition to an ordered state in which
the ion positions are fixed relative to each other, known as a Wigner crystal. In such
a crystal, the mutual Coulomb repulsion of the ions is balanced against the confining
potential of the trap, resulting in a roughly constant ion density. The transition to a
Wigner crystal is evidenced in the correlator signal by sharper, higher peaks. Note
the increase in signal in Fig 2-9 over that of Fig 2-8. Further evidence is given by a
characteristic notch in the full 370-nm spectrum of the ions [44].
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Figure 2-10: Uncompensated dc fields displace the ions from the rf null, resulting in
extra micromotion kinetic energy even in crystals. The red trace shows the 370-nm
spectrum of an ion crystal displaced from the rf null, and the blue a centered crystal.
The linewidth of the blue trace is consistent with the 20-MHz linewidth of the atomic
transition broadened by 4 I0.
Though the thermal motion of the ions is greatly reduced after crystalization,
typically close to the Doppler limit of the cooling transition of 1.5 mK, it is still
possible for the ions to have a very large velocity due to micromotion. Fig 2-10
shows the 370-nm spectrum beginning from far red detuning and sweeping towards
resonance of the ionic transition. The sharp drop-off at atomic resonance is due to
the runaway heating of the ion population that occurs when the cooling beam moves
to the blue side of the transition, the crystal melts, and ion-ion collisions begin to
occur again.
The procedure of compensating the ions has to be perfomed along both rf-confined
axes. It is possible for the ion crystal to be well compensated along one axis and far
from compensated along the other. Fig 2-11 shows the 370-nm spectrum as the ion
crystal is illuminated by beams projecting along the two rf-confined principle axes of
the trap. Notice the large velocity of the ions in the y direction as evidenced by the
large shift in the “yz” beam spectrum while the “xz” is relatively well centered.
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Figure 2-11: 370-nm spectrum of ion fluorescence when illuminated along the two
different principle rf axes of the trap. The “yz” (“xz”) beam illuminates along the
rf-confined y (x) axis of the trap and the dc-confined z axis.
2.4 Cooling
2.4.1 Optical cooling
The most successful and widespread cooling techniques in Paul traps are optical
methods [45]. Many of the same optical cooling techniques employed in neutral atom
traps have been demonstrated in ion systems, including even polarization-gradient
cooling [46]. Given the separable nature of the trap potential, optical cooling in a
Paul trap has to address all principle axes of the ion motion for single ions or be
coupled through mixing of the axes by higher-order terms in the trapping potential
[47]. Multiple ions can couple motion and cooling in one direction to the others [48].
Though it was not employed in this work, red sideband cooling is a standard cooling
technique for Paul traps when attempting to reach the lower vibrational modes of a
Paul trap [49, 50]. Optical cooling is sufficient to produce Wigner crystals in Paul
traps [51].
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2.4.2 Sympathetic cooling
Ion-atom sympathetic cooling
Using cold atoms to sympathetically cool ions in a Paul trap is a major focus of this
thesis and will be covered in detail in Chapter 7. However, viscous buffer-gas cooling of
charged particles in Paul traps has had a long and successful history [5, 52, 6, 7, 53, 3,
4]. In all previous work, room temperature, untrapped buffer gas was used to remove
energy from the trapped ions through momentum-transfer collisions to final thermal
energies ≥ 100’s K. In this work, we will demonstrate the difficulties in extending
sympathetic ion-atom cooling to the regime in which the thermal energy of the ion is
comparable to that of the excess micromotion of the ion due to uncompensated stray
dc fields.
Ion-ion sympathetic cooling
The Al+ ion clock at NIST has had tremendous results in cooling all six modes of a
two-ion crystal consisting of one Al+ ion and one Be+ by Doppler cooling only the
Be+ ion [54]. This process can be thought of ion-ion sympathetic cooling in that the
motion of the Al+ clock ion is coupled to the refrigerant Be+ ion through their mutual
Coulomb interaction and the confining potential of the trap. By addressing only the
Be+ ion with the cooling light, the internal state of the Al+ is unperturbed by the
cooling.
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Chapter 3
Experimental Apparatus:
Ion-Atom Trap
3.1 Vacuum system
Though the heart of the Ion-Atom trap is the ion trap itself, the vacuum system is
essentially where the apparatus begins. Designing a system which had enough optical
access to allow for the magneto-optical trap (MOT), enough solid-angle for light
collection to allow for fluorescence imaging of single ions, the electrical feedthroughs
for driving and compensating the Paul trap, the Yb source, and the high voltage
necessary for the electronic ion-detection system was something of a challenge.
Unless otherwise noted the vacuum components for this system were stock parts
ordered from MDC Vacuum Products or the Kurt J. Lesker Corporation. The parts
are all type 304 SS. The vacuum system consists mainly of 2-3/4” ConFlat (CF)
components. The “science” chamber is a Kimball physics spherical octagon (MCF450-
SO20008) with two main 4-1/2” CF ports, and eight 1-1/3” CF ports located every
45◦ around the perimeter of the octagon. Off of the bottom 1-1/3” flange (#5 in
Fig 3-2), we attach a conical CF expander to 2-3/4” CF in order to connect to
a five-way cross which allows us to connect an all-metal gate valve for opening the
system, a nude Bayard-Alpert ion gauge (Varian UHV-24p) for pressure measurement,
a titanium sublimation pump (Thermionics SB-1020) for active gas pumping, and a
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Figure 3-1: Diagram of the Ion-Atom apparatus. A neutral atom trap (MOT) is
overlapped with a Paul trap generated by rf and dc potentials applied to the electrodes
(brown). The light blue beams are used to create the MOT and do not affect the ion
population. Ion cooling is provided by Doppler cooling lasers (dark blue). Image is
not to scale, but the directions of beams are accurate.
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Figure 3-2: Schematic of the Ion-Atom experimental vacuum chamber. All port
numberings correspond to this figure.
40L StarCell ion pump (Varian VacIon Plus 40L). The system allows us to reach
pressures measured by the ion gauge inside the five-way cross below 1 × 10−10 torr,
bottoming out the ion gauge controller. Typically, the ion lifetimes in our experiment
are limited by the raised background vacuum pressure due to the Yb oven beam as
evidenced by ion lifetimes of ≥15 min and the storage of small ion crystals in excess of
45 min when the oven is turned off and lifetimes of ∼400 s when the oven is running.
3.1.1 Optical access
One of the central requirements of the Ion-Atom trap was finding a system which
would allow us to fit the three pairs of MOT beams into the system and still allow us
to collect enough light from ions in the trap to allow for single-ion optical detection.
The Kimball Physics spherical octagon was, at the time we constructed the system,
the non-custom vacuum chamber with maximal solid angle for light collection on
account of the 4-1/2” flanges mounted on a ring only thick enough to fit the eight
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Figure 3-3: Picture of Ion-Atom trap chamber early in construction. The viewing
angle nearly matches that of Fig 3-2. The Channeltron voltage supply box is the
large Al box disappearing into the top of the image and the device itself is inside
the 1-1/3” CF nipple attached to the top of the chamber. Two of the MOT beams
are incident on the top and bottom left mirrors, reflected into the chamber on the
diagonals, and retroreflected by the quarter-wave plates and mirrors at the top and
bottom right of the chamber. The third set (mirrors not present) runs through the
center of the 4-1/2” CF viewports. The Yb oven is in the 9 o’clock position in this
view. Opposite the oven are the electrical connection feedthroughs.
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1-1/3” CF ports around the circumference. We mounted four viewports on the 1-
1/3” flanges (#2 & #6, and #8 & #4) to use for two of the sets of MOT beams.
The third set of MOT beams runs through the center of the 4-1/2” viewports on the
main flanges, which are also used for imaging and delivery of the ion-cooling light.
For all practical purposes, standard 4-1/2” viewports on the spherical octagon give
very nearly 45◦ cones in which the viewport glass is sufficiently flat in order not to
significantly perturb imaging light or a Gaussian beam. We have found that the flat
aperture area of the commercially available 1-1/3” viewports has been of varying size
and quality as a function of both date and manufacturer. Currently, those with the
largest flat area, and which we are using on the Cavity-Array system, are made by
MDC.
3.1.2 Electrical trap connections
Flange #3 is used for the electrical connections needed to operate the ion trap. A
45◦ bent nipple is connected to the chamber flange on one end and to a 3-way cross
at the other (can be seen on the right side of Fig 3-3. The two other ports of the 3-
way cross are connected to multipin electrical feedthroughs (Lesker EFT0187052 and
EFT0081032 equivalent). These feedthroughs carry both the rf and dc voltages for the
trapping and compensating electrodes. Lengths of Kapton-insulated conductor (Al-
lectra 311-KAPM-035 and/or 311-KAP2) are spot welded to each of the feedthrough
pins and threaded into the chamber. Inline barrel connectors (Lesker FTAIBC041
and FTAIBC094) are used to connect these wires to those attached to the Rb getter
and trap electrodes. In this way, the vacuum feedthroughs do not have to be removed
if internal components have to be replaced.
Channeltron
The top port in our vacuum system (#1) is taken up by a Burle (now owned by
Photonis) Magnum Channeltron (5901) avalanche ion detector. The device functions
analogously to the way in which a photomultiplier tube detects photons and is capable
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of single-ion detection. Ions are attracted to the input of the device which is held at a
large negative voltage (-3 kV typically) and slam into the alkali-doped ceramic walls
of the device. This impact releases a barrage of electrons which are in turn excited
towards the signal pin end of the detector held at ground. Each electron from the
initial impact has a chance to create another barrage of electrons as it impacts the
emission layer of the device, starting a cascade process that can lead to gains of 108 by
the time the signal reaches the collector cup and output pin. We further amplify this
signal with two Minicircuits amplifiers (ZFL-500LN) at the device output. We find
single-ion sensitivity when we operate the device in steady-state at voltages ≤ -2.2 kV.
However, when operating in pulsed mode (voltage provided by Analog Modules 835B
Pockels cell driver), we find a minimum of 10 ions are needed to distinguish a signal
on the output. We attribute this to the fact that the Channeltron pulls ions out of the
trap and into the input of the device well before the full -3 kV potential is reached,
and therefore is operating at reduced gain in pulsed mode. We are able to quantify
the minimum number of trapped ions needed through comparison with the optical
fluorescence of the ions in the trap.
The Channeltron is hung from a 1-1/3” CF vacuum feedthrough (Lesker EFT0043032).
The strap leads of the Channeltron (ribbon-like leads attached to the Channeltron de-
vice seen in Fig 3-4(a)) are bent to run past the body of the detector without shorting
to each other, the body of the device, or the walls of surrounding CF nipple. Lengths
of 0.030” stainless steel rods are spot welded to these strap leads and connected to
the pins of the feedthrough with inline barrel connectors. Rather than spot welding
the signal pin, it is connected by inline barrel connectors and a short steel extension
to a feedthrough pin. This connection also provides most of the physical support
of the Channeltron. The entire assembly is fit (barely!) into a standard 1-1/3” CF
nipple (Fig 3-4(b)). The Channeltron protrudes roughly 2 cm from the end of the
nipple, putting the high-voltage, input aperture of the device within 3.3 cm of the
ion trapping region. The field produced by this device when operating overcomes the
ion trapping potential and pulls ions to the input aperture.
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(a) Channeltron assembly
(b) Channeltron assembly within 1-1/3” CF nipple
Figure 3-4: The Channeltron is hung from a four-pin vacuum feedthrough through a
combination of spot welding and inline barrel connectors (Fig 3-4(a)) and contained
inside a standard 1-1/3” CF nipple (Fig 3-4(b)).
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3.1.3 Atomic sources
Yb
The Yb source in our chamber is a home-built resistive oven constructed out of
0.0005”-thick Ta foil and 0.030”-diameter stainless steel rods modeled after one made
by Ken Brown, a former post-doc in the Chuang group and now a professor at Georgia
Tech. The process begins by taking a 1 cm x 2.5 cm piece of the Ta foil, rolling it on
itself, and spot welding (UNITEK HF 25) the open seam and one of the ends. This
leaves a cylinder of the foil sealed on one of two ends. Into this pouch, we put as
much Yb as will fit in the form of small shavings clipped from a block of Yb with a
pair of vacuum-clean angle cutters. The last edge of the foil is spot welded together,
typically resulting in a bulging, sealed pouch of 8 mm x 9 mm cross-section. This
pouch forms the resistive heating element of the oven.
In order to make electrical contact with the pouch, two 3-cm long stainless steel
rods are spot welded either directly along the edge of the pouch or two small ( 1
cm square) Ta flaps left on the two ends of the Ta pouch. The other ends of these
rods are spot welded to the pins of the vacuum feedthrough (chamber flange # 7 and
visible on the left-hand side of Fig 3-3). After the pouch is fixed in position relative
to the feedthrough, a small hole (1-mm diameter) is poked in the center of the pouch
in order to direct the oven beam in the desired direction. Judging by the Yb plating
on the surfaces facing the oven inside the vacuum chamber, this design produces a
cone of Yb with an opening half-angle of roughly 20◦. A Cu plate attached to the
in-chamber lens is used to protect the side of the ion trap from the direct flux of the
oven (brown plate facing #7 in Fig 3-2).
The most delicate question we had with these ovens was how to bake them for
operation in a UHV environment. We baked our first oven with the rest of the vacuum
chamber at 250◦ C, but also ran a 2.5 A current through the device during the bake
in order to heat it closer to what we expected its operating temperatures to be. After
doing so, we found the operating current of the device to be around 4 A, which crept
up over the course of the next two years. Granted, some of this lifetime could have
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been expended unnecessarily by our initial attempts to produce a Yb MOT as close to
the chip surface as possible through having the Yb pressure high enough to allow us to
see 399-nm fluorescence of the oven beam by eye. Ultimately, we found that we were
limited by the heating of the Kovar pins of the vacuum feedthrough as we approached
11 A of current through the oven. This experience lead us to design the subsequent
oven around 0.050” diameter Cu feedthrough pins which have substantially lower
electrical resistance. Of course, those same pins have correspondingly low thermal
resistance as well. Consequently, we designed the second oven to work on the principle
of having the Cu feedthrough pins held at room temperature and the stainless steel
rods serving as both resistive heating elements and thermal spacers between the oven
pouch and the feedthrough. From this model, we expect the steel rods to operate in a
thermal-conduction-limited regime with a roughly linear temperature gradient from
the feedthrough to pouch sides and the pouch to be in the radiative regime around
its operating point of ≥ 650 K [55].
For the second (replacement for the Ion-Atom trap source) and third (Cavity-
Array trap source) Yb ovens, we never ran more than 1.3 A through the sources
while baking the system for UHV compatibility. We have had no issues reaching
UHV pressures with these devices, and find that the initial operating currents are
in the 2-2.5 A range. In fact, we have barely had to increase this operating point
(2.65 A) over the subsequent four years of operation of the Ion-Atom trap. This leads
us to believe that we evaporated a considerable portion of our Yb in the first oven
during the bakeout, and were likely having to run close to the melting point of Yb
(824◦ C) towards the end of the life of the first oven.
Rb
The Rb source is a standard getter from S.A.E.S. It has similar electrical and thermal
properties to that of the home-built Yb ovens, and we typically run it around 2.8-3.4 A
in order to have sufficient background Rb for optimal loading of the Rb MOT. It is
spot welded to 0.020” stainless steel conductor which is attached by an inline barrel
connector to Kapton-insulated conductor running to the electrical feedthroughs on
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Figure 3-5: Ion-Atom trap chip sketch (not to scale). The copper traces are shown
in yellow and the outline of the Rogers 4350 substrate is shown. All measurements
are given in mm. “TL,” “TR”, “BR,” “BL” note the “top left”/“bottom right”
nomenclature that will be used to describe the compensation voltages.
flange #3 of the experimental chamber.
3.2 Ion trap
3.2.1 Trap design
As detailed in Chapter 2, the ion trap in our system is a Paul ion trap, consisting
of rf electrodes to provide a confining pondermotive potential for confinement of the
ions and dc compensation electrodes to cancel local stray electric fields. Our trap is
a three-rod Paul trap. The outer two rf electrodes are physically connected on the
trap board, and the inner electrode is separated from the outer two by slots cut into
the substrate (Fig 3-5). The generation of the rf potentials and the ability to move
the rf null vertically is covered in Section 3.2.2. Three sets of four compensation
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(a) Top Cu Layer (b) Bottom Cu Layer
Figure 3-6: Photos of the top and bottom Cu layers of the Ion-Atom trap chip as
delivered. The traces are 35 µm (1 oz weight) Cu.
electrodes arranged in increasing distance from the ion trapping region. The use of
these electrodes is covered in Section 3.2.4.
The ion trap itself consists of Cu electrodes on a Rogers 4350 substrate. RO4350 is
a woven-glass epoxy substrate with relatively low tan δ losses at the low-MHz frequen-
cies we operate our trap and is UHV compatible. It has a glass transition listed at or
above 280◦ C, which sets the limit to any bakeouts for vacuum purposes. Unfortu-
nately, blue photons strongly charge the RO4350 substrate through the photoelectric
effect. We find that photons of 740 nm wavelength do not produce charging on the
substrate at all, but those of 399 nm or shorter do. In practice, this means that
variations in power and pointing of the 399 nm, 394 nm, and 370 nm lasers lead to
dramatic changes in the surface charge of the substrate and corresponding required
compensation voltages. The trap board was manufactured by a commercial circuit
board printing company (Hughes Circuits) and is delivered as shown in Figs 3-6(a)
and 3-6(b). The milling of the RO4350 substrate into the form shown in Fig 3-5
was done by us on the mills in the Edgerton Student Shop. The trap electrodes are
polished by hand and then cleaned for UHV.
All electrical connections to the trap are made by soldering with an eutectic (80:20)
Au:Sn solder purchased from Indium. The solder has a melting point of 280◦ C,
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Figure 3-7: Modeling of the ion trap pondermotive potential for a trap drive at
850 kHz with 540 V on the outer electrodes and -340 V on the inner rf electrode with
an rfdc bias of -1.25 V (left). The contours are spaced by 50 meV. Right panel shows
the same potential (red) in the center of the trap as a function of height above the
trap surface, and without the -1.25 V rfdc“backing” potential (blue).
matching the minimum of the glass transition in the Rogers substrate, and will stick to
both Au (presumably due to the Au in the solder) and Cu (due to the Sn component)
surfaces. We purchased an ultrasonic soldering iron (Sunbonder USM-IV from Bellex
Inernational) in order to remove the need for soldering flux. Instead, the iron has a
piezo in the iron handle which produces up to 10 W of 60 kHz oscillations to drive
the tip. The oscillations of the tip crack through the oxide layer of the substrate and
allow the solder to flow to the bare metal without the need for soldering flux.
3.2.2 Resonators
In order to provide the rf voltages required for stable, reasonably high secular fre-
quency trapping of Yb+, we need to produce potentials on the trap electrodes of
≥ 300 V amplitude. Furthermore, to be able to adjust the vertical location of the rf
zero, we need to put a different potential on the inner rf electrode from the outers.
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Figure 3-8: Electrical schematic of the rf and rfdc channels and inputs. The anti-
symmetric and symmetric drive transformers allow us to adjust the relative phase
and voltage of the inner and outer rf electrodes, and thereby the vertical location of
the rf null of the ion trap. The dashed line represents the vacuum chamber.
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We find that the inner and outer electrodes of the trap have capacitances to ground
of the order of 8-16 pF and a mutual capacitance of roughly the same magnitude.
Consequently, we make resonator circuits out of the electrodes, and type-61-ferrite-
core inductors, as shown in Fig 3-8. We couple into these two resonant circuits with
home-built ferrite core transformers designed to impedance match the symmetric and
anti-symmetric modes of the trap: given the large mutual capacitance, the symmetric
mode has a substantially lower capacitance than the anti-symmetric mode and has to
be matched differently to the 50 Ω source. Typical running voltage ratios are -0.63 to
-0.70 of the amplitude of the outer electrodes applied 180◦ out-of-phase to the inner
electrode. Applying an out-of-phase potential to the inner rf electrode pushes the rf
null higher off of the trap surface. For reference, a ratio of -0.63 puts the null of the
ion trap 3.6(1) mm above the trap surface. We generate the rf potentials by mixing
the outputs of two phase-locked SRS DS345 signal generators as shown in Fig 3-9.
This arrangement affords us analog control over the total drive amplitude, the relative
amplitude of the symmetric source to the anti-symmetric source, and the phase of
the symmetric source relative to the anti-symmetric mode.
3.2.3 Trapping Parameters
We measure the secular frequencies of ions in the trap by driving the dc electrodes
with an rf “tickle” voltage to the dc electrodes of 10 mVpp. We supply the voltage to
all four dc electrodes to drive the y secular frequency, to the left two electrodes and
the opposite phase to the right two electrodes to drive the x secular frequency, and to
the top two electrodes and the opposite phase to the bottom two electrodes to drive
the z secular frequency. Furthermore, because we know from modeling the geometry
of the trap that applying a positive potential to all four compensation electrodes
produces confining dc quadrupoles in the z and x directions and anti-confining in the
y, we can check our assignment of the secular frequencies by varying the value of V0.
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Figure 3-9: Electrical schematic of the rf source for the trap voltages. Two phase-
locked SRS DS345 sources are used to generate the 16.000 and 17.472 MHz signals
which are beat against each other to produce the 1.472 MHz trapping voltage. Voltage
variable attenuators (ZX73-2500) provide the flexibility to attenuate both or just the
symmetric outputs. A phase-shifter (SPH-16) and a 180◦-splitter-switch combination
(ZFSCJ-2-2 and ZFSW-2-46) allow for adjustment of the phase shift between the AS
and Symm channels.
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Thus we measure, for typical operating parameters, secular frequencies of
ωx = 160 kHz
ωy = 146 kHz
ωz = 130 kHz
which, combined with knowledge of the rf frequency Ω = 1.472 MHz, allow us to
uniquely determine the stability parameters of our trap. We assume that qx = −qy
and ax + ay = −az from Gauss’s law arguments as put forth in Chapter 2, and that
ai, qi  1. We can then leverage the approximations of [38, 37]
ω2x =
1
4
(
ax +
q2
2
)
Ω2 (3.1)
ω2y =
1
4
(
ay +
(−q)2
2
)
Ω2 (3.2)
ω2z =
az
4
Ω2 (3.3)
to back out the Mathieu parameters of our trap
q = 0.349
ax = −0.014
ay = −0.021
az = 0.035
3.2.4 DC compensation
As shown in Fig 3-5, there are three quartets of compensation electrodes in increas-
ing distance from the ion trapping region. In practice, all three electrodes in each
quadrant, i.e. the top left (“TL” in Fig 3-5), bottom right, etc. were held at the same
potential, meaning four electrodes were sufficient to cancel the stray electric field in
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Figure 3-10: Electrical schematic of the dc compensation electronics. Six of these
channels operate independently to provide the four compensation electrode voltages
and the two rfdc voltages. V+ and V- can be adjusted as needed for each high-voltage
op amp in order to reach the required compensation voltages.
the trapping region to the limit of our excess micromotion measurements. The work
presented in Chapters 4 and 6 was completed with all three quartets of electrodes in
place, though we realized that the innermost quartet of electrodes were providing a
confining quadrupole in x (across the narrow dimension of the trap) along with the
desired endcapping in z. As a result, the weak rf axis of the trap, y, was experienc-
ing an extra anti-confining dc potential. In order to mitigate this effect, when the
chamber was next opened, prior to the work in Chapter 7, we removed the innermost
quartet of dc compensation electrodes. By doing so, the endcapping dc potential cre-
ated an anti-confining potential in x and correspondingly less anti-confining potential
in y.
Rather than controlling each dc compensation electrode separately, we group them
into sets that correspond to endcapping (V0), moving the ions across the trap (Dx),
moving the ions along the trap (Dz), and correcting for a quadrupole in the xz plane
(Q). In graphical form, these correspond to:
4V0 =
+ +
+ +
2Dx =
+ −
+ −
2Dz =
+ +
− −
2Q =
+ −
− +
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where the +/- indicates ±1 V applied to each electrode, and the position indicates
top left, bottom right, etc. Typical settings were V0 = 30 − 40, Dx = 10 − 30,
Dz = −10− 10, Q = −1− 1, but are highly sensitive (of the order of a change of 60
in any single settting) to changes in the amount or location of blue laser light hitting
the RO4350 substrate.
The potentials applied to the rf electrodes are divided into an rfdc quadrupole
term (RFQ) and an rfdc dipole term (RFDC). The rfdc dipole term provides most
of the compensation of the dc field in the y direction, and the rfdc quadrupole coun-
teracts the anti-confining nature of V0 to result in a dc quadrupole that is confining
(endcapping) in z, confining in the weaker rf direction (y), and anti-confining in the
stronger rf direction (x). The physical voltages correspond to:
RFDC = + + + RFQ = + − +
where the positions represent the left outer, inner, and right outer rf electrodes, and
the +/- represent the polarity of the signal applied to the electrodes. A value of 1
RFDC corresponds to 1 V applied to the electrodes, but the ratio of the voltages
applied per 1 RFQ is varied to match the location of the dc quadrupole null to that
of the rf null. This is done in a method similar to the quadrupole strength adjustment
compensation method as detailed in the previous chapter, though it is done by varying
the dc quadrupole strength and watching for the resulting motion of the ion location.
3.2.5 Lasers
The lasers used for the work in this experiment are all diode-based, homebuilt systems.
Lasers are required to address the cycling 1S0 →1P1 transition in Yb at 398.80 nm
for Doppler cooling (Fig 3-11(a)), the corresponding 2S1/2 →2P1/2 transition in Yb+
at 369.52 nm, the 2D3/2 →3D[3/2]1/2 repumping transition at 935.18 nm in Yb+
(Fig 3-11(b)), and the 2S1/2 →2P3/2 D2 transition in 87Rb at 780.24 nm.
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(a) Yb atomic level structure
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Figure 3-11: Relevant level diagrams for all neutral isotopes (Fig 3-11(a)) and even
ionic isotopes (Fig 3-11(b)). Spontaneous emission is represented by dashed lines.
Solid lines represent transitions we address with lasers in this work.
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399 nm
The 399-nm laser system consists of two devices in a master-slave setup. Both lasers
are Nichia 30-mW devices (engineering samples) which were wavelength selected for
room-temperature operation at 399 nm. Unfortunately, these devices are no longer
available from Nichia, though a 120-mW device (NDV 4313) might be a higher-power
replacement part, though we have been given the impression through numerous inter-
actions with Nichia that they have tightened their production scatter in wavelength
and no longer have devices with room-temperature lasing below 401 nm. It is best to
stay in close contact with Nichia, as their wavelength spread in devices around 400 nm
has increased when they were in the process of developing new, higher-power devices.
The devices we are using typically have free-running thresholds around 40 mA and
slope efficiencies of η ≈ 0.8 mW/mA, though Nichia seems to be improving η over
time.
The master laser is in the standard, temperature-stabilized Vuletic´ lab external
cavity diode laser (ECDL) assembly ([56]) with a short focal-length aspherical lens
(Thorlabs A390TM-A, typical) at the output of the device for collimation. A diffrac-
tion grating (Newport/Rochester 05HG3600-300-1; typically 20-30% reflectivity) is
used to send the m = −1 order back to the diode to create the external pulling
cavity and the specular reflection creates the output beam (Littrow configuration).
The beam is passed through a Faraday-rotation optical isolator (ConOptics 711C)
to decouple the lasing cavity from any etalons inadvertently produced downstream,
and 1 mW of optical power is directed towards a dichroic atomic vapor laser lock
(DAVLL) [57] produced with a see-through hollow-cathode Yb lamp (Hamamatsu
L2783-70ANE-YB). The broad capture range of the DAVLL signal allows us to lock
the master 399-nm laser to the 1S0 →1P1 transition frequency of Yb isotopes 171,
172, 173, 174, or 176, with the simple adjustment of the offset frequency. This can
be done with the laser remaining in lock through the process. See [58] for the most
recent measurements of the isotopic shifts of this transition. The remainder of the
master power is used to injection lock the 399-nm slave laser.
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The slave laser is based on the same Nichia device as the master, and is similar
in all respects save for the lack of an external grating cavity. The master light is
input through the rejection port of the optical isolator in front of the slave laser. The
Faraday rotator of the isolator then matches the polarization of the seed light to that
of the slave laser. We find that 600 µW is sufficient to pull the slave laser to the
master’s frequency from as far away as a few 100 GHz (200 pm) with this particular
system. In subsequent work with the Array-Cavity laser we have found that by more
carefully matching the mode sizes of the seed beam and the collimated slave beam,
this seed power requirement can be reduced to 10 µW with these devices. Some of
the loss in seed power and seed mode distortion in the Ion-Atom 399-nm laser system
is caused by the degradation of the glass in the slave isolator (OFR IO-3-399-IP-Z).
The light from the slave laser, typically 10 mW after the isolator and cylindrical
lens pair used to correct the innate astigmatism of the diode source, is sent through
an acousto-optic modular (AOM; Isomet 1206C) for beam switching. The AOM is
controlled both with a digital rf switch (Minicircuits ZASWA-2-50DR) to provide for
on-off switching and with an analog attenuator to provide for beam-power control.
370 nm
The 370-nm laser is essentially identical to that of the 399-nm master laser, with
one major caveat: diodes at the wavelength of the Yb+ transition at 369.52 nm are
unavailable, though Nichia can wavelength select devices (currently sold as NDU113E)
as blue as 371 or 372 nm. This means that the diodes must be cooled in order to reach
the required wavelength [59]. We find typical a typical temperature tuning 0.5 nm
per 10◦ C with these devices, meaning that we typically run with the diode mount
between -10 and 0◦ C. This, in turn, necessitates an enclosure to keep moisture away
from the diode as it would immediately condense on the device. For this system,
we have been using an airtight enclosure with viton O-ring gasket seals and a dry
N2 bleed to keep the diode in a dry environment. Subsequent systems we have built
(e.g. for the Cavity-Array laser system) are contained in vacuum-sealed housings and
pumped down to ≤ 100 mTorr.
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The bulk of the light from this laser, typically 1 mW after the isolator and cylin-
drical lens pair, is spit between two beam paths by a half-wave plate and polarizing
beam splitter. Each path has an AOM for switching allowing for both digital on-off
and analog amplitude control as in the 399 nm system before fiber coupling. These
two fibers are routed to the experimental chamber where they address the xz-line
(shown as the retroreflected dark blue beam in Fig 3-1) and the yz-line (top left dark
blue arrow in Fig 3-1). These two beams allow us to address independently both prin-
ciple rf axes of the ion trap (x and y). The beams are typically focused to 140 µm
waists at the ion location with ≤ 120 µW in each beam, providing ≤ 7 Io per pass
per beam.
Unfortunately, atomic references near 369.52 nm are all but nonexistant. We have
had some success finding the Yb+ lines in our DAVLL lamp as absorption of the 370-
nm beam, but the spectra are broadened by the electric field of the discharge lamp to a
large fraction of a GHz, almost completely obscuring the isotopic shifts. Consequently,
we first use a wavemeter (HighFinesse WS7) to find the ion resonance and then
adjust the mirror spacing of a temperature-stabilized reference cavity to “record”
this frequency. We then use the Pound-Drever-Hall technique to lock the 370-nm
laser to this cavity with a home-built electro-optical modulator (EOM; 12.3 MHz)
[60]. The reference cavity is constructed out of Zerodur ultra-low-thermal-expansion
glass and two 20-cm ROC high-reflecting mirrors, has a 750-MHz free spectral range,
and is nearly confocal. In order to adjust the 370-nm laser frequency, we simply
adjust the voltage applied to the length-adjustment piezo of this cavity.
935 nm
As shown in Fig 3-11(b), there is leakage from the 2P1/2 excited state of the 370-
nm transition in Yb+ to a long-lived 2D3/2 state [51]. We depopulate this level by
addressing the transition to a higher-energy 3D[3/2]1/2 state which spontaneously
decays to the ground state with very high probability. The laser we use for this
transition is a ECDL but based on an antireflection (AR) coated, 80-mW diode
obtained from Toptica. Having the AR coating means we can use a lower-reflectivity
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grating (∼ 10%) in the Littrow configuration for effective frequency pulling of this
device. The output of this laser is passed through an optical isolator, beam shaping
cylindrical lenses, an AOM for switching (Isomet 1205C) and fiber coupled as the
other systems.
As in the case of the 370-nm transition, there are no atomic references close to
this transition frequency, so we lock to a second reference cavity. The 8.88-cm cavity
spacer in this case is constructed out of Invar low-thermal-expansion alloy. We are
able to provide up to many 10s of I0 on this transition for repumping and spatially
overlap this beam with the xz 370-nm beam with a dichroic mirror passing 935-nm
light in order to ensure that we are addressing the ions in the trap.
394 nm
In order to study high-lying Rydberg states of Yb and also to achieve the most efficient
photoionization of Yb from the 1P1 state, we constructed an ECDL around a 394 nm,
5 mW device from Toptica. It is essentially identical to the master 399 nm laser
assembly.
780 nm
In order to address the D2 transition of
87Rb, we require a 780-nm source. For this
work, we use a distributed feedback (DFB) laser in a standard Vuletic´ lab mounting.
The source is beat-note locked 1.210 GHz to the red of a reference derived from the
85Rb spectrum in an adjacent Vuletic´ lab. The beam is run through an EOM (New
Focus 4851) to produce 6.8-GHz sidebands for repumping of the Rb MOT atoms,
an AOM (Isomet 1205C) for switching, and finally fiber coupled for delivery to the
experimental chamber.
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3.3 MOTs
3.3.1 Dual-species MOT
As outlined earlier, we overlap our Paul ion trap with a MOT in order to produce
the dual-species atom-ion trap. Through the use of dichroic mirrors and quarter-
wave plates, we are able to produce both Yb and Rb MOTs overlapped with the
ion trapping region. The six-beam MOTs in our system consist of three sets of
counterpropagating laser beams slightly red-detuned from the primary cycling tran-
sition of the atom we wish to trap. A magnetic field gradient is used to induce
a position-dependent trapping force from the laser beams in combination with the
velocity-damping force of the beams due to the red detuning [61, 62]. Two of the
retroreflecting quarter-wave plate and mirror sets can be seen in Fig 3-3 as can the
magnetic coils used to make the gradient and bias magnetic fields.
3.3.2 Magnetic coils
Gradient coils
Yb, given its larger excited state linewidth and smaller Lande´ g-factor, needs a much
larger magnetic field gradient (≥ 45 gauss/cm) than those typically needed for al-
kali metals O(1 gauss/cm). We produce this field with external, water-cooled anti-
Helmholtz coils mounted directly on the 4-1/2” CF viewports of our chamber. They
can be seen in Fig 3-3. With the maximum output of our Neslab recirculating chiller
of 100 psi, we are limited by heating of the coils to 54.2 A of current corresponding to
a 67 gauss/cm magnetic field gradient at the chamber center. In order to reach the
highest Yb MOT densities, the work with Yb MOTs was conducted at this maximum
gradient. For work with the Rb MOT, we found that the population decreased with
no substantial peak density improvement for gradients over 40 gauss/cm.
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Bias coils
Three sets of bias coils are used to adjust the location of the zero of the magnetic
field and thereby the MOT location. The bias coils, also shown in Fig 3-3, consist of
three pairs of Cu magnet wire loops in a Helmholtz configuration. They are driven
by homebuilt push-pull transistor-based circuits which can supply ±1.5 A on the x
and y coil pairs and ±3.0 A on the z coil pair. This is sufficient to move the MOT ≥
5 mm in any direction.
3.3.3 Yb MOT
Our Yb MOT is very similar in design and performance to that of [55]. We are able to
load 171Yb, 172Yb, 173Yb, 174Yb, and 176Yb MOTs of 105 − 106 atoms, peak densities
around 2×108 cm−3, and temperatures of 700 µK as measured by time-of-flight. We
typically operate with 1-3 mW per retroreflected beam pair and 2.5-mm-waist beams,
giving 0.3-1 on resonance saturation intensities (I0) per beam pair. The lifetimes of
these MOTs are several 100 ms and limited by radiative decay into 3D states [63].
3.3.4 Rb MOT
Typical Rb MOTs in our system have 3.3×1010 cm−3 peak density, 2.3×104 atoms,
and a lifetime variable from 8 s to 1.5 s by adjusting Rb getter current (vapor-pressure
limited except below 2.7 A).
3.4 Imaging
3.4.1 Photon collection
A high-NA aspherical lens (Edmund Optics NT48-536) is used in-vacuum in order
to collect photons from the ion fluorescence. The lens we use has a working distance
of 18.3 mm in order to keep the dielectric surface of the lens, and potential stray
charge, as far from the ion population as possible. Furthermore, a grounded wire
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Figure 3-12: Location of the primary light-collection lens relative to the trap chip.
The aspheric lens is used to collimate the ion or Yb MOT fluorescence. The light is
then reflected off of the folding mirror and sent towards the Luca camera and PMT.
Note, this projection is from the back of the chamber as shown in Fig 3-2.
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mesh is stretched across the lens surface facing the ion trapping region. Light from
the ion fluorescence (370 nm) and Yb MOT fluorescence (399 nm) is collimated by
this lens and folded by an in-vacuum mirror directly behind the lens before exiting the
chamber through one of the the 4-1/2” viewports. The light is immediately coupled
into a Thorlabs lens-tube assembly consisting of 15-cm and 10-cm focal length lenses
in a Keplerian telescope arrangement. An iris is placed at the focus of the telescope
assembly to provide spatial filtering of stray light. Finally, a 50:50 beamsplitter
is used to send light to both the primary imaging camera and the photomultiplier
tube (PMT). Unfortunately, the 780 nm fluorescence from the Rb MOT is not well
collimated by the in-vacuum aspherical lens due to chromatic aberration and the
telescope assembly has to be adjusted in order to image light from the Rb MOT
properly on the camera.
3.4.2 Cameras
Apogee
The original camera used in this experiment was an Apogee 260E CCD. A 5-cm focal
length lens is used to image onto this camera after the imaging path beamsplitter.
An example image from this camera is shown in Fig 6-6.
Luca
We recently purchased a Luca Xion EM-gain camera with on-chip gain for better
signal-to-noise in imaging single ion sites which we used to replace the Apogee. The
images in Fig 6-11 were taken on this camera, and all images of the Cavity-Array
system.
Guppy
Because of the large amount of chromatic aberration in the in-vacuum aspherical lens
between the 780-nm Rb light and blue light, we are unable to image the Rb MOT at
the same time as the Yb MOT or Yb+ ions on the primary camera. Consequently,
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we setup a secondary imaging optic system outside the vacuum chamber along the
zy 45◦ line through the 4-1/2” CF viewport opposite the main imaging path (close to
the projection of Fig 3-2). A Guppy F-146B firewire camera is used to image through
this optical path. It is this camera which was used to locate the Rb MOT relative to
the Yb+ ions for the momentum-transfer collision work in Chapter 7. Fig 6-6 contains
an example image of the Yb+ ions taken with this camera.
3.4.3 Photomultiplier tube
For single-ion detection and correlating ion fluorescence relative to the rf cycle, we use
a low-dark-count-selected PMT (Hamamatsu H7360-02SELECT). This PMT sits on
the opposite port of the beamsplitter in the primary imaging path, and consequently
benefits from the spatial filtering in the Keplerian telescope.
3.4.4 Electronic control
We use a number of self-written LabView virtual instruments to control the analog
and digital inputs of the apparatus. National Instruments boards form the majority
of our control and input hardware: analog output (2x PCI-6713), analog input (PCI-
6220), digital input/output (PCI-6534). The PMT signal is time-binned with a Xilinx
Spartan 3 field programable gate array and read out through an OpalKelly USB
interface to the computer. A Spincore Pulseblaster PCI card was also used in earlier
work (Chapter 4) for timing of photoionization beams, Channeltron pulses, and rf
potentials.
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Chapter 4
Loading of a Surface-planar Trap
In this section, we will cover the loading of the surface-planar ion trap which became
our Ion-Atom system. This section summarizes and amends the work published in
[64] which is attached as an appendix.
4.1 Motivation
Surface planar Paul traps, ion traps in which the electrodes are all co-planar and
produce an ion trapping region above the surface of the trap [65], have been offered as
a promising potential solution to the problem of scalability of ion-trap-based quantum
computers [66, 67]. Surface planar traps also allow for 2pi-sr optical access, which was
extensively used in the work presented in this thesis. Furthermore, the assembly of
surface planar traps does not require assembly of microscale structures, and they
can be fabricated using reasonably standard lithographic techniques [20, 68]. In
comparison to the standard four-rod design, surface planar Paul traps have shallower
trap depths and can be more susceptible to stray electric fields because of their open
geometry. Consequently, loading of surface planar Paul traps was a goal of the field
for some time, only accomplished for the first time a few months prior our own success
[69, 3].
A second concern of scalability with the loading of Paul traps, including even the
standard four-rod design, is that of the loading rate. Typical surface planar ion trap
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Figure 4-1: Linear Yb photoionization rate with 369-nm beam intensity measured
through MOT loss (left) and two-step photoionization scheme (right).
loading rates are fewer than one per second [69, 3]. [70] shows that even for a 100
s−1 loading rate, it is difficult to load large, isotopically pure crystals without post-
loading purification. In this work, we demonstrated a loading rate of 4×105 s−1 with
high isotopic purity into our relatively shallow (U0 = 0.4 − 0.13 eV) surface planar
trap. This was accomplished by photoionization of the excited state population of
the MOT within the trapping volume of the ion trap.
4.2 Two-step photoionization
The excited 1P1 state of Yb is 3.11 eV below the ionization threshold, corresponding
to the energy of a 394 nm photon (see Section 6.4 for further studies on the isotope
shift of the ionization threshold). Consequently, we can use a two-step photoionization
process to produce ions: a 399-nm photon excites a Yb atom from the ground state
to the 1P1 state and a 369-nm photon from the laser used to cool Yb
+ promotes the
electron of the excited-state atom to the continuum (Fig 4-1 right side). Because
of momentum conservation, most of the excess energy of the 369-nm photon (In
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comparison with using a 394-nm photon) is transferred to the newly freed electron,
and only 0.7 µeV (8 mK) worth of kinetic energy is added to the ion.
Because this is a two-step photoionization process, we have some added isotope
selectivity in that we can tune the frequency of the 399-nm photon to be resonant
with the isotope we would like to load into the ion trap [71, 72, 69, 70, 73]. This se-
lectivity can be further increased by exploiting the isotope-selective density increase
afforded by the MOT, which we will return to later in Section 4.3. Fig 4-1 shows the
linear increase in MOT depletion rate constant with increasing 369-nm laser intensity,
implying the process involves a single 369-nm photon as stated. This photoionization
process is efficient enough to visibly deplete the MOT population with modest inten-
sity requirements of 750 µW over a 43-µm-waist beam. From the observed loss rate
of the MOT we were able to infer a cross-section for photoionization of 1P1 atoms by
369-nm photons of 4 · 10−18 cm2 to within a factor of 2.
4.2.1 Loading rates
We measure the loading rate directly through detection on the Channeltron (Burle
Magnum 5901) micro-channel plate (Fig 4-2). We can measure the ion production
rate by keeping the Channeltron at its -3 kV operating voltage, but this is destructive
to the ion trapping potential. Consequently, in order to measure loading rates of the
ion trap, we rapidly turn on the voltage to the Channeltron with a Pockels cell
driver (Analog Modules 825B precursor). The Channeltron reaches its operating
voltage within 1 µs, sufficiently faster than the 3.3 µs flight-time of the ions from the
trapping region to the Channeltron. Fig 4-3 shows the first Channeltron traces we
recorded providing evidence of loading of the ion trap. One can see the inductive
spike corresponding to voltage being applied to the Channeltron at the beginning of
each of the traces. The characteristic signal of trapped ions arriving at the detector is
the large peak right around the 400 mark (see the caption for a note about the units
of the time axis). With increasing time between when the trapping potential is turned
off and when voltage is applied to the Channeltron one can see fragmentation of the
ion cloud in the varying arrival time of ions to the detector as shown. Similar traces
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Figure 4-2: Setup for loading of the surface planar ion trap by photoionization of
MOT atoms inside the ion trapping region. The third axis of the MOT runs along
the z axis and the beams are not shown.
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were recorded showing larger ion peaks for increasing loading time and decaying peak
height for increasing storage time. For these first traces, storage times of 1 s without
cooling were achieved. With a better understanding of the compensation voltages,
those storage times were increased to order of 10 s. With laser cooling, storage times
have been increased to 45 min for small crystals.
We measure the loading rate into the ion trap by varying the time between when
the rf voltage is applied to the ion trap and the time at which the Channeltron is
fired while the MOT and photoionization light is present. We also vary the sources of
the photoionization light. Fig 4-4 shows the variation in the two-step photoionization
loading rates of the ion trap from the MOT with various UV-photon sources (red
and blue) and from the atomic beam (black). We measure loading rates of 3.8 · 105,
1.4 · 105, and 200 s−1 for loading from the MOT with both the UV LED and 370-nm
laser, from the MOT with only the UV LED, and from the atomic beam with only
the UV LED. For comparison, typical loading rates into traps as shallow as ours are
on the order of 0.1 s−1, and the highest loading rates into any Paul trap with other
methods are < 100 s−1.
4.3 Isotopic purity
We have the ability to freely select the species of atoms in the MOT between 171Yb,
172Yb, 173Yb, 174Yb, and 176Yb. This ability allows us to load, with high isotopic
purity isotopes with low natural abundance. Furthermore, we find the ratio of loading
rates of ions into the trap from the MOT vs from the atomic beam is roughly 1,000
while the ion production rates from the two sources as measured on the Channeltron
only differ by a factor of 4. This implies that ions produced from the MOT are 200
times more likely to be loaded into the trap than those sourced from the atomic
beam. This is presumably due to the localization of ions produced from the MOT
in the trapping region and the lower initial energy of those ions. Furthermore, since
the MOT is isotopically pure, we note that our method gives us a 1,000-fold increase
in isotopic purity of ions loaded into the trap over the 400:1 afforded by two-step
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Figure 4-3: First successful loading and storage Channeltron traces from the Ion-
Atom trap. Ti is the time for which the trap was loaded by photoionization of the
MOT, Ts is the time the ions were stored before the rf voltage was turned off, Td is
the time between the rf being turned off an the Channeltron being turned on. The
x-axis is in 10’s of ns after the Channeltron is fired; the y-axis is voltage on the
Channeltron pin corresponding to current in that pin. Ions in the trap arrive around
the “400” mark in these traces, the signals prior to that time are inductive pickup
from the voltage pulse. a) shows the signal from a 200 ms loading time. b) shows the
broadening of the ion arrival peak with 5 µs given for the ions to begin to expand. c)
shows the fragmenting of the trap peak after 20 µs of expansion time. d) shows the
loss of the trapped ion population after 50 µs of expansion time.
82
0 500 10000
50
100
Loading Time (µs)
Av
er
ag
e 
No
. o
f I
on
s 
Lo
ad
ed
x100
Figure 4-4: Loading rates of the ion trap (depth of 0.4 eV) from a Yb MOT with the
UV LED (red; 1.4 · 105 s−1), from the Yb MOT with the UV LED and 369-nm beam
(blue; 3.8 · 105 s−1), and from the oven beam with the UV LED (black magnified by
100; 200 s−1). The 399-nm beam intensity was constant between all traces.
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photoionization from an atomic beam [70]. Both the increased loading rate and
isotopic purity of this loading method would be highly beneficial when trying to load
large numbers of of the same isotope for a quantum information processor application.
For example, the 104 ions needed to load a 100 × 100 ion-based processor array could
be loaded in less than 1 s with essentially perfect isotopic purity with our scheme.
Other loading schemes would take of order thousands of seconds and give time for
charge-exchange events with background gas atoms to spoil the isotopic purity of such
a system.
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Chapter 5
Ion-Atom Collision Theory
In the following three chapters, we will present the ion-atom collision experiments we
have performed in the Ion-Atom trap [74]. We will begin with a brief outline of the
theory of scattering in a r−4 potential in this chapter. Chapter 6 will present our
experimental measurements of the αYb+ + βYb resonant charge-exchange reaction
coefficient, and Chapter 7 will present our studies of Yb+ + Rb momentum-transfer
collisions.
Low-energy collisions between ions and atoms fall into a number of distinct regimes
(Fig 5-1). At the lowest energy scale, O(100 nK) for typical atomic polarizabilities,
the scattering process is in the s-wave regime and the cross-section is unitarity limited
at a single value related to the s-wave scattering lengths of the collision channels [75].
Collisions at much higher energy, typically > 1× 103 K, correspond to an “exchange”
regime in which the cross-section scales as (a lnE − b)2 [76]. In between the two
extremes is a broad swath in energy in which the collision rate is predicted well
by the Langevin cross-section which scales as E−1/2 [75]. Within this same energy
range there is another “elastic” cross-section which scales as E−1/3 and corresponds
to small angular-deflection collisions which transfer negligible momentum to the ion
in comparison with the Langevin-type collisions which are the focus of this thesis
[77, 78].
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Figure 5-1: Different regimes of charge-exchange collisions in the ion-atom system.
This figure is taken from [75] and shows the charge-transfer cross-section of Yb+-
Yb collisions for various isotopes. For energies below 10−2 and above 10−11 eV, the
Langevin model describes the cross-section quite reliably for isotopes without shape
resonances (those with peaks and overall suppressed cross-sections in this plot).
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5.1 Semi-classical theory
The semiclassical theory of low-energy collisions between charged and polarizable
bodies was originally worked out in 1905 by Paul Langevin [79] (translation in [78]).
Here we will present a derivation following the Langevin theory for neutral atoms
colliding with singly-charged ions.
5.1.1 Interaction Potential and Units
Classically, we know that the attractive interaction comes about from the electric
field due to ion inducing a dipole moment in the atomic charge distribution p =
αE, where α is the polarizability of the atom. This effect will scale with the local
electric field at the atom’s position, 1/r2, with r being the separation between the
two bodies. The energy of the atom-ion system is lowered by p · E which results
in an interaction potential scaling as 1/r4, longer range than the 1/r6 interaction of
atom-atom scattering.
A quick note on the form of the potential and the units of the polarizability, α or
C4: the standard atomic physicist’s definition of the potential is given by
V (r) = − C4
2r4
(5.1)
with C4 given in units of hartree/a
4
0. However, one often sees the polarizability given
in units of a30, in which case the potential is assumed to be
V (r) = −αq
2
e
2r4
(5.2)
with q2e hiding in it a factor of a0 and a hartree. Furthermore, one would often like
to work in SI units in order to do a calculation relevant to laboratory conditions. In
this case, the potential is written
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Figure 5-2: Definition of the scattering angles used for the Langevin collision cross-
section derivation in the equivalent one-body, center-of-mass scattering.
V (r) = − αSI q
2
e
(4pi0)2 r4
(5.3)
with αSI = 4pi0 a
3
0 α.
5.1.2 Scattering angle and the Langevin Cross Section
Let’s start the discussion by deriving the center-of-mass scattering angle in the equiv-
alent one-body problem. Fig. 5-2 shows the definition of the angles involved in the
problem. Θ will represent the final, center-of-mass scattering angle. Φ will represent
the angle of deflection at the point of closest approach. E0 =
1
2
µv20 is the initial
center-of-mass collision energy. Let’s begin with energy conservation in radial coor-
dinates,
E0 = E(r, r˙, φ˙) ∀t (5.4)
1
2
µv20 =
1
2
µ
(
r˙2 + r2φ˙2
)
− αq
2
e
2r4
. (5.5)
By noting that the potential does not depend on φ, we know that angular mo-
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mentum must be conserved in the problem, which should allow us to replace φ˙ in
(5.5). Formally, we can take the appropriate derivative of the Lagrangian to find the
conserved quantity:
L = T− V = 1
2
µ
(
r˙2 + r2φ˙2
)
+
αq2e
2r4
. (5.6)
Beginning with Lagrange’s equation for φ:
0 =
d
dt
(
∂L
∂φ˙
)
− ∂L
∂φ
(5.7)
0 =
d
dt
(
∂L
∂φ˙
)
(5.8)
L =
∂L
∂φ˙
= µr2φ˙ (5.9)
where we’ve used L with malice of forethought as the conserved constant, and recog-
nize the form of orbital angular momentum. Since this quantity is conserved at all
times during the collision, we’ll first focus on the limit where the collision particles
are very far apart. At that time, we know the equivalent one-dimensional problem
is a single particle of mass µ and velocity v0, approaching the scattering center with
an impact parameter b. Consequently, we can equate the two forms of the angular
momentum to make the helpful substitution
µr2φ˙ = µbv0 (5.10)
φ˙ =
bv0
r2
. (5.11)
Finally, returning to (5.5) and making us of (5.11) allows us to write out
1
2
µv20 =
1
2
µ
(
r˙2 +
b2v20
r2
)
− αq
2
e
2r4
(5.12)
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and to solve for r˙:
r˙ =
dr
dt
= ±v0
√
1− b2/r2 + αq2e/µr4v20. (5.13)
Now, with a little manipulation, we can use dr/dt to get a closed-form expression
for dφ/dr:
dφ
dr
=
(
dr
dφ
)−1
=
(
dr
dt
· dt
dφ
)−1
=
φ˙
r˙
. (5.14)
Finally, we choose the positive root based on the fact that we have an attractive
interaction and arrive at
dφ
dr
=
b
r2
√
1− b2/r2 + αq2e/µr4v20
. (5.15)
Now, in order to analytically determine the scattering angle as a function of impact
parameter and energy, we will have to integrate (5.15) from r = ∞ to the turning
point of the orbit r = rc,
Φ =
∫ rc
∞
dφ
dr
dr =
∫ rc
∞
b
r2
√
1− b2/r2 + αq2e/µr4v20
dr, (5.16)
which we will do in Section 5.4. However, in order to recognize the form of an elliptic
integral in (5.16) we will want to make the substitution r → 1
ρ
:
Φ =
∫ 0
ρc
b√
1− b2ρ2 + αq2eρ4/µv20
dρ. (5.17)
At this point, it behooves us to evaluate the turning point of the orbit. We know
that r˙ → 0 at the turning point of the orbit, so we can simply find the zeros of the
right hand side of (5.13). If we ignore the simple case of v0 = 0, we are left with
having to find the roots of
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1− b2ρ2c + αq2eρ4c/µv20 = 0, (5.18)
in which ρc =
1
rc
. The roots of this equation are
ρ2c =
b2 ±√b4 − 4αq2e/µv20
2αq2e/µv
2
0
, (5.19)
which means that in order to keep the turning point real,
b4 ≥ 4αq
2
e
µv20
. (5.20)
If we take the lower bound on b, we have uncovered the critical impact parameter
bc =
(
4αq2e
µv20
)1/4
=
(
2αq2e
E0
)1/4
=
(
2C4
E0
)1/4
(5.21)
which demarcates the boundary between orbits which result in an in-spiraling hard-
core (r → 0) collision between the ion and atom and those in which the separation
between the ion and atom remains finite through the whole collision process. Fur-
thermore, if we substitute bc into (5.19), we find that the orbits which do not result
in a hardcore collision never result in the atom and ion coming closer to one another
than bc/
√
2 [80]. Finally, we note that bcdepends only on the polarizability of the
neutral body and E0. Henceforth, we will define the Langevin cross-section
σL = pib
2
c = pi
√
2C4
E0
(5.22)
which represents the cross-section for collisions which result in the ion-atom separation
approaching zero.
Having identified bc we can now clean up the form of (5.17) into a dimensionless
form which will allow us to freely choose our system of units:
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Φ =
∫ 0
ρ′c
2b′√
4− 4b′2ρ′2 + ρ′4 dρ
′, (5.23)
in which both ρ′ and b′ are measured in units of bc, i.e. ρ′ = bc/r and b′ = b/bc.
5.2 Reaction Coefficient
Now that we have the effective cross-section for Langevin-type collisions, we can
introduce the concept of the Langevin Reaction Coefficient. We compute the rate Γl
at which collisions will occur for a a single ion in the presence of a sample of atoms
of density n with relative velocity v between the two:
ΓL = nσLv = npi
√
2C4/E0 ·
√
2E0/µ = 2pi
√
C4/µ (5.24)
which depends only on the polarizability of the neutral atom C4 and the reduced mass
of the system µ, not the energy of the collision. Consequently, for the full range of
applicability of Langevin physics, the collision rate is constant: we need only specify
µ, C4, and n and we know the rate per ion of hardcore collisions with atoms.
5.3 Resonant charge-exchange
5.3.1 Resonant charge-exchange rate constant
With the concept of the Langevin reaction coefficient, we know the rate at which
the atoms and ions encounter each other at close range. We now model the charge-
exchange process as occurring with some probability pce when a Langevin-type colli-
sion occurs and never occurring in a glancing collision. This gives us a charge exchange
rate Γce of
92
Γce = pceΓL. (5.25)
In the next chapter, we will cover our experimental results for charge exchange
collisions between αYb+ + βYb. For these events, the charge-exchange process is
resonant and we assume pce = 0.5. In the following chapter, we will present our
experimental results for momentum-transfer collisions between Yb+ + Rb, in which
the charge-exchange process is off-resonant and heavily suppressed, i.e. pce ≈ 10−6.
Finally, it is worth noting that this treatment of weighting the Langevin colli-
sion rate with a probability coefficient to determine the rate of the resonant charge-
exchange process can be generalized to any ion-atom collision process which only
occurs when the ion and atom come in close contact with each other, e.g. hyperfine-
changing collisions or molecule formation.
5.4 Collisions with b > bc
In the preceding sections, we argued that there was a critical impact parameter which
divides those trajectories which result in a hardcore collision between the atom and
the ion (Langevin-type) and those in which the partners never come closer than
bc/
√
2 (glancing). We argue that Langevin-type collisions result in essentially random
scattering angles between 0 and 2pi, given the hardcore collision. For collisions with
impact parameters larger than bc, we can simply evaluate (5.23) to determine the
scattering angle.
Given the closed form for the scattering angle, we can derive the differential scat-
tering cross-section. Returning to (5.19) and substituting for bc, we can rewrite the
expression in the cleaner form of (5.23):
rc =
b√
2
√
1 +
√
1− 1/b′4 . (5.26)
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Now, in this form, (5.23) evaluates to a closed-form expression
Φ =
√
2 b′
√
b′2 −
√
b′4 − 1K
(
2b′4 − 2b′2
√
b′4 − 1− 1
)
(5.27)
where K is a complete elliptic integral of the first kind
K(m) =
∫ pi/2
0
1√
1−m sin t2 dt. (5.28)
In order to calculate the differential scattering cross-section, σ(Θ) (where Θ =
pi − 2Φ as defined above), we follow the approach of [81]:
σ(Θ) =
b
sin Θ
∣∣∣∣ dbdΘ
∣∣∣∣ = bsin Θ
∣∣∣∣dΘdb
∣∣∣∣−1 . (5.29)
Because the analytic form of the differential scattering cross-section based on (5.27) is
not particularly clean or reducible, it makes more sense simply to plot the differential
cross-section in Fig 5-3 in order to characterize its behavior.
First of all, we see that the differential cross-section is heavily weighted towards
small-angle deflections. However, these sorts of trajectories correspond to the “elas-
tic” collision cross-section referred to in the introduction. By truncating the integral
of σ =
∫
at the Heisenberg limit p = ~/b, we can recover the E−1/3 scaling of the
“elastic” cross-section [78]. Similarly, for calculating atomic buffer gas loss rates from
neutral traps of depth much less than the collision energy such as in [82], one can
truncate the σ integral at the angular deflection which corresponds to the minimum
energy transfer to the atom able to remove the atom from the trap. The energy
transferred to the atom during a collision is given classically by
Ea = 2
µ
ma
(1− cos Θ)E0. (5.30)
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Figure 5-3: The differential cross-section dσ/dΘ in units of bcfor collisions between
atoms and ions with b ≥ bc (5-3(a)) and the full cross-section, assuming uniformly
distributed scattering angles for Langevin-type collisions (5-3(b)). These plots match
very well the high-energy plots in Zhang et al.’s quantum mechanical treatment of
the scattering problem [75].
5.5 Quantum mechanical treatment
The full quantum mechanical theoretical treatment of the ion-atom scattering problem
is beyond the range of this thesis. However, I would like to summarize the results of
theoretical work in the field in order to validate the semiclassical discussion in the
preceding sections.
Zhang and Dalgarno have performed full and approximate ab initio calculations
predicting a static polarizability for Yb of 144 hartree/a0 which is the value we use
in computing the expected Langevin cross-section in this work [83]. In combination
with Coˆte´, Zhang and Dalgarno have also calculated the Yb+-Yb interaction poten-
tials using multireference average quadratic coupled-cluster method and used them
to calculate the cross-sections for scattering between different isotopes [75]. Fig 5-3
matches very well with quantum-mechanical treatment of the scattering angle in [75].
[84] have explored ultracold atom-ion collisions with multichannel quantum defect
theory showing the presence of Feshbach and shape resonances in the 1/r4 collision
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system. Likewise, [75] show the presence of shape resonances in the charge-exchange
cross-section for some isotope choices (Fig 5-1).
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Chapter 6
Charge-exchange Collisions
6.1 αYb+-βYb collisions
In this chapter, we will present the results of our resonant charge-exchange collisions
between different isotopes of Yb. In order to measure the charge-exchange cross-
section, we load ions of one isotope αYb+ into the ion trap, submerge them in a MOT
of a different isotope βYb, and monitor the decay in the 370-nm fluorescence of the
αYb+ population due to αYb+ + βYb→αYb + βYb+ events. Specifically, we measure
the reaction coefficient between 172Yb+ and 174Yb over three orders of magnitude,
and between 172Yb+ and 171Yb and between 174Yb+ and 172Yb within the Langevin
regime. The publication describing the bulk of this work is included as an appendix.
These experiments were all performed in the Ion-Atom system, which provides for
the overlap of the Yb+ and Yb populations. Given the highly efficient photoionization
of the excited-state MOT population by 370-nm photons, we have to pulse the 399-
nm light and 370-nm light out of phase with one another in order to prevent efficient
photoionization of the Yb population as was used in Chapter 4 for loading of the
ion trap. In practice, we find that MOT population loss during the time when the
399-nm light is off is the quantity that has to be optimized in choosing the frequency
and duty cycle of the light switching. The absolute frequency limit is determined by
the switching time of our Isomet 110-MHz AOMs which is far slower than the atomic
decay times. We would like to have as large a duty cycle for the 399-nm MOT light
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as allowed by the ion cooling and detection requirements on the 370-nm light. This
lead us use a cycle of 53 kHz, with a 20% duty cycle for the 370-nm light and a 76%
duty cycle for the 399-nm light. The remaining fraction of the cycle in which no light
is present is split evenly between the turning on of the 399-nm light and the turning
off of the 370-nm light and vice versa. Given the ≤ 8 ns lifetimes of the Yb+ and Yb
excited states used in this experiment, this leaves a minimum of a few tens of decay
times of the excited state populations before the other light is turned on, ensuring
that photoionization of the neutral atoms is not occurring. This overlap is checked
with a fast balanced photodiode (New Focus 1807 80-Mhz bandwidth) less than 1 m
from the experimental chamber in order to account for light propagation and AOM
rise-time delays.
In order to be sure that we are measuring the effect of the presence of the atoms on
the ion population and not another technical effect, we do differential measurements
of the apparatus with all conditions the same except for the presence of the atoms,
controlled by detuning the 399-nm light from atomic resonance. This ensures that
we have the same amount of blue light incident on the ion trapping chip so that the
charging of the substrate stays relatively constant, that the magnetic field experienced
by the ion is held constant, and the local pressure rise caused by the Yb oven is
constant, among other conditions. Fig shows the difference in decays of the ions
with no atoms present (green, “natural lifetime”) and with a different isotope atom
present (blue). Fig. 6-7 shows the same sorts of traces on a log plot, making the
single-exponential decay clear.
It is also important to note that if the same isotope of Yb is loaded into the MOT
as the ion trap, the ion population decays are indistinguishable from the case in which
no atoms are present–evidence that the loss mechanism is in fact charge-exchange and
not simply elastic heating. Furthermore, we find that the initial size of the ion crystal
does not affect the decay rate, as shown in Fig. 6-2.
Lastly, we ensure that all measurements are taken with ion crystals, not thermal
clouds, by eliminating traces in which melting of the ion crystal occurs. This is
evidenced by a sudden drop in ion fluorescence and increased decay rate as shown in
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Figure 6-1: 172Yb+ fluorescence both with (blue) and without (green) 174Yb present.
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Figure 6-2: Varying the initial ion crystal size does not have any effect on the decay
process.
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Figure 6-3: Example Yb+ fluorescence decay trace in which the ion crystal melted
during the run (at t = 80 s).
Fig. 6-3. Typically, melting of the crystal is a symptom of excess micromotion and,
consequently, heating due to uncompensated stray dc fields.
6.2 Varying and calibrating local atomic density
In order to check for systematic effects and because one can typically place a tighter
bound on a slope than a single point, we would like to vary the local density of atoms
seen by the ions and measure the ion fluorescence decay rate. Fortunately, at the
expense only of a small Zeeman shift, we can move the atom population relative to
the ion trapping center by adjusting the location of the magnetic field zero. In order
to calibrate the average atomic density seen by the ions, we take images of both the
ions and the atoms on the primary imaging camera as shown in Fig. 6-6 frames c)
and d). We then fit a two-dimensional Gaussian to the central peak of the ion crystal
(ion crystal in b); fit as the white outline in c) and d)) and overlap it with the image
of the MOT on the same camera. After correcting for projection effects, this allows
us to compute the average density of atoms seen by ions in the crystal,
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n = f
∑
i
p(ri)n(i) (6.1)
where f is the overall conversion between camera counts and atom density, p(ri) is
the fitted ion density projected onto the pixel at ri and n(i) is the measured counts
per pixel of the MOT.
Determining f is somewhat involved. Given the fact that our 399-nm laser lock is
an offset lock and can vary considerably, we have to correct for the potential change
in laser frequency on any individual run. In order to do so, we set up a photodiode
to monitor the MOT fluorescence and jump the detuning of the 399-nm laser to
resonance. As demonstrated in Fig. 6-4, this results in the rapid loss of the MOT
atoms, but provides a quantitative measure of the fluorescence per atom relative to
the on-resonant case. We calibrate a reference camera image against an absorptive
measurement of the peak MOT density for a given detuning. We take our overall
accuracy of f not to be better than a factor of two, which proves to be the dominant
source of uncertainty in our measurement of n and ultimately the reaction coefficient.
We also ensure that we do not have any dark-state Yb atoms providing uncounted
atoms for the ions to collide with. The primary lifetime-limiting loss mechanism for
Yb MOTs based on the 399-nm transition is radiative decay of the 1P1 state into the
long-lived 3Pj states [63]. Given the relatively large magnetic field gradient we apply
to achieve higher Yb MOT densities, we wanted to ensure there was no dark-state
trapping of the 3Pj states. Fig. 6-5 shows a characteristic trace of experiments we
did in which the ion fluorescence was monitored as the MOT laser frequency was
adjusted so as to form a MOT overlapped with the ion crystal (t = 30 s) and then
detuned (t = 37 s) so as to lose all of the 1S0 and
1P1 atoms within a transit time of
the MOT radius (∼ 20 ms). As the magnetic field gradient zero was centered on the
ion crystal location, if there were an appreciable population of magnetically trapped
atoms present, the decay of the ion crystal would have shown a continued decay at
or close to the rate when the full MOT was present, tailing off with the lifetime of
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Figure 6-4: Measuring the MOT laser detuning. We take the ratio of the initial
fluorescence (0-0.2 s here) to the on-resonance value (high point of the trace at 0.2 s)
to ensure we have accounted for a varying 399-nm laser detuning in the determination
of f . The rapidity of the decay (immediately after 0.2 s in this plot) ensures that we
have jumped to resonance.
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Figure 6-5: Checking for dark state trapping of atoms. 174Yb MOT exists only when
399 detuning (blue dashed) is at -7.2 V, -2.5 V is blue detuned from the atomic
transition and removes any atoms in the 1S0 state.
the atoms in the trapped states (> 10 s for some states). Our result is in agreement
with literature predictions of the magnetically trapped population being ≤ 1% of the
MOT atom population [85].
We next varied the overlap of the atomic and ionic populations in order to vary the
average atomic density that the ions experienced. We accomplished this by applying
a bias magnetic field to the MOT in order to move the magnetic field zero in the
y direction (height over the ion trap surface). Fig 6-6 shows the relative sizes of
the MOT and ion crystal and our ability to move from full overlap to almost none.
In general, the overlap of the two populations was kept maximal in the x and z
directions, i.e. more centered than shown here, and varied by moving the MOT only
in the y as shown.
We were able to vary the local atomic density experienced by the ions from <
106 cm−3 by moving the MOT as far away as possible to average densities in excess of
108 cm−3 with maximum overlap. The decay rates of the ion population varied from
400 s in the case of no overlap, limited by the background ion-loss processes, to 4 s for
the highest achieved overlap densities. The red line in Fig 6-7 shows a characteristic
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Figure 6-6: Varying the overlap between the MOT and the ion crystal. a) Image of
the ion crystal (blue) on the secondary (Guppy) camera, showing the profile (red line)
of the crystal. b) Primary (Apogee) camera image of the ion crystal. c,d) Contour
image of primary (Apogee) camera images of the MOT with the 1/e2 width of the
ion crystal, 140 µm (white outline).
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Figure 6-7: Log-linear plot of ion population decay measured for no (red circles),
moderate (blue squares), and high (green triangles) local atom density.
“natural lifetime” trace with no overlap (exponential fit), the blue a moderate overlap
case, and green a high overlap case.
We fit a linear function to a plot of the exponential ion decay rate constants vs the
average atomic density experienced by the ions as shown in Fig 6-8 to recover pceKL
as the slope. We take pce to be 1/2 for resonant charge exchange at these energies as
explained in the previous chapter. Consequently, the slope measured in this way is
0.5 ·KL. It was reassuring to find that the intercept of these plots agree within error
bars with the measured natural lifetime of the ions with no atoms present with no
forced parameters to the fit.
6.3 Varying collision energy
As we argued in Section 5.2, if the charge-exchange process occurs through Langevin-
type collisions, the rate of collisions should be independent of the energy of the
collision. Given that the ion velocities in our apparatus are always at least an order
of magnitude larger than those of the Yb MOT atoms, we know that the collision
105
Figure 6-8: Determining the reaction coefficient through a linear fit to the decay rate
vs local atomic density plot. Statistical errors are shown. The best fit intercept agrees
with natural lifetime measurements with no forcing.
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energy is dominated by the ion velocity. The cleanest way in which to vary the ion
velocity is to use the rf fields of the Paul trap itself. As we discussed in Section 2.2.3,
this can be done by varying the displacement of the ions from the rf null of the
Paul trap: the further the ions are from the rf null, the larger their time-averaged
micromotion velocity will be. Consequently, we can increase the average collision
energy by purposefully displacing the ion crystal from the rf null with a dc field.
In order to measure the collision energy, we take a spectrum of the ion 370-nm
fluorescence. Fig 6-9 shows two typical traces of the ion response as a function of
detuning to the red from resonance. As the atoms are essentially at rest with respect
to the ion velocities, we use the Doppler-shifted scattering profile of the ion population
to estimate the average velocity of the ions, and, correspondingly, the collision energy.
We take the detuning between atomic resonance, as shown by the sharp drop-off of all
non-displaced crystal traces such as the blue one in Fig 6-9, and the half-maximum
shoulder on the red side of the peak as the Doppler shift to use to calculate the ions’
velocity.
In these large ion Wigner crystals, the mutual Coulomb repulsion of the ions fixes
the density of ions in the trap to 107 cm−3, and forces the ions to arrange themselves
in concentric shells. Just as in the case of purposefully applying a dc field to displace
the ions, the mutual repulsion of the ions in the Wigner crystal forces ions away
from the rf null which leads to increased micromotion velocity and a larger average
collision energy. We achieved collision energies as low as 200 µeV by loading smaller
ion crystals initially, but the collision energy due to the minimal radial displacement
of ions from the rf null has a collision energy of 10’s µeV depending on the details of
the ion crystal organization. In order to reach the lowest possible collision energies, we
performed the same measurement with single ions. However, our method of measuring
the collision rate and energy had to be modified considerably. We can ensure that
we have loaded a single ion in one of two ways. The first, and most efficient method,
is by the quantization of the collected ion fluorescence for small ion numbers. Fig. 6-
10 shows a time trace consisting of periods of 0, 1, and 2 ions in the trap: the
fluorescence collected per ion per 200 ms is far enough above the shot noise of the
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Figure 6-9: Measuring the collision energy through a spectrum of the 370-nm fluores-
cence of the ions as a function of detuning to the red of atomic resonance. The blue
trace shows a properly compensated ion crystal spectrum, while the green is that of
a crystal purposefully displaced from the rf null center.
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Figure 6-10: Time trace of the fluorescence collected in a 200 ms window from the
ion population with 0, 1, and 2 ions in the trap.
scattered light that we can resolve the number. This fluorescence quantization can
be checked directly against a spatially resolved image of the ion population on the
primary camera. Fig. 6-11 shows an image on the Luca camera of two ions in the
trap, which is immediately distinguishable from a single ion.
Unfortunately, for this single-ion work, single traces are single data points and not
averages over thousands of ions as in the experiments conducted with large crystals.
In order to recover an average decay time, we load a single ion into the ion trap,
monitor its 370-nm fluorescence, and measure how long the ion lives in the trap. We
then repeat the experiment in the presence of the MOT. Next, we quickly check that
the dc compensation of the trap has not drifted radically and repeat the measurement
as many times as possible before the trap compensation drifts beyond our ability to
correct with the signal from a single ion. Fig 6-12 shows a single measurement of the
ion lifetime.
After collecting many traces as in Fig 6-12 both with and without the neutral Yb
present, we assume the points are drawn from a Poissonian distribution and fit for
the most probable lifetime. The difference between the decay time without and with
the atoms present is taken to represent the charge-exchange rate. As can be seen
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Figure 6-11: Luca camera image of two ions spaced by 15 µm along the z axis (45◦
projection in this view).
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Figure 6-12: Time trace of the fluorescence of a single Yb+. We measure the lifetime
of the ion both with and without the presence of the MOT in order to measure the
effect of the MOT atoms.
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Figure 6-13: Example correlator signal from a single ion. We fit to a sine function of
the frequency of the rf in order to determine the temperature of the ion.
in Fig 6-14, the statistical uncertainty in this measurement is considerably larger
than in the case of the large-crystal decays, essentially a factor of two. Later work
(Section 7.4), may indicate that this single-ion measurement included a contribution
from elastic collisions of the order of a fraction of KLangevin, however the statistical
error bars quoted with the measurement cover this range. Furthermore, we do not
claim to know the absolute atomic density to better than a factor of two.
In Fig. 6-13, we show how we determine the single ion mean kinetic energy. Shown
is the correlator signal for a-slightly-less-than-optimally compensated ion. For a single
ion, the correlator signal can only have components at the frequency of the rf drive
as a single ion can not simultaneously be on both sides of the rf null. Consequently,
in order to reach the lowest collision energy, we compensate the ion until we are
signal-to-noise limited on the flatness of the correlator signal. In order to determine
the temperature, we fit a sinusoid at the frequency of the rf drive to the correlator
signal and measure the detuning from resonance of the 369-nm laser. We measure
the visibility of the sinusoid, twice the amplitude of the sinusoid divided by the dc
magnitude of the signal. Finally, in order to extract an ion velocity, we model the
system as a Lorentzian with the linewidth of the Yb+ transition, choose a central
detuning matching the experimental one, and fit how large the Doppler shift must be
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Figure 6-14: K vs E for Yb-Yb collisions. Shown are the isotope combinations: 172Yb+
+ 174Yb (red circles), 174Yb+ + 172Yb (blue diamond), and 172Yb+ and 171Yb (green
diamond). The black arrow denotes the estimated isotope ionization shift between
172Yb+ and 174Yb+. The black solid line shows the predicted Kce with only the Yb
ground-state polarizabiliy, and the dashed black line with the addition of the 1P1
polarizability.
(symmetrically) in either direction in order to recover the visibility that we measure.
We then take the resulting ion velocity and convert to a center-of-mass collision
energy.
Putting all of these points together gives us a plot of the charge-exchange reaction
coefficient vs collision energy as shown in Fig. 6-14. The arrow marks the ionization
potential difference between 172Yb and 174Yb (see Section 6.4). If we were able to
measure below this temperature we could determine the difference in ionization po-
tentials between different isotopes to 1 part in 107. Shown are data taken with the
isotope combinations 172Yb+ + 174Yb (red circles), 174Yb+ + 172Yb (blue diamond),
and 172Yb+ and 171Yb (green diamond). We measure a Kce = 0.6 · 10−9 cm3s−1 to a
factor of 2 in uncertainty in agreement with our model and theoretical predictions of
the polarizability of Yb [83].
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6.4 Isotope ionization energies
In order to estimate the ionization potential difference between isotopes, we took
some advice from Prof. DeMille of Yale. The argument went as follows: high-n
configurations of Yb with an unperturbed, ion-like core (4f 145d106s1nx1 where n 
1, x 6= s) should look reasonably close to an ion core plus a valence electron that has
very little overlap at the nucleus. As Yb is a heavy atom, the volume shift is the
dominant contribution to isotope shifts [86], and one expects that orbitals with little
overlap with the core should have little effect on the overall isotopic shift. In [74] we
used the isotope shifts of high-lying D states found in [87, 88] in order to estimate
the ionization potential isotope shifts. The transitions from the ground 4f 145d106s2
1S0 configuration to the 4f
145d106s1nd1 3D2 states with n = 7, 8, 9, 10 were chosen
as they were the published transitions with the lowest final-state valence electron
overlap with the core with highly pure wavefunctions. i.e. very little mixing with
other configurations with larger core overlap. Furthermore, the progression seems to
asymptote to an isotope shift of -690(2) MHz shift for δν172−174. This corresponds to
an energy cost of about 2.85 µeV (or roughly a part in 107) for the reaction 174Yb+ +
172Yb→172Yb+ + 174Yb. This was approximately the lowest collision energy we were
able to measure with our setup, as shown in Fig 6-14.
After publishing the paper, we managed to purchase a 394-nm laser diode which
would allow us to directly address and measure the isotope shifts of higher-n Rydberg
levels in Yb. [89, 90] list the locations of many of these high-lying Rydberg states and
were able to locate D and S configurations with n = 34, 37, 40, 45, 48, 49, and 51. We
chose to use the 4f 145d106s2 1S0 → 4f 145d106s137d1 3D2,1 level shifts assuming that
the purity of the 3D states is higher than that of the 1D states as outlined in [87, 88].
The procedure was as follows: we created a MOT of the isotope which we would
like to measure, go to a constant 399-laser detuning from the isotope resonance by
checking the P:S state ratio as in Fig 6-4, sweep the 394-nm laser over the appropriate
frequency range and monitor the MOT fluorescence as in Fig 6-15, and monitor the
394-nm laser frequency on a stabilized Fabry-Perot cavity (transmission shown in
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Figure 6-15: MOT fluorescence with excitation by 394.
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Figure 6-16: Cavity transmission used to track drifts of the 394-nm laser.
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Fig 6-16) in order to account for drifts of the laser cavity while switching isotopes.
Fig 6-15 shows the data we took for three of the isotopes, 172,174,176Yb. The final
isotope shifts we measured were a factor of a few smaller than those of our estimation
method using the data in [87, 88]: δν172−174 was -157 MHz and δν176−174 of -53 MHz.
In order to account for the difference in the estimation methods, we began to
look into estimating the volume effect shifts through a King plot [91]. The King
plot for the 399 nm [92] and 370 nm isotope shift data is quite linear and seemed
somewhat promising, though it is likely that the most accurate prediction of the
isotopic ionization potential shift could come from relativistic theoretical models of
the electronic configuration with some input of the nuclear volume shifts from King
plot analyses on other pairs of transitions.
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Chapter 7
Momentum-transfer Ion-atom
Collisions
Having measured the Langevin collision rate with αYb+-βYb collisions, we next set out
to see if the relatively high Langevin collision rate could be used to sympathetically
cool ions with a trapped neutral population. Collisions between free buffer gas atoms
and trapped ions have been used to facilitate the loading of shallow traps [3, 4], for
sympathetic cooling into a Wigner crystal of highly-charged µm-scale spheres [5], and
for sympathetic cooling of ions down to the 1000 K regime [6, 7]. In [52], Major and
Dehmelt argued in a time-averaged framework that collisions between ions and buffer
gas atoms should not significantly perturb the micromotion trajectories of the ions,
and therefore could be modeled as a viscous damping force on the ions. Consequently,
the motion of the ions should be cooled provided that the atom was lighter than the
ion. For many years, this was taken to be the only requirement for sympathetic
cooling of ions by atoms, and correctly predicted the cooling of ions by this method
to the 1000 K regime [6, 7]. Ref [93] extends the model to a 3-dimensional case and
performs numerical simulations predicting the thermalization of ions in a Paul trap
with a buffer gas at 300 K. However, the authors of [53] argue that in the presence
of a fluctuating force, such as one caused by collisions with buffer gas atoms, it is
possible for the micromotion energy to be coupled back into the trajectory of a single
ion, but note that the problem must be treated numerically. In this portion of the
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thesis, we will cover work on momentum-transfer collisions between trapped ions and
trapped atoms in the sub-K regime, specifically in the regime where the average ion
energy is comparable to the energy associated with the displacement of the ion from
the quadrupole trap null by stray dc electric fields.
7.1 Yb+-Rb collisions
Unfortunately, the Yb+-Yb system is less-than-optimal for investigating cooling of
ions by atoms. The resonant charge-exchange events, which were so useful for charge-
transfer measurements, occur in roughly half of the collision events and would result
in loss of information stored in the ion state. In addition, it is difficult to increase the
density of a Yb MOT beyond 108 cm−3 (leading to Langevin collision rates ≥ 1 s) due
to its lack of polarization gradient cooling [63, 94]. Furthermore, radiative decay of the
1P1 into the long-lived
3Pj states limits the lifetimes of Yb MOTs based on the 399-
nm transition [63]. Longer MOT lifetimes and larger numbers of Yb atoms, but only
marginally higher densities, can be reached working on the 556-nm intercombination
line [94]. However, reliable non-dye-based laser sources for at 556 nm have only
become commercially available in the last few months. In order to reach higher
neutral densities with Yb, one typically begins with a Zeeman slower on the 399-nm
transition, captures into a 556-nm MOT, and loads into a far-detuned optical dipole
trap for evaporation [95, 96, 97].
Given these difficulties in producing high-density Yb populations and the pres-
ence of resonant charge-exchange processes, we opted to add Rb to our system in
order to provide a lighter, non-resonant collision partner capable of reaching higher
densities (Fig 7-1). Even though the charge-exchange Yb+ + Rb→Yb + Rb+ process
is exothermic, it is far off resonant, which leads to a suppression of charge exchange
events of at least 10−5 [98, 82]. Furthermore, reaching peak densities of 1010 cm−3
in a Rb MOT is relatively straightforward. In practice we improved our peak MOT
densities from upper 107 cm−3 with the Yb MOT to mid 1010 cm−3 with the Rb
MOT. This density increase in combination with the larger polarizability of Rb (319
118
Figure 7-1: Setup for Yb++Rb collisions work. The Yb MOT is replaced with a Rb
MOT by the addition of 780-nm laser beams and a Rb getter source (not shown).
With the anti-Helmholtz coils required to produce the large magnetic field gradient
required for producing a Yb MOT, we are able to compress the Rb MOT to a 35-µm
diameter, smaller than that of the maximum Yb+ crystal we can load.
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vs 143 Hartree/a40), allows us to increase the Langevin rate for Yb
+-Rb collisions to
≥ 10 Hz from sub-Hz for Yb+-Yb collisions.
7.2 Sympathetic cooling requirements
Naively, one can argue that if every collision with a cold, lighter neutral atom removes
a sizeable fraction of the ion’s energy, sympathetic cooling of ions by neutral atoms
could be quite rapid and potentially preserving of the internal state of the ion. In
fact, the cooling power of such a system could be relatively large, especially so for
cases in which the average ion thermal energy is quite large. This is precisely the
regime in which buffer gas cooling of ions has been very successful; in the regime of
1000’s K with a non-localized buffer gas used to reduce the average thermal energy
of ions in a standard, deep Paul trap [6, 7]. In this thesis, we will focus on cooling
of Yb+ by Rb atoms in a MOT. For the typical densities we achieve in our system,
Langevin collisions occur every 100 ms which, for ions with meV of energy, can lead
to cooling rates approaching those of Doppler cooling on the primary optical cycling
transition in Yb+ (see Section 7.4).
The first question to address is whether the net effect of the collisions with atoms
is to couple energy of the driven micromotion back into the ion trajectory or to remove
energy from the ion, as stated in [53]. We model the collisions as velocity kicks in
a random direction with a random fraction (bounded by 1/2) of the instantaneous
center-of-mass energy of the ion-atom system. This momentum kick reflects the
momentum imparted to the ion by a Langevin-type collision with an atom of much
lower kinetic energy, modeling the situation which occurs in our system with collisions
between ions in the Paul trap and much colder Rb atoms in the MOT. The ion evolves
with a Mathieu function with experimentally reasonable values of q = 0.1, a = 0.0045
in the x and y directions, and harmonically in the z, for an incommensurate number
of rf cycles (12.32235 periods) between collisions in order to ensure that the kicks
occur infrequently and at different phases in the micromotion perodicity. Fig 7-2
shows the result for 100 collisions. Though we certainly see that there are collisions
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Figure 7-2: Ion energy for a perfectly compensated ion with random, infrequent
velocity kicks throughout its micromotion proportional and smaller than the ion’s
current energy. For this simulation, q = 0.1, a = 0.0045.
leading to heating of the ion even in the perfectly compensated case, the overall trend
is exponential removal of energy from the ion.
Taking the typical and appropriate limit for our experimental conditions, a q  1,
the ion trajectory and velocity can be approximated by
x(t) = cos (ωt)
(
1− q
2
cos (Ωt)
)
(7.1)
v(t) = −ω sin (ωt) +
√
2ω cos (ωt) sin (Ωt) +
q
2
ω sin (ωt) cos (Ωt) (7.2)
where ω and Ω are the secular and rf frequencies as in Chapter 2. In analogy with
the naming of the trajectory terms of secular and micromotion components by the
frequency of their oscillation, let us label the first term of the velocity expression as
the secular velocity and the last two as micromotion velocities. It is also worth noting
that the magnitude of the second micromotion term is down by a factor of q relative
to the secular, but the other micromotion term can be larger than the secular term
by
√
2. In order to understand the origin of the heating collisions, we will plot these
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Figure 7-3: One-dimensional trajectory of an ion confined in a perfectly compensated
quadrupolar Paul trap (red) and the velocity of that ion (red).
one-dimensional ion trajectories and velocities throughout a secular frequency cycle
in Fig 7-3. First of all, notice that when the ion is near the center of the Paul trap, the
velocity is mostly secular. Collisions with effectively stationary atoms should remove
velocity from the ion and lead to cooling as our intuition predicts. However, a quarter
of a cycle later, near the turning points of the orbit, we notice that the instantaneous
magnitude of the ion micromotion velocity approaches that of the maximum secular
velocty of the ion while the secular velocity is zero. Take, for example, collisions
which stop the ion at this point in its trajectory. Somewhat counterintuitively, these
collisions actually heat the ion by adding a secular velocity equal and opposite to the
micromotion velocity. On the next cycle, the ion will travel further from the rf null
and have a correspondingly larger average kinetic energy. In this way, collisions with
at-rest atoms can lead to heating of the ions by coupling the micromotion energy back
into the ion’s secular motion, even for a perfectly compensated ion colliding with a
stationary cold atom.
As shown in Fig 7-2, the net effect of infrequent collisions with atoms at random
points in the ion motion is still exponential cooling of the ion temperature. This is in
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Figure 7-4: 1-dimensional trajectory of an ion confined in a quadrupolar Paul trap
(red) subjected to a dc field that doubles the average kinetic energy of the ion in the
trap and the velocity of that ion (red). The ion position is recentered around zero in
this plot in order to easily compare with Fig 7-3.
agreement with all experimental evidence for higher-temperature buffer gas cooling of
ions. However, we just argued that the micromotion energy of the ion can be coupled
back into the secular energy by collisions. What if there were an external reason for
the ion micromotion energy to be greater than one would expect based on the ion
temperature, such as in the case of an uncompensated stray dc electric field? Fig 7-4
shows the resulting motion of the ion when a stray dc field moves the rf potential
minimum to the extremum of the ion secular displacement in Fig 7-3. In this case, the
dc stray field has doubled the average kinetic energy of the ion while the ion’s secular
motion width corresponds to the same “thermal” temperature. In this case, one can
see that those points in the rf cycle which lead to cooling, i.e. large secular velocity
with little micromotion velocity are essentially gone. Most points of the rf cycle now
look like the points which lead to heating, i.e. those with large driven micromotion
velocity and little secular velocity. We argue that collisions in this regime lead to
heating of the ion. The “stray-field” limit in the following section quantifies when
one would expect to be in this regime rather than the regime of Figs 7-3 and 7-2.
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7.3 Temperature limits
There are two limits to the final temperature reachable by collisional cooling that
I would like to highlight. Both are due to the coupling of micromotion energy into
the ion temperature through the fluctuating force of the atom collisions, one scaling
proportionally with trap frequency to the 4/3 power, and the other inversely with
trap frequency squared.
7.3.1 Stray-field limit
First, let us consider the effect of stray electric fields. Given a stray electric field E ,
we can simply balance the electrostatic force on the ion against the confining force
due to the pseudopotential of secular frequency ωi to find the displacement of the ion
from the rf null xd
qeE = miω2i xd (7.3)
xd =
qeE
miω2i
. (7.4)
This implies a secular energy and corresponding micromotion energy of
E ≈ 1
2
miω
2
i x
2
d =
1
2
q2eE2
miω2i
(7.5)
of which only the fraction µ/mi is available as center-of-mass energy. This energy
can be surprisingly large: for our trap values of ωi = 2pi · 160 kHz a 7 V/m stray field
corresponds to a displacement energy of 50 mK or 0.1 µeV. Given our signal-to-noise
limit in determining excess ion micromotion and therefore collision energy, we believe
this to be the limiting effect in our apparatus at about this level. We attempt to
“split the fringe” by centering between the points at which we can see an effect on
the correlator, but cannot quantitatively guarantee compensation better than this
field. This is comparable to other atom-ion collision experiments in this regime [99].
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7.3.2 Attractive-interaction limit
The more fundamental limit to sympathetic cooling of ions by atoms is that of the
excess micromotion energy momentarily induced by the atom-ion interaction which
can be coupled back into the system by the collision. To illustrate this limit, let us
begin with an ion perfectly in the rf null of a Paul trap of secular frequency ωi, and
an atom at rest some distance away, an initial condition with no angular momentum
and no initial energy. In this case, the Langevin critical impact parameter is infinite,
reflecting the fact that the ion will induce a dipole charge distribution in the atom
and pull it in for a hardcore collision no matter the initial separation between the
two. As the atom approaches the ion, the atom pulls the ion against the confining
potential. Initially, this force is quite small and the displacement of the ion from the
trap center is negligible. However, given that the confining force on the ion scales
with the displacement of the ion from the trap center and that the attractive force of
the atom on the ion scales inversely with the fifth power of the atom-ion separation
distance ρ, there is always a point where the pull on the ion by the atom overwhelms
the confining potential of the ion trap. For a given ρ, the displacement of the ion, ri,
which will produce the equal and opposite force is
ri =
2C4
miω2i ρ
5
. (7.6)
If we ask for the length-scale at which the ion displacement is of the same order
as the ion-atom separation, we find
ri =
(
2C4
miω2i
)1/6
=
(
4αSIq
2
e
(4pi0)2miω2i
)1/6
, (7.7)
which, for comparison, is 72 nm in our 2pi · 160 kHz Ion-Atom trap, larger than
the Langevin critical impact parameter of 2-12 nm in the range of collision energies
covered [74]. The corresponding micromotion energy
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Figure 7-5: Example trace of heating of Yb+ crystal from Yb-Rb collisions. We
quantify the heating of the crystal by the displacement of the Doppler-shifted, 370-
nm fluorescence peak relative to the case without Rb atoms present as shown (∆).
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For the Yb+-Rb system, the resulting center-of-mass energy is 220 µK in a typical
2pi · 1 MHz secular-frequency trap and 20 µK in our 2pi · 160 kHz trap. From this
argument, even collisions beginning with zero kinetic energy have the ability to couple
in µK’s worth of energy on the first collision, making the ultra-low ion-atom collision
regime hard to reach in systems where the ion is confined in a Paul trap.
7.4 Ion heating
As stated above, we begin this work by replacing the Yb MOT with a Rb MOT in
order to suppress charge-exchange collisions and increase the Langevin collision rate.
As in the Yb+-Yb work, a single 370-nm photon is sufficient to photoionize from the
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excited state of the MOT, so the same care has to be taken to shutter the ion-resonant
light when excited state population of the MOT is present. Due to the slower loading
rate of the Rb MOT, we find an optimal MOT population and sufficient ion cooling
with a similar duty cycle as in the Yb+-Yb work, but with a much lower frequency
(4.65 kHz).
Since we use the 370-nm ion cooling light for imaging of the ions as well, we have
to ensure that the cooling power of the light does not swamp that of the atoms. We
expect the effect of the atoms on the ions to scale with the constant Langevin collision
rate, ΓL = Knv0, multiplied by the average energy that could be taken out per
collision, one half the center-of-mass energy. This implies an atomic effect that scales
with the average ion velocity squared. Since we typically measure the ion velocity
through the Doppler shift of the 370-nm transition, we will consider the atom effects to
scale with ∆2, where ∆ is the measured Doppler shift from the crystal-edge of the 370-
nm transition in Yb+. The cooling power of the 370-nm light is readily calculated from
the velocity of the ion multiplied by the 370-nm light force, v0 ~k370 (I/2I0) (Γ/2∆)2 Γ2 ,
where Γ is the linewidth of the 2P1/2 state. For reference, at 40 MHz (2 Γ) detuning
and one saturation intensity and an ion velocity corresponding to 40 MHz Doppler
shift, the cooling power of the 370-nm light is h · 80 THz/s while the cooling power of
atom-ion collisions under this model is h · 300 GHz/s. Consequently, we have a figure
of merit, χ ∝ (∆/40MHz)3 (I/I0)−1, that must be larger than 260 in order to have
the collisional effects dominate over the monitoring/cooling light. Operating in this
regime with a lower ion-Doppler cooling rate means that our ion population is still
at the Coulomb-limited density, but may not be fully crystallized.
Fig 7-6 shows the far-red detuned tails of sequential 370-nm spectra of the same
ion population (no reloading) both with and without Rb atoms present. These were
taken in the regime of χ > 300 and we do not see cooling of the ion population,
which would have been evidenced by a flatter profile at these far detunings from
a reduced Doppler broadening of the ionic linewidth due to ion temperature. The
population was as well compensated (signal-to-noise limited) as possible for these
traces. However, we did notice that by moving the Rb MOT with respect to the ion
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Figure 7-6: Large red-detuning, low intensity tails of 370-nm ion spectrum. The
traces were taken in order of their labels with no reloading of the ion population
between traces. The blue traces were taken in the presence of Rb atoms.
trap center, we were able to return ion spectra that seemed to be heated by the atoms
as in Fig 7-5.
In order to quantify the effect of the atoms on the ion population, we measure
the heating of the ions by the atoms through the shift in the peak of the 370-nm
fluorescence spectrum when the Rb MOT is present as shown in Fig 7-5. The ion
temperature corresponding to the shift shown in Fig 7-5 corresponds to 6.5 K and
is one of the larger that we measured. We find that the heating of the ions depends
on the location of the Rb MOT relative to the rf null of the ions. We begin by
compensating the ions as well as possible in order to center the ion population (50-
µm half-width) on the rf null. We then maximize the overlap of the two 370-nm beams
(120-µm waist) on this position. Next, we remove the ion population and find the
overlapped position of the two 370-nm beams with the Rb MOT (30-µm half-width)
by finding the region of maximal Rb MOT loss from photoionization by the 370-nm
beams. In this way, we center the Rb MOT on the ion location. Finally, we measure
the shift of the ion 370-nm spectrum peak due to the atoms as a function of the Rb
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Figure 7-7: Ion heating effect with varying Rb MOT position. The y-axis is normal-
ized to a MOT atom number of 7.6 · 103 atoms. The zero of the Rb MOT position is
the position of maximum overlap with the ion population as measured by MOT loss
due to the ion cooling beams. The MOT width was 115 µm and the ion population
95 µm.
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Figure 7-8: Fluorescence in 50 ms bins of a single 174Yb+. The 87Rb MOT was lowered
at time 1 s. Shortly thereafter, the ion is heated through a single collision. After the
MOT is removed, the ion fluorescence recovers at time 25 s with no reloading of the
ion trap.
MOT position relative to the ion trap center. Fig 7-7 shows one day’s data of the
shift in the ion spectrum peak normalized to a Rb MOT population of 7.6 ·103 atoms.
While the overlap with the ion population is a maximum around 0 in the plot, it can
be seen that the heating of the ions is minimal while the MOT and therefore collisions
are localized near to the rf null. As the MOT is pulled towards the edge of the ion
population (±95 µm) the spectrum peak is shifted considerably towards the red. The
large error bars on the negative side near the maximum heating range are due to the
low MOT population for MOTs in that region in the chamber as a result of clipping
of the MOT lasers on the vacuum viewport.
In order to remove as much excess micromotion energy as possible, we attempted
to see cooling of ions by atoms in the sub-K regime by working with a single ion,
in parallel to our attempts to reach the lowest collision energy for charge-exchange
collisions. However, even in the single-ion case, as well compensated as we could
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with the signal-to-noise of our photon collection, all of our traces appear to show
heating of the ion. Fig 7-8 shows the fluorescence of a single 174Yb+ ion in 50 ms
windows as a 87Rb MOT is lowered onto the ion 1 s after the tracer mark at t =
0. The ion fluorescence disappears, due to heating of the ion by collisions with the
atoms. Zooming in on the point where the ion fluorescence disappears always shows
a single-bin edge, implying that these traces record the heating of an ion by a single
collision with a Rb atom. The 370-nm laser was detuned from atomic resonance by
8(2) MHz, implying an addition of 100 mK of energy to the ion in order to shift the
cooling light to the blue side of resonance and heating the ion to the point where
it is not visible on the camera. This energy is within the stray-field limit for our
system as outlined above. After the removal of the MOT, the ion reappears (t = 25)
without reloading of the trap, evidence of heating of the ion rather than a charge-
exchange process. The rate at which these collisions occur is one every 148(96) ms
in comparison with a predicted Langevin collisional lifetime of 80 ms given the Rb
peak MOT density. We note that collisions along the dc-confined z axis do not have
micromotion and should not contribute to heating. Furthermore, some collisions in
the rf-confined plane should also occur at the correct position and phase of the rf to
reduce the ion energy, so we should expect the heating rate to be less than the full
Langevin.
7.5 Getting around micromotion limits to cooling
We have outlined here the limits to collisional cooling in the regime where the driven
micromotion energy of the ion caused by stray electric fields is comparable to that
of the ion temperature. We would like to outline here a few suggestions for how one
might be able to lower or remove these limits. While still staying within the realm of
Paul traps, one could consider a multipole (n>2) Paul ion trap. [41] are building a
22-pole Paul trap. A higher-order Paul trap such as that one would allow for a more
box-like pondermotive potential with the potential to localize the collisional buffer
gas in a field-free region of the trap. The limits outlined in this thesis would still
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apply in this sort of trap, though only at the level that the pondermotive potential
deviates from perfectly flat in the region of the buffer gas.
One could also consider other methods of confinement for the ion. Penning traps,
for one, remove the rf-induced micromotion, but ions still undergo cyclotron and
magnetron motion which means that even at T=0 K, ions have a non-zero velocity in
the lab frame. This motion again allows for Langevin-type collisions to couple energy
back into the ion system [35]. Furthermore, for a single ion trapped in a Penning
trap, the cyclotron and magnetron motion would not be initially present, though the
ion would be at an energy maximum, and therefore knocked into an orbit after the
first collision. One could also consider optical trapping of an ion as has been shown
in [32]. However, as outlined in the introduction to ion trapping ions are extremely
sensitive to stray electric fields, and it is exceedingly technically difficult to confine
ions when not using the relatively massive forces generated by electromagnetic fields
on ions. [32] have achieved optical confinement of ions of 1.8(3) ms in a near-detuned
optical dipole trap, but are limited by photon-scattering rates at such small detuning
from resonance which is required in order to generate a deep enough potential well
to confine the ion against the remaining stray dc electric fields.
7.6 Effects on the atoms
The effects on the atoms used to cool the ions could scale with either Langevin or
“elastic” cross-section, depending on the depth of the neutral atom trap relative to
the collision energy. If glancing, small momentum-transfer collisions impart enough
energy to the atom to knock it out of its trap, then the cross-section for atom loss
scales as E−1/3 [99], and can be calculated completely classically (see Section 5.4).
However, if the neutral atom trap depth is comparable to the average collision energy,
then the effects on the atoms scale with the Langevin cross-section just as with the
ions.
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Chapter 8
Cavity-Array Trap
In this chapter, I will cover the second experimental apparatus we built during my
time in the Vuletic´ lab, the Cavity-Array ion trap. The system consists of a high-
finesse optical cavity overlapped with a linear array of Paul traps. Marko Cetina’s
thesis will focus on this work primarily, so I will focus the discussion here on the
portions I assembled and fabricated largely on my own in order to record the procedure
should it have to be repeated.
8.1 Motivation
The Cavity-Array trap was motivated by the idea of interfacing the favorable quantum
information storage and processing capabilities of ion traps with the communication
capabilities of light. Our apparatus can be seen as part of a larger push in the field
to interface ions with cavities: [26, 27, 28, 25] are a few examples of work done by
other groups in the area. Our system consists of a surface-planar Paul trap which is
used to confine Yb+. The ion trapping region is overlapped with the optical mode of
a high-finesse cavity resonant with the 2S1/2 → 2P1/2 transition in Yb+ at 369.52 nm
aligned with the axis of the ion trap (see Fig 8-1). Furthermore, the ion trap has
an interdigitated central rf electrode which can create a 160-µm-period, dc potential
corrugation along the axial length of the ion trap. This feature allows us to create an
array of miniature Paul traps coupled to the high-finesse optical cavity. By loading
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Figure 8-1: Photograph of the practice Cavity-Array ion trap system. The surface-
planar array ion trap (Au rectangle in the center of the image) is located 150 µm below
the mode of a high-finesse cavity (SiO2 substrates on either end of Au trap) resonant
with the primary S→P transition in Yb+. This produces a trapping potential for
Yb+ ions in the cavity mode, allowing one to reach the high-cooperativity regime
with ions in a cavity while preserving single-site addressability from the side of the
cavity.
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this array of Paul traps with a few ions per site, we are able to reach the high co-
operativity regime with ions while maintaining single-site addressability of each of
the ions from the side of the cavity.
8.1.1 Co-operativity parameter
The co-operativity parameter, η, of a single ion located at a cavity standing wave
antinode to the cavity is given by
η =
24F
pi
1
(kw0)2
(8.1)
where F is the finesse of the cavity, k is the wavevector of the light, and w0 is the
cavity waist. The Cavity-Array system is in the regime of η = 0.19 for the highest
finesses we have measured, though the current measured finesse corresponds to an η
of 0.095. The collective co-operativity parameter is the sum of the individual η of
indistinguishable particles in the cavity mode, Nη for N ions loaded into the cavity.
The Cavity-Array system has 51 trapping sites, and we expect to be able to load
up to 8 ions per site while keeping them in a linear chain. This would allow us to
reach into the regime of Nη > 10, allowing for some of the ions not residing on anti-
nodes of the cavity standing mode, while preserving individual-site and individual-ion
addressability.
8.1.2 Source of single photons
One of the original motivations for building the Cavity-Array system was to im-
plement the single-photon storage and retrieval scheme of [31, 100] but with vastly
increased photon storage times. 171Yb+ provides an ideal Λ level structure in which
to implement the scheme by using the F = 0 and F = 1 levels of the 2S1/2 manifold
as the two metastable |0〉 and |1〉 states and the F = 1 level of the 2P1/2 manifold
as the excited state through which to drive transitions. The efficiency of the process
scales with co-operativity as
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χ =
Nη
1 +Nη
(8.2)
allowing us to expect to reach efficiencies in excess of > 95% for a fully-loaded array.
It is also interesting to note that the “stored photon” stage of this scheme is a highly-
entangled W state. By implementing it in our Cavity-Array system, we would be
able to image this W state from the side of the cavity and produce a tomographic
map of the W state in the cavity.
8.1.3 Frenkel-Kontorova model
The Frenkel-Kontorova model applies to phase changes of linear chains of particles
which experience two incommensurate lattices as the potential depths are adjusted.
The original work was based on nearest-neighbor harmonic interactions placed in an
incommensurate sinusoidal potential, but it has been extended to power-law inter-
actions [101]. [102, 103] discuss ways in which it could be modeled in trapped ion
systems such as ours and even apply the model to the position of ions in a linear
crystal confined in a Paul trap. In our Cavity-Array system, the periodicities of
the cavity standing wave (185 nm) and the array potential (160 µm) are likely too
disparate to demonstrate Frenkel-Kontorova physics, but we could apply a standing
wave lattice of variable periodicity with crossed beams along the length of the array
lattice in order to create a controllable, probeable system showing Frenkel-Kontorova
physics.
8.2 Array ion trap
8.2.1 Trap design
The ion trap is a three-rod surface planar trap similar in principle of operation to the
Ion-Atom trap. However, this trap was designed to produce a regular linear array of
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Figure 8-2: Schematic of the array ion trap design. Three rf electrodes (2x green,
blue and green combined) produce a Paul trap along the length of the array. The
inner rf electrode is patterned with two dc-separated electrodes (both blue are dc and
rf connected; one cyan which is rf-connected and dc-separated from the blue) forming
a 160-µm-period “snake” in the central rf electrode. A dc-potential can be applied
to this array to create endcapping dc potentials to fragment the rf pondermotive
potential into an array of Paul traps. dc electrodes (red) are used to compensate the
stray electric fields. The physical array trap chip can be seen in Fig 8-3. The z axis
runs along the length of the array, the x perpendicular to the array along the surface
of the trap, and y perpendicular to the trap surface.
ion traps spaced 160 µm apart along the axial length of the trap. This is accomplished
by first producing an 8.2-mm-long, radially confined pondermotive potential minimum
140 µm above the chip surface with an rf potential applied to the outer rf electrodes
and the inner held at ground. The height of this potential minimum can be adjusted
as in the Ion-Atom trap by applying an rf potential to the inner rf electrode. The
central rf electrode is patterned with a 160-µm dc-separated electrode (Fig 8-2). The
z-axis confinement for the ions can be produced either by large dc-electrodes at the
ends of the trap chip, producing an elongated trapping region, or by applying a dc
potential to the interdigitated electrode inside the central rf electrode, producing a
linear array of 51 Paul traps.
8.2.2 DC compensation electrodes
In the Cavity-Array system, compensation of stray electric fields are provided by 24 dc
electrodes on the chip surface next to the rf electrodes (Fig 8-2). In the central region
of the trap, these electrodes are spaced every 3 array periods, stretching to every 7
array sites outside of the center of the trap. Connections to the dc and rf electrodes
on the array trap chip are made by wirebonds between the array trap chip and three
Rogers 4350 “breakout” boards mounted on the array trap chip mounting block. A
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Figure 8-3: Photograph of array trap with wire bonds connecting to breakout boards.
The different electrodes of the trap are faintly shown. This photograph is reflected
vertically with respect to the schematic in Fig 8-2 (notice the wirebonds in the bottom
left corner of the trap instead of the upper left).
picture of the wirebonds on the array trap chip is shown in Fig 8-3; Fig 8-4 shows
the three breakout boards mounted on the array trap chip mounting block. Kapton-
insulated conductors (Allectra 311-KAPM-035) are soldered with 80:20 Au:Sn solder
to the breakout boards, routed through a strain-relief macor plate underneath the
mounting block, and connected to two 25-pin d-sub vacuum feedthroughs (Lesker
IFDGG251056X). The breakout boards have on-board RC low-pass filters (10 kΩ,
10 nF) to prevent coupling of the rf voltage to the dc compensation electrodes.
8.2.3 RF and microwave connection
Electrical connections to the rf electrodes are similar to those of the dc. Wirebonds
are made between the array trap chip and the breakout boards. However, in or-
der to keep the propagation lengths and consequently capacitive coupling to ground
smaller, leads from the breakout board are run directly to the closest 1-1/3” CF
flanges of the vacuum chamber. For these connections, the Kapton-coated wire is
attached to the breakout board with UHV-compatible, conductive epoxy (Epotek
H20E) and crimp/compression connected to a standard vacuum feedthrough (Lesker
EFT0083032). A quick note about this epoxy connection: the Kapton-coated wires
for the rf connections are epoxied into via holes in the breakout board leaving them
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Figure 8-4: Photograph of the three Rogers 4350 “breakout” boards in the Cavity-
Array system. The wirebonds from the array trap (Fig 8-3) attach to these boards
which are epoxied to kapton wires running through the white macor plate underneath
the steel mounting bracket and ultimately to d-sub vacuum feedthroughs (not shown).
The microwave coaxial cable is shown epoxied to the far right of the front right
breakout board.
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perpendicular to the breakout board surface. This was exceedingly difficult to do
while preserving mechanical strength and not shorting to the surrounding ground
plane. Though the H20E epoxy is spec’ed by Epotek to cure in 45 seconds at 175◦
C, it was impossible to cure the epoxy at such a high temperature and still have the
epoxy adhere to the Cu plating. The technique which worked in the end was to first
fill up the bottom of the via hole with a small amount of H20E and fully cure it by
raising the temperature of the piece and epoxy from room temperature to ∼ 150◦ C.
Curing it by starting at a low temperature gave the epoxy time to warm up and flow
during the curing process, and produced a small cap in the bottom of the via holes
that was well-adhered to the Cu and structurally sound. Finally, starting once again
with room-temperature components, the wire was dipped in a small amount of H20E
and placed into this now-capped via. The slow curing procedure was repeated while
the wire was held vertically in the via. This resulted in good electrical contact be-
tween the breakout board traces and the Kapton-coated wire and a sound mechanical
bond as well.
A Kapton-insulated coaxial cable is also run from an SMA vacuum feedthrough to
one of the breakout boards where it is epoxied to a planar waveguide on the breakout
board. The waveguide is tapered and wirebonded to an electrode running the length
of the array trap outside of the dc compensation electrodes in order to provide for an
in-vacuum antenna to source 12.6 GHz radiation to address the hyperfine ground-state
transition in 171Yb+.
8.2.4 Yb source
The Yb source in this system is very similar to that of the Ion-Atom system. It
consists of 0.0003” Ta foil spot welded into a pouch and filled with Yb shavings. 0.030”
stainless steel leads are spot welded to the Ta pouch, run through the macor backplate
of the oven, and are spot welded to 0.032” Cu leads of the vacuum feedthrough (Lesker
EFT0023032). In order to reinforce the mechanical and electrical connections between
the Cu and SS leads, the Cu was wound around the SS leads and the pieces were
welded together at multiple contact points. Extra SS leads were put in place to allow
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Figure 8-5: Photograph of Cavity-Array trap Yb oven. The Ta foil pouch containing
the Yb is contained between the macor back plate (white) and oven front piece (silver
“top hat” structure bolted to macor plate). Notice the Cu vacuum feedthrough leads
wound around the stainless steel leads of the oven.
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for the rigid fixing of the oven pouch position relative to the oven front piece (silver
“top hat” in Fig 8-5) in order to prevent thermal shorting of the oven pouch and to
ensure that the oven flux was primarily directed towards the appropriate region of the
vacuum chamber. Finally, the hole in the oven pouch through which the Yb vapor
is released was sighted in situ with a 532 nm laser to line up with the alignment slot
of the array chip mounting block to ensure Yb vapor delivery primarily in the MOT
region (2 mm above the chip) with very little in the actual ion trapping region to
prevent the oven flux from increasing the local pressure in the ion trapping region.
With 1.6 A run through the oven, we begin to see Yb vapor outside of the cap, while
by 1.9 A the atomic beam is dense enough that fluorescence from the beam can be
seen by eye if a 399 nm beam of a few saturation intensities is passed through it.
Assuming this oven follows similar aging characteristics to that of the ovens in the
Ion-Atom system, we expect years of operation before the Yb is depleted.
8.3 Optical resonator
8.3.1 Resonators in the near UV
High-finesse mirrors in the near UV are a technology seemingly fraught with difficulty.
The Walther/Lange group moved away from working with a cavity tuned to the 397-
nm transition in Ca+ after successfully mapping out the mode of cavity using the ion
as a probe [24] to an optical cavity tuned to the 866-nm transition in Ca+ in order to
work in a regime with lower-loss mirrors [73]. Anecdotal evidence from other groups
that had attempted to work with high-finesse cavities in the blue/near-UV regions
of the electromagnetic spectrum all pointed towards the difficulty of working with
low-loss mirrors in the blue.
The mirrors we use in our Cavity-Array system were manufactured by Advanced
Thin Films (AT Films) in Boulder, CO with quite a bit of discussion with and under
the guidance of Ramin Lalezari. As we wanted to be able to address both the F=0→
F=1 and F=1→ F=0 transitions of the 2S1/2 →2P1/2 manifold in 171Yb+, we required
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Figure 8-6: Intensity of light in the output cavity mode while cavity length is rapidly
changed. The ratio of peak heights and spacings can be used to determine the finesse
of mid- to high-finesse cavities as in [104].
mirrors with low losses at 369.5 nm and with curvatures compatible with a 6.3 GHz
cavity free-spectral range (FSR). AT Films produced for us 2.5 cm radius of curvature
“supermirror” SiO2 substrates with exceedingly low surface roughness. Losses due to
surface defects scale with the square of the wavelength of the light incident on the
mirror, so our application at 369 nm is four times as sensitive to surface defects as
applications at 800 nm such as cavities resonant with the primary cycling transitions
in neutral Rb or Cs, or the 866-nm transition in Ca+. Furthermore, the higher energy
of the blue photons can be problematic in terms of coating stack choice. Typical
supermirrors in the visible and near IR portion of the spectrum use layers of Ta2O5
interspersed with SiO2. However, UV photons rapidly damage this substrate and
HaO2 is used in place of the Ta2O5. AT Films had a reasonably successful experience
making low-loss mirrors with Ta2O5 for an application at 355 nm, so we opted to
have a Ta2O5/SiO2 stack for our mirrors as well. To further decrease the losses in
the mirrors, AT Films varied the typical 1:1 ratio of layer thicknesses in the stack to
2:1 SiO2:Ta2O5 in order to further decrease the losses due to absorption in the Ta2O5
layers and increase the finesse of the resulting optical cavity.
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We form a near-confocal cavity out of our mirrors spaced 2.3656(6) cm apart,
corresponding to 40 MHz detuning from half of the 12.6 GHz hyperfine splitting of
the ground state manifold in 171Yb+. We measure the finesse of our cavity with the
method of [104], which works well for cavities in the mid- to high-finesse range such
as ours. The Fig 8-6 shows the ringing in the transmitted light of the cavity output.
The ratio of peak heights and spacings can be used to determine the cavity finesse
through
pic
d0
∆t =
F
2
(
I1
I2
+ 2− e
)
(8.3)
where d0 is the mirror spacing, F is the finesse, ∆t is the spacing between two oscil-
latory peaks, and I1, I2 are their heights. However, we note that our cavity finesse
was high enough and we were able to pull the mirror fast enough in comparison with
the free-spectral range of the cavity (i.e. there were a sufficient number of oscillations
in the ring-down trace) that we could simply fit an exponential to the average of a
few decays and recover the finesse. This is equivalent to setting ∆t to the 1/e time
of the decay and I1/I2 to e in (8.3), and is essentially a typical cavity ring-down
measurement of the finesse where the input light has been extinguished by quickly
detuning the cavity. Fig 8-7 shows a characteristic sample of 16 averaged traces with
the resulting exponential fit.
8.3.2 Finesse degradation
Immediately after cleaning the resonator mirrors and aligning the cavity, we measured
a finesse of 11,200(600). However, after initially pumping down the cavity and baking
the chamber to reach UHV pressures, we found the finesse to have dropped to roughly
6,000. After days of integrated run time with a laser locked to the cavity, i.e. with
high UV light intensity on the cavity mirrors in vacuum, we have found the finesse to
have seemingly stabilized in the UHV environment at 5,500 (500). We have checked
that the TEM00, TEM10, and TEM01 modes all have the same decay time, implying
that this is not a point defect in the center of the mode but consistent with a uniform
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Figure 8-7: Avg of 16 traces of Fig 8-6 with an exponential fit (red solid line). We
found good agreement between the two methods of measuring finesse and chose to
use the averaged traces for ease of fitting.
coating on the mirrors. We have two as-of-yet untested hypotheses about this finesse
degradation. One is that this finesse decay is due to background gas hydrocarbons
being fractured by the high-intensity UV light and deposited on the cavity mirrors.
This explanation is supported by experiences AT Films have had with near UV mirror
degradation and should be reversible by an O2 bleed into the chamber of (reportedly,
though without citation) the order of 10−8 torr. We believe the initial decay in cavity
finesse to be due to outgassing of the H20E and 353ND Epotech epoxies during the
initial pump down and bake. Residual gas analyzer (RGA) measurements of the
environment in the chamber during the bake are consistent with this theory as well.
Our other hypothesis is that the finesse degradation is due to the depletion of oxygen
in the layers of the reflective coating of the mirrors. Again, we have heard anecodotal
evidence (but have not been able to find any published material) that these near-UV
high-reflectivity mirrors suffer from oxygen migration through the coating layers and
can be restored with exposure to an O2 background gas bleed. We have some evidence
that the finesse of the cavity may have dropped slightly again after a period of not
being exposed to UV light or vapor from the oven, implying that it is strictly a UHV
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effect.
The current (seemingly) stable value of 5,500 (500) finesse is sufficient for the
experiment to continue towards its initial goals, and we are hopeful that a partial
bleed of O2 will be sufficient to refresh the mirror surfaces if a higher finesse is needed.
8.3.3 Alignment to the trap
In order to ensure overlap between the optical mode and the ion locations in the
Cavity-Array trap, we had to carefully align the cavity to the location of the trapping
potential minimum. Given the cavity mode with a waist of 39 µm, we would like to
ensure better than 15 µm control in the mode location. As in the atom-ion trap, it is
possible to move the ions in the y direction (vertically off the trap surface) by adding a
dipole rf field to the trapping potential at the expense of trap depth. However, moving
the ions perpendicular to the array direction is much more problematic. Consequently,
much time was spent properly aligning the cavity mirrors to the array trap. Fig 8-8
shows the setup used for alignment.
The alignment setup consists of two parts, a laser for measuring the cavity finesse
and a micro-needle (Electron Microscopy Sciences #62091-01) on a 3-axis micrometer
controlled mount (Newport 460P-XYZ) with a camera (AVT Guppy F-146B) with
a long-working-distance microscope objective (Thorlabs LMU-3X-NUV) for finding
the optical cavity mode position relative to the array trap chip. The laser is either a
409-nm or 370-nm beam produced by one of two standard Littrow-configured ECDLs,
passed through an isolator (two in the case of the 370-nm beam in order to prevent
pulling by the high-finesse cavity), and shaped to match the cavity mode size. The
laser beam enters from the right-hand side of Fig 8-8 and is coupled to the cavity.
The cavity transmission is measured on a home-built 33-MHz photodiode while either
the laser frequency is swept (typically for alignment of the cavity) or the cavity piezo
is rapidly compressed (typically for finesse measurement).
In order to find the location of the array trap surface and, consequently, infer the
location of the trapped ion population, the Guppy camera with the long-working-
distance microscope objective was arranged to view across the surface of the array
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Figure 8-8: Setup for aligning the cavity to the array trap. The practice array
trap is shown here (center of image, as shown in Fig 8-1). The 409 nm or 370 nm
beam is shaped off the right of the picture, enters cavity on the right mirror (with
the piezo), and the transmission of the beam through the cavity can be measured
on a 33-MHz photodiode (large Al box on left of image). A long-working-distance
microscope objective (seen on the top of the image) is used to image the needle
and trap surface from above (as shown; see Fig 8-9) or from the side (between the
needle and photodiode in this image; see Fig 8-12) for finding the array trap location.
The micro-needle (bronze conical base perpendicular to the trap and pointing away
from viewing angle) is mounted on a micrometer-controlled 3-axis stage for calibrated
translation. The Al foil is used to keep components UHV clean and protect the trap
and cavity mirrors from dust.
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Figure 8-9: Guppy camera image of finding the array trap surface location with the
needle. On the right of the image wirebond wires can be seen going from the trap
surface to the breakout boards. A practice trap was used to find the edge of the Au
of the trap in this projection by physically impacting the needle on the practice trap
surface. For the final alignment, it was possible to locate the trap edge to within
±1 µm (one pixel) without touching the surface.
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ion trap as shown in Fig 8-8. By moving the micro-needle to the same height of
and focusing the imaging system on the top edge of the trap, we took images as in
Fig 8-9 to find the location (y) of the trap surface over the length of the trap (z). A
representative plot of the scatter in these measurements (red crosses; linear fit in red
line) is shown in Fig 8-11. We were able to resolve the trap surface down to 1 px of
the Guppy camera (±1 µm in physical location) over the full cm length of the array
trap chip using this method. The deviation from the straight line in Fig 8-11 gives
a measure of the uncertainty in reading the micrometer position and the backlash of
the actuators.
In order to find the location of the optical cavity mode relative to the trap surface,
we begin by coupling one of the lasers into the cavity. The cavity length is slightly
short of confocal, so the mode can quickly be aligned in a relatively standard fashion:
rough alignment of the laser to the cavity by eye, viewing of the output mode on
the Guppy camera while the laser frequency is swept, adjustment of the in-coupling
mirrors to show the low-n transverse cavity modes on the camera, final adjustment
of the in-coupling mirrors to maximize (minimize) coupling to the TEM00 (TEM10,01)
mode while viewing the output mode structure on the fast photodiode (again with
the laser frequency being swept). The mode-matching lens can be adjusted during
this procedure to minimize coupling to the higher-order even modes. Mode matching
of ≤ 5% of the light into the TEM20,02 mode and negligible light in the odd-order
modes was regularly achieved in this setup.
Once the laser has been coupled to the TEM00 mode of the cavity, the micro-needle
was used to find the location of the mode in space. This was done by monitoring
the TEM00 transmission on the photodiode in the output mode as the needle tip was
inserted into the cavity mode. In order to relate the scattering of light out of the
cavity mode by the needle tip to the location of the mode center, the micro-needle
was imaged on the high-power optical microscopes in the MIT Exploratory Materials
Laboratory (EML). The opening angle and diameter of each of the micro-needles was
measured and used to calculate the fraction of the light that would be scattered out
of the cavity TEM00 mode by the tip as a function of the distance between the mode
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Figure 8-10: Fraction of light scattered out of TEM00 mode of the optical resonator
by the micro-needle used for mode finding (blue curve) as a function of the needle tip
position above the mode center. The point where 50% of the light was scattered was
taken as the measurement point, and corresponded to 27 µm above the mode center
with this particular micro-needle.
center and the needle tip, assuming the needle was oriented radially towards the mode
center. The fraction of the mode blocked by the needle cross-section multiplied by
the empirically determined average number of roundtrip passes of the light (F/pi) was
used to calculate the blocking of the TEM00 mode by the needle. We used the point
where 50% of the TEM00 light was blocked by the micro-needle tip as the measure
of the mode location. As shown in Fig 8-10, the mode center should be 27 µm below
this point in the center of the cavity, and this method should be relatively robust
to within a few µm based on the steepness of the loss in transmission with needle
position.
Finally, the optical cavity mode height was mapped out as a function of position
along the array length (z). These points were fitted with a gaussian mode taking into
account the Rayleigh-range expansion of the mode [105] in order to determine the
axis of the optical cavity. This allowed us to accurately measure the height of the
cavity axis relative to the array trap surface.
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Figure 8-11: Data (crosses) and fits (lines) for the mode location (blue) and trap
surface (red) in the Cavity-Array system. The trap surface was fit with a linear fit,
and the cavity mode with a standard gaussian mode propagation from a 39-µm waist
focus.
A similar procedure was used to determine the location of the cavity axis offset
perpendicular to the array trap axis. The Guppy CCD was moved from the position
shown in Fig 8-8 to one between the photodiode and the needle tip as they are
shown in the photo. This allowed for imaging of the trap surface directly in order
to determine the x position of array trap along the length of the chip (z). Fig 8-12
depicts an example image taken with the Guppy in this configuration. The needle
(right) and its shadow (left) from a diffuse white-light source placed on opposite side
of the needle as the Guppy were used to center the needle on the upper and lower
gaps between the rf and dc electrodes on the array trap without touching the needle
to the surface. The average of the two positions is taken to be the center of the array
trap and a linear fit was applied to find the trap center axis. An example is plotted
in red in Fig 8-13.
The position of the cavity mode was found by lowering the micro-needle towards
the array trap surface (similar to as shown in Fig 8-12) such that the optical mode
scatters off of the cylindrical portion of the micro-needle rather than the conical tip.
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Figure 8-12: Guppy camera image of finding the center axis of the array trap with
the needle. Wirebond wires can bee seen on the breakout pads on the left of the
image. The interdigitated portion of the central rf electrode of the array trap is just
barely blocked by the needle body (right side of the image). The separation between
the needle and the needle’s shadow on the trap (left side) can be used to ensure that
the needle is centered on the electrode structure without touching the trap surface.
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Figure 8-13: Data (crosses) and linear fits (lines) for the mode location (blue) and
trap axis (red) in the Cavity-Array system.
The side of needle was brought in perpendicular to the cavity mode and the point
at which 50% of the output cavity light incident on the photodiode was scattered by
the needle approaching from both sides of the mode was measured. The average of
the two was taken as the center of the cavity mode and a linear fit was applied. An
example is plotted in blue in Fig 8-13.
After measuring the cavity mode location relative to the array trap surface, the
cavity mirrors had to be adjusted in order to overlap the predicted ion trapping
region and the cavity mode. This was accomplished through the use of UHV-clean
feeler gauges (essentially a set of different thickness uniform stainless steel foils).
We purchased a set in increments of 12 µm thicknesses. By putting the mirrors in
position by pressing them firmly against a selection of feeler gauges wedged against the
mounting block for the array trap and cavity mirrors, we were able to deterministically
(to ∼6 µm) vary the mirror positions relative to the array trap. By setting the
mirrors, measuring the cavity mode position, and then setting the mirrors again with
an adjusted set of feeler gauges, we were able to overlap the optical cavity mode
position with that of the array trap. In the final alignment, the cavity mode was
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measured to wander from 1 µm right of the estimated ion trapping region to 5 µm
to the left of the trapping region over the full 8.2 mm of the array trap pattern.
The height of the cavity mode was measured to be 146 µm and 149 µm above the
array trap surface at the two ends of the array trap pattern. We take the vertical
height of the cavity mode to have a systematic uncertainty of as much as 5 µm given
the estimation of the mode center from the blocking of the output TEM00 mode as
discussed above. We are still in the process of measuring the optical coupling of the
ions to the cavity mode, but we note that Fig 8-15 shows fluorescence of ions loaded
into the array trap illuminated only by light present in the cavity mode. Furthermore,
the transverse symmetry of Fig 8-15 indicates that the transverse overlap of the ion
trapping region and the cavity axis is quite reasonable. As was done in the Ion-Atom
trap, the vertical position of the ions can be varied by the addition of a dipole rf term
to the trapping electrodes.
The last difficulty worth noting is that the entire procedure of cleaning the cavity
mirrors, measuring the cavity finesse, positioning the cavity mirrors, finding the cavity
mode, adjusting the mirror positions, and verifying overlap of the cavity mode with
the ion trapping region on the final assembly had to be accomplished in rather short
order (essentially one day) in order to ensure that the array trap remained dust-free.
Marko Cetina’s thesis will cover in-depth the process for fabricating our chip, but
one of the most difficult parts was ensuring that such a large physical area remained
dust-free from the moment the trap was uncovered until we managed to get it into
the vacuum system. Consequently, most of the photographs in this section covering
the alignment procedure were taken with the practice array trap in place of the actual
one.
8.3.4 Loading
We have successfully loaded the Cavity-Array system with 174Yb+ ions. We began
by producing a MOT 2 mm above the array trap in order to provide a source of Yb
atoms for photoionization and loading into the trapping region (Fig 8-14). However,
we found that by simply locking both 399-nm and 369-nm lasers to the cavity with
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Figure 8-14: Guppy CCD image of a 172Yb MOT 2 mm above the surface of the array
trap (bright band at the bottom of the picture).
the oven running but no MOT present, we were able to photoionize the wings of the
oven atom beam through the same two-step photoionization process as in our earlier
work.
Fig 8-15 shows a crystal loaded by the dual-cavity-light method imaged through
the primary imaging path. An important point to be made is that the only 369-
nm light present in the system is that which is in the cavity mode. Consequently,
though we have not yet quantitatively measured the coupling between the ions and
the cavity with a cavity shift or resonance splitting measurement, for example, we
can state that there is sizable overlap between the ion trapping region and the cavity
mode. Furthermore, the symmetry of the crystal fluorescence in the x direction (along
the chip surface and transverse to the array/cavity axis) provides reasonable evidence
that the transverse overlap of the ion trapping region and cavity axis is acceptable.
For scale, the bright blue stripe is the same width as the cavity mode (80 µm). The
vertical (y) direction is easily adjustable by applying an rf potential to the central rf
electrode, so overlap in that direction is correctable.
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Figure 8-15: Luca camera image of a large (∼ 1 mm length, 2200 ions) 174Yb+ crystal
loaded in the array ion trap. The endcapping dc potential was provided by the dc
compensation electrodes and the array potential was held at ground. Each pixel is
4 µm x µm.
Figure 8-16: Luca camera image of eleven array sites loaded with small (∼ 10) ion
crystals.
One of the open questions in building our system was what the length-scale over
which we should expect to see potential variations along the array trap axis. Given
that potential variations on length-scales shorter than the ion height off of the trap
surface are exponentially suppressed, we had reason to expect that the compensa-
tion would have to be adjusted at site-to-site level at worst. Unfortunately, practical
reasons, such as space concerns, probability of failure, and number of feedthrough
connections, limited the number of dc compensation electrodes on the array trap and
therefore the size of the compensation electrodes. Fig 8-15 shows that the axial po-
tential seems to vary on the low 100-µm scale, or close to the size of our compensation
electrodes.
Figure 8-17: Luca camera image of seven array sites loaded with single ions.
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By applying a potential of a few volts to the array electrode, we are able to
fragment the elongated ion crystal and load individual array sites. Fig 8-16 shows
eleven sites loaded with small crystals (∼ 10 ions per site). The limits of the primary
imaging system are becoming apparent in this picture. The primary imaging system
has 3 µm resolution to allow for the imaging of individual ions on each array site.
However, given the 8.2 mm length of the array, we do not expect to have the full
resolution over the length of the entire array in one image. In Fig 8-16, the ions on
the edge of the image are showing coma effects. The primary camera is mounted on a
translatable stage in order to be able to achieve the full resolution at any site. Fig 8-
17 shows single ions loaded in seven of the array sites, demonstrating the ability to
load an array of ions in identical Paul traps, overlapped with the optical cavity mode,
with single-site addressability. We are continuing to work on understanding how to
compensate the full length of the trap in order to be able to load deterministically
all 51 sites of the array and increase the co-operativity parameter of the ions in the
cavity.
8.4 Next steps
The immediate next steps with this system are to quantify the overlap between the
ions and the cavity. Our initial intent is to do so by measuring the cavity splitting
or shift of the cavity resonance due to having ions in the cavity. Following this work,
we will either proceed towards the single photon generation and storage scheme (i.e.
cavity-enhanced EIT in an ion-based system) or investigating the Frenkel-Kontorova
model as outlined at the beginning of this chapter. The laser system for driving
coherent population transfer between the ground-state hyperfine manifold of 171Yb+,
though not covered in this thesis, is close to complete.
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Appendix A
Comment on Zipkes et al.’s Nature
paper
In [82], the authors claim to have measured collisions between a single trapped Yb+
ion and a Rb BEC which cools the ion down to 2.1 mK, seemingly at odds with
the work in this thesis. However, we would like to argue an alternate interpretation
of the data in the paper. Zipkes et al. submerge an initially hot (27 K) ion into a
BEC. The ion quickly (10 ms) reaches a temperature of order 1 K while the BEC
has lost only 1,000 atoms. Given that at these high energies, each collision with the
ion should remove an atom from the trap, the argument follows that the number of
atoms lost from the BEC should reflect the number of collisions undergone by the
ion. After 60 ms, the ion temperature is measured to be 0.6(7) K, and the BEC has
lost 15,000 more atoms. The ion temperatures are all measured by fluorescence of the
ion during recooling as in [106]. However, the number of atoms lost by this point is
much lower than would be predicted by a Langevin model with the ion experiencing
the full density of the BEC. Consequently, the authors construct a model in which
the ion carves out a hole in the center of the BEC and collisions occur only at the
rate at which the BEC atoms re-enter the volume. This model fits a cross-section for
atom-ion collisions of 2.2(2)·10−9 cm2 and an ion temperature of 2.1(5) mK.
Given a model of sympathetic cooling of ions by atoms in which Langevin-type
collisions with lighter, much colder atoms remove secular motion from the ion tra-
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jectory, one would expect that each collision with a cold atom would remove some
fraction of the ion’s secular energy. Given the density of the BEC in [82], one would
expect a Langevin collision rate of 300 kHz. If even 10% of the ion secular energy was
removed per collision, the ion temperature should still follow exponential decay of a
30 kHz characteristic time, much faster than that shown in [82]. Furthermore, each
Langevin-type collision should lead to cooling of the ion. However, the results in [82]
show the ion undergoing many thousands of collisions with atoms, as evidenced by
the atom population loss, with little change in the ion temperature from 1 to 0.6(7) K.
Even mitigated by the fact that the “elastic,” grazing collisions can expel atoms from
the trap, the atom loss rate is seemingly too large for the observed ion cooling rate.
This leads them to propose the “hole in the BEC” model.
We would like to present here an alternative explanation for the lowered ion cooling
rate relative to a Langevin prediction. There is also question as to whether the ion
orbit is commensurate with the fitted cross-section and temperature and whether the
dc-field compensation could be as complete as claimed, but more fundamentally, the
model presented in [82] predicts that collisions necessarily occur only at the turning
points of the ion orbits, i.e. those points of minimum secular velocity and maximum
micromotion velocity. Those are the sorts of collisions which should heat and not cool
the ion motion according to the work in this thesis.
In the following appendix, we will use the parameters of their system as outlined
[82] to show that the atom loss rate and dynamics of the system from 15 ms through
the long-term limit can be predicted by an ion at their measured most-probable
temperature of 0.6 K. We argue that the decreased collision rate can be explained
by decreased overlap between the ion and the BEC due to the ion trajectory at that
temperature removing the ion from the BEC for much of the cycle. This model would
keep the collisions between the atom and the ion localized around the quadrupole zero
of the ion trap and presumably represent the balance between heating and cooling
collisions with the atoms in the BEC.
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BEC
We take the 87Rb BEC to be in the Thomas-Fermi regime. The Rb parameters are
taken from [107] and the trap parameters taken from the Ko¨hl group’s paper [82]:
total number of atoms N 30000
zero-field scattering length in |2, 2 > a 100 ao
Rb optical trap frequencies ωx 2pi · 51 Hz
ωy 2pi · 144 Hz
ωz 2pi · 135 Hz
ω¯ (ωxωyωz)
1/3=2pi · 99.7 Hz
harmonic oscillator length aho (~/mω¯)1/2 = 1.08 µm
ground state polarizability α 319 ao
3
h · 0.0794(16) Hz/(V/cm)2
Following [108], the peak density of the BEC is given by:
n(0) =
µ
g
with the mean-field interaction, g given by:
g =
4pi~2a
m
= 5.12 · 10−45 J cm3
and the chemical potential given by:
µ =
~ω¯
2
(
15Na
aho
)2/5
= 7.19 · 10−31 J.
This returns a peak BEC density of 1.40 · 1014 cm−3.
Now, for the radial extent of the BEC, we note that the density profile follows the con-
fining potential in the Thomas-Fermi regime. Given a parabolic trapping potential,
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the half-widths in each direction are given by:
ri =
(
~ω¯
mωi2
)1/2(
15Na
aho
)1/5
=
√
2µ
m
1
ωi
rx = 9.8µm
ry = 3.5µm
rz = 3.7µm.
Finally, the density profile is given by
n(x, y, z) = n(0)
rx
2 − x2
rx2
ry
2 − y2
ry2
rz
2 − z2
rz2
.
There is one caveat to this derivation of the BEC width in that in the methods section
of the paper, Ko¨hl et al. state that the quadrupole field of the ion trap produces a
weak (∼10 Hz) anti-trapping potential through the dc Stark effect on the BEC atoms
which they can observe as an additional acceleration during the expansion of the
cloud in time-of-flight images. Given the figure and axes labels in their paper, I think
this would be applied in the two rf directions, namely y, x. Consequently, we might
want to redo the analysis with ωy = 134 Hz, ωy = 125 Hz. Doing so gives n(0) =
1.32 · 1014 cm−3 and half-widths of 60 µm, 23 µm, and 24 µm for x, y, z.
Ion-BEC Overlap
Taking the ion to be confined in a trap of frequencies
Ωx 2pi · 50 kHz
Ωy 2pi · 200 kHz
Ωz 2pi · 200 kHz
We can then equate the thermal energy in the displacement2 term for each dimen-
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Figure A-1: Plot of the fractional overlap between the ion of temperature T (x-axis)
and the BEC as described in [82].
sion separately:
1
2
mΩi
2xi
2 =
1
2
kBT.
For reference this corresponds at 1 K for ion gaussian widths of 22 µm, 5.5 µm,
and 5.5 µm for xi, yi, zi, respectively. Finally, we plot in Fig A-1 the overlap integral
with an atom peak density of 1 and an ion distribution which is a normalized gaussian:
∫ (
rx
2 − x2
rx2
· 1√
2pixi
e−x
2/(2xi
2)
)
dx ·
∫ (
ry
2 − y2
ry2
· 1√
2piyi
e−y
2/(2yi
2)
)
dy
·
∫ (
rz
2 − z2
rz2
· 1√
2pizi
e−z
2/(2zi
2)
)
dz.
Collision Rate Estimate
We start with the Langevin rate constant from our paper [74]
KL = 2 ∗Kce = 2 ∗ σcev = 2pi
√
α
µ
= 2 · 0.58 · 10−9 cm3/s.
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Figure A-2: Ratio of the “elastic” cross-section to the Langevin cross-section as a
function of collision energy in temperature units.
For the Yb+ + Rb case, we have to scale by the root of the reduced mass ratio and
polarizability ratio:
KRb = KYb ·
√
αRb
αYb
µYb
µRb
= 2 · 0.58 · 10−9 · 1.49 · 2.23 cm3/s = 2.12 · 10−9 cm3/s.
This gives us a predicted peak Langevin collision rate of
ΓRb = KRbn(0) = 297 kHz.
We should also take into account the increase in K given that the elastic cross-
section also contributes to atom loss. Fig A-2 shows the ratio of the elastic to Langevin
cross-section as a function of collision energy in units of kB K:
σE
σL
=
pi
(
1 + pi
2
16
)
r∗2
(
~2
µr∗2E
)1/3
pi
√
2α
E
If we take the direct temperature measurement that Ko¨hl et al. state for the
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Figure A-3: Log-linear plot of the effective cross-section for collisions which impart
sufficient energy to the atom to remove it from a trap of depth Emin in units of the
collision energy.
temperature of the ion after 60 ms of interaction with the BEC, 0.6(7) K, we have
0.052 for the overlap integral, and 29.8 as the ratio between the elastic and Langevin
rate coefficients, we’re left with a predicted rate of 460 kHz. From fitting the linear
decay of the atom number for the first four points in Ko¨hl et al.’s paper, we get a
decay of 250(20) kHz.
However, we should also check whether the BEC optical trap depth of 1 µK
changes our prediction for the atom loss rate. Fig A-3 is a plot of the ratio of the
cross-section corresponding to collisions transferring enough energy to the atoms to
knock them from the trap and the Langevin cross-section versus the log of the neutral
trap depth to collision energy. If we take an ion temperature of 0.6 K and trap depth
of 1 µK, the knock-out rate coefficient should be only 14.7 times larger than the
Langevin corresponding to a predicted rate of 227 kHz (12.4 and 191 kHz if I should
be using 0.3 K, i.e. if the paper quoted not the center of mass thermal energy). These
should be compared to 250(20) kHz extracted from the paper.
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Appendix B
Reprint of “Bright source of cold
ions for surface electrode traps”
This Appendix contains a reprint of [64]: Marko Cetina, Andrew Grier, Jonathan
Campbell, Isaac Chuang, and Vladan Vuletic´, Bright source of cold ions for surface
electrode traps, Phys. Rev. A 76, 041401(R) (2007). c© American Physical Society.
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Bright source of cold ions for surface-electrode traps
Marko Cetina, Andrew Grier, Jonathan Campbell, Isaac Chuang, and Vladan Vuletić
Department of Physics, MIT-Harvard Center for Ultracold Atoms, and Research Laboratory of Electronics,
Massachusetts Institute of Technology, Cambridge, Massachusetts 02139, USA
Received 1 February 2007; published 24 October 2007
We produce large numbers of low-energy ions by photoionization of laser-cooled atoms inside a surface-
electrode-based Paul trap. The isotope-selective trap’s loading rate of 4105 Yb+ ions/s exceeds that attained
by photoionization electron-impact ionization of an atomic beam by three six orders of magnitude. Traps as
shallow as 0.13 eV are easily loaded with this technique. The ions are confined in the same spatial region as the
laser-cooled atoms, which will allow the experimental investigation of interactions between cold ions and cold
atoms or Bose-Einstein condensates.
DOI: 10.1103/PhysRevA.76.041401 PACS numbers: 32.80.Pj, 03.67.Lx, 32.80.Fb, 34.70.e
Among the many candidate systems for large-scale
quantum-information processing, trapped ions currently offer
unmatched coherence and control properties 1. The basic
building blocks of a processor, such as quantum gates 2,
subspaces with reduced decoherence 3, quantum teleporta-
tion 4,5, and entanglement of up to eight ions 6,7 have
already been demonstrated. Nevertheless, since a logical qu-
bit will likely have to be encoded simultaneously in several
ions for error correction 8,9, even a few-qubit system will
require substantially more complex trap structures than cur-
rently in use. Versatile trapping geometries can be realized
with surface-electrode Paul traps, where electrodes residing
on a surface create three-dimensional confining potentials
above it 10. Such surface traps allow good optical access to
the ions and can be fabricated using simpler lithographic
techniques than three-dimensional traps 11–13.
While the prospect of scalable quantum computing has
been the main motivation for developing surface-electrode
traps, it is likely that this emerging technology will have a
number of other important, and perhaps more immediate,
applications. Porras and Cirac have proposed using dense
lattices of ion traps, where neighboring ions interact via the
Coulomb force, for quantum simulation 14. A lattice with a
larger period, to avoid ion-ion interactions altogether, could
allow the parallel operation of many single-ion optical clocks
15, thereby significantly boosting the signal-to-noise ratio.
The increased optical access provided by planar traps could
be used to couple an array of ion traps to an optical resonator
and efficiently map the stored quantum information onto
photons 16. Since the surface-electrode arrangement allows
one to displace the trap minimum freely in all directions,
ions can be easily moved through an ensemble of cold neu-
tral atoms for investigations of cold-ion–atom-collisions
17–19, as proposed by Smith et al. 20. One could even
implant a single ion inside a Bose-Einstein condensate 21.
Compared to standard Paul traps 11–13, the open geom-
etry of surface-electrode traps restricts the trap depth and
increases the susceptibility to stray electric fields, making
trap loading and compensation more difficult. Nevertheless,
successful loading from a thermal atomic beam has recently
been demonstrated using both photoionization 22 and
electron-impact ionization aided by buffer gas cooling 23.
Photoionization, first demonstrated in Ref. 24, is superior
in that it provides faster, isotope-selective loading
22,25–27. However, the loading rate R for microfabricated
traps remains relatively low R1 s−1 11, while charge-
exchange collisions make it difficult to prepare large, isoto-
pically pure samples even in macroscopic traps with
R100 s−1 26.
In this Rapid Communication, we demonstrate that large
numbers of low-energy ions can be produced by photoion-
ization of a laser-cooled, isotopically pure atomic sample,
providing a robust and virtually fail-safe technique to load
shallow or initially poorly compensated surface ion traps. We
achieve a loading rate of 4105 Yb ions per second into a
U0=0.4 eV deep printed-circuit ion trap, several orders of
magnitude larger than with any other method demonstrated
so far, and have directly loaded traps as shallow as
U0=0.13 eV. The trapping efficiency for the generated low-
energy ions is of order unity. We also realize a system where
ions are confined in the same spatial region as laser-cooled
atoms 20, allowing for future experimental studies of cold
ion-atom collisions 17–19.
Efficient photoionization of Yb atoms is accomplished
with a single photon from the excited 1P1 state that is popu-
lated during laser cooling, which lies 3.11 eV corresponding
to a 394 nm photon below the ionization continuum. Due to
momentum and energy conservation, most of the ionization
photon’s excess energy is transferred to the electron. There-
fore, when we ionize atoms at rest even with 3.36 eV
369 nm photons the ion cooling light, the calculated ki-
netic energy of the ions amounts to only 8 mK 0.7 eV.
Previously, excitation of cold atoms to high-lying Rydberg
states has been used to generate and study cold but untrapped
plasmas in the 1 K temperature range 32.
The ion trap is a commercial printed circuit on a vacuum-
compatible substrate Rogers 4350 with low radiofrequency
rf loss. The three 1-mm-wide, 17.5-m-thick copper rf
electrodes are spaced by 1-mm-wide slits Fig. 1, whose
inner surfaces are metallized to avoid charge buildup. Twelve
dc electrodes placed outside the rf electrodes provide trap-
ping in the axial direction and permit cancellation of stray
electric fields. In addition, the rf electrodes can be dc biased
to apply a vertical electric field. All dielectric surfaces out-
side the dc electrodes have been removed with the exception
of a 500-m-wide strip supporting the dc electrodes.
The ratio between the rf voltages Vc and Vo applied to the
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center and outer electrodes, respectively, determines the trap
height above the surface. For Vc /Vo=−0.63, the rf node is
located 3.61 mm above the surface. At a rf frequency of
850 kHz Vo=540 V yields a secular trap potential with a
predicted depth of U0=0.16 eV Fig. 2 and a calculated
measured secular frequency of 100 kHz 90 kHz. The trap
can be deepened by applying a static bias voltage Vdc0 to
all rf electrodes 23 and unbiased after loading Fig. 2.
This enables us to load traps with depths as small as
U0=0.13 eV.
All Yb and Yb+ cooling, detection, and photoionization
light is derived from near-uv external-cavity diode lasers. A
master-slave laser system consisting of an external-cavity
grating laser and an injected slave laser using violet laser
diodes Nichia delivers 10 mW in three pairs of 3.4-mm-
diameter beams for a magneto-optical trap MOT operating
on the 1S0→ 1P1 transition at 399 nm 28. The MOT, lo-
cated 4 mm above the substrate, is loaded with 171Yb, 172Yb,
173Yb, 174Yb, or 176Yb atoms from an atomic beam produced
by a nearby small oven, and typically contains 5105 Yb
atoms at an estimated temperature of a few millikelvins.
Photoionization from the excited 1P1 state populated dur-
ing laser cooling is accomplished using either the ion cooling
laser at 370 nm with a power of 750 W and intensity of
500 mW/cm2, or a focused uv-light-emitting diode at
385±15 nm with a power of 8.7 mW and intensity of
125 mW/cm2 at the MOT position. Efficient ionization is
manifest as a 30% decrease in MOT atom number due to an
increase in the MOT decay rate constant by =0.3 s−1. The
generated ions are also detected directly with a Burle Mag-
num 5901 Channeltron avalanche detector located 4 cm
above the MOT. The uv-light-induced MOT loss depends
linearly on uv laser intensity Fig. 3, indicating that the
ionization process involves a single 370 nm photon. We have
also confirmed that the dominant ionization proceeds from
the 1P1 state: when we apply on-off modulation to both the
399 nm MOT light and the 370 nm uv light out of phase,
such that the uv light interacts only with ground-state atoms,
we observe a more than 13-fold decrease in ionization com-
pared to that for in-phase modulation. From the observed
loss rate in combination with an estimated saturation
s=0.6–2 of the 1S0→ 1P1 MOT transition, we determine a
cross section =410−18 cm2 for ionization of 174Yb with
370 nm light from the excited 1P1 state, accurate to within a
factor of 2.
The photoionization typically produces 4105 cold ions
per second near the minimum of the pseudopotential. Given
this bright source of cold ions, trapping is easily accom-
plished even without ion laser cooling. We have thus trapped
171Yb+, 172Yb+, 173Yb+, 174Yb+, and 176Yb+ ions simply by
changing the MOT frequency to prepare the corresponding
atomic isotopes. When searching for an initial signal with a
poorly compensated trap, or to measure trap loading rates,
we detect the ions after a short trapping time with the Chan-
neltron. Since the detector electric field overwhelms the
pseudopotential, we turn on the Channeltron in 1 s using a
Pockels cell driver, fast compared to the 3.3 s flight time of
the ions. Figure 4 shows the loading rate for photoionization
of 172Yb atoms from the MOT and from the atomic beam for
the compensated trap with a depth of U0=0.4 eV shown in
Fig. 2. The loading rates of 171Yb+, 173Yb+, 174Yb+, and
176Yb+ relative to 172Yb+ are 0.32, 0.03, 0.65, and 1.36, re-
spectively, matching the observed MOT fluorescences. The
absolute calibration of ion number in Fig. 4 has been accom-
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FIG. 1. Setup for loading a surface-electrode ion trap by in-trap
photoionization of laser-cooled atoms. A 172Yb or 174Yb magneto-
optical trap MOT is formed 4 mm above the trap surface. Cold
Yb+ ions are produced inside the Paul trap by single-photon exci-
tation from the excited 1P1 atomic state.
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FIG. 2. Color online Left: Trapping pseudopotential for rf am-
plitudes of Vo=540 V and Vc=−340 V applied to the outer and
center electrodes together with a dc bias of −1.25 V applied to all
electrodes. The contours are spaced by 50 meV. Right: The dc-
unbiased trap dashed blue curve exhibits less micromotion heating
but is significantly shallower than the dc-biased trap solid red
curve.
0 5 100
0.1
0.2
0.3
0.4
Intensity (W/cm2)
De
pl
et
io
n
Ra
te
Co
ns
ta
nt
(s
−1
)
370nm
399nm
P
S
1
1
1
0
Yb
FIG. 3. Linear dependence of the loss rate constant of a 174Yb
MOT rms width of 300 m on 370 nm beam peak intensity
w=43 m, indicating that photoionization is accomplished with a
single 370 nm photon from the 1P1 state that is populated during
laser cooling with 399 nm light.
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plished by comparing the Channeltron signal to the fluores-
cence from a known number of ions, as described below. The
loading rate from the MOT, R=4105 s−1, is three orders of
magnitude higher than that from the beam alone, compared
to a ratio of only 4 in the ion production rates measured
without a trap. Thus ions that were produced from laser-
cooled atoms are 200 times more likely to be trapped than
ions produced from the atomic beam. We ascribe this differ-
ence to the much higher MOT atomic density near the ion-
trap minimum, and to the lower energy of the produced ions.
As the MOT is isotopically pure, our observations of a 103
loading rate ratio between MOT and atomic beam imply an
additional factor of 103 in isotope selectivity beyond the
400:1 isotope selectivity resulting from spectrally selective
photoionization of an atomic beam 26.
From other work comparing electron-impact ionization
and photoionization loading 25,26, we conclude that our
loading rate is 106–107 times higher than that achieved with
electron-impact ionization, 106 times higher than demon-
strated for other surface-electrode or microfabricated traps
11,22,23, and 103–104 higher than in any previous experi-
ment. By comparing the typical observed loss rate from the
MOT 105 s−1 to the typical ion-trap loading rate
2105 s−1 under similar conditions, we conclude that our
trapping efficiency for the generated ions is comparable to
unity. Near-unity efficiency may help suppress anomalous
ion heating that has been linked to electrode exposure to the
atomic beam during the loading process 13. The large load-
ing rate will also be beneficial for applications that require a
large, isotopically pure sample in a microfabricated trap,
such as quantum simulation with an ion lattice 14.
The trapped ions are cooled and observed via fluorescence
using an external-cavity grating laser 29. To reach the tar-
get wavelength of 369.525 nm with a 372 nm laser diode
Nichia, we cool the diode to temperatures between −10 and
−20 °C. The laser provides 750 W of power into a 600-
m-diameter beam at the trap, and for initial cooling is typi-
cally tuned 150 MHz below the 2S1/2→ 2P1/2 transition. An
external-cavity repumper laser operating at 935 nm is also
necessary to empty the long-lived 2D3/2 state on the
2D3/2→ 2D3/21/2 transition 30. With cooling, 172Yb+ ion
lifetimes in excess of 10 min were observed, limited by ei-
ther laser drift or collisions with the atomic beam, compared
to 5 s without laser cooling. Laser cooling of 174Yb+ has also
been observed, while cooling of the odd isotope 171Yb+
would require an additional laser frequency for hyperfine re-
pumping. The uv light scattered by the ions is collected with
an aspheric lens numerical aperture0.4 placed inside the
vacuum chamber and optimized for light gathering. The col-
lected light passes through an interference filter and is evenly
split between a charge-coupled device camera and a photo-
multiplier, obtaining a maximum count rate of 5000 s−1 per
ion.
To calibrate the Channeltron detector, we first cool a small
cloud of typically 100 172Yb+ ions to below the gas-liquid
transition temperature, as identified by a small drop and sub-
sequent strong rise in fluorescence as the laser is scanned
from the long-wavelength side towards resonance 31,33.
By comparing the homogenously broadened fluorescence of
the cold cloud to that of a single trapped ion, we determine
the absolute number of ions loaded and subsequently mea-
sure the Channeltron signal for the same cloud.
The optical observation of the trapped ions allows us to
determine the trap position and optimize the overlap with the
neutral-atom cloud. Figure 5 shows that for the optimal load-
ing position of the trap, the pseudopotential minimum, ad-
justed vertically via the amplitude ratio of the rf voltages, is
located inside the neutral-atom cloud. We have thus achieved
simultaneous trapping of cold ions and neutral atoms in the
same spatial region, which will allow the experimental inves-
tigation of cold-ion–atom collisions 17,18,20 and charge
transport 19. To study collisions beyond the current Dop-
pler limit, the ions could be sideband cooled while the atoms
could be loaded into an optical lattice 34. The latter would
also eliminate residual ion-trap loading due to MOT self-
ionization.
In conclusion, we discuss a possible application of our
loading technique to quantum simulation or many-ion optical
clocks with signal-to-noise ratio superior to that of single-ion
schemes. We consider a 100100 array of weakly coupled
single-ion traps, to be loaded with a single isotope. At the
loading rates R1 s−1 typical of atomic-beam photoioniza-
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FIG. 4. Color online Number of trapped 172Yb ions for photo-
ionization loading with the uv LED from an atomic beam black
squares, with a uv LED from a MOT red circles, and from a
MOT with both uv LED and a 370 nm laser blue triangles. The
fitted rates are R=200, 1.4105, and 3.8105 s−1, respectively.
FIG. 5. Color online Spatially overlapping ion and atom
clouds. The false color image shows a trapped 172Yb+ ensemble
containing 102–103 ions blue cloud, lower left, placed inside a
magneto-optical trap containing 5105 neutral 172Yb atoms red
cloud, upper right. The solid and dashed lines indicate the half-
maximum contour for the ions and atoms, respectively.
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tion loading for microfabricated traps 11, this array would
take many hours to load, during which time charge-exchange
collisions with the atomic beam would replace the isotope of
interest with undesired ions. To address these problems, we
propose a nested electrode design, where large outer elec-
trodes provide initial trapping in the MOT region, as demon-
strated in this paper, and smaller inner electrodes define the
array of traps near the chip surface. A sample loaded into the
larger trap can then be transferred adiabatically into the array
by varying the rf voltages supplied to the different elec-
trodes. With the technique demonstrated here, we expect to
load such an array with 1:104 isotope purity in less than 1 s.
We would like to thank Brendan Shields and Ken Brown
for assistance. This work was supported in part by the NSF
Center for Ultracold Atoms.
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Appendix C
Reprint of “Observation of cold
collisions between trapped ions and
trapped atoms”
This Appendix contains a reprint of [74]: Andrew T. Grier, Marko Cetina, Fedja
Orucˇevic´, and Vladan Vuletic´, Observation of cold collisions between trapped ions
and trapped atoms, Phys. Rev. Lett. 102, 223201 (2009). c© American Physical
Society.
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Observation of Cold Collisions between Trapped Ions and Trapped Atoms
Andrew T. Grier, Marko Cetina, Fedja Orucˇevic´, and Vladan Vuletic´
Department of Physics, MIT-Harvard Center for Ultracold Atoms, and Research Laboratory of Electronics,
Massachusetts Institute of Technology, Cambridge, Massachusetts 02139, USA
(Received 26 August 2008; published 4 June 2009)
We study cold collisions between trapped ions and trapped atoms in the semiclassical (Langevin)
regime. Using Ybþ ions confined in a Paul trap and Yb atoms in a magneto-optical trap, we investigate
charge-exchange collisions of several isotopes over three decades of collision energies down to 3 eV
(kB  35 mK). The minimum measured rate coefficient of 6 1010 cm3 s1 is in good agreement with
that derived from a Langevin model for an atomic polarizability of 143 a.u.
DOI: 10.1103/PhysRevLett.102.223201 PACS numbers: 34.70.+e, 31.15.ap, 32.10.Hq
Studies of cold collisions between trapped neutral
atoms have revealed a plethora of fascinating quantum
phenomena, includingWigner threshold laws [1], magneti-
cally tunable Feshbach resonances [2], controlled molecule
formation [3], and the suppression of individual scattering
channels [4]. Collisions between trapped ions, on the other
hand, are featureless since the strong long-range repulsive
Coulomb interaction prevents the ions from approaching
each other. Collisions between ions and neutral atoms [5–
8] fall into an intermediate regime where an attractive
long-range r4 potential leads to semiclassical behavior
for a wide range of collision energies, but where quantum
phenomena dominate at very low energies. Cold ion-atom
collisions have been proposed as a means to implement
quantum gates [9], to cool atoms [7,10] or molecules
[11,12] lacking closed optical transitions, to bind small
Bose-Einstein condensates to an ion [13], or to demon-
strate novel charge-transport dynamics [14].
As a function of collision energy, charge-exchange and
momentum-transfer ion-atom collisions exhibit three dis-
tinct regimes [6,7]: a high-energy classical (hot) regime
with a logarithmic dependence of cross section  on
energy E, a wide semiclassical Langevin (cold) regime
with a power-law dependence ðEÞ / E1=2 [5,6], and a
quantum (ultracold) regime where contributions from in-
dividual partial waves can be distinguished. However,
given the large forces on ions produced by small stray
electric fields, it has been difficult to reach experimentally
even the semiclassical regime. References [15,16], study-
ing charge exchange at E 100 meV, report the only
observations of Langevin-type ion-atom collisions. In
ion-molecule systems, experimental signatures of
Langevin collisions have been seen at high temperature
[17–19], and recently also at 1 K (80 eV) [20]. In all
previous work, at most one of the collision partners was
trapped.
In this Letter, we study collisions between indepen-
dently trapped, laser-cooled ions and atoms down to un-
precedented low energy (3 eV) in the semiclassical
collision regime. Using a double-trap system [21], we
investigate resonant charge-exchange collisions for differ-
ent Ybþ þ Yb isotope combinations and find agreement
with the Langevin model to within a factor of 2 over three
decades of energy [5,6]. The highest energy, 4 meV ¼
kB  45 K, corresponds to the transition to the classical
regime [22,23], while at the lowest energy, 3 eV ¼ kB 
35 mK, where approximately 40 partial waves contribute
to the cross section, isotope shifts should become relevant.
The lower limit on collision energy is set by our ability to
detect and minimize the micromotion of a single ion in the
Paul trap.
The long-range interaction potential between a singly
charged ion and a neutral atom is the energy of the induced
atomic dipole in the ion’s electric field, given by VðrÞ ¼
C4=ð2r4Þ, where C4 ¼ q2=ð40Þ2 is proportional to
the atomic polarizability , and q is the electron charge.
For a given collision energy E in the center-of-mass frame,
there exists a critical impact parameter bc ¼ ð2C4=EÞ1=4
that separates two types of collisions: those with impact
parameter b < bc that result in inward-spiraling orbits of
radius approaching zero, and those with b > bc that never
cross the angular-momentum barrier [5,24].
For collisions of an ion with its parent atom, a semiclas-
sical resonant charge-exchange cross section ce can be
simply derived, provided that bc is large compared to the
range of the molecular potential. For collisions with b >
bc, the electron should remain bound to the incoming atom.
For close-range collisions with b < bc, the electron in the
resonant process Aþ þ A! Aþ Aþ is equally likely to
exit attached to either nucleus, resulting in either a charge-
exchange collision or an elastic collision. It follows that the
resonant charge-exchange cross section is ce ¼ L=2,
where L ¼ b2c is the Langevin cross section. The cor-
responding semiclassical rate coefficient Kce ¼ cev ¼

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
C4=
p
, where v is the relative velocity and  the
reduced mass, is independent of energy.
At high energies this model becomes invalid when bc
becomes so small that charge exchange outside the cen-
trifugal barrier starts to play a role; for Yb, this occurs at
energies E * 10 meV ¼ kB  120 K [6,22,23]. At very
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low energies, the semiclassical Langevin model ceases to
be valid when the s-wave scattering limit is reached, which
happens near Es  @4=ð22C4Þ ¼ 4 peV ¼ kB  50 nK.
Quantum simulations [6] of this system [22] confirm the
semiclassical Langevin model in the indicated energy
range. For collisions between different isotopes, the
Langevin expression should be modified at low collision
energies comparable to the small difference in binding
energy of the electron to the two nuclei, i.e., the isotope
shift of the ionization potential. In this case, we expect
endoenergetic charge-exchange collisions to be suppressed
[25,26].
We use a magneto-optical trap (MOT) in combination
with a Paul trap, as originally proposed by Smith [11]. The
setup, shown in Fig. 1, is described in detail elsewhere
[21]. In the present work, 172Yb, 174Yb, or 171Yb atoms are
selectively loaded from an atomic beam into a MOT by
tuning the laser frequency near the 1S0 ! 1P1 transition at
a ¼ 398:8 nm. Typically, the MOT is operated at a
75 G=cm magnetic-field gradient and contains 3 105
atoms at a peak density of 2 108 cm3 and a temperature
of 700 K as determined by a time-of-flight measurement.
Cold ions are produced by nonresonant photoionization
from the excited 1P1 state of the MOT with 370-nm light
from a semiconductor laser [21]. The ion trap is a surface-
electrode Paul trap printed on a vacuum-compatible sub-
strate [21], and is typically operated at 1.4 MHz to create a
0.3 eV deep pseudopotential trap 3.6 mm above the trap
surface with a secular frequency of 67 kHz. Ion trap
populations can be adjusted between a single and 104
ions by varying the trap loading time.
Two beams from the same 370 nm laser used for photo-
ionization provide Doppler cooling of the ions on the
2S1=2 ! 2P1=2 transition along all three principal trap
axes. Ions that decay to a metastable D state are repumped
[27] using a laser operating at 935 nm [21]. We detect the
ion population by monitoring trap fluorescence at 370 nm
with a photomultiplier tube. A single cold, trapped ion
produces 5 kcounts=s.
Collisions that change only the particles’ energy and
momentum are difficult to observe in our setup due to
the continuous laser cooling. On the other hand, charge-
exchange collisions between different isotopes Ybþ þ
Yb! Ybþ Ybþ are easy to observe using isotope-
selective ion fluorescence: we first load the ion trap from
the MOT with isotope Ybþ, change the MOT isotope to
Yb by adjusting the frequency of the 399-nm laser, and
then monitor the decay of the Ybþ ion population through
the decay of the 370-nm fluorescence. In order to prevent
photoionization and direct loading of the ion trap with
Ybþ, we modulate the MOT and ion light out of phase
to ensure that the MOT contains no excited atoms when the
370-nm light is present. Without the MOT, the ion trap loss
is exponential with a typical lifetime 0 ¼ 400 s for ion
crystals (Fig. 2, circles), presumably due to collisions with
background gas atoms. In the presence of the MOT,  is
substantially shortened, with a shorter lifetime for higher
MOT density. Simple exponential decay over a decade in
ion number indicates that the loss involves a single ion,
rather than collisions between ions. We also measure the
trap fluorescence for identical ion andMOT isotopes. In the
latter case, we observe a small initial decay, likely due to
heating by collisions interrupting the ions’ micromotion,
but no exponential loss (Fig. 2, inset). This confirms that
the measured trap loss for different ion and MOT isotopes
is indeed due to charge-exchange collisions, and not
caused by heating from ion-atom collisions that interrupt
the ion’s micromotion [28].
To accurately determine the charge-exchange rate coef-
ficient, we vary the atomic density at the ion trap location
by moving the MOT with a magnetic bias field. We deter-
mine the local atomic density at the ions’ location by
FIG. 1 (color online). Setup for trapping neutral (MOT) and
singly charged (surface planar Paul trap) Yb in the same spatial
volume. Stray dc field compensation and trapping along z^ for the
Paul trap is provided by dc electrodes. The traps are imaged
along both the (1,0,1) and (0,1,1) axes.
105
2
3
4
5
6
7
8
910
6
17
2 
Yb
+
 
Fl
uo
re
sc
en
ce
 (a
rb.
 u.
)
300250200150100500
Time (s)
0.0
0.5
1.0
0 25 50 75
t (s)
FIG. 2 (color online). Typical 172Ybþ ion-crystal fluorescence
decay and exponential fits for no (circles), moderate (squares),
and high (triangles) 174Yb atomic density at the ion trap site.
Inset: 172Ybþ (dashed line) and 174Ybþ (solid line) population
evolution in the presence of 174Yb. Both traces are normalized by
the same peak value.
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taking images of both the MOT cloud and the ions on
charge-coupled device (CCD) cameras along two different
directions (see Fig. 3), with the total atom number cali-
brated by means of an absorption measurement. We then
calculate the average atomic density experienced by the
ions hni ¼ RpðrÞnðrÞdr, where pðrÞ is the normalized ion
distribution and nðrÞ is the local atomic density. The in-
elastic rate coefficient K is obtained by a linear fit of the
observed ion decay rate constant  ¼ 1= vs hni.
We note that the ions’ kinetic energy is determined by
their micromotion throughout the rf cycle [29]. Any ion
displacement from the zero of the oscillating electric field,
be it due to ion-crystal size or a dc electric field, results in
micromotion whose energy easily exceeds that of the
thermal motion in the secular potential of the Paul trap.
To investigate the dependence of the rate coefficient K on
average center-of-mass collision energy E, we vary the
latter by loading different numbers of ions into the trap
or by intentionally offsetting the ion crystal from the zero
of the rf quadrupole field with a dc electric field.
The rate coefficient KðEÞ is shown in Fig. 4. In the
region E * 30 eV we calculate E from the observed
Doppler broadening of the ion fluorescence. For well-
compensated traps containing small crystals or single
ions, where the Doppler broadening is smaller than the
natural linewidth, we determine E from the observed cor-
relation between rf drive signal and ion fluorescence [29].
For all energies investigated here, the atoms’ contribution
to the collision energy is negligible.
The data point at the lowest energy E ¼ 3:1 eV, being
an average of 22 single-ion measurements, has large un-
certainty in K. It also has large energy uncertainty because
the micromotion is sufficiently well compensated for the
fluorescence correlation signal to be dominated by noise.
The other data points show observable Doppler broadening
and were measured with up to a few thousand ions, result-
ing in smaller statistical uncertainties. We estimate system-
atic uncertainties to be a factor of 2 in K due to the
difficulty of absolute MOT density calibration, and
50% in E, due to the nonthermal energy distribution of
the micromotion.
The ab initio calculated value for the polarizability
S ¼ 143 a:u: ¼ 0  2:66 1028 m3 [22] for the
atomic 1S0 ground state yields Kce ¼ 5:8
1010 cm3 s1 for ground-state collisions (Fig. 4 solid
line). Our experimentally measured value of K ¼
6 1010 cm3 s1 in the semiclassical region around E
100 eV is thus in good agreement with the Langevin
model. The measured K at the highest average collision
energy E ¼ 4 meV, close to the transition to the classical
scattering region, is somewhat larger than the classical
prediction [22,23]. Given the rapid Doppler cooling of
the ions, the discrepancy is probably not due to collision-
induced heating and trap loss. Rather, we speculate that it
may be caused by averaging our nonthermal (micromo-
tion) energy distribution over an oscillating cross section in
the transition region [30]. Doubly excited collisions
Ybþ þ Yb cannot occur as the excitation light for ions
and atoms is modulated out of phase. For Ybþ þ Yb
collisions, the Langevin cross section, depending only on
the ion’s charge and the atom’s polarizability, is un-
changed, and the charge-exchange process remains reso-
nant, yielding the same value of ce.Yb
þ þ Yb collisions
cannot contribute for our collision energies since the
atomic transition is tuned out of resonance with the MOT
-1 0 1
Position (mm)
-1 0 1
Position (mm)
0
1
Po
sit
io
n 
(m
m)
0
1
Po
sit
io
n 
(m
m)
b
a c
d
FIG. 3 (color online). (a) (1,0,1) camera image of the ion
crystal (blue or dark gray) and cross-section showing highly
non-Gaussian shape of crystal (red or gray). (b) (0,1,1) camera
image of the ion crystal. (c) Typical low-overlap setting between
MOT (colored or shaded contours) and 1=e2 contour of ions
(white). (d) Same as (c) but for a higher overlap setting.
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FIG. 4 (color online). Charge-exchange rate coefficient K with
statistical uncertainty as a function of average collision energy E
in the center-of-mass frame. Circles, green (or light gray)
diamonds, and blue (or dark gray) diamonds represent 172Ybþ þ
174Yb, 172Ybþ þ 171Yb, and 174Ybþ þ 172Yb, respectively. The
solid line indicates the theoretical Langevin rate coefficient Kce
[22], the dashed line assumes a contribution from the P-state
polarizability [31] (see text). The black arrow indicates the
ionization isotope shift between 174Yb and 172Yb.
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light at an ion-atom distance R0  30 nm, larger than bc ¼
2–12 nm, and modeling of collision trajectories shows that
the time required to move between r ¼ R0 and r ¼ bc
exceeds several excited-state lifetimes. For illustration,
we have indicated in Fig. 4 the small change in Kce if
Ybþ þ Yb collisions with P ¼ 500 a:u: for the 1P1 state
[31] were to contribute at our measured MOT excited-state
fraction.
The theoretical value Kce ¼ Lv=2, corresponding to
equal binding probability of the electron to the two nuclei,
should apply when the collision energy far exceeds the
isotope shift of the ionization potential. The latter can be
estimated from spectroscopic data of a transition to a state
with low electron probability density at the nucleus, such
as 4f146s2 ! 4f146s10d [32]. It follows that the 172Ybþ þ
174Yb! 172Ybþ 174Ybþ reaction should be exothermic
and release E ¼ 2:9 eV ¼ h 0:7 GHz. At the sub-
stantially larger collision energy E ¼ 0:21 meV Ewe
have investigated various isotope combinations, 172Ybþ þ
174Yb, 174Ybþ þ 172Yb, and 174Ybþ þ 171Yb, and find that
they all display the same K (Fig. 4). We speculate that the
data point 172Ybþ þ 174Yb! 172Ybþ 174Ybþ at the low-
est energy E ¼ 3:1 eV, corresponding to exothermic
collisions with E  E, may exhibit an increased rate
coefficient compared to Kce.
While it may be impossible to compensate stray fields
well enough to reach the s-wave scattering limit Es ¼
4 peV [6,22], Feshbach and other collision resonances
may be observable well above Es [8]. All the Yb isotopes
used here have been cooled to quantum degeneracy in an
optical dipole trap [33,34], which would allow the inves-
tigation of collision processes between an ion and a Bose-
Einstein condensate or Fermi gas. Alternatively, to avoid
the large resonant charge-exchange cross section observed
here, a different species such as Rb could be used for
sympathetic cooling of ions [7,10], or for studying ion
impurities in a Bose-Einstein condensate [13].
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