We consider a family of I-graphs I(n, k, l), which is a generalization of the class of generalized Petersen graphs. In the present paper, we provide a new method for counting Jacobian group of the I-graph I(n, k, l). We show that the minimum number of generators of Jac(I(n, k, l)) is at least two and at most 2k + 2l − 1. Also, we obtain a closed formula for the number of spanning trees of I(n, k, l) in terms of Chebyshev polynomials. We investigate some arithmetical properties of this number and its asymptotic behaviour.
is the Jacobian of the graph G. In other words, Jac(G) is isomorphic to the torsion subgroup of the cokernel coker (L(G)).
Let M be an integer n×n matrix, then we can interpret M as a homomorphism from Z n to Z n . In this interpretation M has a kernel ker M, an image im M, and a cokernel coker M = Z n /im M. We emphasize that coker M of the matrix M coincides with its Smith normal form.
In what follows, by I n we denote the identity matrix of order n.
We call an n × n matrix circulant, and denote it by circ(a 0 , a 1 , . . . , a n−1 ) if it is of the form circ(a 0 , a 1 , . . . , a n−1 ) =      a 0 a 1 a 2 . . . a n−1 a n−1 a 0 a 1 . . . a n−2 . . . . . . . . . Recall [21] that the eigenvalues of matrix C = circ(a 0 , a 1 , . . . , a n−1 ) are given by the following simple formulas λ j = p(ε j n ), j = 0, 1, . . . , n − 1 where p(x) = a 0 + a 1 x + . . . + a n−1 x n−1 and ε n is the order n primitive root of the unity. Moreover, the circulant matrix C = p(T ), where T = circ(0, 1, 0, . . . , 0) is the matrix representation of the shift operator T : (x 0 , x 1 , . . . , x n−2 , x n−1 ) → (x 1 , x 2 , . . . , x n−1 , x 0 ).
By ([6] , lemma 2.1) the 2n × 2n adjacency matrix of the I-graph I(n, k, l) has the following block form
where C k n is the n × n circulant matrix of the form C k n = circ(0, . . . , 0 k times , 1, 0, . . . , 0, 1, 0, . . . , 0
Denote by L = L(I(n, k, l)) the Laplacian of I(n, k, l). Since the graph I(n, k, l) is threevalent, we have L = 3I 2n − A(I(n, k, l)) = 3I n − C k n −I n −I n 3I n − C l n .
Cokernels of linear operators
Let P (z) be a bimonic integer Laurent polynomial. That is P (z) = z p +a 1 z p+1 +. . .+a s−1 z p+s−1 + z p+s for some integers p, a 1 , a 2 , . . . , a s−1 and some positive integer s. Introduce the following companion matrix A for the polynomial P (z) : A = 0 I s−1 −1, −a 1 , . . . , −a s−1 , where I s−1 is the identity (s−1)×(s−1) matrix. We will use the following properties of A. Note that det A = (−1) s . Hence A is invertible and inverse matrix A −1 is also integer matrix. The characteristic polynomial of A coincides with z −p P (z). Let A = α j , j ∈ Z be a free Abelian group freely generated by elements α j , j ∈ Z. Each element of A is a linear combination j c j α j with integer coefficients c j .
Define the shift operator T : A → A as a Z-linear operator acting on generators of A by the rule T : α j → α j+1 , j ∈ Z. Then T is an endomorphism of A. Let P (z) be a arbitrary Laurent polynomial with integer coefficients, then A = P (T ) is also an endomorphism of A. Since A is a linear combination of powers of T, the action of A on generators α j can be given by the infinite set of linear transformations A :
Here all sums under consideration are finite. We set β i = j a ij α j . Then im A is a subgroup of A generated by β i , i ∈ Z. Hence, coker A = A/im A is an abstract Abelian group x i , i ∈ Z| i a ij x i = 0, j ∈ Z generated by x i , i ∈ Z with the set of defining relations i a ij x i = 0, j ∈ Z. Here x j are images of α j under the canonical homomorphism A → A/im A. Since T and A = P (T ) commute, subgroup im A is invariant under the action of T. Hence, the actions of T and A are well defined on the factor group A/im A and are given by T : x j → x j+1 and A :
This allows to present the group A/im A as follows x i , i ∈ Z| P (T )x j = 0, j ∈ Z . In a similar way, given a set P 1 (z), P 2 (z), . . . , P s (z) of Laurent polynomials with integer coefficients, one can define the group
We will use the following lemma.
Lemma 3.1 Let T : A → A be the shift operator. Consider endomorphisms A and B of the group A given by the formulas A = P (T ), B = Q(T ), where P (z) and Q(z) are Laurent polynomials with integer coefficients. Then B : A → A induces an endomorphism B| coker A of the group coker A = A/im A defined by
Proof: The images im A and im B are subgroups in A. Denote by im A, im B the subgroup generated by elements of im A and im B. Since P (z) and Q(z) are Laurent polynomials, the operators A = P (T ) and B = Q(T ) do commute. Hence, subgroup im A is invariant under endomorphism B. Indeed for any y = Ax ∈ im A, we have By = B(Ax) = A(Bx) ∈ im A. This means that B : A → A induces an endomorphism of the group coker A = A/im A. We denote this endomorphism by B| coker A . We note that the Abelian group
The lemma is proved.
4 Jacobian group for the I-graph I(n, k, l)
In this section we prove one of the main results of the paper. We start with the following theorem.
where A is 2(k + l) × 2(k + l) companion matrix for the Laurent polynomial
Proof. Let L be the Laplacian matrix of the graph I(n, k, l). Then, as it was mentioned above, L is a 2n × 2n matrix of the form
Consider L as a Z−linear operator L : Z 2n → Z 2n . In this case, coker(L) is an abstract Abelian group generated by elements x 1 , x 2 , . . . , x n , y 1 , y 2 , . . . , y n satisfying the system of linear equations 3x j − x j−k − x j+k − y j = 0, 3y j − y j−l − y j+l − x j = 0 for any j = 1, . . . , n. Here the indices are considered modulo n. By the property mentioned in Section 2, the Jacobian of the graph I(n, k, l) is isomorphic to the finite part of cokernel of the operator L.
To study the structure of coker(L) we extend the list of generators to the two bi-infinite sequences of elements (x j ) j∈Z = (. . . , x −1 , x 0 , x 1 , x 2 , . . .) and (y j ) j∈Z = (. . . , y −1 , y 0 , y 1 , y 2 , . . .) setting x j+mn = x j and y j+mn = y j for any m ∈ Z. Then we have the following representation for cokernel of L :
Let T be the shift operator defined by the rule T :
We use the operator notation from section 3 to represent the cokernel of L. Then we have
To finish the proof, we apply Lemma 3.1 to the operators A = P (T ) and
It is easy to see that det A = 1 and its inverse A −1 is also integer matrix. For convenience we set s = 2k + 2l to be the size of matrix A.
Note that for any j ∈ Z the relations P (T )x j = 0 can be rewritten as
. . , x j+s ) t be s-tuple of generators x j+1 , x j+2 , . . . , x j+s . Then the relation P (T )x j = 0 is equivalent to x j = A x j−1 . Hence, we have x 1 = A x 0 and
Conversely, the latter implies x j = A x j−1 and, as a consequence, P (T )x j = 0 for all j ∈ Z.
Let A = α j , j ∈ Z be the Abelian group freely generated by elements α j , j ∈ Z. As in Lemma 3.1, we consider operator A = P (T ) as an endomorphism of the group A. Then coker A = A/im A as an abstract Abelian group has the following representation x i , i ∈ Z|P (T )x j = 0, j ∈ Z . Herex j are images of generators α j under the canonical homomorphism A → A/im A.
Our present aim is to show that coker A ∼ = Z s . Then we describe the action of the endomorphism B| coker A on the coker A. Now we have the following representation of coker A.
Since the operators A = P (T ) and T commute, the action T | coker A :x j →x j+1 , j ∈ Z on the coker A is well defined. Now we describe the action of T | coker A on the set of generators
Hence, the action of T | coker A on the coker A is given by the matrix A. Considering A as an endomorphism of the coker A, we can write T | coker A = A. Finally,
. Applying Lemma 3.1, we finish the proof of the theorem.
Corollary 4.2
The Jacobian group Jac(I(n, k, l)) of the I-graph I(n, k, l) is isomorphic to the torsion subgroup of coker(A n − I), where A is the companion matrix for the Laurent polynomial
The Corollary 4.2 gives a simple way to find Jacobian group Jac(I(n, k, l)) for small values of k and sufficiently large numbers n. The numerical results are given in the Tables 2 and 3. 5 Counting the number of spanning trees for the I-graph I(n, k, l)
The number of spanning trees of the I-graph I(n, k, l) is given by the formula
where w s , s = 1, 2, . . . , k + l − 1 are roots of the order k + l − 1 algebraic equation
and T j (w) is the Chebyshev polynomial of the first kind.
Proof. By the celebrated Kirchhoff theorem, the number of spanning trees τ k,l (n) is equal to the product of nonzero eigenvalues of the Laplacian of a graph I(n, k, l) divided by the number of its vertices 2n. To investigate the spectrum of Laplacian matrix we note that matrix C k n = T k + T −k , where T = circ(0, 1, . . . , 0) is the n × n shift operator. The latter equality easily follows from the identity T n = I n . Hence,
The eigenvalues of circulant matrix T are ε j n , where ε n = e 2πi n . Since all eigenvalues of T are distinct, the matrix T is conjugate to the diagonal matrix T = diag(1, ε n , . . . , ε n−1 n ), where diagonal entries of diag(1, ε n , . . . , ε n−1 n ) are 1, ε n , . . . , ε n−1 n . To find spectrum of L, without loss of generality, one can assume that T = T. Then the n × n blocks of L are diagonal matrices. This essentially simplifies the problem of finding eigenvalues of L. Indeed, let λ be an eigenvalue of L and (x, y) = (x 1 , . . . , x n , y 1 , . . . , y n ) be the corresponding eigenvector. Then we have the following system of equations
From here we conclude that y = (
Recall the matrices under consideration are diagonal and the (j + 1, j + 1)-th entry of T is equal to ε j n . Therefore, we have (
So, for any j = 0, . . . , n − 1 the matrix L has two eigenvalues, say λ 1,j and λ 2,j satisfying the quadratic equation ( Since λ 1,j and λ 2,j are roots of the same quadratic equation, we obtain λ 1,j λ 2,j = P (ε j n ), where
Now we have
To continue we need the following lemma.
Lemma 5.2
The following identity holds
where T k (w) is the Chebyshev polynomial of the first kind and w = 1 2 (z + z −1 ). Moreover, if k and l are coprime then all roots of the Laurent polynomial with multiplicities are 1, 1, z 1 , 1/z 1 , . . . , z k+l−1 , 1/z k+l−1 , where we have |z s | = 1, s = 1, 2, . . . , k + l − 1. So, the right-hand polynomial has the roots 1, w 1 , . . . , w k+l−1 , where w s = 1 for all s = 1, 2, . . . , k + l − 1.
Proof. Let us substitute z = e i ϕ . It is easy to see that w = 1 2 (z + z −1 ) = cos ϕ, so we have T k (w) = cos(k arccos w) = cos(kϕ). Then the first statement of the lemma is equivalent to the following trigonometric identity
To prove the second statement of the lemma we suppose that the Laurent polynomial P (z) = (3 − z k − z −k )(3 − z l − z −l ) − 1 has a root z 0 such that |z 0 | = 1. Then z 0 = e i ϕ 0 , ϕ 0 ∈ R. Now we have (3 − 2 cos(kϕ 0 ))(3 − 2 cos(lϕ 0 )) − 1 = 0. Since 3 − 2 cos(kϕ 0 ) ≥ 1 and 3 − 2 cos(lϕ 0 ) ≥ 1, the equation holds if and only if cos(kϕ 0 ) = 1 and cos(lϕ 0 ) = 1. So kϕ 0 = 2πs 0 and cos(lϕ 0 ) = 2πt 0 for some integer s 0 and t 0 . As k and l are relatively prime, there exist two integers p and q such that kp + ql = 1. Hence ϕ 0 = ϕ 0 (kp + lq) = 2π(ps 0 + qt 0 ) ∈ 2πZ. As a result, z 0 = e i ϕ 0 = 1. Now we have to show that the multiplicity of the root z 0 = 1 is 2. Indeed, P (1) = P ′ (1) = 0 and P ′′ (1) = −2(k 2 + l 2 ) = 0. z k+l H(z).
where
. . , m and T n (x) is the Chebyshev polynomial of the first kind.
Proof. It is easy to check that
). By the substitution z = e i ϕ , the latter follows from the evident identity cos(nϕ) = T n (cos ϕ). Then we have
Note that 
, where w s , s = 1, 2, . . . , k are the same as in Theorem 5.1 and U n−1 (w) is the Chebyshev polynomial of the second kind.
Proof. Follows from the identity
The following theorem appeared after a fruitful discussion with professor D. Lorenzini.
Theorem 5.5 Let τ (n) = τ k,l (n) be the number of spanning trees of the graph I(n, k, l). Then there exist an integer sequence a(n) = a k,l (n), n ∈ N such that
when n is even and k + l is even,
when n is even and k + l is odd.
Proof. Recall that all nonzero eigenvalues of I(n, k, l) are given by the list {λ 2,0 , λ 1,j , λ 2,j , j = 1, . . . , n − 1}. By the Kirchhoff theorem we have 2nτ (n) = λ 2,0 24 , if k and l are of different parity and 4, if both k and l are odd. The case when both k and l are even is impossible, since k and l are relatively prime.
The graph I(n, k, l) admits a cyclic group of automorphisms isomorphic to Z n , which acts freely on the set of spanning trees. Therefore, the value τ (n) is a multiple of n. So
n is an integer. Hence
λ 1,j λ 2,j n ) 2 when n is even and k + l is even,
λ 1,j λ 2,j n ) 2 when n is even and k + l is odd.
Each algebraic number λ i,j comes into both products (n−1)/2 j=1 λ 1,j λ 2,j and n/2−1 j=1 λ 1,j λ 2,j with all its Galois conjugate elements. Therefore, both products are integer numbers. From here we conclude that in equalities 1 • , 2 • and 3 • the value that is squared is a rational number. Because
n is integer and 6 is a squarefree, all these rational numbers are integer. Setting a(n) = (n−1)/2 j=1 λ 1,j λ 2,j n if n is odd and a(n) = 2 n/2−1 j=1
if n is even, we finish the proof of the theorem.
From now on, we aim to estimate the minimum number of generators for the Jacobian of I-graph I(n, k, l).
Lemma 5.6 For any given I-graph I(n, k, l) the number of spanning trees τ (n) satisfies the inequality τ (n) ≥ n 3 .
Proof: Recall that for any j = 0, . . . , n − 1, the Laplacian matrix L of I(n, k, l) has two eigenvalues, say λ 1,j and λ 2,j , which are roots of the quadratic equation
Note that λ 1,0 = 0 and λ 2,0 = 2. Furthermore, {λ 1,j , λ 2,j | j = 0, . . . , n − 1} is the set of all eigenvalues of L. The Kirchhoff theorem states the following
It is easy to prove the following trigonometric identity
Connectedness of I-graph implies GCD(n, k, l) = 1. It may happen that GCD(n, k) = m = 1 and GCD(n, l) = m ′ = 1. We will use the notation n = m q = m ′ q ′ , k = p m, l = p ′ m ′ . We introduce three sets, J, J k and J l in the following way J = {1, 2, . . . , n − 1},
n ) = 0. Now we are going to find a low bound for τ (n). As n τ (n) = n−1 j=1 P (ε j n ), we evaluate the product.
Now we analyze individual components of the product. We make use of the following simple identity cos(
The Chebyshev polynomial T q (x) = cos(q arccos(x)) has the following property. The roots of the equation T q (x) − 1 = 0 are cos( 2jπ q ), j = 0, 1, . . . , q − 1. Since the leading coefficient of T q (x) is 2 q−1 , for x = 1 we have the identity
As p and q are co-prime, we obtain
In a similar way, we obtain
To get the final result we use the following trivial inequality. For any integers a ≥ 2 and b ≥ 2 we have a b ≥ ab. Since q = n/m ≥ 2 and q ′ = n/m ′ ≥ 2, we conclude
Using Lemma 5.6, one can show the following theorem.
Theorem 5.7 For any given I-graph I(n, k, l) the minimum number of generators for Jacobian Jac(I(n, k, l)) is at least 2 and at most 2k + 2l − 1. The both bounds are sharp.
Proof: The upper bound for the number of generators follows from theorem 4.1. Indeed, by this theorem the group coker(L(I(n, k, l)) ∼ = Jac(I(n, k, l)) ⊕ Z is generated by 2k + 2l elements. One of these generators is needed to generate the infinite cyclic group Z. Hence Jac(I(n, k, l)) is generated by 2k + 2l − 1 elements.
To get the lower bound we use Lemma 5.6. Let us suppose that Jac(I(n, k, l)) is generated by one element. Then it is the cyclic group of order τ (n). Denote by D be a product of all distinct nonzero eigenvalues of I(n, k, l) By Proposition 2.6 from [8] , the order of each element of Jac(I(n, k, l)) is divisor of D. Hence, τ (n) is divisor of D and we have inequality D ≥ τ (n). By the Kirchhoff theorem we have 2nτ (n) = λ 2,0 n−1 j=1 λ 1,j λ 2,j . We note that any algebraic number λ i,j comes into the product together with its Galois conjugate, so 2nτ (n) is a multiple of D. In particular, 2nτ (n) ≥ D.
From the proof of Theorem 5.5 we have nτ (n) = (
is equal to 24, if k and l are of different parity and 4, if both k and l are odd. The case when both k and l are even is impossible as k and l are relatively prime. Now, we have 4nτ (n) = (2 (n−1)/2 j=1 λ 1,j λ 2,j ) 2 if n is odd. We note that any algebraic number λ i,j comes into the product ρ = 2
(n−1)/2 j=1 λ 1,j λ 2,j together with its Galois conjugate. Therefore, the product ρ is an integer number and contains all distinct nonzero eigenvalues. Hence ρ is a multiple of D. So, we obtain 4nτ (n) = ρ 2 ≥ D 2 ≥ τ (n) 2 . Also we get 4nλ 1,
n/2−1 j=1 λ 1,j λ 2,j ) 2 if n is even. By a similar argument, taking into account the inequality 24 ≥ λ 1,
we obtain 96nτ (n) ≥ 4nλ 1,
As result, by Lemma 5.6 we have 4n ≥ τ (n) ≥ n 3 if n is odd and 96n ≥ τ (n) ≥ n 3 if n is even. For n ≥ 10 this is impossible. So, the rank of Jac (I(n, k, l) ) is at least two for all n ≥ 10. For n less than 10 this statement can be proved by direct calculation.
The upper bound 2k + 2l − 1 for the number of generators of Jac(I(n, k, l)) is attained for graphs I (17, 2, 3) and I(170, 3, 4) . See Tables 2 and 3 in section 7.
Asymptotic for the number of spanning trees
The asymptotic for the number of spanning trees of the graph I(n, k, l) is given in the following theorem.
Suppose that k and l are relatively prime and set
|z|. Then the number τ k,l (n) of spanning trees of the graph
Proof. By theorem 5.1 we have
where w s , s = 1, 2, . . . , k + l − 1 are roots of the polynomial Q(w) =
. So we obtain
By lemma 5.2 we have T n (w s ) = 1 2 (z n s +z −n s ), where the z s and 1/z s are roots of the polynomial P (z) with the property |z s | = 1, s = 1, 2, . . . , k + l − 1. Replacing z s by 1/z s , if it is necessary, we can assume that all |z s | > 1 for all s = 1, 2, . . . ,
Now we directly evaluate the quantity k+l−1 s=1 |w s − 1|. We note that Q(w) = a 0 w k+l−1 + a 1 2 k+l−2 + . . . + a k+l−2 w + a k+l−1 is an integer polynomial with the leading coefficient a 0 = 2 k+l . From here we obtain = −2T ′ k (1)(3 − 2T l (1)) − 2T ′ l (1)(3 − 2T k (1)) = −2kU k−1 (1)(3 − 2T l (1)) − 2lU l−1 (1)(3 − 2T k (1)) = −2(k 2 + l 2 ) and a 0 = 2 k+l .
In order to get the statement of the theorem, we combine the above mentioned results. Then The numerical values for A k,l , where k and l are relatively prime numbers 1 ≤ k ≤ l ≤ 9 will be given in Table 1 in the section 7. Here is the table for asymptotic constants A k,l for relatively prime numbers 1 ≤ k ≤ l ≤ 9. 
