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Introdução 
A topologia é uma disciplina que possui ligações com outras partes da matemática, 
alem de suas próprias aplicações, mas não é obrigatória num  currículo mínimo de um 
curso de Licenciatura em  Matemática. Uma introdução à topologia é espaços métricos, 
tema principal do trabalho. 
Elaborado sob a orientação da Professora Elisa Zunko Toma, este trabalho divide-
se ern 5 capítulos. 0 primeiro traz definições e exemplos de métrica e espaços métricos. 
O segundo capitulo trata de espaços vetoriais normados e espaços vetoriais com 
produto interno. O terceiro define bolas, esferas e conjuntos limitados, apresentando 
alguns exemplos. 
Por fim, no quarto e no quinto capitulo estuda-se seqüências em espaços métricos 
e espaços métricos completos, tendo como objetivo a definição dos espaços de Banach 
e de Hilbert. 
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Capitulo 1 
Espaços Métricos  
1.1 Definição de métrica, distância e espaços métricos. 
Seja M um conjunto qualquer, com M 0 e seja d:MxM 11? uma função. 
 
Indiquemos por d(s, y) a imagem de um par (x, y) E M xM, através da função d. 
Se d satisfaz as seguintes propriedades: 
i) d(x,$) = 0; 
ii) d(x, y) > 0 se x y; 
iii) d(x , y) = d(y , x); 
iv) d(x, z) < d(x, y) + d(y z), para todo s, y, z E M, 
então d é chamada uma métrica sobre M. 
Nessas condições cada imagem d(x, y) recebe o nome de distância de saye um 
par (M, d), onde d é uma métrica sobre M, é o que chamamos de espaço métrico. 
Nos referimos a um elemento de um espaço métrico come ponto desse espaço, seja 
ele um ponto mesmo, ou um número, ou ainda uma função ou um vetor, situações 
como nos exemplos que veremos. 
Observação 1.1. A propriedade iv) é conhecida como desigualdade triangular e tem 
origem no fato que, na geometria elementar, cada lado de um triângulo tem medida 
menor do que a soma das medidas dos outros dois lados. 
Proposição 1. Seja d:MxM -->R uma função tal que: 
(a) d(x,y) = 0 .4=> = y 
(b) d(x, z) < d(x,y) + d(z, y), para todo x, y, z E M. 
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Então d é uma métrica. 
Demonstração. Vamos mostrar que as condições (a) e (b) implicam as quatro con-
dições da definição. 
1) d(x, x) = 0 De (a) temos que x = y implica d(x,x) = O. 
d(x,y) > 0 se x y 
Em (b), se z = x temos: d(x,x) < d(x,y) + d(x,y ) = 2d(x,y). De 1), acima, 
d(x, z)  =0. 
Logo, 2d(x, > O d(x, > 
Por (a), d(x, y) 0. Então d(x, y) >0 se x y 
iii) d(x, y) = d(y, x), Vx, y E M Em (b) se y = x temos: 
d(x, z) 	 d(x,x) d(z,x) 
Por i), d(x, x) = O então d(x, z) < d(z, x), Vx,z  E M. 
Trocando x por z e z por x temos; d(z,x) < d(x,z), Vi,z E M. 
Assim, d(x, = d(z, x),  Vi , z e M. 
iv) d(x, z) d(x,y) + d(y, z), Vx,y,zE M 
Usando iii) na segunda parcela da soma em (b); 
d(x, z) d(x,y) + d(z,y) = d(x,y) + d(y, z). 
Portanto d(x, z) < d(x, y) + d(y, z), 	 v, y, z e M 
Conclusão: as condições (a) e (b) da Proposição1 são suficientes para mostrar que 
uma função d:MxM R é uma métrica. 
Observação 1.2. A  diferença entre a condição iv) da definição e a (b) da proposição 
está na segunda parcela de soma no segundo membro da desigualdade; d(z, y) ern lugar 
de d(y, z). 
1.2 Exemplos de Espaços  Métricos. 
Exemplo 1 Considere o conjunto dos números reais Reda função de R x R --> 118 
definida por d(x, y) = li — vi (função módulo). Mostraremos que d é uma métrica 
em R, ou seja, que d satisfaz as condições da proposição 1. Para isso usaremos as 
propriedades elementares do valor absoluto de  números reais. 
(a) Como IT — 	 0, então d(x,y) 0. Por outro lado, Ix — yl = O 4=>. x = y, 
logo d(x , = 0 <==> x = y 
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(b) d(x, z) = — zi = ix y — y — zi < 
 x — yI+Iy— zj = lx — yl + lz — yl = 
d(x, y) d(z, y) 
Assim, d(x , z) < d(x,y) d(z, y), Vx,y, z E R 
Portanto (1R, d) é um espaço métrico. 
Exemplo 2: Seja M = 	 mostraremos que: 
(a) d(x, y) = V(2). — Yi.) 2 + (z2 — Y2) 2 
(b) (x, Y) = 	 + 	 Y21 
(c) d2 (x, y) = 	 {ix, 
— I, lx2 — y21}, onde x = (xi , x2) e y = 	 y2). 
Sao métricas em R2 
Demonstraçdo. (a) d(x,y) = V (x — yi) 2 + (52 — y2) 2 é uma função de I2  x R2 	 IR. 
	
i) d(x,y) = 	 — yi)2 + (52 — y2) 2 = O<=> (Si — )2 + (52 ___ 1/2)2 = O. 
Como (x i —y) 2 > 0 e (s2 — y2)2 > O então (xi —y') 2 O e (x2 — y2 ) 2 = o 	  
Xi — = O e x2 — 112 = 0, ou seja, xi= e x2 = 
 112, 0 que implica x = y. 
Portanto, d(x, y) = 0 -4=#- x y. 
d(x, z) <d(s, y) d(z, y), para todo x, y, z E R2 . 
Antes de provarmos a propriedade mostraremos a desigualdade de Cauchy-Schwarz 
no 
	
cujo enunciado é o seguinte: 
Se x i , x 
	 x. e yi, Y2, - , y, são números reais arbitrários  então: 
E 	 E Y1! 
i=1 	 i=-1 	 i=1 
De fato: a desigualdade 2r s < r2 + s2 é verdadeira para todo r, s E R pois 
(r _ 8)2 	 r2 
 2r 8 ± s2 > O. Assim, se fizermos 
b = A ? + y + + y7,2 é verdadeira a relação: 
! H-I 
	
xi! 	 y? 
2— — < 
a b 	 a2 b2 
paratodoi=1,., n.  
Somando em relação ao  índice i teremos 
a = -ix? + + • • • + xr2, e 
ab 	 l x iYil 	 1  + 1 = 2 
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e portanto, 
E 	 < ab 	 4+ xi + • • + 
1 
n 
(E 4) • (E y,7) 
i=t 	 i=1 
Agora, podemos provar a propriedade: 
  
[d(x,z)] 2 = (x1 — z1 )2  + (x2 z2) 2 „.= (x1 
	 z1 ) 2 
 7-
A_ (x2
—  Y2 + y2 — z2) 2 
= (x1 — yi)2 
 + 2(x1 — Yi)(Yi z1) + (Yi — z1) 2 + (x2 — y2) 2 
2 (x2 — Y2) (Y2 — Z2) ± (1/2 — Z2) 2 . 
Aplicando a desigualdade de Cauchy-Schwarz temos 
[d(x, z) ]2 	
— p1) 2 + (x2 — Y2) 2 + 2[(xi — Yi-) 2 + (x2 — Y2) 2 1 1 [(Y1 z1) 2 
+ (Y2 — z2) 2J 1 + 	 — 	 + (Y2 — z2) 2 
[V(xi — yi)2 + (x2 — y2) 2 + -V(Yi — ) 2 + (Y2 — z2) 21 2 
= [V(X1 Y1) 2 + 	 y2) 2 + 
 1/(Z1 Y1) 2 ± (Z2 — Y2) 2f2 
= [d(x , y) + d(z, p)12 . 
Assim d(x, < d(x, y) + d(y, z) e portanto d é uma métrica em 1W . 
Observação 1.3. A métrica d é a métrica natural, pois provém da distancia da 
Geometria Euclidiana e é chamada métrica euclidiana. Também é conhecida como 
métrica usual em 1W  . 
(b) di(x,y) = 
	
— 	 + 	 y2 j é ulna função de R2 x R2 —+ R. 
i) (x,y) > O. Como si 
 —
yi> 0 e lx2 — y21 > O isso implica que 
d(x,y) = ¡xi — 1)11 ± 152 — 1)21 .> O. 
Por outro lado, Cx, y) = Ixi — Yi + 2 — y2 1 = O 	  !xi — 	 =-- 0 e 
— Y21 = O 4=> 	 = O e x2 — y2 = 0, ou seja, Si = yl e x2 y2. 
Portanto, Cx, y) = 0 < 	 > x -= y. 
11 
	dl(x,z) = 	 — zit+ lx2 — z21 
	
= 	 — Yi + — 	 — Y2 + Y2 Z21 
1X1 	 1Y1 	 Z11 + 1 12 Y21 + 1Y2 — Z21 
	
= 	 Yll 	 1X2 	 Y21) 	 (1Z1 	 Y21) 
= (X, + (z, Y) 
Assim, di (x, z) <d 1 (x, y) + (z, y) para todo x, y, z E 	 e portanto dl é métrica 
em 2 
(e) d2 (x,y) = in6.3c fixi 
— 
ij, x2 
 — 
y21) é uma função de le x 2 	 R. 
i) d2 (x, y) = mAx {Ix]. — yil, 12 — y21 } , corno 'x i  —Yi > O e 112 — y21 > O então 
d2 (x, > O. Por outro lado, d2(x, x) = mix (Ix' 
— xi171x2 — 121} = O <=> 
— Yi1 = O e 1 12 — Y21 = O < 	 > X — = O e x2 — y2 = 0, ou seja, xl =-- yl e 
12 = y2 	 x --= y. Portanto, se x y entdo d2 (x, y) > O. 
ii) d2(x, 	 = indxf lxi — 	 1x2 z211 
= mix{ 
— + — 1, 1x2 — Y2 ± Y2 Z21} 
< máxf 1si 
— Yil + — Z1HX2 — Y21 + 1Y2 — z211 
< 	
— yi1,1x2 — y21} + mixfiyi — 	 ly2 — z2 il 
= mdx{lxi — Y11, 1x2 — Y21 } + máxnzi — Yi1,1z2 — Y21) 
= d2 (x, y) + d2 (z, Y) 
Assim, d2 (x, z) < d2 (x, 	 d2 (y, z) para todo x, y, z E R2 e portanto d 2 é métrica 
em R2 . 
Exemplo 3: Agora, generalizemos as três métricas d, d1 e d2 , vistas anteriormente, 
para o 
a) d(x, y) --= E(xi — 
n 
i=1 
b) di (x,y) = 	 I X 	 yi l 
d2 (x, y) = mix{ lxi — yi l, i = 1, 2, ... , 	 onde x = (x i , x 2 , . x n ) e y = 
(Yi, Y2, • • • Yn). 
Observe que d, dl, d2 são funções de RTh x Rn R 
Demonstração. a) d(x, y) = 1/E(xi — yi)2 
i=1 
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d(x, y) > 0, pela própria definição. 
Cl(X 	 = 	 E(xi — yi)2 =- 0 <—> (xi — yi) 2 — 0, Vi — 1, 2, ... , n 
xi —y=  0, Vi= 1, 2, ... , n 	  xi = yi , Vi= 1, 2, ... , n, ou seja, x = y. 
Portanto d(x, y) = 0 4=> x = y. 
ii) d(x, z) < d(x, y) + d(z, y), Vs, y, z E 
[d(X, Z)]2 = E(xi - zo2 = E(x, - yi yi — zi) 2 = 
i=1 	 i=1 
2 
i= 1 	 i= 1 	 j= 1 
aplicando a desigualdade de Cauchy-Schwarz 
TE 	 i=n 	 2 	 n 	 Tb 
[d(x , z)1 2 < E(xi 	
[ 
yo2 + 2 E(xi 	 E yo 2
[ 
	
(yi — zi) 2 	 E(yi — zi) 2 
n[ n 	 n 
= Y:(Xi yi) 2 + 2 E(xi — Yi) 2 	 E(Zi 	
2 
Yi) 2 	 E(Zi — Yi) 2 
i=1 	 i=1 
 
2 
E(zi — ± 
i=1 
= [d(x , + d(z,y)12 
E(zi — 
i=1 
Assim, d(x, z) < d(x, y) + d(z, y). Portanto, d é métrica em Rn. 
1D) di (X, y) = 	 lxi — yil 
dl (x , y) = E lxi — yd > 0, pois Ixi 
 — yj > 0, Vi = 1, 	 , n. Por outro lado, 
di (x, =0 <=> ix i — 	 = 0, i= 1,...,7Z 	 — 	 0, ou seja, xi = 
i = 1, 
	 , n, < 	 > x — y. Portanto, di(x, y) — 0 < 	 > x= y. 
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ii) di (x, z) 
	 (x, y) + di (z, y), Vx, y, z E gn 
di(w,z)= zj-zI=EIxj- yi + yi - zi  i=1 
	 i=i 
V‘ I iXi 	 Yil 
i=1 	 i=1
iyi - zil 
 
	
!xi - I + 	 - I 
i=i 
= (x, y) + di(z, ://) 
Assim, (x, z) < (x, y) di (z, y) 
Portanto, d1 é métrica em 
c) d2 (x, y) = max{lx i - yil, i = 1, 	 , n} 
1) d2 (x,y) = mdx{Ixi - Yi i = 1, ... ,n} > 0, pois lxi - yil > 0, i = 1, 	 ,n. Por 
outro lado, d2 (x, = 0 == inkc{ Ixi -yi 1, = 1, ... n} =- 0 
	 lxi -yi l = 0, 
i= 1, ...,n 	 xi - = 0, ou seja, x i = yi , i= 1, ...,n 
	 x = y. Portanto, 
d2(x, y) = 0 <=> x = y. 
d2 (x, 	 d2(x, y)+d2(z, y), Vx, y, z E R, d2 (x, z) = mdx{ lx i -zi l, i = 1, . , 
x,-z 	 xi 	 + 	 zii, i = 1, ... ,n 
Como ixi - > 0 e - y > 0 temos: 
maxfixi -yi l+ -zi I, i = 1, 	 , 	 = 'axfixi -yi I, i = 1, 	 , nl+nui-x{ lyi -zi 
i = 1, 	 , n} = max{ lxi - yil, i = 1, . . . n} + máx{ Izi - y4, i = 1, . . . , n}. 
Assim, d2(s, < d2(x, y) + d2(z,11). 
Portanto, d2 é métrica em R. 
O resultado seguinte fornece  uma comparação entre as métricas d, dl e d2 . 
Proposição 2. : Sejam d, dl e d2 as métricas definidas anteriormente. Quaisquer 
que sejam y E Rn, tem-se: 
d2(x,y) < d(x, 
	 (x, y) 	 n-d2(x, Y)- 
De fato: 
(a) d2(x,y) = naãxlixi - yi i, 1 _< 	 = ixi 
	
Para um certo j, (1 • j < n). 
d2(x, Y) = 	 I = -1(xi Yi) 2 5- \Axi yi) 2 + (x2 - Y2) 2 + • • • + (xn Yn) 2 = 
d(x, y). Portanto, d2(x, y) < d(x, 71) 
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(b) d(x , y) -\/(xi — yi)2 + (x2 — y2) 2 + • - - + (x. — y.) 2 
= 	 — 1 2 + 1 x2 — Y2I 2 + • • • + 1 x. — Y.1 2 
< 	 :7; - .7?I I -4- 	 Ix 1, 2 	 4- • A A A 	 Ty 	 y 4- -- 	 . 2 E Ix,— yd. 
	 — it 
4.1 
= 	 1 + • • • + lx„ — Y.1) 2 
— 1 + • • • + Ix. — Yn I di (X, ?A 
Portanto, d(x, y) < (x, Y)• 
(c) Ix i — 	 — y11, - • , Ixn — 	 1 < i < n. Assim, 
di (x, y) = Ix' — 1 + • • • + Ix. — Yrt I 
< ingx{ I xi — yi 1,1 < i n1+ • • - -k máxfIx i — yil,1 i < n} 
= 	 — yi l, 1 < i < 
	 = n.d2 (x, y) 
Portanto, (x, y) < 7-142(x, Y)- 
Logo, d2 (x, y) < d(x, y) < (x, y) < n.d2 (x, y). 
Exemplo 4: Métrica zero-um. 
Sejam M um conjunto qualquer e d:M x M 	 definida por; 
0, se x = y; 
d(x,y) = 
1, sexy. 
(1.2) 
Então d é uma função e valem; 
i) d(x, y) = O se x = y, por definição. Logo d(x , x) = O. 
ii) d(x, y) = 1 para x y, por definição. Como 1 > 0 temos que d(x,y) > 0 se 
y. 
iii) Se x y então d(x, x) O. Se x y então d(x,y) = 1, por definição. Também, 
y x 	 d(y, x) = 1. Logo, d(x,y) = d(y , x), Vx, y e M 
iv) d(x, z) < d(x, y) d(y, z) 	 Vx, y, z  E M 
a) Se x = z; d(x, = 0 < d(x, y) + d(y, z) 
b) Se x z, entdo d(x, = 1 
b.1) Se y = entdo y z. Neste caso d(x, = 1, d(x , y) = 0 e d(y, z) = 1, 
então d(x, z) < d(x, y) + d(y, z). 
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b.2) Se y = z entdo y x. Neste caso d(x, = 1, d(x, y) = 1 e d(y, z) = 0, 
então d(x,z) < d(x, y) + d(y,z). 
b.3) Se yOxe y Oz então d(x, = 1, d(x, y) = 1 e d(y, z) = 1, então 1 = 
d(x, z) 	 d(x, y) + d(y, z) = 2. Assim, d(x, z) _C d(x, + d(y, z),Vx, y, z E M. 
Portanto, d é métrica em M. 
Exemplo 5: Seja d:M xM —> R uma métrica. Verificaremos que: 
  
a)a( , y) = -Vd(x, y) 
d(x,y)  b)/3(x, y) =- 
1 + d(x,y) 
c)-y(x,y) = min{', d(x,y)} 
 
também são métricas em M. 
De fato: 
a) cx(x, y) = -Vd(x, y). 
a é função pois g(x) = N/i e d(x, y) são funções e d(x,y)> Vs, y 
 E M. 
    
i) ce(x , y) = -Vd(x,y) >. O Vx, y, pela própria definição. Por outro lado, a(x, y) = 
O 	 Vd(x,y) = O 	
 d(x,y) 	 O 	  x = y. Já  que d é métrica, 
a(x,y) = 0 	 x = y. 
ii) cx(z, z) = -Vd(x, z) < -Vd(x,y) + d(y, z) 	 -Vd(x,y) + Vd(y, z) = -Vd(x,y) + 
d(z,y) a(x,y) + a(z , y) Assim, a(x , z) < a(x,y) + a(z, y), x, y, z E M. 
Portanto, cx(x, y) = -‘,/d(x, y) é uma métrica em M. 
d(x, Y )  
= 	 d(x, Y) • 
	
13 é função pois d:Rx1R. 	 e g(x) = x são funções 
i) Como d(x, y) > O então 1 ± d(x, y) > O e portanto, 
d(x, y) > 0 
1 + d(x, y) (1.3) 
Por outro lado, 1.1(x, y) = O <=> d(x, = O <=> x = y. Assim, /3(x, y) = O 
= y. 
ii) 0(x, z) 0(x, y) + j1(z, y), Vx, y, z 
 E M. 
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Temos que mostrar que 
d(x,z)  <  d(x,y) 	 d(z,y)  
1 + d(x, z) — 1+ d(x,y) 	 1 + d(z,y) . 
Sabemos que d(x,z) 	 d(x,y) + d(z,y). Denotemos a = d(x,y), b = d(z, y) e 
c = d(x, z). 
a 	 b 	 a.(1+b)+b.(1+a) a+ab+ba+b 
1+a+ 1+ b 	 (1+a).(1+b) 
	 1+a+b+ab 
	 = 	 = 
	
a+b+ab 	 1+a+b+ab-1 
> 	 = 	  
— 1+a+b+ab 	 1+a+b+ab 
1 
=1 
1+a+b+ab>1+c+ab>1+c. 
A desigualdade acima vale pois a.b > O. Observe que c < a + b, pois d é uma 
métrica. Logo, 1+ a + b + ab > 1 + c ab > 1 + c. 
Assim, 
1 	 1 	 1 	 1 	 1 	 1 
>1 	  
1+a+b+ab— l+c 	 1+a+b+ab— 1+c -1 	  1+a+b+ab— 	 1+c 
Portanto, 
a 	 b 	 1 	 1+ c —1 
	  >1 	  1+a + 1+b — 	 1+c 	 1 + c 	 1 + c 
e mostramos a desigualdade desejada. Logo, 
d(x,y)  
fi(s ' Y)— 
 1 + d(x, y) 
é uma métrica em M. 
c) -y(x,y) = mintl,d(x,y)} 
Como o mínimo entre dois números é único então -y 
 é  função.  
i) Como d(x, y) > 0, isso implica que min{l, d(x, y)} > O. Por outro lado, 
7(x,y) = O <—> min{l,d(x,y)} O <--> d(x,y) = O x = y. 
Assim, -y(x, y) = 0 •==> x= 'y. 
1+a+b+ab 
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ii) 7(x, z) < -y(x,y) + 7(z, y) 
-y(x, y) + 7(z, y) = min{l, d(x, y)} + min{1, d(z, y)} 
= min{1 + 1,1 + d(x, 	 + d(z , y),d(x, + d(z, y)} 
Como 1 + 1 > 1, 1 + d(s, y) > 1, 1 + d(z, y) > 1 e d(x, y) + d(z, y) 	 d(x, z) 
temos que: 
mint]. + 1,1 + d(x, y), 1 + d(z, y), d(x, y) + d(z, y )} 	 d(x , z)} = -y(x , z). 
Assim, 7(x, z) < 7(x, y) + 7(z, 
 i)- 
Portanto,  7(x, y) é uma métrica em M.  
Observação 1.4. : O exemplo 5 mostra que a partir de uma métrica podemos obter 
três novas métricas. 
Exemplo 6: Por definição uma métrica é uma função de M x 	 Mas nem 
toda função é uma métrica. Exemplo de uma função que não é uma métrica em R. 
Seja d : R x 	 IR definida por d(x, y) = (x — y)2 . 
i) d(x, x) = (x — x) 2 = 0, portanto, d(x, x) = O. 
ii) d(x,y)> Opara x y pois (x —y) 2 0 e(x— y) 2 = 0  	 y = 0 <==>- 
x = y. 
iii) d(x, y) =(x — Y) 2 = (Y x) 2 = d(Y, x). 
A função cumpriu as três primeiras condições. Mas veremos que o item (iv) d(x, z) < 
(x,y)+ (y,z),VT,y,z E não valerá para qualquer x,y,z e R. 
Seja, por exemplo, x = 2, y = 4 e z = 5 
d(x , z) = (2 5)2 = (_3 )2 .= d(x, y) = (2— 
 4) 2 = ( -2) 2 = 4, d(Y, z) = (4—  5) 2 = 
(-1) 2 = 1. Se d(x, z) < (x, y) + (y, z)  então 9 < 4 + 1,ou seja, 9 <5 absurdo. 
Portanto, como a função não cumpriu a condição (iv) para qualquer x, y, z E 1R, 
d(x, y) = (x — y)2 não é uma métrica em R 
1.3 Subespaço e Métrica Induzida 
Seja (M, d) um espaço métrico, e seja S um subconjunto qualquer de M, com 
S O. Usando entre os elementos de S a mesma distância que eles possuíam como 
elementos de M, S pode ser considerado como espaço métrico. Neste caso S chama-se 
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subespaço de M e a métrica de S diz-se induzida pela de M. 
Exemplo 7: 
 Consideremos (le, d) com a métrica usual d (exemplo 2) e R como sub-
conjunto de J, ou seja, IR = {(x, 0); x E }. Observemos que a restrição de daRx 
coincide com a métrica de R(exemplo 1). De fato; d(x,y) = N/(x 	 _ y)2 ± (0 _ 0)2 = 
-V(x — y) 2 = x — y. Assim ) IR é um subespaço de 2  e a métrica de IR é induzida 
pela de R2 . 
1.4 Produto cartesiano de espaços métricos 
Sejam M e N dois espaços métricos, cujas métricas indicaremos pelo mesmo 
símbolo d. 
0 produto cartesiano MxNéo conjunto dos pares ordenados z = (x, y), onde 
xEMeyE N. Definindo a distância de z = (x, y) a z' = (x', y'), onde z, EMxN 
como sendo; 
d(z, z') = d(x, x ) 2 + d(y, y') 2 
ou d1 (z, z') = d(x, x') + d(y, y') 
ou d2 (z, z') = milx{d(x, x'), d(Y V)} 
temos uma métrica em M x N. 
De um modo geral,sejana M1 , M2, , M7 espaços métricos. O produto cartesia-
no M = Mi X M2 X - - • X M1 , é o conjunto das n-uplas x = (x1 , x2 ,. , x„), onde 
Xi E M1 , x2 E M2, , xn E Mn . Com qualquer uma das três métricas abaixo; 
a) d(x, 	 = -Vd(x i , yi) 2 ' • ' + d(x7i, Yn) 2 
b) di (x, y) = d(x1, Yi) + • • • + d(x., Yn) 
C) d2 (X, y) = máxId(x, , 	 , d(x., 
	
onde x = (x l , x2, - - , x.) e = Oh, Y2, - - Yn),M 
é um espaço métrico. 
Quando M1 = • • • = M = reobtemos o espaço euclidiano , como produto 
cartesiano de n cópias do espaço métrico IR. 
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Capitulo 2 
Exemplos Especiais de Espaços 
Métricos 
 
2.1 Espaços vetoriais normados 
Uma norma sobre um espaço vetorial E sobre R é uma função que associa a cada 
x E E um mimero real não negativo, indicado por 
 lix II: 
II ' II E 	 R+ 
x 	 ilxil 
de maneira que: 
N.1) lxii =  O <=> x = 0; 
N.2) jaxII = IallIxlI , VaEReVxE E; 
N.3) lix  +yll < lixil + lIII  Vs, y e E. 
Um espaço vetorial normado é um espaço vetorial sobre R dotado de uma norma, 
(E, 11 ' II)- 
Observação 2.1. A definiçdo de espaços vetoriais pode ser encontrada, por exemplo, 
na referência bibliográfica [3] . 
Proposição 3. A  função d:ExE -->18 definida por d(x,y) lix—yll é urna métrica 
em E. 
De fato; 
d(x , x) = l Ix — 	 = 11011 = 0, da definição N.1 acima. 
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EPai)2 = 	 A2(si)2 = 	 2 t(xi) 2 = Pti 	 (Xir = Pt! 114. 
i=1 	 i=1 
ii) d(x , y) = I Ix  — yll 0, pela definição de norma 
d(x, Y) = Ilx Yil = <=> x — y = <=> x = y, pela condição N.1. 
Portanto, se x L y então d(x,y) > O. 
iii) d(x,y) = Jjx — = 
	 y — x)11 = j — 	 — 	 = — x = d(y, x), usando 
a condição N.2. 
iv) d(x, 	 = 	
— zli = Fix — + — zii = 
	
— 	 lix Yli IlY 
	 = 
dx, y) + d(y, 
 , 	 usando a condição N.3. 
Logo, d é uma métrica em E. 
Observação 2.2. Da proposição 3 segue que, todo espaço vetorial normado é um 
espaço métrico. A métrica assim definida é dita proveniente da norma II 
2.1.1 Exemplos de espaços normados 
Exemplo 8: (1Rn, 11 • 11), onde 
E (Xi ) 2 , i=1 
para x = (x1 , ... ,x) E 
De fato; 
	
11 é uma função de 	 em R. Além disso, iixii = E > O. 
i=1 
N.1) 11x11 = O <=>- x = O. 
n 	 n 
112;11 = E(xi )2  = 0 .:=. E (x )2 = 0 .4. (x ) 2 = 0, vi = 1, . . 
 
-4—> x, — 0,Vi — 1, ...,n <—> x = O. 
N.2) I lAx11 =lAilixil , Vi Rn e A E it 
IlArll = 
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N.3) Ilx 	 5- 114 + 
Tb 
11 °E YI1 2 = E(X i Yi) 2 
i=1 
= E(Xti) 2  + E(xi)(yi) + E(yi)2 
i=1 	 i=1 	 i=1 [E (Xid 2 [t (Yid ± 
i=1 	 i=1 	 i=1 	 i=1 
n 
2 
= (1 1 x1I + 111111) 2 , 
pela desigualdade de Cauchy-Schwarz. 
Portanto, lix + yii 5_ 
Logo, (JW', • II) com !Ix!! = 1,/ 	 e` um espaço norrnado. 
Exemplo 9:  (Rn 
 li • li'), onde 
11X11 1 = E !xi! 
para x = (x1, 
	 , xn) E Ir. De fato; 11 • Ily R —> R é uma função e como !xi ! 	 0, 
ixi ! 	 0, ou seja, PI!' = O. 
i=1 
N.1) Ilx!!' =O 
	
f lxi=O 	 = 0, Vi --= 1,...,n -4==> xi = 0, 
Vi = 1, ...,n < 	 > x = O. 
N.2) liAx11 1 = 	 VX E 
	
Par = E 	 = E xxit = il xi — 
	
i= 1 	 i= 1 	 i= 1 
N.3) 114 ± 
Ti 
IIX Yll = E + 	 Eaxii + 	 E 'xi! + EiYii = 114 + 
i=1 	 i=1 	 i=1 
L 
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	Logo, (Rn, II in com 
	 = E ix, I é um espaço normado. 
i=1 
Exemplo 10: (Rn, jf•  ii"), onde 
fix li" 
para x = (x1 , . . , x E Rn 
De fato ; 
 li• 
	
R —> IR é uma função e como ixi f> 0, V1 < i < 
1411" = 	 0. 
N.1) fixii" = max{ixi i,1 <i < 	 =0 .4==> ixi i < lixiill = 0, 1 < i < n <•‘, ixi i = 
0, 1<i<n 	 xi =0,1<i<n <—›- x=0. 
N.2) liAxii" = lAilixii", VX E Rn e A E IR. 
= 	 1 < i < 
= 	 < i < 
=1Almáxfixil ,1 5 i 	 = 1A111x11"- 
N.3) Ilx +yll 	 Ilx11+ IIYII 
Como fix ± y il < 	 + 	 1 <i 71,1 
fx+yf < 
	
tyi l, 1 < < n temos 
mix{ I x  + 	 1 < i  < n} 5_ 	 + lYil, 1  < i < 
 n}. 
De xj f > 0 e f yi l > 0, VI < i < n segue que, máxflxl + l yi l,1 < i < 
max{ 'xi !, 1 <i < 	 + mix{ f yi i, 1 <i < 	 = 114 + livil  
	
. Portanto, lix, +Yll 
	 114 + 
Logo, (I, 
 fi • ii") corn lizil" = mix{ I si I 1  < < n} é um espaço normado. 
Observação 2.3. As métricas d, d l e d2 do exemplo 3 silo provenientes das normas 
li 	 li 	 e II ' II" acima. 
2.2 Espaços vetoriais com produto interno 
Seja E um espaço vetorial sobre Um produto interno em E é uma função que 
associa a cada pax ordenado (x, y) EExE um número real indicado por (x, y),ou 
seja: 
(.,.):ExE--> IR 
(x, Y) 	 (x, Y) 
de maneira que: 
= mix{ixi i, 1 i n} 
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i) (ax,y) = a(x,y), Vx,y E E; 
ii) (x, y) = (y, x), Vx, y E E; 
(x1 
 + x2, y) = (xi, + (x2, 0,  Vi i , x2 , y e E; 
iv) (x, x) > 0 sempre que x O. 
Um espaço vetorial E com (x, y) 	 (x, y) é um espaço vetorial com produto interno. 
Proposição 4. Em um espaço vetorial com produto interno, define-se a norma de 
um vetor x E E do seguinte modo: 114 = V(x,x). Mostremos que II • E x E --> R 
definida desta forma é de fato uma norma. 
De fato, pela própria definição, Ilxil 	 O. 
N.1) I Ix II = -V(x, x) = O 	 (x, x) = O -#=> x = 0, pela definição (iv) acima. 
N.2) Ilax11 =- V(ax, ax) = Va(x, ax) = -Va(ax, x) = Va2 (x, x) = lal 1/(x, x) = 
Va E I e x E E, por (0 e (ii) acima. 
N.3) Para mostrarmos que 4+0 < Ilx11+11y11 vamos usar a desigualdade de Cauchy-
Schwarz que mostraremos primeiro. A desigualdade de Cauchy-Schwarz é a 
seguinte: 1(x, y) I < 11x1111Y11 Vx, y e E. 
Demonstração. Se x = y = O nada a fazer. 
Se não, sejam x 00e y00 e aE lit 
(ay, x) + (ay, ay) = 411 2 + (ay, + a(x, y) + a(y, ay) = Ilx11 2 + a(y, x) + a (x, y) + 
a2 KY, 	 = 114 2 + a(x)y) + a(x, y) + a2 11Y11 = 11x11 2 + 2a(x, + a2 11Y11- 
Assim, temos um trinômio do segundo grau em a cujo valor é sempre não negativo, 
o que equivale a: 
= 4 (x, :1 ) 2 	 4 11x11 2 11Y11 2  <O 	 (x, Y) 2 < 1 11 2 11Y11 2 e  então  1(x, 	 < 11x1111Y11. 	 El 
Agora provaremos 
	 + Yll 
	
11x11 + 11Y11, Vx, y E E. 
+ Y11 2 --= (x + y, x + = (x, + 2(x, y) + (y y) 
=1142 + 2(E,Y) +1102 111 11 2 + 2 1(x,Y)i +be 
-11x11 2 + 2 11411Y11+11Y11 2 = 	 + lY11) 2 
Portanto, Ilx + Yll 	 llz + 
Todo espaço vetorial com produto interno é um espaço vetorial norrnado onde 
d(x, y) = 'Ix till e, portanto, é também um espaço métrico. 
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2.3 Espaços de funções reais limitadas 
Seja X um conjunto não vazio. Indicamos por .F(X;R) o conjunto de todas as 
funções f : X —> lit 
Dado um conjunto X 0, uma função real f : X —> R é chamada limitada se 
existe k > 0, k E l tal que If(x)1<k,Vx E X. 
O conjunto das funções limitadas é indicado por B(X; ). 
Definição 2.1. Para quaisquer funções f, g E Y(X;Ift.) e qualquer a E IR temos; 
( f + g)(x) = f(s) + g(x), Vs E X 
p) (cxf)(s) = af(x) Vs E X. 
Com estas operações, ,F(X; 	 tem estrutura de espaço vetorial. 
Proposição 5. 0 conjunto B(X;R) é um subspaço vetorial de ,F(X;R). 
De fato; 
Seja 0 a ftinção nula, ou seja, 0(x) = 0, Vs e X. Como para qualquer k E IR, k>  
temos 10(x)i = O < k, Vs  e X  então O EB(X;R). 
s) f E B(X ; ) 	 If (x)1 < k, para algum k E i , k> 0, Vs E X. 
g E B(X;R) = ig(x)1< c, para algum C E IR, c > 0, VS E X. 
(f  + g)(s)I =-- !As) + g(x)1 < (x)I + Ig(s)1 <k + c, Vs E X 
Como k+ c > 0, f + g E B(X;R). 
p) (af)(x)1 = laf(x)I =lailf(x)1 < ialk, Vs E X.  
Sea = 0 então Of O e já, vimos que O E B(X;R).  Sea L  O então jai >0 e 
assim 1(4 > O. 
Portanto, se f E B(X; R) então af e B(X; 7 ) . 
Assim, B(X; 	 um subespaço vetorial de T(X; ). 
Agora, definimos: 
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fII suP{If(x)1: x e XI 
Observe que se f E B(X; ),  O _ < lif 
 II  <oc e o sup de um conjunto é único. 
Proposição 6. A funçcio II • : B(X;R) R+ 
f -4 
 11f11 
uma norma e assim B(X;  R é um espaço vetorial nomad°. 
De fato; 
N. 1 ) II f II = sup{lf(x)1 : x E X} = O <—> If(s)1 = 0, Vs E X -<=>- f(x) = 0, 
Vs E X, <=> f a O. 
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N.2) = sulpflaf(x)1 : x E 	 = suPflallf(x)1 : x E )0- = 	 sugf (x)I : x E 
X} 
 = laIllf11, Va  E X, Vf E 13(X; R). 
N.3) Dadas f, g e B(x; ), para qualquer x E X tern-se; 
l(f +0(4 = (x) + g(x)1 	 (x)I + Ig(x)i suP{If (x)i : x E 1it}+suplig(x)1 : 
x E 11, Vx E X. 
Assim, sup{Rf +9)(s)i : x E X} < supflf(x)1 : x E 	 + suplig(x)1 : x E 
Ou seja, 11f +  g 	 If 
 + 11g11. 
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Capitulo 3 
Bolas e Esferas 
3.1 Definições e exemplos 
Seja M um espaço métrico e a um ponto pertencente a M. Dada um número real 
r > 0, definimos: 
i) a bola aberta de centro a e raio r, denotada por B(a, r), como o conjunto dos 
pontos de M cuja distância ao ponto a é menor do que r, ou seja, B(a,r) = 
Ix e /14/c/(x, a) < 71. 
ii) a bola fechada de centro a e raio r, denotada por B[a, ri, como o conjunto dos 
pontos de M cuja distância ao ponto a é menor ou igual do que r, ou seja, 
B[a,r1= Ix E M/d(x, 	 r). 
iii) a esfera de centro a e raio r, denotada por S (a, r),_ como o conjunto dos pontos de 
M cuja distancia ao ponto a é igual a r, ou seja, S(a,r) = tx E M/d(x, a) = 71. 
Observe que, B[a,, 
 ri = B(a,r)U S(a,r), sendo a reunido disjunta. 
Quando a métrica d provem de uma norma no espaço vetorial E, podemos escre-
ver: 
B(a, r) = fx E 	 — all < r}, 
B[a,r) = is E E/Ilx — all 
S(a,r) = tx E Ef 
 z  — all = 
Exentplo 11: Com a métrica usual da reta, para todo a ERe todo r > 0, a 
bola aberta B(a, r) é o intervalo aberto (a — r, a + r), pois lx — al < r equivale a, 
—r < x — a < r, ou seja, a—r <x <r+ a. Analogamente, a bola fechada B[a,r1 é o 
intervalo fechado [a — r, a + rJ e a esfera S(a, r) tem apenas os pontos a—re a+ r. 
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Exempla 12: Seja M um espaço métrico. Sc M está munido da métrica zero-
um então, para todo a E M, se r > 1 tem-se B(a,r) = B[a,r1 M e se r <1 tern-se 
B (a, r) = B[a, T.] = {a} pois d(x , z) = 0 e c/(x, y) = 1 se x y, Vx, y, E M. Por outro 
lado, se r = 1 a bola aberta B(a, r) = {a} e a bola fechada B[a, r} =  M. Assim, se 
r 0 1, S (a, r) = O e se T = 1, S(a,1) = M — {a} . 
Exempla 13: No plano R2 , 
i) usando a métrica usual: 
B (a, r) = ((x1 , x 2) E 122/ciaxi, z2), 
	
az)) < r} Observe que, 
d((xi, x2), (a1, a2 )) = -V(xl — a1) 2 + (x2 — a2 ) 2 < r 
< 	 > (xi — a1) 2 + (z2 — a2) 2 < r2 , 
o interior de um circulo de centro a = (a 1 , a2) e raio r. 
ii) usando a métrica 	 T2), 
	 y2)) 
	
Xi 
 — Yi + lz2 Y2I 
B (a, r) = {(x i , x 2) E 722/daz1, x2), (ai a2)) <T.} 
d((x i , x2), (a i , a2)) = Ixi — ail + [x2 — a21 <r queé o interior de um quadrado 
de centro a = (ai, a2) e diagonals de comprimento 2r, paralelas aos eixos. 
iii) usando a métrica d2((xi,s2), 
	 yz)) = Inúx{! — Yi1,1x2 Y21} 
B (a, r) = {(x l , x2) E R2 /d((x 1 ,x2), (a l , a5)) < r} 
	
dazi, z2), (al, a2)) máxtrx i 	 lx2—a2I1 <r 	 <r e 1x2 —a2 1 < r 
que é o interior de um quadrado de centro a = 
 (ai, a2) e lados de comprimento 
2r, paralelos aos eixos. 
Exempla 14: Sejam f E BGa, bb 	 e Bf.f,rJ = 	 E B({ci,b),R))/d(f,g) 5_ r a 
bola fechada na métrica d( f , g) = sup(' f (x) — g(x) I : x E [a, b]} . A condição para que 
g e B([a, l'') pertença bola fechada B[f, é. que supfl f (x) — g(x) : x E [a, bp r, 
ou seja, I f — g(x) I r, Vx E [a, I)]. 
Geometricamente: 
Consideremos G(f) = {(x, f (x)) E R2 / x E [a,17}}. Como If (x) —y1 =ly— f (x) r 
—r < y — 1(x) < r f (x) — r < y < f (x) + r, Vx E {a, b} então G(g) = {(x,g(x)) E 
1[8.2 / x E [a, b]} está contido numa faixa de amplitude 2r em torno de G(f). 
Agora, para que g E B(f, r), If (x) — g(x)1 < r, Vx E [a, b], geometricamente, G (g) 
está contido numa "faixa aberta"de amplitude 2r em torno de G(f). 
Exempla 15: Seja X um subespago do espaço métrico M, com a métrica induzida 
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de M. Para cada ponto a E X e cada r > 0, seja Bx (a, r) a bola aberta de centro a e 
raio r em X.  Então B x (a, r) = B (a, r) n X, 
 onde B(a, r) é bola aberta de centro a e 
raio r no espaço M. Analogamente, Bx [a, r] = B[a, 
 r n X e Sx (a, r) = S (a, r) n X.  
Por exemplo, sejam M = 2 eX--=-1(x 1 ,x2)Elle/x2 > 01 o semi-plano superior 
incluindo o eixo horizontal, seja também B((0, 0), 1) = {(x 1 , x2) E R2 /x1 2 x 2 2 < 1} 
a bola aberta de centro na origem e raio 1. A bola R((O, 0), 1) = {(x 1 , x2) E 
R2412 ± x22 < 1, x2 > 0} = B((0, 0)4) fl X. 
A bola Bx((0, 0), 1) é um meio-disco aberto, incluindo seu diâmetro no eixo. 
Outro exemplo: Sejam M = R, com a métrica usual, e X -= [2, 5]. Então a 
bola Bx (2,1) = [2, 3[= B(2, 1) n [2, 5]. 
Exemplo 16: No produto cartesiano M = M1 x-•• x Mn , tomemos a métrica 
d(x,y) = mix[d(x i ,yi ), 1 < i < n} , onde x = (x 1 , 	 , xi, . ,x,) e 
ii = , ,y , . . • , Yu) Então todas as bolas em M são produtos cartesianos de bolas 
nos fatores M , 1 < i < n: 
B (a, r) = B (ai , x • • • x B (an , r) e 
B[a, T.] = B[ai ,r] x ••- x B[an,r], 
onde a = (ai , 	 , an). 
Assim, por exemplo, tomando em R2 a métrica 
d((x i , x2), (Yi, Y2)) = mgx{d(xi, 
	 d(x2, Y2)}, a bola fechada de centro (a, b) e raio r 
é o quadrado [a — r, a + r] x [b — r,b r]. 
Em 11' 3 = Rx R x I a métrica andloga faz com que as bolas sejam cubos 
com arestas paralelas aos eixos. Por outro lado, se pensamos o R3 como o pro-
duto R2 x 11' onde 2 tem a métrica euclidiana e tomarmos em I a distancia 
d((x,t), (y, s)) = ingx{d(x, y), d(t,$)} com r , y E e t,s E , as bolas corres-
pondentes serão cilindros de base circular e altura paralela ao eixo vertical. 
Proposição 7. Dados dois pontos distintos a e b num espaço métrico M, existem 
bolas abertas de centro em a e b disjuntas. 
Demonstraçdo. Sejam a e b pontos distintos. Então d(a,b) > O. Sejam r > O e 
s > 0 tais que r + s < d(a,b). Por exemplo, tomando r = d(a4,b) e s = d(a4,b)  
Vamos mostrar que B(a, r) n s(b, s) = 0. Vamos supor que B(a,r) n s) 0. 
Seja x E B(a,r) n B(b, s). Então x E B (a, r) e x E B(b, s) e assim, d(x, a) < r e 
d(a4,b) 	 4, 2, d(x,b) < s. Da, d(a,b) < d(x, a) ± d(x,b) < r s < 	 d(ab) = d(a1) < d(a, b).  
Absurdo. Portanto, B (a, r) n B (b, = 0. 
	
I=1 
Coroldrio:  Se r s < d(a,b), na demonstração da, proposição, então as bolas fechadas 
B[a, r] e B[b, são disjuntas, ou seja,B[a, r] n B[b, sJ = 0. 
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De fato; Vamos supor que B[a,r] n B[b, si 0 0. Seja x E B[a,r n B[b, 	 Então 
x E B[a,r] e x E B[b, 8] e assim, d(x,a)< r e d(x,b) < s. 
Dai, d(a,b) < d(x, a) + d(x,b) < r s < d(a,b). Absurdo. 
Portanto,B[a, T.] n B[b, = 0. 
3.2 Espaço métrico discreto 
Seja M um espaço métrico. Um ponto a E M chama-se um ponto isolado de M 
quando existe r > 0 tal que B(a,r) = tab ou seja quando ele é uma bola aberta em 
M. Assim, um ponto a E M Liao é isolado quado para todo r > O pode-se encontrar 
x E M, x 0 a tal que x E B(a,r), ou• seja, O < d(x, a) < r. 
Exemplo 17: Seja N = {0,1, 2, ...} o conjunto dos niimeros inteiros não negativos 
com a métrica induzida pela métrica usual da reta. Todo ponto n de N é isolado pois, 
tomando r = vemos que se x ENé tal que x E B(n,, então Ix — ni < e assim 
x = n. Portanto, B(n, 4) = {n}. 
Exemplo 18: Seja E um espaço vetorial normado diferente de {0}. Nenhum ponto 
de E é isolado. De fato, dados aEEer> 0, mostraremos que a bola B(a, r) contém 
um elemento x 0 a. Como E 0 {O}, seja y 0 em E. Tomando z = 
—211rullY temos 
 
z E E, z¡Oe0< zI =..il r yil = 4010 = < r. Logo, x = a+z é tal que 21 1y  
° < x — al = Iz1 < r.  Então encontramos x 0 a tal quex E B(a,r). Portanto, a não 
isolado e isso vale para todo ponto de E. 
Exemplo 19: Seja M um espaço métrico com a métrica zero-um. Mostraremos 
que todo ponto de M é isolado. 
Como vimos anteriormente (exemplo 17) para todo r < 1, B(a,r)= {O. Assim,para 
todo ponto a E M, basta tomar r E ill de maneira que O < r < 1 que teremos 
B(a, r) = {a}. 0 que mostra que a é isolado. 
Um espaço métrico M chama-se discreto se todo ponto de M é isolado. Por 
exemplo, um espaço métrico com a métrica zero-um e o conjunto N com a métrica 
induzida da reta são espaços métricos discretos. 
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3.3 Conjuntos limitados 
Um conjunto X 0 contido num espaço 
 métrico M chama-se limitado quando 
existe urna constante k > O tal que d(x,y) < k para quaisquer x,y E X. 0 menor 
desses números k será chamado de diâmetro de X.  Se x, y e X implica d(x, y) < k 
então k é uma cota superior do conjunto das distâncias d(x,y) entre os pontos de X. 
A menor das cotas superiores de um conjunto de 
 números reais chama-se o supremo 
desse conjunto. Logo, podemos definir o diâmetro de um conjunto limitado X C M 
como o número real: 
diam(X) = sup{d(x, y); x, y E X}. 
Quando X não é limitado escrevemos diam(X) = oo. Isto significa que, para todo 
k E 111, exi.xtem pontos x, y E X tais que d(x, y) > k. 
Proposição 8. Se X é limitado eOOYCX então Y também é limitado, valendo 
diam(Y) < diarri(X). 
Demonstração. X é limitado então existe c > 0 tal que d(x, y) < c, Vx, y E X. 
Sejam x,y E Y. Como Y C X então x, y E X. Logo, d(x, < c. Portanto, 
Y é limitado. Como Y C X, {d(x, y); x, y E Y} c {d(x, y); x, y E X}. Logo, 
sup{d(x, y); x, y e Y} < sup{ d(x, y); x, y e X}. Portanto, diam(Y) < diam(X). 
3.3.1 Exemplos de conjuntos limitados 
Exemplo 20: Toda bola B(a,r), num espaço métrico, é um conjunto limitado e 
seu diâmetro não excede 2r. De fato, dados dois pontos x, y E B (a, r) temos que 
d(x, a) <r e d(y, a) < r. Pela desigualdade triangular d(x, y) < d(x, a) + d(a,y) < 
r + r = 2r. Analogamente para a bola B[a,r]. Como B[a,r] = B(a,r)U S (a, r) então 
S (a, r) também é limitada. 
Exemplo 21: Um conjunto finito de pontos, num espaço métrico, é sempre li-
mitado. 
De fato, sejam {x1, x2, ..., x i,} um conjunto finito de pontos e d(xi, yi) = kip Seja 
k = max (k;1 < j < n} . Portanto d(xi, yi) < k, Vi, j,1 < j < n. 
Exemplo 22: Alguns espaços métricos são limitados, ou seja, o espaço métrico 
todo é limitado. Basta considerar um subconjunto limitado num  espaço métrico (li-
mitado ou não) num espaço métrico, com métrica induzida. Por exemplo, M = e 
X = (a, b), o intervalo aberto. Então (a, b) C B (a, d(a,b)), como a bola B(a, d(a, b)) 
é limitada (a, b) também é limitado. 
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Exemplo 2 9: Um espaço vetorial normado E 0 {0}, com a métrica provenien-
te de sua norma, nunca é limitado. De fato, Como E L (0}, seja x L 0 em E. Dado 
k > 0, tomando y = 2k ivt, temos 11Y11 = 112k i*II = — :11114 = 2k > k. Portanto, 
para todo k E R, y, 0 E E, são tais que d(y, 0) = jJy > k, o que mostra que E lido é 
limitado. 
Proposição 9. Se A e B são conjuntos limitados de um espaço métrico, 
 então AUB 
limitado. 
Demonstração. Se A = O ou B = O nada a fazer. Se não, fixemos um 
 ponto a E A 
e um ponto b e B. Como A e B são limitados existem k1 > 0 e k2 > 0 tal que 
d(x, y) < ki , Vx, y E A d(y, x) < k2 , Vx, y E B. Em particular, d(x, a) < ki, Vx E A e 
d(y, < k2 , Vy E B. Assim, fazendo k = k1 + k2 + d(a, b) temos, para qualquer x E A 
e y E B, d(x,y) d(z, + d(a, y) 5_ ci(z, a) + d(a,b) +d(Y,b) 5_ ki+ d(a,b) + k2 = k. 
Logo d(x, y) k para todo x, yEAU B. Portanto, AUBe limitado. 	 CI 
Proposição 10. Um subconjunto X de um espaço 
 métrico M é limitado se, e so-
mente se,  está contido em alguma bola de M. 
Demonstração. Se X c B(a,r) então X é limitado e tem diâmetro < 2r, como vimos 
no exemplo 20. Reciprocamente. Seja X limitado. Se X é  vazio, X está contido em 
qualquer bola. Se X não é vazio, tomando qualquer a e X, existe k > 0 tal que 
d(a, x) < k para todo x E X, como na demostração da proposição 10, anterior. Logo 
X c B[a, kJ c B(a,2k). 
3.4 Espaço vetorial das funções limitadas 
Generalizando o exemplo de espaços de funções reais limitadas. 
Sejam X um conjunto arbitrário e M um espaço métrico. Uma aplicação f : 
X —> M chama-se limitada quando sua imagem f (X) é um subconjunto limitado de 
M. 
Observação 3.1. Pela definição de conjunto limitado, • é limitada se existe k > 
tal que d(f (x), f (y)) k, Vx, y € X 
Exemplo 24: A função f : JR —> IR, definida por f (x) = 	 é limitada porque 
f (R) = (0,1]. Mas a função g I  -4 I'' definida por g(x) ,--- x 2 não é limitada pois 
q(R) = [0 , oo) _ 
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Sejam X um conjunto qualquer e M um espaço métrico. A notação B(X, M) 
indica o conjunto das funções limitadas f : X —> M 
Dadas f,  g E B(X, M), 1(X) e g(X) são subconjuntos limitados de M e além disso 
f (X) U g(X) C M é limitado, pela proposição 10. 
Logo, o conjunto das distâncias d(f (x),g(x)), x e X, é formado de 
números reais > 0 e é limitado. Assim, podemos defluir a distância entre duas funções 
limitadas f, g : X —> M como: 
d( f , g) =-- sup d( f (x), g(x)). 
xex 
Com isso, obtemos uma métrica em B(X, M) a qual chamamos 
métrica da convergência uniforme ou métrica do sup. 
Proposição 11. Se E é um espaço vetorial normado enttio I3(X; E) é urn espaço 
vetorial normado. 
Demonstraçdo. (a) É claro que a função nula está em B(X; E). 	 Vamos verificar 
que, para qualquer LgE13(X, E) e E Ill, as funções f +g :X-->EeAf:X-->Esão 
limitadas e com isso B(X, E) é um espaço vetorial em relação as operações naturais. 
i) f-fg:X-4E6 limitado. 
f : X E, f é limitada em X outdo f (X) é limitado em E. 
g : X E, g é limitada em X  então g(X) é limitado em E. 
Corno a soma de dois conjuntos limitados é limitada então 1(X) ± g(X) c E é 
limitado e portanto, f + g é limitada ef+gc B(X, E). 
ii) Af:X—>E6 limitada. 
f : X -÷ E, f é limitada em X e f (X) é limitado em E. 
f (X) é limitado em E então Af é limitado e portanto, Af c B(X, E). 
(b) Ilf11=  sup  If(E)I é uma norma em B(X; E) 
xEX 
Observação 3.2. A métrica do sup ern B(X; E) provém da norma Ilfll = suPlf(x)l- 
zEic 
Assim, podemos escrever Ilf — gli em vez de d(f, g). 
Se considerarmos o conjunto T(X; M) de todas as funções 
f : X 	 M, onde X é um conjunto qualquer e M um espaço métrico, há funções 
f,g:X—>Mque não são limitadas e a métrica do sup não tem sentido. Neste caso, 
escreveremos d(f,  , g) = +co. 
Quando o eonjunto fd(f(x), g(x)); x E X} for limitado escreveremos d(f,  , g) < 
+co. 
A relação d( f , g) < +00 é uma relação de equivalência e uma classe de equivalência 
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de f : X 	 M qualquer é o conjunto 131(X; M) = fg : X —> M, d(f, 
 , g) < +col é 
formado pelas funções limitadas que es -a° a urna distância finita de f. 
Dadas 1,9  : X -4 M, tem-se d(f , < +pc 	 g E Bf (X; M) < 	 > 
f E Bg (X;M) <=> Bf(X;M) = Bg (X;M) 
Assim, definindo d(g , h) como d(g, h) = sup d(g(x),h(x)), Vg, h E 13f (X; M), 
woc 
o conjunto Bf (X; M) tem uma estrutura de espaço métrico pois 
d(g, h) < d(g, f) + d(f , < +co. 
Observação 3.3. (1) Uma aplicação f X -4 M é limitada se, e somente se, sua 
imagem está contida numa bola B(a,r) C M. Isto significa que d(f (x), a) < r, 
Vx E X e, portanto, f E B a (X;M), onde a:X —Mea função constante igual 
a a. 
(2) Quando o espaço métrico M é limitado, tem-se (X ; M) 	 13(X; M), pois 
f C M será  limitado, para toda f e .F(X; M). 
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Capitulo 4 
Limites de seqüências 
4.1 Seqüências 
Uma seqüência num conjunto M é uma função x N —> M, definida no con-
junto N = {1, 2, 3, ... } dos número naturais e tomando valores no conjunto M. O 
valor x(n), para n E N, será representado por xn e chamado o termo de ordem n ou 
n-esimo termo da seqüência. 
Usaremos a notação (xn) para representar uma seqüência e a notação {x n ; n E NI 
para representar o conjunto dos valores da seqüência. 
Por exemplo, se definirmos w : N —> R pondo x = (-1)n  então obtemos a 
seqüência (-1, 1, —1, 1, _ ), cujo conjunto de valores é {-1, 1)_ 
Quando a seqüência for injetiva, isto e, se m 	 n implicar em x n, 
	
x , dire- 
mos que ela é uma seqüência de termos dois a dois distintos. 
Uma subseqüência da seqüência (xn ) é uma restrição de n xn a um subconjunto 
infinito N' = tn1 <n2 < • • < n,k < .} de N. A subseqüência será indicada por 
(x„,). 
4.2 Seqüências limitadas 
Urna seqüência (x n) no espaço métrico M é limitada quando existe k > 
 O tal que 
d(„,, xn) < k para quaisquer m, n e N. 
Quando uma seqüência (x n) não é limitada, diz-se que ela é ilimitada. 
Observação 4.1. Como a seqüência é uma função, é claro que o conceito de seqüência 
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limitada coincide com o de 
 função limitada. Assim, toda subseqüência de uma seqüência 
limitada também é limitada. 
4.2.1 Exemplos de seqüências limitadas 
Exemplo 25: Seja M = I , seqüência (x„) definida por x„ = 	 Então (x„) é 
limitada pois d(1, 	 < 1, Vn, m e N. 
Exemplo 26: Seja M = IR, a seqüência (x„) definida por x, = (-1)n.  Então 
(x n) é limitada pois d(x n ,x,n) = O ou d(x n ,x,n) = 2. 
4.3 Limite de uma seqüência 
Seja (x n) uma seqüência num espaço métrico M. Dizemos que o ponto a EM6 
limite da seqüência (x n), denot ado por a = lim xn , se VE > O podemos obter no E N 
tal que n > no = d(x n , a) < E. 
Quando existe a = lim x„, a E Al,  dizemos que a seqüência (x„) é convergente em M 
e converge para a E M. 
Se não existe lim x n em M, dizemos que a seqüência (xn) é divergente em M, ou 
não converge em M. 
Como M é espaço métrico, um x„ = a se, e somente se, toda bola de centro a 
e raio E. > 0, B(a, 6), contém infintos valores xn , com exceção de um número finito 
deles. 
4.3.1 Exemplos de seqüências convergentes 
Exemplo 27: Toda seqüência constante, x n = a, é convergente e converge para a. 
De fato, para todo e > O e todo n E N, d(x n , a) = d(a, a) = O  < E. Portanto, 
lim x n = a. 
Exemplo 28:Seqüências de Números Reais. 
Sabemos que uma seqüência (x n) de números reais e: 
(i) Crescente, se x i <x2 < - • • < x,  < . . . , ou seja, xn <x, Vn > 1; 
(ii) Decrescente, se x1 > x2 > • • > x,,.> 	 , ou seja, xn > xn+1, Vn > 1; 
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(iii) Não-decrescente, se x1 < x2 < - • < x„ < 	 ou seja, x„ <x11 , Vn > 1; 
(iv) Não-crescente, se xi > x2 > 
	
> :z;n >•, ou seja, x n > xn+i, Vn > 1. 
Qualquer seqüência de termos reais cuja ordem satisfaça uma das acima definida, é 
chamada de monótona. 
Afirmação: Toda seqüência monótona limitada de números reais é convergente. 
Demonstração. Consideremos o caso crescente, ou seja, (x n) uma seqüência crescente 
limitada de números reais. Do fato da seqüência ser limitada, sup {x n , n E NI <+o0. 
Seja a = sup {x„}. Afirmamos que a = lim x,. Com efeito, dado e > 0, o número 
a — e não é cota superior do conjunto dos valores de x n , pois é menor do que a. Logo, 
existe no tal que a — 6 < X „0 < a . Como xi < x2 < • - < < temos que 
a — E < X no <Xn <a<a±e, ou seja, a — e < xn < a+ e, Vn > no. 
Portanto a = lim x n . Analogamente prova-se a proposição para os outros tipos de 
seqüências monótonas. 
Exemplo de seqüência não convergente. 
Se o espaço métrico M possui pelo menos dois pontos distintos a e b, então existem 
em M seqüências divergentes. Basta tomar (x n) tal que x2n+1 = a e x2n = b. Nenhum 
ponto c e M pode ser limite da seqüência (a, b, a, b, a, . . .) assim obtida. De fato, se 
tomarmos e = d(a2'b) , a bola aberta de centro c e raio e não conterá ambos os termos 
a e b. Portanto, não existe no tal que x n e B(c,e), Vn > no. 
Proposição 12. Toda seqüência convergente é limitada. 
Demonstração. Sejam (x n) uma seqüência convergente e a = lim xn . Dado E > O 
existe no E N tal que 71 > no xn E B(a, e). Em particular, para e = 1 a bola 
B(a, 1) conem uma infinidade de pontos da seqüência, com exceção de um número 
finito de pontos, a saber, {xi, x2, , x no }. O conjunto de elementos da seqüência está 
contido no conjunto A = {x 1 , X2,. . , x„, 0 }U B(a,1). Como {x1, x2,...,x„0 } e B(a, 1) 
são conjuntos limitados, A também é limitado e assim, a seqüência é limitada. El 
Observação 4.2. A reciproca não 6 verdadeira. Por exemplo, a seqüência de nümeros 
reais xn = (-1)” 6. limitada (exemplo 26) mas não é convergente. 
Proposição 13 (Unicidade do limite). Uma seqüência não pode convergir para 
dois limites diferentes. 
Demonstração. Seja (xn) uma seqüência convergente em um espaço métrico M. Su- 
ponhamos que limxn a e lim x n = b, com a b. Como lim x n = a então dado E>  O 
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existe ni tal que n > n1 
	 d(x„,a) < e. Como um x„ = b então dado e> O  existe 
j_1(1 a2,I n2 tal que n > n2 
	
d(xn , a) < e. Em particular, para e = 	 tomando no 
mixtni, n2} temos que, Vn > no, d(a,b) < d(x„, a) + d(x„, <e -+ E 26 = d(a,b). 
O que é absurdo. Portanto, a = b, ou seja, lim xn é único. 
Proposição 14. Se lim x„ = a então toda subseqüência de (x„) converge paru a. 
Demonstração. Seja (x nk ) uma subseqüência de (xn). Como a = lim xn, V6 > O existe 
no tal que n > no = d(xn , a) < E. Seja Ni = (n1 < n2 < • < nk < ...). Para 
no existe nko tal que n > no. Se k > ko então nk > nko . Como nko > no então  
d(x„k , e,Vn k > nko . Portanto, lim xnk = lim x n = a. 
Corolário 1: Se lim xn = a então Vp e N tem-se um xn±p = a. 
De fato, observe que, (x„+p) = (x Tort , x„+2, ) é uma subseqüência de (x„). Como 
um xn = a, pela Proposição 14,  um xn±p a. 
Corolário 2: Se lim xn = a 	 b então existe no e N tal que n > no implica 
xn 0 b. 
De fato, vamos provar por redução ao absurdo. Para todo k e N existe nk tal que 
nk > n x nk = b. Os indices nk e N formam um conjunto infinito e então a sub-
seqüência constante (x„k ) converge para b, ou seja, lim x„k = b, diferente de a = lim x„, 
o que é absurdo, pois pela Proposição 14, todas as subseqüências de (xn ) convergem 
para a. 
Proposição 15. Se uma seqüência (x n) possui duas subseqüências que convergem 
para limites distintos, então ela é divergente. 
Demonstração. Se existisse a = lim xn então, pela proposição 14, toda subseqüência 
de (x„) convergiria para a. Logo, não possuiria duas subseqüências convergindo para 
limites distintos. 
Proposição 16. Um ponto a, num espaço métrico M, é limite de uma subseqüência 
de (x n) se, e somente se, toda bola aberta de centro a contém termos x n com índices 
arbitrariamente grandes. 
Demonstração. Dada uma subseqüência (xn1 , 	 . , Ink , . . .) convergente para a, 
para dado e > O existe ko E N tal que k > ko implica xn, E B (a, e). Como o conjunto 
N' = Ini <2 < • • • < nk < I, então temos infintos termos xn, E B(a,E). Em 
particular x„, são termos da seqüência (x„). Logo, toda bola aberta de centro a 
contem termos xn com indices arbitrariamente grandes, a saber, todos os indices nk 
com k> ko• 
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Reciprocamente, suponhamos que toda bola aberta de centro a contenha termos x„ 
com indices arbitrariamente grandes. Sejam e = e 	 Esta bola contém 
infinitos termos x„ com indices n arbitrariamente grandes. Seja x E B(a, 
	 Sejam 
E = e B(a, 	 pela mesma razão, seja x 2 E B(a,;1) e podemos escolher x l 0 x2 . 
De maneira geral, para e 	 a bola B(a,,) contém um elemento x n e podemos 
supor que xi 0 x1 , 	 1, . , n. Assim, contruimos uma seqüência (x„) tal que 
d(x„, a) < 
	 = e. Logo, lim xn = a e, pela proposição 14, toda subseqüência da 
seqüência (x ) converge para a, ou seja, fim x nk = a. 
Consideremos no  espaço métrico MxN a métrica d(z, z') = Vd(x, 	 + d(y, y') 2 , 
onde z = (x, y) e z' = (x', y'). 
Proposição 17. Uma seqüência de pontos z„ =  (x, y) no  produto cartesiano MxN 
de espaços métricos, converge para o ponto  e =  (a, b) E MxN se, e somente se, 
limx„ = a em M e limy = b em N. 
Demonstração. Por hipótese, lim z71 = c,  ou seja, lim(xn , y„) = (a, b). Logo, que dado 
> O existe n0 tal que n > 	 d((x n , yn), (a, b)) < e. 
d((x n ,yn),(a,0) = ,Vd(x„, a)2 d(y„, 	 < E = d(x„, 	 + d(yn , 	 < e , ou seja, 
< e2 e d(y„, 	 < e2 . Como d(x„, a) > O e d(y„, b) > 
 O  então d(x„, a) < e e 
d(y„, b) <e,  Vn > no . Portanto, lim x„ = a e limy„ = b 
Reciprocamente, se um x, = a então para E > O existe n1 tal que n > n1 
d(x„, a) < 	 e se um y„ = b existe n2 tal que n> n2 	 d(y„, < 
Seja no = 	 n2). Para todo n > no , d(x„, 	 < 	 e d(yn , b) 2 < 	 (observe 
que a distância é sempre positiva). Assim, d(x„, a) 2 + d(yn,b) 2 < 1+ §.; = 
Vd(x,„ a) 2 + d(yn , b) 2 < e 
 = d((Xn] Yn), (a, b)) < E. 
COMO (xn, yn) = Zn e (a, b) = c, d(zn , c) < e, Vu > no . 
Portanto, limz 	 c=  (a, b). 
Corolcirio 1 Seja M = M1 X M2 X - • • X Mk o produto cartesiano de um número 
finito de espaços métricos M1 , M2, • • • 	 Uma seqüência (x n) em M• determina 
k seqüências: (Eni)nEN  em M1 ,.. • , (Xn k )nEN em Mk onde 	 pi (x) é a i-esima 
coordenada de x„. Dado a = (ai, - ,  aja) 
 E M, tem-se a = Ems se, e somente se, 
ai = lim x n, para todo i = 1,2, ... k. 
Demonstração. Seja M12 7= M1 X M2. Para x„ E M1 e in, E M2 
seja yn = (xn,,xn,) E M. Pela proposição 17, limy n = (al , a2) se, e somente se, 
limx„, = ai e limx„2 = a (*). Seja, agora, M1 2,3 = Mi2 X M3 . Para ya E Mo 
e x, e M3 seja zn = (yn, na,) E M12.3. Pela proposição 17, lim zn, = (b, a3), onde 
b (al , a2), se, e somente se, iirny,,=.4±b e iimx 3 a3 . 
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Por 
 ) Ern = 	 n2) = (ch, a2) -==> lirnv1=  eti e Ern xn2 = a2. 
Logo, se M123 = M1 X M2 X M3 , liM(Xn„ X7127 Xn3 ) 	 (ai ,a2,a3) se, e somente se, 
limx„, -= al em M1, Iimx 71,2 a2 em M2 e Iirnx13 = a3 em M3 . 
Supondo que vale para k — 1 5 ou seja, 
	 = M1 x M2 X . Mk_ i temos 
lim(x„„ x 
- n2 , • - 5 Xn(k_i ) ) = (al , a2 , 	 a(k_i)) se, e somente se, lima:, = a l em 
lim x„, = az em Al?, 	 , lim x74_, = a(k_7) em 	 Vamos provar para k. 
Seja M = M1 X - X M(k_i) X Mk = M12...(k-i) x Mk.  
Para yn (xn, 
	
, xn (k _ I) ) e 	 e xn, E Mk seja (yn, zak) E M. 
Pela proposição 17, lim(y„,x„, c ) = (b, ak) -<=;- limy„ 	 b e lim(xnJ 	 (ak ), onde 
b = 
	 az, • • • , ak- 
Por hipótese de indução limy„ = lim(x„ 1 ,xn2 , • - Zn ( k_ 1 ) ) = 	 a27 • • 7 a(k_1)) <=> 
limxT =aemM,i=1,...., k —I.  
Portanto, 	 ) = (al , a2 , , ,,,ak ) se, e somente se um x,., = a1 em 
• • . Jim x„„ = ak em Mic • 	 El 
Proposição 18. Se limx„ = a, limy = b num espaço vetorial normado E e 
lhnA„ = A era lk entdo lim(x„ + y„) = a + b e limA„x„ = Aa. Aleut disso, se A 0, 
tern-se também 
 Jim — 
Demonstraçdo. Por hipótese, limx n -= a então dado c > O existe n i tal que n > ni 
llxn — all < Também, por hipótese, limy„ =& então dado e> O  existe n2 tal que 
n > n2 
	 IlYn — 611 < ;. Seja flo = mAx{n,i , n2} . Então Vn > no temos: 
(xn yn) (a +bNl 	 xn a+llyn bll < 	 E 
Portanto, lim(x n + yn) = a + b. 
Se um An = A ern IR então a sequência (An) é limitada, logo existe k > 0, k E 
tal que (A„) < k, Vn. Por outro lado, dado e> O  existe n1 tal que n> n1 implica 
— I < 	  onde a = limx„. 
Como um r,, = a então para e> O  existe n2 tal que n > n2 implica llxn — all < 
Seja no -= mixfni ,n2}. Então temos que para todo  ii > no, 
HA„x„ 
—XaII=  IIA„x„ — A„a + An a — 	 = IIA„(x„ — a) + (An — A)all 
< IlAn(xn — a)Il + 
	 — A)all =lAelllx 
 — all + lA — AllIall 
;  
 e e g 
< kT'c 	
— 2 ± 2 
Portanto, lim Anxn = Aa. 
111 
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Capitulo 
Espaços métricos completos 
5.1 Seqüências de Cauchy 
Uma seqüência (xn) em um espaço métrico M chama-se uma seqüência de Cauchy 
se, para todo E > 0, existe no E N tal que m,n > no implica d(x,„ xn) < 6. 
Proposição 19. Toda subseqiiência de uma sequência de Cauchy é também de Cau- 
chy. 
Demonstração. Sejam (x n) uma seqüência de Cauchy e (x nk ) uma subseqüência qual- 
quer de (zn). Se a seqüência (x n) é de Cauchy então dado e > 0, existe no E N 
tal que m, n > no implica d(x m , x„) < e. Se (x„k ) é  unia subsequência, então  
< n2 < - • < m < .... Como o conjunto dos elementos nk é infinito, existe 
nko > 710. Para todo nk , n„, > nko , d(x„k , x,,) <E  pois, em particular, os elementos 
da subseqüência são termos da seqüência (x ) e nke > no . Logo (x nk ) é de 
Cauchy. 
A propriedade de ser Cauchy é intrínseca da seqüência, ou seja, depende apenas 
de seus termos. Assim, se Al C N, ulna sequência de pantos x„ E Al é de Cauchy em 
M se, e somente se, é de Cauchy em N. 
ProposiçãO 20. Toda sequência convergente é de Cauchy. 
Demonstração. Seja a = lira 	 em um espaço métrico M. Então dado E > 0, existe 
no e N tal que Nfn > no, d(x„, ei) < 
Se m n> n0 então d(zn , a) < e d(x„ a) < Assim, 
d(x , x7n) d(xn , a) + d(x , a) < + = 2 2 
Portanto, toda sequência convergente é de Cauchy. 
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Proposição 21. Toda gegiléntia de Cauchy é 
Dernonstraçlio. Seja (s„) uma seqüência de Cauchy num  espaço métrico M. Então 
dado E > 0, existe no E N tal que 7n, ri>  no implica d(x,n , xn ) < E. Em particular, 
para e = 1, d(x„„ .t„) < 1 `rim, n > no . Logo o conjunto X = (X„ 1 , X12 , . .} é 
limitado e diam(X) < 1. Como o conjunto {x l , xno } e limitado, 
 n.+2, . • } U txi, • 
- • 7 xno} é limitado. 	 Portanto, a seqüência de Cauchy (x n) 
é limitada. 
Observação 5.1. Nem toda seqüência limitada é de Cauchy. Por exemplo, a seqüência 
(1,0, 1, 0, . . . ) era R, que embora seja limitada não é de Cauchy. 
De fato, d(x m ,xn) = 1 para todo n, logo é limitada. Por outro lado, para C = 1 
d(1,0) = 1> 
Proposição 22. Uma seqüência de Cauchy que possui uma subseqüência convergente 
é convergente (e tem o mesmo limite que a subseqüência 
Demonstração. Sejam (x n ) uma seqüência de Cauchy no espaço métrico M e (xnk ) 
uma subseqüência de (x n) que converge para o ponto a E M. Dado E > existe 
n1 E N tal que 774, > n1 = d(x,,,, a) < 1. Como a seqüência (x n) é de Cauchy então 
para E > O existe n2 E N tal que m,,n > n 2 =d(xn„ xn) < Seja no = indx{ni,n2}. 
Para qualquer n > no existe nk tal que nk > n. Como, em particular, x„, é termo da 
seqüência (xn ) temos: d(x n , a) d(xn, x,„) + d(x nk , a) < = e. 
Isso mostra que a seqüência de Cauchy (xn ) converge para a. 	 El 
Coroldrio I: Se uma seqüência (xn) possui duas subseqüências que convergem 
para limites distintos então ela não é de Cauchy. De fato, se a uma seqüência fosse de 
Cauchy, convergiria para dois limites distintos, o que contradiz a unicidade do limite. 
Proposição 23. Uma seqüência de pontos zn = (xn, yn) EMxNé de Cauchy se, e 
somente se, as seqüências (x„) em M e (y„) ern N são de Cauchy. 
Demonstração. Seja z = 	 yn) eMxN uma seqüência de Cauchy em M x N. 
Usando a métrica (z, .Z 1) = d(x, 	 d(y,  , y'), onde z = (x, y) e z' = (x', y'), dado e>  
O existe no E N tal que  ir , rrt > no 	 zr,,) < e, ou seja, di((xn, Yn), (xm, Ym)) = 
di(zn , z,n) = x m) Cyn , y 7n) < E. Observe que d(xn , xm) e d((yn , ym) > 0. 
Portanto, d(x „, x 7n) < e e d(yn , y„„) < E. Logo a seqüências (xn) em M e (y„) em 
N são de Cauchy. Reciprocamente, sejam (xn) uma seqüência de Cauchy em M e 
(y„) uma seqüência de Cauchy em N. Então dado C > O existe n1 e N tal que 
n, m > n1 = d(sn , xm ) < e existe n2 E N tal que n, m > n2 
 d(Yn, Yrn) < Seja 
no = n2). Para todo n , m > no temos 
(zn, zn-t) -= ((x n, yn) (Tin, yin)) 
	
d(xn, Tin) + d(yn , ym) < 	 = e. Portanto, 
z„ = (rnoyn) uma seqüência de Cauchy em M x N. 
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5.2 Espaços métricos completos 
Um espaço métrico M é dito completo quando toda seqüência de Cauchy em M 
convergente ern M. 
Exemplo 29: Todo espaço métrico com a métrica zero-um é completo. De fa-
to, qualquer seqüência de Cauchy em M é constante a partir de um certo  índice e 
portanto, convergente. 
Observação 5.2. Urn espaço corn a métrica zero-um é discreto, mas nem todo espaço 
discreto é completo. Seja M = , ...} , corn a métrica zero-urn. A  sequência 
(x n) com x„ = é uma sequência de Cauchy que não converge. 
Exempla 30: 0 espaço Q dos números racionais não é completo, pois se conside-
rarmos a seqüência (x„) de racionais (1; 1,4; 1,41; 1,414; ...) que é de Cauchy com 
Jim x„ = -A Q e portanto, Q não é completo. 
Exemplo 31:Uma métrica d, em um espaço métrico M, é uniformemente discreta 
quando existir e > O tal que para todo x, y E M, d(x , y) < e = x = y. Seja (x n ) 
uma seqüência de Cauchy em (M, d). Então para todo e > 0, existe n(e) > O tal que 
n, m> n(e) d(x„, x rn) < e . Em particular, para o e (da métrica d), existe no > O 
tal que n, in > no , d(x n , :cm) < e o que implica Wm = xn ,rn n. Assim, para todo 
e> 
 0, no é tal que in, n > no , O = d(x„, x„,) < E. Isso mostra que toda seqüência de 
Cauchy em um espaço uniformemente discreto é constante a partir de um certo  índice 
no e portanto convergente. Logo, esses  espaços são completos. 
Proposição 24. A reta é um espaço métrico completo. 
Demonstração. Seja (xn) uma seqüência de Cauchy em R Para cada n E N, seja 
Observe que D X2 D X3 D • - Xn e os conjuntos Xn 
são limitados, pois toda seqüência de Cauchy é limitada. Seja a n = inf X„, para cada 
n. Então a l <a2 < • • • < an < • • - < b = sup X1 . Como toda seqüência monótona 
limitada de números reais é convergente, existe o número a = fim a„. Afirmamos que 
a = lim x„. Para provar isto basta mostrar que a é limite de uma subseqüência de 
(x„), por causa da proposição 23. Sendo a = lima,, dado e  > 0, existe no E N tal 
que para todo rn > no , d(a,, a) < e, ou seja, a — E <am <a + e. Para cada m, como 
am = inf Xm , existe n (,n) > in tal que am < x„(m) <a + e, • n(. ) E Xm,. Assim, temos 
(xn(m) ) uma subseqüência de (x„) tal que a — E < <a + E, Vn(m) > no , ou seja, 
lim X TIlm) = a e portanto lira x„ = a. Logo, R é completo. 
Observação 5.3. A reta é o exemplo mais importante de espaço métrico completo. 
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Proposigão 25. 0 produto cartcsian,o M x N con-ipicto sc, s0771,C71,te sc., J.11 c '`.r 
siio completos. 
•• ••• 	 • 
',WW1 Z1 MI [4TR, ••• ‘7,1, 	 n7Irl •1'• It 	 CVInill 	 n, a de 	 em 	 .-, 	 VITT n o etorrl 
, .1, 	 r01.11 00 41 ur yuit, . 
de Cauchy em N. Então pela proposição 23, (x,, y)  é seqüência de Cauchy em 
Al- X AT . l'or hip6tese Ai x completo, 'logo (x„, y„) con -v-ergente e con-v-e-rge para 
w (a, b) e M x N. Pela proposição 17, (x„) converge para. aEMe (N) converge 
para b E N. Logo, Al e Tv' complaos. 
Reciprocamente, seja 	 x /V uma seciiii=mcia de Cauchy. Então pela 
proposição 23, (x„) é seqüência de Cauchy em M e On) é seqüência de Cauchy em N. 
Pr"'  hinAtp Til  p AT F50 ComplPtoQ, logo ("e„) converge para a E1V  e (y„) converge 
para b E IV. Pela proposição 17, zn = (xn , yn) converge para (a, E M x /V, logo 
Al >es A r A nrs,-.-vrars4-e. 
Corolário 1:  M1 x • • x M1 é completo se, e somente se, MI , , M são completos. 
Da fatn, Qpi n 	 = 	 x 1112 Ppla rir,nprmirs n 9A, 11.4-1 .2 Pflalp1PEn QP, QIIMPTItta QC. 
'IA 
M1 e M2 são completos. Agora seja M123  = M12 X M3 . Pela proposição 25, M 123 é 
evroroil et+ en on es C. /171r1,•71 1,11 	 Ur- 	 31/__ 
‘J.1-.1.,1_,1-1. A., 	 V.L 	 -L 	 Z.$ 	 OA, k•k./.1.1.1..F.1.‘, 
	 4-7 • 010flh1jJ130 05 O01 01 
Suponhamos que vale para n — 1, ou seja, 
	
= M1 x • • x /14_ 1 é completo se, 
  
 , f, 1, 	 f„sccoe somente eA i A 2 	 ,A_i d 	 mpletos.  Va- mos mostrar que vale paia Ti,. Seja 
M = 	 x Mn . Pela proposição 25. M é completo se, e somente se, M- _ ...(n_ ) e 
M„ são completos. Portanto, 111 x • • • x M„ é completo se, e somente se, 11,11, , M„ 
são completos. 
	
Onrnblrin 9: (-) aQpar  
 euclidiano 	 é completo.  
Isto verifica-se aplicando o corolário 1 e a proposição 24. 
Sejam X um conjunto, M um espaço métrico e a : X 	 M uma aplicação.  
A notação 	1 B(X; Af) representa conjunto das- aplica- ções jr : X 	 Ai tais que 
d(f.  , a) < co com a métrica da convergência uniforme d( f, a) = sup& f ( x), a( x)1. 
Proposiça- o 26. Se o -espaço métrico Ai é completo então B a(X;M) é completo, 
em 	 is form 	 a : X Msja,qua 	 e,e , 	 . 
Demonstração. Seja (in) uma seqüência cle Cauchy em Ba (X; 	 Pela proposição 
91 (F 1 A lirri;+ or] a 1.-Hry, C,ViC+ 	 1) +al (min 	 f ro < 	 rn nra 	 Cryrn 
7 \J n j 
d(fn , a) supd(fn (x), a(x)) temos que d(fn (x), a(x)) < d(ln , a) _< c, VX E X e Va. 
2;Ex 
Fixando-se arbitrariamente x E X, a seqiiencia (f„(x)),EN é de Cauchy em 1W . COMO, 
rInr birwitaca 711 4 rnmnlatri PVigfP Tln rn and a .7. Y ri limita ip f .7-11 	 am Ill 
AA 
Escreveremos um f(x) = f (x) E M. Como o limite é único, isto define uma aplicação 
f : X —> M que é o limite simples da seqüência fn . De d(fn (x), a(x)) < c, para todo 
nENe para todo x E X, fazendo n ao concluímos que d(f(x), a(z)) < c, z E X, 
pois quando n 	 ao, (f„(x)) converge para f (x), Vx E X. Logo f E 13„(X; M). 
Precisamos provar que 	 f uniformemente ern X, ou seja, que dado E > 
 O existe 
no E N tal que n > no 	 d(f„, 1) < e. Como (1„) é seqüência de Cauchy, dado 
e > 0, existe no e N tal que m, n > no 	 d(fn, fm) < e, pela definição da métrica 
d(fn (x), f.,(x)) < e, para qualquer x e X Fazendo m 	 nesta desigualdade, 
concluímos que n > no 	 d(f(x), fn (x)) < E para todo x E X. Oil Seja, fn 	 f 
uniformemente em X. 	 0 
Coroldrio 1:  (Critério de Cauchy para convergência uniforme). Seja M um espaço 
métrico completo. Para que uma seqüência de aplicações f : X —› M convirja 
uniformemente em X, é necessário e suficiente que, para todo E > O dado, exista 
no E N tal que rn, n > no implique d(fm (x), f„(x))  <e  para todo x EX. 
Demonstravao. Se (fn) converge uniformemente para f em X então d(fn (x), f (x)) < 
0, Vx e X, para n > no, para algum no . Logo, fn e 61(X; M)  para todo n sufici-
entemente grande e lim fn = f nesse espaço. Logo (fn) é uma seqüência de Cauchy 
em Bf (X; M), ou seja, dado e> O existe no E N tal que n, m > n0 = d(fm, fn)  <6  
e como d(fm , fn) 	 supd(f,,,,(x), f„(x)), d(f m (x), f n,(x)) < d(f,„ fn) < e, Vx E X. 
xex 
Portanto, d(fm (x), f„(x)) < e,Vx E X. 
Receprocamente, se para todo e > O dado, existe no e N tal que n, m > no 
d(fm (x), Mx)) < e,Vx E X, em particular, vale para e = 1 e se n = no ± 1 temos 
d(f,„(x), f„.+I(x)) <1,  Vrn > no , Vx E X, 
d(fm (x), fn o+i(x)) = supd(fm (x), fno+i(x)) < 1. Colocando a = 	 d(f,n, a) < 
x€x 
1 	 fm, E B0,(X; M), Vm > no . Além disso, da hipótese segue que (fm ),„>„0 é 
uma seqüência de Cauchy em 13,,(X; M) que é completo (proposição 26). Assim, (fn) 
converge uniformemente em X. 
5.2.1 Espaços de Banach e Espaços de Hilbert 
(1) Um espaço de Banach é um espaço normado completo. 
(2) Um espaço vetorial munido de um produto interno e completo em relação 
norma definida por esse produto interno é um espaço de Hilbert. 
Temos os seguintes exemplos. 
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Exemplo 32 
Pelo Corolário (2) da proposição 25, W1 é um espaço de Ranach. 
TL 
(h) O espaço euclidiano R" corn o produto interno definido por (x, y) = 
 E  xiyi. 1=1 
Fiwrnpin •• Pala. prnpnaigan 9n, Bf (Y; V) 4 um Pgpagn riP Ra.narti, nyula Y 
um conjunto qualquer e M um espaço de Banac.h. Em particular, se f O então 
.6f(X;.M) = fl (y. 	 (1 um espaço de, Panach. 
6k.n. a V 0,1111J0 GO Ullal 11.111 	 uopmser %le ...,anach especial. 
Deja L e E ebptIÇOb veioraubn0riüuu. it 11ULay:LO 1,1/4, E ; ) 1.11(11Ca o COnjuulO (lab 
aplicações lineares continuas de E em F. O conjunto L(E; F) é um espaço vetorial, 
no qual consideramos a norma: 11111= supt I f (x)I; x E, ix  = 1). 
Observação 5.4. Pela definição de norma, IIf(x)II < If II ,  Vx E E, 1411 = 1. Por 
-I I f kfx 
 <— 
outro lado, para todo .7; E L 	 tern-56 	 = , 109-0 I f ( 	 < 411 — 114 	 114 — 	 II 
If(x)! < IIfjIIIxfl. Como isso também vale para x = O então temos I f(x)I < 
11.1'11114, VC e- E. 
Proposição 27. Seja f : E —> le uma aplicação linear. São equivalentes as proprie-
dades: 
(a) f  é continua; 
/1. I 	 11 -r11 
( u) II/ II — CYO, 	 Seja, f restrita (A, S(0,1) = u% II - I 11 4 11 — -L 
lirnita,da, 
Demonstração. (a) 	 (4) Por hipótese, f é continua, em particular, é continua na 
nrigarn_ Lop, dafin F > 11 axistP > 11 tal que 	 < 	 11T ,f()II < F _ Sc' 17: 111 < 1, 
ball S 6. Logo, lif(6x)ii 	 E 	 Isso significa que f é limitada em 
pm() 11 	 .gril 1\ 	 Prn ii ontan. f I Brnitarla .1n wn 1) 
(b) 	 (a) Seja sup I f (x)I = L < oo. 
11x11 =1- 
Pela observação acima I f(x)I < Liix11,Vx E E. 
r-,... 	 n 	 g 	 E 	 rt„..\ 	 T11-11 	 T 	 T 
J_JCLUI.J C 	 , 	 O U — L 	 al) DG 11`b II 	 U ) IIJ 	 L'11.111 	 J e 
continua na origem. Sela xn E E qualquer. Para lIz — xn <6. I f(x — xr,) < e. Como 
.1" linear f (.1; — xo) = (x) — J, (x0) porianim, if(x) — .1'40j L-1" E. Logo, j" co.ulinua 
em xo. 	 fl 
ir.:317 K . K . no  proposiglo acznia, seg71),?, que 	 F) urn, espago vetorica nor 
mado. 
A t? 
Por definição, limf„ = f em G(E; F), o que significa I If —f = 0, ou seja, f„ 	 f 
uniformemente em S(0,1). 
Proposição 28. Se F é completo então o espaço vetorial normado £(E; F) é com-
pleto. 
Demonstração. Se (f„) é uma seqüência de Cauchy em L(E ; F) então as restrições 
f71.1 ,5 (0 , 1) constituem uma seqüência de Cauchy em B(S (0,1) ; F), pela proposição 
27. Como F é completo, pelo exemplo 2 acima, B(S(0, 1); F) é completo, logo existe 
: s(o,1) 	 F limitada, tal que f„ 	 uniformemente em S(0,1). Seja f definida 
por f(Au) Afo(u) se e 111 e u e S(0,1). Seja x EE, 
 .f(x) = f(flfx) =I)xjJfo(),  
logo, temos f : E -4 F. Como para A = 1, f (u) = fo (u), Vu E S(0,1) então f é uma 
extensão 
 de h. 
Afirmamos que f é linear. De fato: 
(a) f(ax) = limf„(ax) = limaf„(x) = alimf„ =af(x), Va E R e Vx E E. 
(b) f (x + y) =nlinifn (X ± Y)n= lim[fn (x) +nfn (01 = linifn (x) + bilifn(Y) = f (x) + f (y), 
Vx, y E E. 
Como fIS(0,1) = fo é limitada, vemos que f E £(E ; F). E como fn 1S(0, 1) —> 
f IS (0,1) uniformemente, ternos lirnf = f no espaço Z(E; F), que é portanto com- 
pleto. 	 LI 
4'7 
Conclusão 
 
Ao término deste Trabalho de Conclusão de Curso (TCC), percebemos que o 
assunto é muito vasto, mas podemos dizer que foi  possível ter uma boa idéia dos 
espaços métricos e estudar vários exemplos. 
O desenvolvimento do trabalho incluiu vários 
 tópicos não vistos no curso de gra-
duação, mas por outro lado, utilizando várias ferramentas vistas no Cálculo, na 
Análise e na Algebra Linear. 
Assim, vimos que o assunto Espaços Métricos nos dá uma nova visão da Ma-
temática, muito além da ideia "concreta"do R", n > 
Como nosso objetivo era definir os espaços de Banach, que é um 
 espaço vetorial 
normado completo, nos restringimos ao estudo dos espaços em si. 
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