移動型ネットワークのための障害管理支援技術に関する研究 by 福田  啓一
移動型ネットワークのための障害管理支援技術に関
する研究
著者 福田  啓一
学位授与機関 Tohoku University
URL http://hdl.handle.net/10097/39891
平成 20年度　修士学位論文
移動型ネットワークのための
障害管理支援技術に関する研究
東北大学大学院情報科学研究科情報基礎科学専攻
博士課程前期2年の課程
コミュニケーション論講座 (白鳥研究室)
A7IM1025　福田啓一
目次
第 1章 序論 1
1.1 研究の背景 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 1
1.2 これまでの研究経緯 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 3
1.3 本研究の目的 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 3
1.4 本研究の構成 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 4
第 2章 移動型ネットワーク環境における監視の問題点 5
2.1 MobileIP/NEMOの概要 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 5
2.1.1 TCP/IP : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 5
2.1.2 インターネットで用いられるネットワーク機器 : : : : : : : : : : : 9
2.1.3 IPv6 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 10
2.1.4 MobileIPv6 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 14
2.1.5 NEMO : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 18
2.2 本研究における想定環境 : : : : : : : : : : : : : : : : : : : : : : : : : : : : 22
2.3 移動型ネットワークにおける障害の原因箇所を特定する際の既存手法の問
題点 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 22
第 3章 提案 : 移動型ネットワークにおける監視対象ノードと近傍ノードの同時監視
による障害の原因箇所の特定手法 26
3.1 移動型ネットワークにおける監視対象ノードと近傍ノードの同時監視によ
る障害の原因箇所の特定手法 : : : : : : : : : : : : : : : : : : : : : : : : : 26
3.1.1 (S1)監視対象ノードと同一移動サブネットワークのノード探索手法 28
i
3.1.2 (S2)監視対象ノードと同一ブリッジ下の近傍ノードの選別手法 : : 29
3.1.3 (S2.1)パケットモニタリングによる選別手法 (無線LAN(IEEE802.11)
の場合) : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 29
3.1.4 (S2.2) RTTの計測による選別手法 (有線 LANの場合) : : : : : : : : 31
3.2 複数の近傍ノードの同時監視を考慮したパラメータ決定 : : : : : : : : : : 31
3.3 提案モジュール・処理手順 : : : : : : : : : : : : : : : : : : : : : : : : : : : 32
第 4章 評価 38
4.1 障害の原因箇所の特定手法を用いた特定可否の実証実験 : : : : : : : : : : 38
4.1.1 障害における原因箇所の特定可否の実証実験 : : : : : : : : : : : : : 38
4.1.2 近傍ノードの選別を用いた障害における原因箇所の特定可否の実証
実験 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 41
4.2 複数の近傍ノードの同時監視を考慮したパラメータ決定の手法を用いた数
値シミュレーション : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 43
4.3 予備実験 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 45
4.3.1 パケットモニタリングによる近傍ノードの選別実験 : : : : : : : : : 45
4.3.2 RTTの計測による近傍ノードの選別実験 : : : : : : : : : : : : : : : 46
第 5章 結論 51
5.1 結論 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 51
5.2 今後の課題 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 51
本研究に関する報告 52
参考文献 52
謝辞 56
ii
図目次
1.1 移動型ネットワーク : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 2
2.1 TCP/IPの階層モデル : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 6
2.2 MACアドレス : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 8
2.3 IPv6グローバルユニキャストアドレス : : : : : : : : : : : : : : : : : : : : 10
2.4 IPv6リンクローカルユニキャストアドレス : : : : : : : : : : : : : : : : : : 11
2.5 IPv6ヘッダ : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 13
2.6 MobileIPv6の基本構成 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 16
2.7 MobileIPv6における CNとMNの通信手順 : : : : : : : : : : : : : : : : : : 16
2.8 IPv6inIPv6によるカプセル化 : : : : : : : : : : : : : : : : : : : : : : : : : 17
2.9 MobileIPv6におけるMNのハンドオーバ時の処理手順 : : : : : : : : : : : 19
2.10 nemoの基本構成 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 19
2.11 NEMOにおける CNと LFNの通信手順 : : : : : : : : : : : : : : : : : : : : 20
2.12 NEMOにおけるMRのハンドオーバ時の処理手順 : : : : : : : : : : : : : : 23
2.13 本研究における想定環境 : : : : : : : : : : : : : : : : : : : : : : : : : : : : 23
2.14 移動型ネットワークにおける障害の原因箇所を特定する際の既存手法の問
題点 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 24
3.1 監視対象ノードと近傍ノードの同時監視 : : : : : : : : : : : : : : : : : : : 27
3.2 複数の近傍ノードの探索方式における近傍ノードに探索・選別手順 : : : : 34
3.3 (S1)監視対象ノードと同一移動サブネットワークのノード探索手法 : : : : 35
3.4 (S2.1)パケットモニタリングによる選別手法 : : : : : : : : : : : : : : : : : 36
iii
3.5 (S2.2) RTTの計測による選別手法 : : : : : : : : : : : : : : : : : : : : : : : 37
3.6 提案モジュール・処理手順 : : : : : : : : : : : : : : : : : : : : : : : : : : : 37
4.1 障害における原因箇所の特定可否確認のための実験環境 : : : : : : : : : : 39
4.2 障害における原因箇所の特定可否の実験結果 : : : : : : : : : : : : : : : : : 40
4.3 近傍ノードを用いた障害における原因箇所の特定可否確認のための実験環境 41
4.4 近傍ノードを用いた障害における原因箇所の特定可否の実験結果 : : : : : 42
4.5 監視実行間隔 T 及び監視する近傍ノード数N に対する監視トラフィック量 b 48
4.6 パケットモニタリングによる近傍ノードの選別実験環境 : : : : : : : : : : 48
4.7 パケットモニタリングによる近傍ノードの選別実験結果 : : : : : : : : : : 49
4.8 RTTの計測による近傍ノードの選別実験環境 : : : : : : : : : : : : : : : : : 49
4.9 最も RTTが短いノードと判定した測定回数 : : : : : : : : : : : : : : : : : 50
4.10 ノード別 RTTの確率密度分布 : : : : : : : : : : : : : : : : : : : : : : : : : 50
iv
表目次
2.1 ICMPv6エラーメッセージ : : : : : : : : : : : : : : : : : : : : : : : : : : : 12
2.2 ICMPv6情報メッセージ : : : : : : : : : : : : : : : : : : : : : : : : : : : : 12
4.1 監視する近傍ノードの消失リスク Áに対する監視トラフィック量 bが最小
となる監視する近傍ノード数N : : : : : : : : : : : : : : : : : : : : : : : : 44
v
第1章 序論
1.1 研究の背景
現在、身の回りに様々な通信技術があり、音声通信やデータ通信などがある。
音声通信は、1879年にアレクサンダー・グラハム・ベルが電話の発明し、有線での実
験に成功したことに始まっている。日本では 1890年 (明治 23年)に東京-横浜で有線の電
話事業が開始した。また、無線の音声通信は 1900年にレジナルド・フェッセンデンが電
波に音声をのせる実験に成功したことに始まっている。日本では 1979年 (昭和 59年)に自
動車電話サービスが始まり、近年急速に普及している携帯電話や PHSになっている [1]。
このような音声通信は「回線交換」という通信の交換方式を用いている。
しかし、この方式はデータ通信を行う際には不向きな点も多く、「パケット交換 (蓄積
交換)」という通信の交換方式を用いることが一般的になっている。「パケット交換」を
用いた方式は、1969年にアメリカ国防総省の高等研究計画局 (Advanced Research Project
Agency：ARPA)がARPANETを開発したことに始まり、現在でいう「インターネット」へ
と進化している。
インターネットは近年急速に普及しており、それと共に「いつでも、どこでも、誰でも」簡
単に接続できるユビキタスネットワーク環境の実現への要求が高まってきいる [2]。そのた
め、有線接続を前提としたインターネットの通信プロトコルである IP(Internet Protocol)[3]
を、無線接続に対応できるプロトコルへとする動きが出始めている。現在、モバイルノード
(移動端末)がシームレスなインターネット接続のための技術として、移動透過性や常時発
呼可能性、すなわちモバイルノードのモビリティを実現するプロトコル、MobileIP[4][5]が
注目されている。MobileIPv6(MobileIP version 6)[6]は IETF(The Internet Engineering Task
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図 1.1: 移動型ネットワーク
Force)[7]において標準化が完了している。また、モバイルノードだけでなく、モビリティ
の機能を持つサブネットワーク，すなわち移動サブネットワークを実現するプロトコル、
NEMO(Network Mobility)[8]がMobileIPv6の拡張として標準化されている。これらの基
盤技術が整備され、移動型ネットワークを形成することで、ユビキタスネットワーク環境
や、情報家電のインターネット接続等が今後大いに普及していくと考えられる (図 1.1参
照)。その移動型ネットワークの特徴として、大きく 2つの点が挙げられる。1つ目に、移
動しながらインターネットに繋げるためには無線で接続する必要があり、電波が建物等に
遮断され電波が弱くなる地域 (弱電波域)や、基地局の無い地域に移動すると接続性が喪
失するような「障害」が頻繁に発生する点である。2つ目に、モバイルノードや移動サブ
ネットワークが無線の接続先である基地局から他の基地局へ移動するようなハンドオーバ
を行うため、ネットワーク構成が頻繁かつ動的に変化する点である。
一方、これまでのインターネットにおいては通信プロトコルの開発と普及が先行し、ノー
ドやネットワークを効率的に運用するために不可欠となる監視・管理の枠組みや手法の開
2
発は後追いとなる傾向があった。このような経緯を踏まえると、移動型ネットワークを実
現するMobileIPv6/NEMOはこれからが普及の段階であることから、あらかじめ効率的で
有用な監視・管理の仕組みを準備し、同時に普及を図ることは移動型ネットワークの健全
な発展に欠くことのできないものであるといえる。特に移動型ネットワークにおいては、
先ほど述べた頻繁かつ動的なネットワーク構成の変化や、障害が頻繁に発生する無線リン
クが増加することにより、障害の原因がモバイルノードなのか、その他のノードやリンク
なのか、特定することが難しい。そこで移動型ネットワークでは、固定ネットワークに比
べ、さらに障害の原因箇所の特定が重要となる。
1.2 これまでの研究経緯
我々の研究グループでは、ネットワークの監視・管理を行うためのプロトコルである
SNMP(Simple Network Management Protocol)の管理情報ベースであるMIB(Management
information base)の研究を行い、MobileIPv6-MIBの標準化活動を行ってきた [9]。さらに、
現在 NEMO-MIBの標準化活動を行っている [10]。また、モバイルノードや移動型ネッ
トワークの効率的で有用な監視・管理手法について研究および標準化活動を行っている
[11],[12]。
1.3 本研究の目的
本研究では、移動型ネットワークのための障害管理支援技術に関する研究と題して、移
動型ネットワークにおける障害の原因箇所の特定が難しいという問題を解決すべく、第一
歩として、検出された障害について、移動型ネットワーク内の管理下のモバイルノードが
原因か、それ以外の原因か特定する手法を提案する。
3
1.4 本研究の構成
本論文の章構成は全 5章からなる。
第 1章は序論である。
第 2章では、インターネットで標準的に用いられているプロトコルTCP/IP、ネットワー
ク機器及び IPv6ついて述べ、移動型ネットワークを形成するための基盤技術であるMo-
bileIPv6/NEMOについて述べる。また、本研究における想定環境、及び移動型ネットワー
クにおける障害の原因箇所を特定する際の既存手法の問題点を述べる。
第 3章では、移動型ネットワークにおける障害の原因箇所を特定するための解決策のア
プローチとして、監視対象ノードと近傍ノードの同時監視による障害の原因箇所を特定
する手法を提案し、その手法に必要な「複数の近傍ノードの探索方式」及び「複数の近傍
ノードの同時監視を考慮したパラメータ決定手法」を説明する。また、それらの提案を組
み込んだモジュール及び処理手順について述べる。
第 4章では、第 3章で提案した方式に対し、実験及び数値シミュレーションを行い評価
する。
最後に、第 5章は結論である。
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第2章 移動型ネットワーク環境における
監視の問題点
本章では、インターネットで標準的に用いられているプロトコル TCP/IP、ネットワー
ク機器及び IPv6ついて述べ、移動型ネットワークを形成するための基盤技術であるMo-
bileIPv6/NEMOについて述べる。また、本研究における想定環境、及び移動型ネットワー
クにおける障害の原因箇所を特定する際の既存手法の問題点を述べる。
2.1 MobileIP/NEMOの概要
本節では、インターネットで標準的に用いられているプロトコル「TCP/IP(Transmission
Control Protocol/Internet Protocol)」について述べる。また、インターネットで用いられる
ネットワーク機器、及び、TCP/IPの中のパケット転送プロトコル「IPv6(IP version 6)[13]」
について述べる。さらに、モバイルノード (移動端末)がパケット転送に用いる IPの拡張プ
ロトコル「MobileIPv6」、及び、移動型ネットワークがパケット転送に用いるMobileIPv6
の拡張プロトコル「NEMO」について述べる。
2.1.1 TCP/IP
現在インターネットで用いられているTCP/IPは、通信システムの種類毎に分け、図 2.1
のように階層構造を取っている。このため、それぞれの階層ではその階層の上下層のみ
との接続を考えばよく、論理的にはそれぞれの階層同士が直接接続されていると考えてよ
い。そのため、設計が簡単で、実際の物理的接続手段によらないプロトコルになっている
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図 2.1: TCP/IPの階層モデル
[14]。
TCP/IPは各階層について説明する。
1. アプリケーション層
インターネットを利用する様々なアプリケーションが位置する層である。Telnetや
HTTP，POPなどの通信ソフトのサービスを提供する。
2. トランスポート層
アプリケーション間の通信を実現するために、データ転送の信頼性を保証するため
の層である。トランスポート層の主なプロトコルとして、データの再送などの制
御機能を持つ「TCP(Transmission Control Protocol)」、及び、制御機能を持たない
「UDP(User Datagram Protocol)」の 2種類のがある。
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・ TCP
TCPはコネクション型のプロトコルと呼ばれ、通信を行う 2つのアプリケーション
が専有して使用する仮想的な通信路を用いて通信を行う。上位層はこの仮想的な通
信路を用いることで、情報伝達の保証を得ることになる。
具体的には、データの破壊や喪失の問題に対応する確認応答や再送制御、データの
重複や順序の入れ替わりの問題に対応するシーケンス番号などがある。
・ UDP
UDPはコネクションレス型のプロトコルと呼ばれ、通信を行う 2つのアプリケー
ションが仮想的な通信路を用いず、送信要求があったデータをそのままネットワー
クに流す。そのため、上位層は情報伝達の保証を得ることが出来ない。しかし、そ
の分データの転送速度はTCPに比べ高くすることが可能であり、データの遅延をな
るべく小さくしたい音声通信や、遅延の大きい衛星通信等で用いられる。
3. インターネット (ネットワーク)層
アプリケーション間の通信を実現するために、ホスト同士の通信を実現するための
層である。インターネット層の主なプロトコルとして、インターネットにおけるホ
ストの住所とも言える IPアドレスを用いた「IP(Internet Protocol)」やルーティング
プロトコルがある。
・ IP
IPはネットワーク内およびネットワーク間のパケットの送受信を制御するコネク
ションレス型のプロトコルであり、IPアドレスを用いて通信を行う。IPアドレスは
IPv4(IP version 4)では 32bit、IPv6(IP version 6)では 128bitで構成される。インター
ネット上のすべてのインターフェースはインターフェース毎の固有の IPアドレスを所
有しなくてはならず、そのため、IPアドレスは民間の非営利法人である ICANN(The
Internet Corporation for Assigned Names and Numbers)の下部組織 IANA(Internet As-
signed Numbers Authority)により一元管理されている。IPv6については後の節にて
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図 2.2: MACアドレス
詳しく説明する。
4. ネットワークインターフェース (データリンク)層
アプリケーション間の通信を実現するために、隣接するネットワーク機器同士で伝
達確認などによる制御により通信を実現する層である。ネットワークインターフェー
ス層での通信にはMAC(Media Access Control)アドレスという物理的なアドレスを
用いる。また、IPアドレスとMACアドレスとの対応をとるためのARPやRARPな
どのプロトコルもここに位置する。
・MACアドレス
MACアドレスは IEEE(The Institute of Electrical and Electronics Engineers, Inc.)にて
標準化され、EUI(Extended Unique Identifier)-48と、その拡張版である EUI-64があ
る。EUI-48は図 2.2のようなアドレス体系になっており、48bit長の識別子となって
いる。48bit長の識別子のうち、上位 24bitはOUI(Organizationally Unique Identifier)
と呼ばれ、IEEEが製造業者に対して一意に割り当てた番号であり、残りの下位 24bit
は extension identifierと呼ばれ、OUIの割り当てを受けた製造業者の責任の下で、重
複がないようにネットワークインターフェースに対して番号を割り当てる。つまり、
EUI-48の識別子を持つネットワークインターフェースは一意な識別子を持つこと
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になる。また、EUI-64は図 2.2のようなアドレス体系になっており、EUI-48の上位
24bitと下位 24bitの間にFFFEという 16bitの値を挟んだアドレス体系になっている。
このアドレスも一意な識別子を持つことになる。
5. 物理層
アプリケーション間の通信を実現するために、隣接するネットワーク機器同士で電
気的な相互接続を担い、通信を実現する層である。物理層では、電流・電圧の制限
などから接続の際の手続きなども規定される。
2.1.2 インターネットで用いられるネットワーク機器
本節ではインターネットにおいて用いられるネットワーク機器について述べる [15]。
ルータ
ルータはインターネット層で動作し、ネットワークを繋ぐものである。ルータはそれぞ
れにルーティングテーブルと呼ばれる IPアドレスと出力ルートの関係を表した表を持ち、
その表を参照することで IPパケットを転送する。
ブリッジ
ブリッジは 2種類存在する。1つはデータリンク層で動作し、ネットワークを繋ぐもの
である。このブリッジはアドレステーブルと呼ばれるMACアドレスと出力ポートの関係
を表した表を持ち、それに従って必要な出力ポートのみにパケットを転送するレイヤ 2ス
イッチと呼ばれる機能を持つ。またもう 1つはアドレステーブルを持たないものである。
本論文では前者をブリッジと呼ぶ。
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図 2.3: IPv6グローバルユニキャストアドレス
2.1.3 IPv6
IPv6は現在主に用いられている IPv4の IPアドレス枯渇問題を受け、次世代プロトコル
として開発された。現在アメリカの国防総省が IPv4から IPv6への移行し、日本でもNTT
東日本・西日本によって普及され始めている。IPv4との大きな違いは、まず IPアドレス
の体系が 32bitから 128bitに拡張されたことである。これにより、ほぼ無限大のアドレス
空間が存在することになり、IPv4におけるアドレス枯渇問題を解消することが出来る。ま
たそのことで、今まで静的に設定されていた IPアドレスを各ノードごとに自立的に設定
可能になった [16]。
・IPv6アドレス
IPv6アドレスの表記方式はまず、128bitを 16bitごとに区切り、それをコロン「:」で区
切って 16進数で表記する。また、0が連続する場合、0を省略し、コロンを 2つ続けて
「::」表すことが可能である。ただし、コロンを 2つ続けて省略する際は IPv6アドレスの
中の 1箇所しか許されない。
IPv6は図 2.3のようなアドレス体系になっており、もっとも一般的に利用されているグ
ローバルユニキャストアドレスである。グローバルユニキャストアドレスは、上 64bitが
ネットワークごとに割り当てられる値であるネットワーク部、下 64bitが同一セグメント
内で重ならない値を割り当てる値であるホスト部を用いることで、全世界に一意で決まる
アドレスとなる。通常、ホスト部である Interface IDには 64bit版のMACアドレスである
EUI-64が用いられるが、MACアドレスは機器固有の情報のため、通信相手に知られたく
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図 2.4: IPv6リンクローカルユニキャストアドレス
ない場合、MACアドレスとは無関係な一時アドレスを用いることも出来る。
また、グローバルではなく、リンクローカルでのみ利用可能なリンクローカルユニキャ
ストアドレスを図 2.4に示す。リンクローカルユニキャストアドレスは、同一ネットワー
ク (リンク)内で一意に決まるアドレスという意味である。これはルータを介さない同一
ネットワーク内の通信でのみ利用可能である。また、このアドレスも同様 Interface IDに
は 64bit版のMACアドレスである EUI-64が用いられる。
・IPv6ヘッダ
図 2.5に示すように、IPv6ヘッダは IPv4ヘッダに比べてかなりシンプルに構成になっ
ている。これはルーティングに必要な情報以外の付加的な情報を拡張ヘッダに再配置す
ることで可能になった。またこれにより、IPv6ヘッダは 40byteの固定長となる上、ルー
タの処理を高速化することが可能になった。IPv6ヘッダには送信元 IPアドレス (Source
Address)や宛先 IPアドレス (Destination Address)、通過できるルータの数を制限するホッ
プリミット (Hop Limit)などが含まれている。ホップリミットは、ルータを通過するたび
に 1つずつ減らされ、0になるとパケットは破棄される。
・ICMPv6 (Internet Control Message Protocol version 6)
IPv6はコネクションレス型のネットワーク層プロトコルであり、ベストエフォート型で
ある。そのため、ネットワークの混雑やノードの異常が発生した場合、宛先までパケット
が到達しない場合がある。そこで、その時には ICMPというプロトコルにより障害の通知
が行われる。また他にも、パケット処理における誤りの通知や通信に関する情報の通知な
どに使用される。
ICMPv6は大きく分けて 2つに分類でき、エラーメッセージと情報メッセージがある。
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パラメータ問題 (Parameter Problem)4
時間超過 (Time Exceeded)3
パケット過大 (Packet Too Big)2
終点到達不能 (Destination Unreachable)1
内容タイプ
表 2.1: ICMPv6エラーメッセージ
逆近隣探索告知メッセージ (Inverse Neighbor Discovery Advertisement)142
逆近隣探索要請メッセージ (Inverse Neighbor Discovery Solicitation)141
情報応答 (ICMP Node Information Response)140
情報問い合わせ (ICMP Node Information Query)139
ルータリナンバリング (Router Renumbering)138
リダイレクトメッセージ (Redirect Message)137
近隣告知メッセージ (Neighbor Advertisement)136
近隣要請メッセージ (Neighbor Solicitation)135
ルータ告知メッセージ (Router Advertisement)134
ルータ要請メッセージ (Router Solicitation)133
マルチキャスト聴取者終了 (Multicast Listener Done)132
マルチキャスト聴取者報告 (Multicast Listener Report)131
マルチキャスト聴取者問い合わせ (Multicast Listener Query)130
エコー応答メッセージ (Echo Reply)129
エコー要求メッセージ (Echo Request)128
内容タイプ
表 2.2: ICMPv6情報メッセージ
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図 2.5: IPv6ヘッダ
タイプ 0から 127までがエラーメッセージで、タイプ 128から 255までが情報メッセージ
になっている。その一例を表 2.1,表 2.2に示す。エラーメッセージは、IPパケットが宛先
IPアドレスのノードまで到達しなかった場合に、エラーが発生したノードによって送信さ
れる。また、情報メッセージのタイプ 133から 137までを近隣探索と呼び、他のメッセー
ジと区別している。
・ping
pingは、ノードの到達性を確認するためのコマンドである。pingは、ICMPの情報メッ
セージに用意されているタイプ 128のエコー要求メッセージパケットを対象ノードに送信
し、対象ノードからタイプ 129のエコー応答メッセージパケットを受信することで到達性
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を確認する。pingでは、応答時間や応答率から RTT(Round Trip Time)やパケットロス率
を求めることが出来る。
・traceroute
tracerouteは、ノードまでの経路情報を取得するためのコマンドである。tracerouteは、
まずホップリミット 1にしたパケットを対象ノードに送信する。そうすると、最初のルー
タに届くとホップリミットが 0になり、ルータは ICMPv6のエラーメッセージに用意さ
れているタイプ 3の時間超過パケットを送信する。そのパケットの送信元 IPアドレスを
見ることによって最初のルータの IPアドレスを知ることができ、これをホップリミット
2,3,4・・・と増やしていくこで、順にルータの IPアドレスを知ることができる。
・近隣探索
近隣探索は、IPv6アドレスとMACアドレスの対応関係を調べるものである。ICMPv6
の情報メッセージに用意されているタイプ 135の近隣要請メッセージでMACアドレスを
問い合わせ、タイプ 136の近隣告知メッセージで IPアドレスを通知してもらう。近隣要
請メッセージは IPv6のマルチキャストアドレスを利用して送信される。
2.1.4 MobileIPv6
MobileIPは既存の IPプロトコルの拡張であり、IPノードがネットワーク間を移動する
ことにより起こる IPアドレスの変更を上位層から隠蔽する。これにより、IPノードが通
信に使用する IPアドレスの一貫性が保たれ、IPノードは常時発呼可能となる。また、移
動によるエンドツーエンドセッションの切断が発生せず、移動透過性が実現される。
MobileIPv6は IPv6におけるMobileIPである。図 2.6にMobileIPv6の基本構成を示す。
MobileIPv6は、Mobile Node(MN)・Home Agent(HA)・Correspondent Node(CN)の 3つの
ノードから成る．
・Mobile Node : モバイルノード (以降、MN)
ネットワークを移動する端末ノード。MNが所属するホームネットワークからホームネッ
トワークのプレフィックスを持つホームアドレス (Home Address : HoA)と呼ばれる IPア
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ドレスが割り振られる。また、MNがネットワークを移動した際に移動先ネットワークか
ら気付けアドレス (Care of Address:CoA)と呼ばれる IPアドレスが割り振られる。
・Home Agent(以降、HA)
MNのHoAでの通信を補助する役割を果たすルータ。MNが所属するホームネットワー
ク上に存在し、MNと常に接続している。MNが移動先のネットワークで取得するCoAと
HoAの対応付けの管理を行う。
・Correspondent Node(以降、CN)
MNの通信相手であるノード。
次に、MobileIPv6におけるCNとMNの通信処理の流れを説明する。通信手順は図 2.7
に示す。
1. CNはMNのHoAを宛先 IPアドレスとして、パケットを送信
2. MNのHoAが所属するホームネットワークにあるHAはパケットを受信
3. HAはパケットをカプセル化し、宛先 IPアドレスをMNの CoAにして転送
4. MNはカプセル化したパケットを受信し、カプセルを外す。
また、逆向きのパケットもHAを経由して CNに届けられる。この通信処理を行うには、
HAがMNのHoAと CoAの対応関係の管理を行う必要がある。そのため、MNはHAに
対し定期的に CoAを通知する Binding Updateを行い、HAはMNの HoAと CoAを対応
関係表である Binding Cache Entryを作成する。その表を用いて、HAはMNへの転送を
行うが、その際 IPinIP[17]によるカプセル化が用いられる。IPinIPとは、図 2.8に示すよ
うに、IPパケットのヘッダにもう一つ IPヘッダ (トンネリングヘッダ [18])を付加する技
術で、これにより仮想的にネットワークを繋ぐ事が出来る。この際にカプセル化されたパ
ケットが通る経路をトンネルと呼ぶ。このトンネルを用いてホームネットワークとMNを
仮想的に繋ぐ事により、MNはどのネットワークへ移動しても、ホームネットワークに接
続した環境を得ることが出来る。
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図 2.8: IPv6inIPv6によるカプセル化
MobileIPv6ではMNのなりすましを防止するために、HAとMNの間に IPsec(IP security)[19]
を用いてセキュアな環境を構築することが前提となっている。IPsecとは、IPネットワー
クにおけるセキュリティを保証する技術であり、IPsecでは次の二つのヘッダが用いられ
ている．
・ Authentication Header (AH) [20]
パケットの完全性、認証を提供する。パケットの暗号化は行わない。
・ Encapsulating Security Payload (ESP) [21]
]パケットの秘匿性、完全性、認証を提供する。ESPヘッダ以降を暗号化。MobileIPv6
ではこの二つのどちらかを用いることで、MNの正当性を保護している。
次に、MobileIPv6におけるMNがハンドオーバした際の処理手順について説明する。処
理手順は図 2.9に示す。
1. MNはあるネットワークから移動し、新しいネットワークに接続 (ハンドオーバ)
2. MNは移動先のネットワークで IPv6アドレスを取得し、CoAを更新
3. MNはHAに対してHoAと CoAの対応関係を通知 (Binding Update)
4. HoAと CoAの対応関係表である Binding Cache Entryを更新
17
このように、MNはハンドオーバをするたびBinding Updateを行い、Binding Cache Entry
を更新することで、常時発呼が可能となり、移動透過性が実現される。
2.1.5 NEMO
NEMOはMobileIPv6の拡張プロトコルであり、図 2.10に NEMOの基本構成を示す。
NEMOではMN・HA・CNの 3つのノードに加え、固有のノードとしてMobile Router(MR)
を持つ。MRは、MNがそれぞれ固有のサブネットワークを持ち、ルータとして振る舞う
ことを可能にしたものである。MobileIPv6では、MNは単独でネットワーク間を移動する
が、NEMOの場合、MRは自身のサブネットワークごと移動することが可能である。こ
の固有のサブネットワークはMobile Network Prefix(MNP)と呼ばれる。またNEMOにお
いては、MobileIPv6のMNだけでなく、それ自身ではモビリティを持たない通常の IPv6
ノードもMRに接続してモビリティを獲得することが可能である。前者をMNN(Mobile
Network Node)、後者は LFN(Local Fixed Node)と呼ばれる。またMRは、別のMRに接
続することも可能で、階層的に構成されることもある。
次に、NEMOにおけるCNと LFNの通信処理の流れを説明する。通信手順は図 2.11に
示す。
1. CNは LFNにパケットを送信
2. MRのHoAが所属するホームネットワークにあるHAはパケットを受信
3. HAはパケットをカプセル化し、宛先 IPアドレスをMRの CoAにして転送
4. MRはカプセル化したパケットを受信し、カプセルを外す
5. MRは LFNにパケットを送信
6. LFNはパケットを受信
また、逆向きのパケットもMR及びHAを経由してCNに届けられる。この通信処理を行
うには、MobileIPv6のように HAがMRの HoAと CoAの対応関係の管理を行う必要が
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ある。そのため、MRはHAに対し定期的にCoAを通知するBinding Updateを行い、HA
はMRの HoAと CoAを対応関係表である Binding Cache Entryを作成する。その表を用
いて、HAはMRへの転送を行うが、MobileIPv6におけるMNのBinding Cacheと異なり
HoAとCoAに加え、MRのNetwork Prefixの対応関係の管理も行う。なぜなら、MRのサ
ブネットワーク内に存在するノードは IPアドレスとしてMRのNetwork Prefixを含んで
いるため、MRのNetwork PrefixをHAに登録することで、MRのサブネットワーク内に
存在するノード宛のパケットはHAに届きMRに転送できるようなるからである。また、
HAとMRの間ではMobileIPv6と同様 IPinIPによるカプセル化、及び IPsecが用いられ、
トンネリングによる転送が行われる。
前述のようにCNと LFNの間で通信が行われる場合、HAはMRに対するHAの 1つで
あった。しかし、LFNではなくCNとMNNの間で通信が行われる場合、HAはMRに対
するHA及びMNNに対するHAの 2つとなる。そのため、通信経路は CN→MNのHA
→MRのHA→MR→MNとなり、MRのHAとMRの間及びMNのHAとMNの間でト
ンネリングによる転送が行われる。また、MRのサブネットワーク内にさらにMRが存在
することも考えられ、さらに通信経路が複雑になることも考えられる。
次に、NEMOにおけるMRがハンドオーバした際の処理手順について説明する。処理
手順は図 2.12に示す。
1. MRはあるネットワークから移動し、新しいネットワークに接続 (ハンドオーバ)
2. MRは移動先のネットワークで IPv6アドレスを取得し、CoAを更新
3. MRはHAに対してHoAとCoA及びNetwork Prefixの対応関係を通知 (Binding Up-
date)
4. HoAと CoA及びNetwork Prefixの対応関係表である Binding Cache Entryを更新
このように、MobileIPv6のMNと同様、MRはハンドオーバをするたびBinding Update
を行い、Binding Cache Entryを更新することで、常時発呼が可能となり、移動透過性が実
現される。
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2.2 本研究における想定環境
図 2.13は、監視するノード (以下、監視ノード)が移動型ネットワーク内の監視対象で
あるMN(以下、監視対象ノード)の監視を行う想定環境の例を示している。T大学では、
職員の所有MNである監視対象ノードを監視ノードが常に監視している。T大学の職員
は、出張で移動の際に S交通の電車で移動する。S交通では電車にMRを設置しており、
乗客が所有しているMNにインターネット接続を提供し、T大学の職員も電車内でイン
ターネット接続を利用している。その際もし監視対象ノードに対し障害が発生した場合、
MRから移動型ネットワークの構成に関する情報を取得しようとするが、T大学が管理す
るネットワークではないため、取得することが出来ない。そのため、監視対象ノードから
の情報だけで障害の原因箇所の特定が必要となる。
2.3 移動型ネットワークにおける障害の原因箇所を特定する
際の既存手法の問題点
図 2.14は、監視対象ノードの IPアドレスしか分からない場合における既存手法の監視
の状況を示している。既存手法の監視の状況とは、監視ノードが pingを用いた監視対象
ノードの監視を行っている状況である。この時、監視対象ノードから pingの応答が無い
場合、監視ノードから監視対象ノードの区間内の何処で障害が発生しているかを特定する
ため、一般に tracerouteなどが用いられる。例えば、監視ノードから監視対象ノードに向
けて tracerouteを実行し、応答がある場合には正常であるとし、応答が無くなった場合に
は障害が発生したと判断できる。従って、固定ネットワークからMRまでの区間 1°、 2°で
障害が発生している場合には、監視ノードから監視対象ノードに向けて tracerouteを実行
することで障害の原因箇所を特定することができる。しかしながら、移動サブネットワー
ク内 ( 3°)に配置されている無線ブリッジなどで障害発生する場合には、tracerouteにより
障害の原因箇所を特定することができない。
そのため、tracerouteを実行した際にMRからの応答はあるが、監視対象ノードから ping
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図 2.12: NEMOにおけるMRのハンドオーバ時の処理手順
監視ノード
MN
MR
情報取得不可
管理境界
監視対象
ノード
S交通ネットワーク
(移動型ネットワーク)
T大学ネットワーク
監視
車内ネットワーク
(移動型
サブネットワーク)
図 2.13: 本研究における想定環境
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図 2.14: 移動型ネットワークにおける障害の原因箇所を特定する際の既存手法の問題点
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の応答が無い場合には、障害の原因箇所が移動サブネットワーク内 ( 3°)にあるのか、そ
れとも監視対象ノード ( 4°)にあるのかを特定できないという課題が挙げられる。
本論文では問題の簡単化のため、区間 1°、 2°の障害については原因箇所を特定せず、区
間 3°と 4°のどららに障害の原因があるのかを特定することに焦点をあてる。
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第3章 提案 : 移動型ネットワークにおけ
る監視対象ノードと近傍ノードの
同時監視による障害の原因箇所の
特定手法
移動型ネットワークにおける障害の原因箇所を特定するための解決策のアプローチと
して、「近傍ノード」を導入し、監視対象ノードと近傍ノードの同時監視による障害の原
因箇所を特定する手法を提案し、その手法に必要な「複数の近傍ノードの探索方式」及び
「複数の近傍ノードの同時監視を考慮したパラメータ決定手法」を説明する。また、それ
らの提案を組み込んだモジュール及び処理手順について述べる。
3.1 移動型ネットワークにおける監視対象ノードと近傍ノー
ドの同時監視による障害の原因箇所の特定手法
本節では、障害の原因が監視対象ノードにあるのか、監視対象ノード以外にあるのかを
特定するため、図 3.1で示すように、監視対象ノードと同一無線ブリッジ下のノード (以
下、近傍ノード)を同時監視することによる障害の原因箇所の特定手法を提案する。
本提案手法では、監視する近傍ノードを探索するための「複数の近傍ノードの探索方
式」として、まず最初に、監視対象ノードにおいて「(S1) 監視対象ノードと同一移動サ
ブネットワークのノード探索手法」により監視対象ノードと同一移動サブネットワークの
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図 3.1: 監視対象ノードと近傍ノードの同時監視
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ノードの一覧を探索する。その後、「(S2)監視対象ノードと同一ブリッジ下の近傍ノード
の選別手法」により近傍ノードの一覧を取得する (図 3.2参照)。
監視ノードでは、(S1)(S2)により取得した近傍ノードの一覧を監視対象ノードより定期
的に受信し、監視対象ノードとその近傍ノードに対して pingを実行して障害発生時の原
因箇所の特定に備える。この時、監視対象ノードから応答が無く、近傍ノードから応答が
ある場合には，監視対象ノード ( 4°)に障害の原因があると判定する。また、監視対象ノー
ドと近傍ノードの両方から応答が無い場合には、監視対象ノード以外 ( 1°から 3°)に障害
の原因があると判定する。以上のように、本提案手法により、障害の原因箇所の特定が可
能となる。本論文では、近傍ノードの一覧を取得するための (S1)、(S2)に焦点をあてる。
3.1.1 (S1)監視対象ノードと同一移動サブネットワークのノード探索手法
監視対象ノードと同一移動サブネットワークのノードの一覧を探索する本手法は、監視
対象ノードで実施する機能である。監視対象ノードは、同一移動サブネットワークに位置
するノードの CoAの一覧を取得するため、下記の動作により同一移動サブネットワーク
に位置するノードを探索する (図 3.3参照)。ただし、これらの手順は IPv6における手順で
ある。
1. 監視対象ノードは，全ノードマルチキャストアドレス (ff02::1)宛に pingを実行し，
同一移動サブネットワークに位置するノードのリンクローカルアドレスを取得する．
2. 監視対象ノードは，取得したリンクローカルアドレスの下位 64bitと監視対象ノー
ドのCoAのネットワークプレフィックスを用いて，同一移動サブネットワークに位
置するノードの CoAの一覧を取得する．
この手順において、全ノードマルチキャストアドレス (ff02::1)宛に pingを実行すると
いうことは、MRのネットワークに対しマルチキャスト、IPv4でいうブロードキャストを
実行するということであり、それにより、同一移動サブネットワークに位置するノードは
自身のリンクローカルアドレスを返信する。
28
また、リンクローカルアドレスとネットワークプレフィックスを用いて CoAを生成で
きるのは、リンクローカルアドレスの下 64pitがMACアドレスとなっており、また CoA
の上 64bitはネットワークプレフィックス、下 64bitはMACアドレスだからである。
3.1.2 (S2)監視対象ノードと同一ブリッジ下の近傍ノードの選別手法
監視対象ノードと同一ブリッジ下のノードである近傍ノードの一覧を探索する本手法
は、監視対象ノードで実施する機能である。この方式はデータリンク層の規格に依存する
ので、ネットワークに接続している有線・無線の規格によって手法が変わってくる。そのた
め、現在最も用いられている無線LANの規格である IEEE802.11[22]-[25]でネットワーク
に接続していた場合は「(S2.1)パケットモニタリングによる選別手法」、また、有線 LAN
でネットワークに接続していた場合は「(S2.2) RTTの計測による選別手法」によって同時
監視する近傍ノードを選別する。
3.1.3 (S2.1)パケットモニタリングによる選別手法(無線LAN(IEEE802.11)
の場合)
監視対象ノードは、近傍ノードの CoAの一覧を取得するため、下記の動作により近傍
ノードを探索する (図 3.4参照)。ただし、これらの手順は IPv6における手順であり、ま
た、監視対象ノードは IEEE802.11を用いた無線 LANにWEPを通して接続している場合
である。WEPを通して無線LANに接続している場合、監視対象ノードは、同一アクセス
ポイント (同一データリンク層)に接続している他のノード宛のパケットを傍受する事が
可能である仕組みを用いる。なぜなら、無線 LAN(IEEE802.11)の性質上、無線ブリッジ
から送信されるパケットはブロードキャストだからである。
ネットワーク層 (L3)ヘッダで選別する場合、
1. 監視対象ノードでパケットモニタリングを実施
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2. パケットモニタリングで傍受したパケットの宛先 IPv6アドレスに、監視対象ノード
宛と異なる IPv6アドレスが存在した場合、その IPv6アドレスのノードを近傍ノー
ドとして選別
3. 監視ノードに対し、選別した近傍ノードの CoAを通知
の順で処理することにより選別が可能となる。また、データリンク層 (L2)ヘッダで選
別する場合、
1. 監視対象ノードでパケットモニタリングを実施
2. パケットモニタリングで傍受したパケットの宛先MACアドレスに、監視対象ノー
ド宛と異なるMACアドレスが存在した場合、そのMACアドレスのノードを近傍
ノードとして選別
3. 選別した近傍ノードのMACアドレスから CoAを生成
4. 監視ノードに対し、選別した近傍ノードの CoAを通知
の順で処理することにより選別が可能となる。ただし、リンクローカルにおいてブロー
ドキャストで送信される近隣探索メッセージ等のパケットは無視する必要がある。また、
以上の手順では近傍ノード宛のパケットが流れている必要があり、モニタリングに時間が
かかる可能性がある。そのため、(S1)で取得したノードに対して pingを実施することに
より近傍ノードにパケットが流れ、短時間で近傍ノードのCoAを入手することができる。
その手法は以下の手順を用いることで可能となる。
1. 監視対象ノードは、(S1)のノード探索手法により取得した各ノードのCoAに対して
pingを実施
2. 監視対象ノードは、パケットをモニタリングし、傍受した ICMP Echo Requestパケッ
トの宛先アドレスに、(S1)で探索したノードのCoAが存在する場合、近傍ノードと
して選別
3. 監視ノードに対し、選別した近傍ノードの CoAを通知
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3.1.4 (S2.2) RTTの計測による選別手法 (有線LANの場合)
監視対象ノードは、近傍ノードの CoAの一覧を取得するため、下記の手順により近傍
ノードを探索する (図 3.5参照)。
1. (S1)のノード探索手法によって、ノードの CoAを取得
2. 監視対象ノードはそのノードに対し ping等を実施し、RTTを計測
3. 各ノードの RTTの中で安定して遅延が短いものを、近傍ノードとして選別
4. 監視ノードに対し、選別した近傍ノードの CoAを通知
本手法は、無線LAN(IEEE802.11)における手法 (S2.1)とは異なっているが、なぜなら、
有線 LANの場合、監視対象ノードで同一ハブ (同一データリンク層)に接続している他の
ノード宛のパケットを傍受する事ができない。それは、ハブや有線ブリッジではパケット
をブロードキャストで送信しないためである。また、既存研究として RTTを用いた有線
区間/無線区間の判別手法 [26, 27]が研究されており、それらの手法を用いて選別すること
が出来ると考える。
3.2 複数の近傍ノードの同時監視を考慮したパラメータ決定
近傍ノードを監視するにあたり，近傍ノードは移動などに伴って消失することが予想さ
れることから、可能な限り多くの近傍ノードを監視することが望ましいと考えられる。ま
た、近傍ノードの消失を早期発見するため、監視実行間隔を短縮することも効果的である
と考えらえる。
しかしながら、監視する近傍ノード数の増加や監視実行間隔を短縮すると、監視トラ
フィック量が増大し、移動型ネットワーク内の通信帯域を圧迫することが懸念される。そ
のため、監視トラフィック量を考慮して、監視する近傍ノード数と監視実行間隔を決定す
ることが必要である。
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監視する近傍ノード数と監視実行間を検討するため、以下の 2式を導入して検討する。
Á = (1¡ P T )N・・・【1】 b = C(1+N)
T
・・・【2】
上記の式 1は、監視を実行する間隔中に監視する全ての近傍ノードが消失する確率、つ
まり、監視する近傍ノードの消失リスク Áを算出するものである。また、式 2は監視トラ
フィック量 b[bits=sec]を算出するものである。
式 1における消失リスク Áは、1秒後に 1個の近傍ノードが存在する確率、つまり、近
傍ノードの移動頻度 P、及び、監視する近傍ノード数N [個]、監視実行間隔 T [秒]を用い
て表している。
式 2における監視トラフィック量 bは、監視パケットのサイズC[bits]及び監視する近傍
ノードの数N [個]、監視実行間隔 T [秒]を用いて表している。
これらの 2式を用いて、近傍ノードの移動頻度 P 及び監視する近傍ノードの消失リス
ク Áを与えることで、監視する近傍ノード数N 及び監視実行間隔 T、監視トラフィック
量 bを算出できる。
詳しくは 4章のシミュレーションにて述べる。
3.3 提案モジュール・処理手順
本提案の方式・手法を用いると図 3.6のようなモジュール及び処理手順となる。
1. 監視対象ノードは「(S1)監視対象ノードと同一移動サブネットワークのノード探索
手法」にて、同一移動サブネットワークのノードを探索し、CoAを取得
2. 監視対象ノードは「(S2)監視対象ノードと同一ブリッジ下の近傍ノードの選別手法」
にて、同一移動サブネットワークのノードから近傍ノードを選別
3. 監視対象ノードは監視ノードに対し、監視対象ノード及び近傍ノードのCoAを通知
4. 監視ノードは「複数の近傍ノードの同時監視を考慮したパラメータ決定」にて適切
な近傍ノード数及び監視実行間隔を決定し、監視対象ノード及び近傍ノードを同時
監視し、障害が起きた際の原因箇所の特定を行う。
32
この全てのモジュールを障害が発生するまで常時実行することにより、障害の原因箇所
の特定を行う事が可能となる。
この監視を行う際に各ノードのCoAは、監視ノードと同じ管理ドメインのノードであっ
た場合において、各ノードに対するHAからも取得することも出来る。また、この監視を
行う際にCoAを用いる理由として、HoAでは近傍ノードが他のネットワークに移動して
も、近傍ノードの移動を検出できず、近傍ノードとして監視し続けてしまうからである。
また、HoAを使用した場合、通信経路が HAを経由することになり、もし監視対象ノー
ドのHAと近傍ノードのHAが異なっていた場合は、それぞれの通信経路が異なってしま
うためである。
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図 3.2: 複数の近傍ノードの探索方式における近傍ノードに探索・選別手順
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第4章 評価
本章では、前節に述べた提案手法に対する評価を実験及び数値シミュレーションによっ
て行う。第 1節では、前章で述べた「監視対象ノードと近傍ノードの同時監視による障害
の原因箇所の特定手法」に対する実験を行い評価する。第 2節では、前章で述べた「複数
の近傍ノードの同時監視を考慮したパラメータ決定」についてさらに詳しく説明し、シ
ミュレーションによって評価を行う。第 3節では、前章で述べた「(S2)監視対象ノードと
同一ブリッジ下の近傍ノードの選別手法」が有効である手法か予備実験を行う。最後に第
4節では、実験及びシミュレーションに対する考察を述べる。
4.1 障害の原因箇所の特定手法を用いた特定可否の実証実験
本節では、まず始めに、監視対象ノードなどの障害に対し原因箇所の特定が可能か検証
する。次に (S1)(S2)を用いた近傍ノードの探索・選別が機能し、監視対象ノードなどの障
害に対し原因箇所の特定が可能か検証する。
4.1.1 障害における原因箇所の特定可否の実証実験
本提案手法による障害の原因箇所を特定できることを確認するため、図 4.1に示す環境
を用いた実証実験を行った。
監視ノードから監視対象ノード及び近傍ノードに対し pingによる監視を行い、監視対
象ノードとMRの各々で障害を発生させた場合に、各々で障害の原因箇所の特定が可能か
どうかを確認した。その際にOSとしてHAは FreeBSD、MN及びMRはNetBSDを使用
した。実験結果は図 4.2に示す。
38
監視対象
ノード
近傍
ノード
監視
ノード
internet
i t r t
MR
無線ブリッジ
(IEEE802.11)
ping
障害
障害
: 有線 : 無線
図 4.1: 障害における原因箇所の特定可否確認のための実験環境
監視対象ノードで障害が発生した場合、監視対象ノードからの応答はなく、近傍ノー
ドからの応答があった。その結果、障害の原因箇所は監視対象ノード ( 4°)である判定で
き、実際の原因箇所と一致した。また、MRで障害が発生した場合、監視対象ノードと近
傍ノードの双方から応答なかった。その結果、障害の原因箇所は監視対象ノード以外 ( 1°
から 3°)であると判定でき、実際の原因箇所と一致した。
以上より、提案手法により障害の原因箇所の特定が正しく判定され、提案方式の有用性
が確かめられた。
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4.1.2 近傍ノードの選別を用いた障害における原因箇所の特定可否の実証
実験
(S1)(S2)を用いた近傍ノードの探索・選別が機能し、本提案手法による障害の原因箇所
を特定できることを確認するため、図 4.3に示す環境を用いた実証実験を行った。
監視対象ノードで (S1)(S2)の近傍ノードの探索・選別を行い、監視ノードに通知する。
そして、監視ノードから監視対象ノード及び近傍ノード、他ノードに対し pingによる監
視を行い、監視対象ノードと無線ブリッジ 1の各々で障害を発生させた場合に、各々で障
害の原因箇所の特定が可能かどうかを確認した。その際にOSとして実験 1同様、HAは
FreeBSD、MN及びMRはNetBSDを使用した。実験結果は図 4.4に示す。
監視対象ノードで障害が発生した場合、監視対象ノードからの応答はなく、近傍ノード
からの応答があった。その結果、障害の原因箇所は監視対象ノード ( 4°)である判定でき、
実際の原因箇所と一致した。これより、(S1)ノード探索手法が機能していることを確かめ
られた。また、無線ブリッジ 1で障害が発生した場合、監視対象ノードと近傍ノードの双
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図 4.4: 近傍ノードを用いた障害における原因箇所の特定可否の実験結果
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方から応答なかった。その結果、障害の原因箇所は監視対象ノード以外 ( 1°から 3°)であ
ると判定でき、実際の原因箇所と一致した。また、他ノードからの応答はあり、このノー
ドを近傍ノードとして用いていると、障害の原因箇所は監視対象ノード ( 4°)であると判
定され、誤りが発生する。これより、(S2)近傍ノード選別手法が機能していることを確か
められた。
以上より、(S1)(S2)を用いた近傍ノードの探索・選別が機能し、提案手法により障害の
原因箇所の特定が正しく判定され、提案手法の有用性が確かめられた。
4.2 複数の近傍ノードの同時監視を考慮したパラメータ決定
の手法を用いた数値シミュレーション
3章の「複数の近傍ノードの同時監視を考慮したパラメータ決定」で述べた 2式を用い
て数値シミュレーションを行った。このシミュレーションは、近傍ノードの移動頻度P 及
び監視する近傍ノードの消失リスク Áを与えることで、監視する近傍ノード数N 及び監
視実行間隔 T、監視トラフィック量 bを算出し、パラメータを容易に決定することが可能
か評価するものである。
監視する近傍ノードの消失リスク Áは 1%以下に抑えることを想定し 0:01として与え、
また、監視パケットのサイズC[bits]を IPv6の pingの最小パケットサイズの 56[bits]とし、
下記の状況における数値シミュレーションを行った。
ケース 1) P=0.7 (1秒間に 3割の客が下車するような乗り降りの多い駅の場合を想定)
ケース 2) P=0.99 (10秒間に 1割の客が下車するような一般的な駅の場合を想定)
図 4.5は、数値シミュレーションの結果得られた、監視トラフィック量 bに対する監視
する近傍ノード数N と監視実行間隔 T を示している。
P = 0:7の場合、N = 8[個]の時に監視トラフィック量 bが最小となり、T ≒ 2:3[sec]，
b≒ 218[bps]となる。また、P = 0:99の場合、N = 8[個]の時に監視トラフィック量 bが
最小となり、T ≒ 82[sec]、b≒ 6:13[bps]となる。
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表 4.1: 監視する近傍ノードの消失リスク Áに対する監視トラフィック量 bが最小となる監
視する近傍ノード数N
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また、図 4.5では、監視する近傍ノードの消失リスク Áにより監視トラフィック量 bが
最小となる監視する近傍ノード数N は、近傍ノードの移動頻度 P に関係なく一定となっ
ている。監視する近傍ノードの消失リスク Áに対する監視トラフィック量 bが最小となる
監視する近傍ノード数N の表を表 4.1で示す。この結果は、式 1を式 2に代入し、T を消
し、N で微分した以下の式によって証明できる。
b0(N) =
56N2(1¡Á 1N ) log (1¡Á 1N )¡56Á 1N (1+N) log Á
N2(1¡Á 1N )flogP (1¡Á
1
N )g2 logP
上式では、分母が常に正の値となるため、分子が 0の時 bが極小となるが、分子にP が
含まれていないため、Áの値によってN が決定されることが分かる。
また、Á及びN が一定の場合には、式 1によりP T は一定となる。よって、近傍ノード
の移動頻度 P が変化する状況で、要求される監視する近傍ノードの消失リスク Áを一定
に保ちつつ監視トラフィック量 bを最小にするには、監視実行間隔 T を調整すれば良いと
考えられる。したがって、近傍ノードの移動頻度が高い状況では、監視実行間隔 T を短縮
することで、監視トラフィック量 bを抑えつつ、消失リスク Áを一定に保つことができる。
4.3 予備実験
本節では、前章で述べた「(S2) 監視対象ノードと同一ブリッジ下の近傍ノードの選別
手法」が有効である手法か、「(S2.1)パケットモニタリングによる選別手法」及び「(S2.2)
RTTの計測による選別手法」についてそれぞれ予備実験を行う。
4.3.1 パケットモニタリングによる近傍ノードの選別実験
本提案手法が近傍ノード選別に有効であるか確認するため、図 4.6に示す環境を用いて
予備実験を行った。
監視ノードから監視対象ノード及び近傍ノードに対し pingによる監視を行い、監視対
象ノードで tcpdumpを実施した場合、近傍ノードの選別が可能かどうか確認した。実験結
果は図 4.7に示す。
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この実験結果は監視ノードからのパケット、つまり送信元 IPアドレスが監視ノードの
パケットに絞っている。この実験結果より ICMP Echo Requestパケットの宛先アドレスが
監視対象ノードと近傍ノードの 2種類モニタリングでき、他のノード宛のパケットは全く
モニタリングできなかったことがわかる。このことより、パケットモニタリングによる近
傍ノードの選別は有効であることが確認できた。
4.3.2 RTTの計測による近傍ノードの選別実験
本提案手法が近傍ノード選別に有効であるか確認するため、図 4.6に示す環境を用いて
予備実験を行った。
監視対象ノードから近傍ノード及び他のノード 1・2・3に対し pingを行い、各々のRTT
を計測し、評価する。評価方法は、まず、2秒間に 0.2秒間隔で 10回 pingを各ノードに
対して行う。その測定した 10回の pingのRTTの平均を算出し、さらに、この実験を 600
回行い評価する。実験において、pingペイロードは 2000[bit]とした。
実験結果は図 4.9に示す。この実験結果は近傍ノード及び他のノード 1・2・3の中で最
もRTTが短いノードとして判定した測定回数を示している。この実験結果より、近傍ノー
ドが 600回全て最も RTTが短いノードとして判定され、RTTによる近傍ノードの選別は
有効であることが確認できた。
また、この実験結果をさらに見ていくため、ノード別RTTの確率密度分布を図 4.10に
示す。この実験結果より、近傍ノードのRTTがほぼ全て 2[ms]から 4[ms]以内に、他ノー
ド 1のRTTがほぼ全て 4[ms]から 8[ms]以内に収まっていることがわかり、有線で接続さ
れているノードは非常に安定して RTTが短いことがわかる。また、有線の中でもハブの
ホップ数が短いほど RTTが短くなることがわかる。またこの実験結果より、他ノード 2
の RTTが 6[ms]から 20[ms]に広がっていて、他ノード 3のRTT が24[ms]から40[ms]に
広がっていることが分かり、無線で接続されているノードは不安定で RTTを長くなるこ
とがわかる。
このことより、RTTの計測による近傍ノードの選別は、RTTが非常に短く安定してい
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るノードを選択することにより、有効に働くことが確認できた。
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図 4.7: パケットモニタリングによる近傍ノードの選別実験結果
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第5章 結論
5.1 結論
本研究では、移動型ネットワークのための障害管理支援技術に関する研究と題して、移
動型ネットワークにおける障害の原因箇所の特定するため、その第一歩として、移動型
ネットワーク内の監視対象ノードと近傍ノードを同時監視することで、監視により検出さ
れた障害が監視対象ノードの原因か否かを特定する手法を提案した。今後，本提案手法に
基づいた移動型ネットワーク監視・管理のためのプロットタイプの構築を進める．
5.2 今後の課題
本研究において、(S2) 監視対象ノードと同一ブリッジ下の近傍ノード探索手法は、無
線 LANの中でも現在最も普及している IEEE802.11の無線規格における選別手法、及び、
有線 LANの選別手法について説明した。しかし、今後普及するであろう無線規格である
Bluetooth、UWB、Zigbee等の選別手法も必要だと考える。また、複数の近傍ノードの同
時監視を考慮したパラメータ決定についてシミュレーションの評価を行ったが、実際の環
境 (電車など)で実験を実施し、どのぐらいうまく機能するものなのか、評価する必要が
ある。
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また、研究に指導にご多忙な中、本論文を審査していただきました、東北大学大学院工
学研究科安達文幸教授、東北大学大学院情報科学研究科加藤寧教授、東北大学電気通信
研究所菅沼拓夫准教授には有意義な御指導、御助言を頂き厚く感謝致します。
そして、研究活動におきまして、多大なる御助言、御協力、御指導を賜りました東北大
学電気通信研究所小出和秀助教には、大変お世話になり心より深く感謝いたします。
また、研究生活を共にし、活発な討論、貴重なご意見、並びに多大な御協力を頂きまし
た、東北大学電気通信研究所白鳥研究室の皆様に感謝すると共に、この場を借りて厚く
御礼申し上げます。
研究生活、及び日常生活等において、様々な相談にのり、叱咤、激励を与えてくださっ
た多くの友人や家族に、深く感謝します。
本研究は以上のように、多くの方々の御協力、御助言のもとで行われたものでありま
す。最後に重ねて心から感謝致します。
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