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Abstract . In this paper we s tudy the positive solutions of the Diophantine equa-
tion x2 — Dy2 — N, where D and \N\ are na tura l numbers, |7V|<\/D and D is not the square 
of a na tura l number. Let \ZD=-(a0,ai,...,a,) be the representation of ^/D as a simple con-
tinued fraction expansion. We prove tha t if the n-th convergent to \/D is | J L = ( a 0 r . . , a n ) , 
then 
^ O + 2)3 + r = 2 / / s _].//(„ + i)3 + r + ( - 1 ) 5 + 1 Hn, + r 
and 
#(n+2)j + r = 2 / / 3 _ 1 / i ( n + 1 ) J + r + ( - l ) J + 1 K ' t V 3 + r . 
In cases of D-(2k+l)2 -4 (for any k>2), D-(2k)2-4 (for any fc>3), D-k2 -1 (for any 
k>2) and D=fc 2+1 (for any A:>l) we give all positive solutions of x2 ~Dy2 = N ( |Af |< \ /D) 
with the help of Binet formulae of the sequences (Hn, + r) and ( / i „ , + r ) (for any r=l ,2 , . . . , s ) . 
Introduction 
In this paper we consider the equation 
(1) x2 - Dy2 — N 
and its solutions in natural numbers, provided D and N are rational integers, 
D > 0, furthermore D is not the square of a natural number. Many authors 
studied these Diophantine equations. Among others D . E . FERGUSON [1] 
solved the equations x2-by2 = ±4, V. E . H O G A T T , JR. and M . BLCKNELL-
JOHNSON [2] solved the equations 
(2) x2 - (A2 ± 4)y2 = ±4 
where A is a fixed natural number. K. LIPTAI [4] proved that if there is a 
solution to (1) then all solutions can be given with the help of finitely many, 
well determined second order linear recurrences. 
R e s e a r c h s u p p o r t e d by F o u n d a t i o n for H u n g a r i a n H i g h e r E d u c a t i o n a n d R e s e a r c h a n d 
H u n g a r i a n O T K A F o u n d a t i o n Grant No. T 1 6 9 7 5 and 0 2 0 2 9 5 . 
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Auxiliary results 
The purpose of this paper is to give such second order linear recurrences 
in case of |Ar| < y/D and in some special cases. 
We shall use a lemma of P . KlSS [3] and some theorems from [5] and 
[6]. 
Let 7 be a real quadratic irrational number and let 
(3 ) 7 = ( a o , ö i , Ű2 , . . . ) = ( a o , c i i , . . . . . , a i + s _ i ) 
be the representation of 7 as a simple periodic continued fraction, where s 
is the minimal period length of (3). P. Kiss proved: 
If the 72-th convergent to 7 is j f - = (ao ? > • • • ? an) and the n-th con-
vergent to 70 = ( a f , . . . , at+s-1) is = (at,at+i,. . ., a i + n ) , then (as it was 
proved by P. Kiss [3]) 
(4) / / (n + 2 ) s + r = (/ls-1 + ks-2)H(n+l)s+r + (~1)S + 1 H-ns+r, 
and 
(5) Ä(n + 2)s+r = (hs- l + ^s-2)Ä(n+l)s+r + 1)S+1 A n s + r , 
where 72 > 0, r = 0,1, . . . , s — 1 and we assume, that k-1 = 0. 
In the special case of 7 = y/D we prove the following lemma. 
Le rnma 1. Let D be a positive integer which is not a square of a 
natural number and let 
(6) VD = {a0, ai,...,as) 
be the representation of y/D as a simple continued fraction expansion, where 
s is the period length of (6). If the n-th convergent to y/D is 
—— = (a0 , a i , . . . , a n ) 
•t*- n 
then 
(7) # ( n + 2)s+r = 2 / / s _ i /7(n + 1 ) s + r + ( - 1 Y + 1 Hns+r 
and 
(8) / i ( n + 2 ) s +r = 2 i / s _ i K{n + l)s+r + ( - 1 Y+lHns+r 
for every integer n > 0 and r (0 < r < s - 1). 
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The first 2s terms of sequences ( H n ) and (Ä'n) can be got from the 
following well known relations 
(9) 
and 
(10) 
H-m — aTTi HM-I + //m_2 , H-L = 1 , H0 = CLq , 
Km = a m / t m _ i + Km-1, A'_1 - 0, A'o = 1, 
for any m > 0. 
The following algorithm for representing the number y/D as a simple 
continued fraction is well known (see in [6], p. 319): We set a0 — yfD |, L j 
bi = a0 , C\ — D — al and we find the numbers a n _! , bn and cn successively 
using the formulae 
fln-l 
00 + 
C n - 1 
Now consider the sequence 
5 ^n — ^n- l^n- l ^n — li Cn — 
D-bl 
Cn-1 
( h , c 2 ) , ( ^ 3 , C 3 ) , ( 6 4 , C 4 ) , . . . 
and find the smallest index s for which bs+\ = bi and c s + i = c\. Then the 
representation of \pD as a simple continued fraction is 
\f~D = (a0,ai,a2,...,as). 
We shall use two other results from [5] (pp 158-159). 
L e m m a 2. If D is a positiv integer, not a perfect square, then H* — 
DK\ = ( - l ) n - 1 c n + i for all integer n > - 1 . 
Lemma 3. Let D be a positive integer not a perfect square, and let 
the convergents to the continued fraction expansion of y/D be Hn/Kn. Let 
N be an integer for which |TV[ < D. Then any positive solution x — u. y = t 
of x2 — Dy2 = N with (u, t) = 1 satisfies u = Hn,t — Kn, for some positive 
integer n. 
Recalling that cn = cn+s in the Lemma 2., we can formulate Lemma 4. 
which is a consequence of the first three lemmas. 
Lemma 4. Let D be a positive integer not a perfect square, and let 
Vd = ( a 0 , a i , . . . , a s ) 
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be the representation of \fD as a simple continued fraction. Suppose that 
N is a non-zero integer with | TV j < \fD, and let 
(11) H-1 = 1, H0 = a0, Hm ~ a m / r m _ i + #m_2, 1 < m < 2s, 
(12) A'-i = 0, A'o = 1, Km = ömÄ'm_i + Jfm_2, 1 < m < 2s, 
(13) //(n + 2)H-r = 2 i / s _ 1 tf(n + 1 ) s + r + ( - l ) S + 1 # n s + r , 1 < r < 5, 71 > 0, 
(14) K{n+2)s+r = 2 t f s _ 1 A' ( n + 1 ) s + T . + ( - l ) s + 1 Kns+r, 1 < r < 5, n > 0, 
and 
(15) c n s + r + 1 = ( - l ) n ' + r - l ( f T r 2 - DK2r), l<r<s. 
If 1 < r < 5, c r + i ^ 0 and \J^ —— is a naturai number then let dr = 
V "V*^1 Denote by M the set of positive solutions (x, y) of a;2 - Dy2 — 
N. Then 
(16) M = a: = drHns+r, y = drKns+r, n > 0, 1 < r < s}. 
This also means that: If there exists no natural numbers dr (1 < r < s) 
which satisfy the above conditions then there isn't integer solution x = 
u, y - t of x2 - Dy2 = N (|JV| < D), that is M is the empty set. 
Theorems 
Applying Lemma 4. for some special equations we obtain the following 
results. 
Theorem 1. Let k (k > 2) be a natural number with D = (2k +1)2 -4. 
Let a and ß denote the zeros of / i (x) = x2 - (2k + l)x + 1 and let a > ß. 
Denote by M the set of positive (x, y) solutions of x2 — Dy2 = A7. 
(a) If N — 412 and l(l<l< J \ ] is a naturai number, then 
f
 am _Qm } 
M= | ( x , y ) : x = l(am + ßm), y = I — — , m > 1 j 
(b) I f N = (21 - l)2 and 1 < / < \ + ^ 
V 1 
) ( a 3 m + 3 +ß3m+3) 
\ a 3 m + 3 _ ß3m + 3 
~ß y = (l - - ) :—^ >
 m
 ^
 1 
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(c) If N = 1 - 2k then 
M = {(»,»): x = 
(a - l ) a 3 m + 1 - (ß - l)3*m+l   
2(a — ß)  
(d) If 1 < \N\ < 2k, N ^ 1 - 2k and N isn't a square of a natural number 
then M = 0 (empty set). 
T h e o r e m 2. Let k (k > 3) be a natural number and D = (2k)2 — 4. 
Let a and ß denote the zeros of f2(x) = x2 - 2kx + 1 with a > ß. Denote 
by M the set of positive (x, y) solutions of x2 - Dy2 — N. 
(a) If N = 4/2 and / (1 < I < y ^ f 1 ) is a natural number then 
( a m - 3 m } 
M = {(x,y):x = l(am+ßm), y = I — m > 1 j . 
(b) If N = (21 - l)2 and I is a natural number (l < / < \ + yjk2 - l ) then 
, , 1 \ Q 2 m - ß2m 
(c) If 1 < |Ar| < and A isn't a square of a natural number then M = 0. 
T h e o r e m 3. Let k (k > 2) be a natural number and D = k2 - 1. Let 
a and 3 denote the zeros of fo(x) = x2 — 2kx + 1 where a > ß. Denote by 
M the set of positive solutions of x2 — Dy2 = N. 
(a) If N = I2 and 1 < I < then 
{ I I (an+l - 3n+l) 1 
M= <(x,y):x = -(a*+l+ßn+1), y= [ J m> 1 . 
(b) If 1 < \N j < 2k — 1 and N isn't a square of a natural number then 
M = 0. 
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T h e o r e m 4. Let k (k > 1) be a natural number and D = k2 + 1. Let 
a and ß denote the zeros of f^(x) = x2 — 2kx — 1 with a > ß. Denote by 
M the set of positive solutions of x2 - Dy2 — N. 
(a) If N = I2 and 1 < I < V~k then 
(b) If N = -I2 and I < I < \fk then 
í I , / (a2m — ß2m) 1 
M= Ux,y):x = -(a2m +ß2™), y= K ^ _ £ \ m> 1 . 
(c) If 1 < |Ar| < k and J TV | isn't a square of a natural number then M = 0. 
Proofs 
To prove Lemma 1. we need the following two lemmas. 
Lemma 5. Let fnjr2 (^i ? x2i • • • •> xn) and gn+2 (^i , x2l..., xn) be the 
pohnomials which are defined by recurring relations 
fn+ 2 ( ^ 1 , • • - , ® n ) = X n f n + i ( x l , . . . , X n _ i ) + / n ( ® l , • - - , a?n-2 ), TO > 1 
and 
gn+2(xu.. .,xn) = xign+i(x2i...,xn) + gn(x3,..., xn), n> 1 
respectively, where /1 = 0i = 0 and f2 = g2 = 1. Then 
fn+ 2(^1, = 071+2(si, • TO > - 1 
aiso holds. 
Proof . We can easily verify that 
/ l = 0 1 , / 2 = 0 2 , / 3 ( ^ 1 ) = « 1 = 0 3 ^ 1 ) 
and 
U { x i , X 2 ) = x2f3(xi) + / 2 - 03(^2)^1 +02 = 5 4 ( ^ 1 , ^ 2 ) -
Assume that n > 3 and 
/n+2- i (^ l 5 • • • ) ^n- l ) — 071+2-^(^17 • • • 5 ^ n - l ) 
holds for i = 1,2,3,4. 
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Using the definitions and the last assumptions we can finish the proof 
by induction for n: 
fn+ 2 (^1 , • • • 5 xn) = xnfn+1 {xl ,••••> xn-l) + fn{xl xn~2) 
~
x
n9n+1 (^1 5 • • • > xn-l) + 9ti (#1 5 • • • , xn-2 ) 
= x
n
xl9n{x2 , • • • •> xn-l) + xn9n-1 {x3, • • • ixn-1 ) 
~\~xl9n — l(x2 •> • • • , ^ n-2) + 9n-2(x3, • • • ,Z n _ 2 ) 
= (zn/n(z2, • • • , ^ n - l ) + fn-l{x2,- • - ,xn-2)) 
+ ( ^ n / n - l ( ^ 3 , • • • 5 Z n - l ) + ín-2 ( ^ 3 5 • • • , xn-2)) 
—
 x\ fn+1 {x2 1 ' • • 1 xn —I 1 xn) "i" fn(x3 1 ••'•> xn — \ 1 xn) 
+xign+i(x2,...,xn) + gn(x3,... ,xn) = gn+2{xi,. • •, xn). 
Lemma 6. If X{ = xn+2-i holds for every i (1 < i < n -f 1) then 
fn+2(^11 • • •txn) — fn+2{x2, • • • ,xn +1 ) 
is also vaUd for every integer n (n > —1). 
Proof. This is evident for — 1 < n < 2, because 
/ 1 = 0 , / 2 = 1 , / 3 ( ^ 1 ) = x l = x2 - f z ( x 2 ) 
and 
/4(^1,^2) = X2X\ + 1 = 2:32:2 + 1 = / 4 (2 :2 ,2 :3) (since xi = x3). 
Let n > 2. Assume that if yi = yn-i holds for every i (1 < í < n — 1) then 
/ n ( l / l , • • • , V n - 2 ) = / n ( 2 / 2 , • • • , 2 / n - l ) 
is also valid. Let = x I + i for every i (1 < i < n — 1). 
Then 
Vi — xi+i = 2:n+2-( j+i) = 2;n_ t+1 = 
and so 
In{x2 1 • • • 1 xn-l) = fn{x3 1 • • • 1 xn)-
Using this equation, Lemma 5. and the relation X\ = a:n+i we obtain, 
that 
/ n + 2 ( ^ 1 , • • • 1 xn) 
= 9n + 2 {xl,...,xn) = Xlgn+i (x2 , . . . , Xn) + 9n{x3 , • • • , In) 
= X
 n-)_ 1 fn+1 ( x 2 , • • • 1 x n ) + /71(2:3, • • • » xn) 
~
x
n+l fn+1 (2:2 > • • • 5 xn) + fn(x2 , • • • , 2:n-l ) 
— fn + 2(2:2 5 • • • , 2:n + l ) 
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which completes the proof of the lemma. 
Proof of Lemma 1. It is well known [see in [6] p. 317] that in 
the representation of y/~D as a simple conntinued fraction, the sequence 
ai , 0 2 , . . . , a s - i i s symmetric, that is al = as-i, for every i (1 < i < s — 1) 
and 
(17) as = 2a0. 
If ^ is the nth convergent of (a\, 02,. ..) = (ai , a 2 , . . . , a s ) then 
/i_ 1 = 1 , ho = au hn = a n + i / i n _ i + / i„_2, n > 1 
and 
& - 1 — 0 , ^o = 1? ^ n — a n + l ^ n - l + &n-2? n > 1. 
Using this last definition and (10) by Lemma 6. we obtain, that 
k s-2 = / s ( a 2 , . . . , a s _ i) = / s ( a i , . . . , a s _ 2 ) = 
It is known (and it is easy to see by induction for n) that 
(19) Kn = hn.u n> 0 
and 
(20) Hn = a0hn_I + , n > 0. 
By (19), (12), (17), (18) and (20) 
hs_i + ks-2 = + /cr_2 = a5A's_i + Ks-2 + 
=2a0A' s_i + 2ks-2 = 2(a0hs„2 -f = 2i7s. 
Using this equation we obtain (7) and (8) from (4) and (5) respectively. 
Thus the theorem is proved. 
To proofs of the Theorem 1., Theorem 2., Theorem 3. and Theorem 4. 
we use the Lemma 4. and the representation of \[T) as a simple continued 
fraction: 
Lemma 7. Let k be a rational integer. Then 
(21) y/(2k + l)2 - 4 = (2 k,l,k - 1,2, k - 1,1,4/?) fork >2. 
(21) y/(2k)2 - 4 = (2k - 1,1, k - 2,1, 4k - 2) for k > 
(23) \ A 2 — 1 = (Ar — 1,1, 2A: — 2) fork >2, 
(24) y/k2 + 1 = (Jfc, 2Ä7) for fc > 1. 
An appl ica t ion of the cont inued f rac t ions for \FD... 1 1 
Proof. If x = (1, k - l,2,fc - 1 ,1 ,4k ) then x > 1, 
1 
x = 1 + 
1 
fc - 1 + — 
1 
2 + — 
1 
fc - 1 + — 
1 
1 + 1 
4 k + -
x 
and so 
i j + - - 3) = 0 
from which (using ~ > 0) we can see that 
7 (2k + l)2 - 4 = + -
x 
It is known that \/~D = yj(2k -f I)2 — 4 = (a0, ai , .. ., as ) where a0 = 
A/D; = 2k, and 
yJ~D — clq -\ , where x = [a\..... as). 
x 
Every irrational number can be expessed in exactly one way as an 
infinite simple continued fraction. Thus the first part of the lemma is proved. 
The proof of other three parts is carried out analogously. We can see these 
formulae in [6] p. 321., too. 
Proof of Theorem 1. We have only to apply the Lemma 4. and 
Lemma 7. By (22) 
y/D = s/{2k + l)2 - 4 = (2fc ,MT- 1, 2, k - 1,1, 4k), k > 2 
and so the representation of \f~D as a simple continued fraction has a period 
consisting of s ™ 6 terms. This terms are 
a0 = 2k, ai = 1 , a2 = k - 1, a 3 = 2 , an = k - 1, a 5 = 1, a 6 = 4k. 
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By the formulas (9), (10), (13) and (14) we can verify that 
3n+l _ /0371+1 
j j - 3n+l , /0372 + 1
 v _ « P 
" 6ti + 1 — a + P , A ß n + 1 — 7 
a — ß 
(et - 1 ) a 3 n + 1 + (/3 - l)/33 n + 1 
# 6 n + 2 — 
A 6n+2 — 
2 
(a - l ) a 3 n + 1 - (ß - l)ß3n+l 
2(a - /5) 
Q 3 n + 2 _ ^ S n + 2 
rr _ 3n+ 2 , /j3n + 3 r- _ J26n + 3 — a + ß , A6n+3 -
H ! 6n + 4 — 
a — ß 
(a - 2 ) a 3 n + 2 + (/3 - 2)ß3n+2 
A 6n+4 — ( 
2 
a - 2 )o 3 n + 2 - (/3 - 2)/?3n+2 
2 ( a - / 5 ) 
for n > 0 and 
Q 3 n + 3 ^ 3 n + 3 c * 3 n + 3 - /5 3 n + 3 
Hßn+b ~ 5 Ä ß n + 5 
H 6n + 6 = 
Ä ß n + 6 = 
2 ' 2 
(2q - l )a 3 n + 3 + (2/3 - l)/?3n+3  
2 ' 
( 2 q - l ) g 3 n + 3 - (2ß - l ) / 3 3 n + 3 
2 ( 0 " — ^ ) ' 
for n > — 1. From these equations we obtain, that 
r
 1, for r = 5 ) 
rr2
 n r'2 _ 4, for T = 1 or 3 
^6n+r - ^Afln + r -
 x _ 2A. for r = 2 C>+1 
for any n > 0. Prom (25) and (16) we can easily verify that the statements 
of Theorem 1. are valid. 
The proofs of the Theorem 2., Theorem 3. and Theorem 4. are carried 
out analogously to the proof of the preceding theorem. For brevity we write 
only few formulas (without details) in this proofs. 
Proof of Theorem 2. 
y/D = yj{2k)2 - 4 = (2k - 1,1, k - 2,1, k - 2), for jfc > 3 
rv2n + l _ /32n+l 
rr _ 2n +1 , ,q2n+l r- _ " P 
f l 4n + l — ° + P 1 ^ 4 n + l — , 
a — ß 
# 4 n + 2 — 
^ 4 n + 2 = 
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(a - 2 )g 2 n + 1 (ß — 2)ß2n+l 
2 
(g - 2 )g 2 n + 1 - (/3 - 2) / j2 n + 1  
2(a-ß) 
a2n+2 ß2n + 2 tt2n+2 - /32n+2 
/ / 4 n + 3 = - , K \ n + 3 = — — — 
2 2(q - ß) 
for n > 0 and 
(2a — l )g 2 n + 2 + (2/3 — l)ß2n+2 
n 4 — n + 4  
^ 4 n - f 4 = 
2 
(2a - l)a2n+2 - (2ß - l)/?2n+2 
2 ( a - / 5 ) 
for n > — 1 and 
f 1 for r = 3 \ 
Hi - DK2n = j 4, for r = 1 I = ( - 1 y-1 cr+l ,n> 0. 
I 5 — for r — 2 or 4 j 
Proof of Theorem 3. 
VD = \/A:2 - 1 = (k - 1,1.2* - 2), for fc > 2 
_ g n + 1 + /5n+1 , g n + 1 - ßn+l 
# 2 n + l — Ö j ^ 2 n + l — 
#271+2 — 
& 2 n + 2 = 
2 7 < * - / ? 
(a - l ) g n + 2 + (ß - l)ßn+2  
2 
(g - l ) g n + 2 - (ß - i)ßn+2 
a- ß 
for n > — 1 and 
/ w - = { 2 f c ) £ ; : £ } = ( - i r ' c r + 1 , » > o . 
Proof of Theorem 4. 
VD = y/k2 + 1 = (Jfc, 2/c), for k > 1 
g n+1 + ßn+1 _ _ ßn+1 
Hn — _ 1 A n ' — 
a — ß 
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K - DK2n = ( - l ) n + 1 = ( - l ) n _ 1 c n + i , (that is c n + 1 = 1 for any n). 
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B É L A Z A Y 
K Á R O L Y E S Z T E R H Á Z Y T E A C H E R S ' T R A I N I N G C O L L E G E 
D E P A R T M E N T OF M A T H E M A T I C S 
H - 3 3 0 1 E G E R , P F . 4 3 
H U N G A R Y 
Bounds for the zeros of Fibonacci-like polynomials 
FERENC MÁTYÁS 
Abstract . The Fibonacci-like polynomials G„(x) are defined by the recursive 
formula G7l(x) = xG n _ 1 ( a : )+G I l _ 2 (x ) for n>2, where G 0 (x) and G ^ x ) are given seed-
polynomials. The notat ion G n (x) = G„(G 0 (x) ,Gi(x) ,x) is also used. In this paper we de-
termine the location of the zeros of polynomials G n (a ,x+6 ,x) and give some bounds for 
the absolute values of complex roots of these polynomials if a ,b£R and a^O. Our result 
generalizes the result of P . E. RICCI who investigated this problem in the case a = 6 = l . 
Introduction 
Let GQ(X) and G\{x) be polynomials with real coefficients. For any 
n E N \ { 0 , l } the polynomial Gn(x) is defined by the recurrence relation 
(1) Gn(x) - xGn-i(x) + Gn-2(x) 
and these polynomials are called Fibonacci-like polynomials. If it is nec-
essary then the initial or seed polynomials Co (a:) and G\(x) can also be 
detected and in this case we use the form Gn(x) — Gn{G{){x)^ G\ (x), z). 
Note that G n (0 ,1 ,1) = FN where FN is the n t h Fibonacci number. 
In some earlier papers the Fibonacci-like polynomials and other poly-
nomials, defined by similar recursions, were studied. G . A . M O O R E [5] 
and H . P R O D I N G E R [6] investigated the maximal real roots (zeros) of the 
polynomials Gn(-l,x - l . Z ) (N > 1) . HONGQUAN Yu, Yl W A N G and 
M I N G FENG H E [2] studied the Hmit of maximal real roots of the polynomi-
als G„(-Ű, x — a,x) if a £ R+ as n tends to infinity. 
Under some restrictions in [3] we proved a necessary and sufficient 
condition for seed-polynomials when the set of the real roots of polynomi-
als Gn{Go{x), G\ (z), x) (n = 0,1, 2,. . .) has nonzero accumulation points. 
These accumulation points can be effectively determined. In [4], using this 
result, we proved the following 
Theorem A. I f a < 0 or 2<a then, apart from 0, the single accu-
mulation point of the set of real roots of polynomials Gn(a , x ± a, x) (n = 
R e s e a r c h s u p p o r t e d by the H u n g a r i a n O T K A F o u n d a t i o n , No . T 020295 . 
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1 , 2 , . . .) is while in the case 0 < a < 2 the above set has no nonzero 
accumulation point. 
According to Theorem A, apart from finitely many real roots, all of the 
real roots of polynomials Gn(a, x ± a, x) (a E R \ { 0 } , n — 1 , 2 , . . . ) can be 
found in the open intervals 
a) , a(2 - a) , a(2 
± - £, ± - + £ or ( - £ , e ) , 
a — 1 a — 1 
where £ is an arbitrary positive real number. 
Investigating the complex zeros of Fibonacci-like polynomials V. E. 
H O G A T T , JR. and M. BLCKNELL [1] proved that the roots of the equation 
Gn(0,1, x) = 0 are xk = 2i cos (A; = 1, 2, 1), i.e. apart from 0 if n 
is even, all of the roots are purely imaginary and their absolute values are 
less than 2. P. E. R i c c i [7] among others studied the location of zeros of 
polynomials Gn(l,x -f l , x ) and proved the following result. 
T h e o r e m B. All of the complex zeros of polynomials Gn(l,x + 1, x) 
(n = 1, 2 , . . . ) are in or on the circle with midpoint (0, 0) and radius 2 in the 
Gaussian plane. 
The purpose of this paper is to generalize the result of P . E. R i c c i 
for the polynomials Gn(a,x + b,x) where a, b 6 R and a / 0, i.e. to give 
bounds for the absolute values of zeros. To prove our results we are going 
to use linear algebraic methods as it was applied by P . E. R l C C l [7], too. 
At the end of this part we list some terms of the polynomial sequence 
Gn(x) = Gn(a, x + 6, x) (n = 2, 3 , . . .). We have 
( ^ ( x ) = x2 -f bx + a, 
G3(X) = x3 + bx2 + (a + l)x + b, 
G4(x) = X4 + bx3 + (a + 2)x2 + 2 bx + a, 
G5(X) = x5 + bx4 + (a + 3)x3 + 3 bx2 + (2a + l)x + b, 
Ge{x) = x6 + bx5 + (a + 4)z4 + 4 bx3 + (3a + 3)x2 + 3 bx + a. 
K n o w n facts from linear algebra 
To estimate the absolute values of zeros of polynomials Gn(a,x + 
b,x) (n > 1) we need the following notations and theorem. Let A = ( a^ ) 
be an n X n matrix with complex entries, A; (I = 1, 2 , . . . , n) and f(x) de-
note the eigenvalues and the characteristic polynomial of A, respectively. It 
is known that 
(2) / (A,) = 0 
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and 
(3) max IAi| < ||A||, 
where ||A|| denotes a norm of the matrix A. In this paper we apply the 
norms 
(4) lí-A-j^  = n m a x J ö j J j 
and 
(5) l | A | | , = / D ° 2 ij I 
M 
Using the so called Gershgorin's theorem we can get a better estimation 
for the absolute values of the roots of f(x) = 0 and it gives the location of 
zeros of / (x) , too. Let us consider the sets C, of complex numbers z defined 
by 
(6) Ci - {z : I z - an[ < r{} , 
where i = 1 , 2 , . . . , n and 
n 
(7) ri = £laiJl (n > 2). 
; = i 
So CI is the set of complex numbers 2 which are inside the circle or on 
the circle with midpoint an and radius r t in the complex plane. These 
sets (circles) are called to be Gershgorin-circles. Using these notations we 
formulate the following well-known theorem. 
Gershgorin's theorem. Let n > 2. For every i (1 < i < n) there 
exists a j (1 < j < n) such that 
(8) X l G C , 
and so 
(9) { A i , A j , . . . , A n } c C i U C 2 U - - - U C „ . 
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Theorems and the Main Result 
Let us consider the n X n matrix 
0 0 0 \ 
0 0 0 
0 0 0 
, 
-i 0 -i 
0 - 2 0 / 
where 6 E R and a £ R \ {0}. 
Further on we prove the following 
Theorem 1. Let n > 1 and a, 6 G R (a / 0). The characteristic 
polynomial of matrix An is the polynomial Gn(a, x + b, x). 
Let n > 2 and a, 6 £ R (a ^ 0). If Ani, An2,. . . , Ann denote the zeros 
of the polynomial Gn(a, x + 6, x) then, using the norms defined by (4) and 
(5) for the matrix A n , one can get the following estimations by (2),(3) and 
Theorem 1. 
/-b -ai 0 
-i 0 -i 
0 -i 0 
0 0 0 
V 0 0 0 
(10) max |Am j < n max( |a | , |6|, 1) 1 < i < n 
and 
(11) max |Amj < y/a2 + b2 + 2n - 3. 1 < i < n 
From (10) and (11) it can be seen that these bounds depend on a, 6 
and n but using the Gershgorin-circles we can get a more precise bound for 
IA
 m-| and this bound depends only on a and b. 
We shall prove 
Theorem 2. Let n > 2 and a, b E R (a / 0) and let us denote by K\ 
the set K\ = {z : \z + 6| < |a|} and by K2 the set Ii2 - {z : \z\ < 2} in the 
Gaussian plane. Then 
(12) A 
n 1 1 ^n2 •> • • • 1 ^ n n 6 K1 U K2. 
Now we are able to formulate our main result. 
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Main Result . For any n > 1 and fl,Ä£R(a/0) if Gn(a, x + b, x) = 0, 
then 
(13) \x\ <max(|fl| + |6|,2), 
i.e. the absolute values of all zeros of all polynomial terms of polynomial 
sequence Gn(a, x + 6, x) (n = 1, 2,3,.. .) have a common upper bound, and 
by (13) this bound depends only on a and b in explicit way. 
We mention that Theorem B can be obtained as a special case (a = 
b = 1) of our Main Result. 
Proofs 
Proof of Theorem 1. It is known that the characteristic polynomial 
fn(x) of matrix A n can be obtained by the determinant of matrix x\n - A n , 
where l n is the n X n unit matrix. So 
f x + b ai 0 • • • 0 0 0 \ 
i x i ••• 0 0 0 
(14) fn(x) = det (xln - A n ) = det 
0 i x • • • 0 0 0 
0 0 0 ••• i x i 
\ 0 0 0 • • • 0 i x ) 
We prove the theorem by induction on n. It can be seen directly that fi(x) = 
x + b = Gi (a, x -f 6, x) and /2(2) = x2 -f bx + a = G2(a, x -f b. x). Let us 
suppose that / n _ 2 ( z ) = Gn-2(a, x + 6, x) and fn-i(x) = G n _ i ( a , x + b, x) 
hold for an integer n > 3. Then developing (14) with respect to the last 
column and the resulting determinant with respect to the last row, we get 
fn{x) = xfn-i(x) - ilfn-2{x) = xfn-i(x) + fn-2(x), 
i.e. by our induction hipothesis 
fn(x) = xGn-i(a,x + b,x) + Gn-2(a.x -f b,x) 
and so by (1) 
fn(x) = Gn(a, x + 6, x) 
holds for every integer n > 1. 
Proof of the Theorem 2. From the matrix An we determine the so-
called Gershgorin-circles. By the definition of A n and (6) now there are only 
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two distinct Gershgorin-circles. The midpoints of these circles are — 6 and 0 
in the Gaussian plane, while by (7) their radii are jaj and 2, respectively, i.e. 
they are the sets (circles) Ii\ and K2 . (We omitted the circle with midpoint 
0 and radius 1, because this circle is contained by one of the above circles.) 
Since Gn(fl, x + b, x) is the characteristic polynomial of the matrix A n , 
and A N L , X N 2 , . . . , AN N are the zeros of it so from ( 8 ) and (9) we get that 
5 ? • • • J ^nn G U Ii
 2 . 
This completes the proof. 
Proof of the M a i n Resu l t . We have seen in the proof of Theorem 2 
that the Gershgorin-circles K\ and K2 don't depend on n if n > 2, therefore 
for any n > 2 the zeros of the polynomials Gn(a, x + b, x) belong to the sets 
(circles) Ii 1 and Ii2. I.e. if Gn(a,x + b.x) = 0 for a complex x, then 
(15) \x\ < max(|a| + |6| ,2). 
Since Gi(a,x + b,x) = 0 if x = -b therefore (15) also holds if n = 1. This 
completes our proof for every integer n > 1. 
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Representat ion of integers as terms of a 
linear recurrence with maximal index 
JAMES P. JONES1 and PÉTER KISS2 
Abstract . For sequences Hn(a,b) of positive integers, defined by H0 = a, Hi-b and 
/ / „ - / / „ _ ! + / / „_2 , we investigate the problem: for a given positive integer N find positive 
integers a and b such tha t N=Hn(a,b) and n is as large as possible. Denoting by R(N) = r 
the largest integer, for which N=Hr(a,b) for some a and 6, we give bounds for R(N) and 
a polynomial time algori thm for computing it. Some properties of R(/V) are also proved. 
Introduction 
Let Hn(a,b) be a sequence of positive integers defined by HQ = a, 
II1 = b and Hn = Hn _i -f IIn-2 where a and b are arbitrary positive 
integers (the parameters). The sequence Hn(a,b) occurs in a problem of 
COHN [1]: Given a positive integer N, find positive integers a and b such 
that N = Hn(a, 6) and n is as large as possible. 
C O H N [1] actually formulated the problem slightly differently, replacing 
'n is as large as possible' by 'a + 6 is as small as possible'. However this makes 
little difference. We shall consider the problem as stated above. 
Let R = R(N) be the largest integer R such that N — IIji(a, b) for some 
a, b > 1. The function R is well defined. For any N > 1, there exist integers 
a, b and n such that N = Hn(a,b), 1 < a, 1 < b. Since N = IIi(l,N), we 
can let n = 1, a = 1 and b = N. If 2 < N, we can also let a — 1, b = N — 1 
and n = 2 so N = H2(l,N — 1). Thus there always exist integers n, a and 
b such that N — Hn(a, 6), 1 < a and 1 < b. 
It is also easy to see that there exist a, b and r such that N = Hr(a, b), 
1 < a, 1 < b and r is maximal. If Ar = i / r (a ,6) , 1 < a and 1 < 6, then 
r < Hr(a.b). Hence for all such r,a and b, r < N. Thus all possible values 
of r are bounded above by TV. In fact this argument shows that R(N) < N 
for all N. 
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The first few values of R are given by R( 1) = 1, R(2) = 2, R(3) = 3, 
R(4) = 3, R{5) = 4, i?(6) = 3, i2(7) = 4, i2(8) = 5, R(9) = 4, £(10) = 4, 
Ä ( l l ) = 5. R(12) = 4 and £(13) = 6. Note that the function R is not 
increasing. That is, TV < M does not imply R(N) < R(M). 
Since R(N) is well defined, Cohn's problem becomes one of giving an 
algorithm to compute R(N). In this paper we shall give a simple algorithm 
which solves this problem. We shall also show that this algorithm is polyno-
mial time, that is the time to find R(N) is less than a polynomial in I n ( N ) . 
We also prove some theorems about the number of N such that R(N) = r 
and about the number of pairs (a,b) such that Hr(a:b) = N. First we need 
some lemmas. 
1. Representat ion of N in the form N = Hr(a,b) with r maximal 
We use [xj to denote the floor of x, (integer part of x). [x] denotes 
the ceiling of x, [x] = - [ " ^ J - Fn denotes the n th Fibonacci number, where 
F0 = 0, Fi = 1 and F;+2 = F\: + Fi+1- Ln denotes the nth Lucas number, 
defined by L0 = 2, — 1 and = Ll + Z t+1- We define / /_ n (a ,6 ) by 
H-n(a,b) — ( — l ) n + 1 / / n ( —a, 6 — a). 
Below we shall use many elementary identities and inequalities such as 
Ln+1 = 2Fn + Fn+1, Ln + 1 < Fn+2 for 1 < n and F n + 1 < Ln, for 2 < n. 
We shall also need the following well known identity due to H O R A D A M [3]. 
Lemma 1.1. For a11 integers n,a and b, Hn(a. b) = aFn-1 + bFn. 
Proof. By induction on n using F,+2 = F{ -f . The result can also 
be seen to hold for negative n since H-n(a,b) = ( - 1 ) n ( a F n + 1 — bFn). 
Lemma 1.2. Hn(a, 6) = Hn(a -f Fn, b — F n _ i ) and Hn(a, b) = i^nía — 
F n , 6 + F n _i) . 
Lemma 1.3. For all integers n, k, a and 6, we have 
( 0 ffnM) = + 
(«) Hn(a,b)= Hn_k(Hk(a,b),Hk+l(a,b)), 
(iii) IIn(a,b) = / f n + i ( 6 - a, a). 
(ii>) &) = b), Bi-k(a, b)). 
Proof. They follow from the definitions. 
Lemma 1.4. If N = Hr(a,b), 1 < a, 1 < b and R(N) = r, then b < a. 
Proof. Suppose R(n) = r and N = Hr(a, b). If a < b, then by Lemma 
1.3 we would have N = Hr(a,b) = / / r + 1 (6 - a, a) so that r + 1 < R(N), 
contradicting r = R(N). 
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Earlier we saw that n = 1 is realizable as a value of n such that N — 
Iln(a,b) for a > 1, b > 1. In the next lemma we shall show that all values 
of n < R(N) are realizable as values of n such that N = Hn(a, b). We shall 
call this the Intermediate Value Lemma (IVL). 
Lemma 1.5. (I.V.L.) If n < R(N), then there exist a,b such that 
N = fín(a, b), 1 < a and 1 < 6 . 
Proof. Suppose r = R(N) and n < r. There exist a > 1, b > 1 
such that N = Hr(a,b). Let k = r — n. Then 0 < k. By Lemma 1.3 
(ii), N = Hr(a, b) = Hr.k(Hk(a,b),Hk+l(a,b)) = IIn{Hk(a, b), Hk+l (a, b)) 
where 1 < Hk(a,b) and 1 < IIk+i(a,b), since 0 < k and a, b > 1. 
Lemma 1.6. If n > 1 then R(Fn+1) = n. 
Proof. Let r = R(Fn+i). Since Fn+X = F n _ i + Fn = Hn(l,l),n < r. 
Conversely, F n + 1 = Hr(a.b) = aFr_i + bFr > Fr-i + Fr = iv+i • Hence 
n > r. Therefore n — r. 
Lemma 1.7. If n > 2, then R(Ln+1) = n + 1. 
Proof. Here we need the inequality LN+I + 1 < -Fn+3- Let r = R(LN+1). 
Since LN may be defined by LQ = 2, L\ = 1 and LN+2 = LN + LN+\ > w e 
have Ln — IIn{2,1) and so = Hn+i(2,l). Hence n-f-1 < r. Conversely, 
Ln+i — Hr(a,b) — aF r _i + bFr > Fr-\ + Fr = Fr+\. Hence Fr+1 < Ln+i-
Therefore Fr+1 + 1 < Xn+i + 1 < ^n+3 and s o ^V+i < ^n+3• Therefore 
r + 1 < n + 3. Hence r < n -f 2. Therefore r < n + 1. So r = n + 1 and 
Ä ( i „ + i ) = 1. 
Lemma 1.8. If N < Fn+1, then R(N) < n. 
Proof. Let R(N) = r. Then there exist a, b > 1 such that N — Hr(a, b). 
Hence we have F n + i > N — Hr(a,b) = aFr-\ + bFr > Fr_i + Fr = F r + 1 . 
Thus F n + i > Fr+1. Hence we have n - f l > r + 1 so that n > r. In otherwords 
n > R(N). 
Corollary 1.9. If 1 < n and N < Fn+lFn+2, then R(N) < 2n. 
Proof. If 1 < n, then Fn+2 < Ln+1- Hence Fn+iFn+2 < Fn+iLn+i = 
F2n+2. Therefore N < F2n+2. Hence by Lemma 1.8, R(N) <2n + l. There-
fore R(N) < 2n. 
Lemma 1.10. Let A be an arbitrary positive integer and suppose 0 < 
n. Then 
(0 
(ii) 
n = R(AFn+i) if A<Fn, 
n < f t ( A F n + i ) if Fn < A. 
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Proof . AFn+i = A(Fn..i + Fn) = AFn.x + AFn = Hn(A, A) implies 
n < R(AFn+1). For (i) suppose A < Fn and n + 1 < R(AFn+i). By the 
Intermediate Value Lemma there exist c > 1 and d > 1 such that AFn+i = 
cFn + dFn+1. Then F n + 1 | cFn and ( F n , F n + 1 ) = 1 imply F n + 1 | c. Hence 
F n + i < c so that cf = 0. Hence R(AFn+1) = n. For (ii) suppose Fn < A. 
Then there exist b and t such that A = tFn + 6, 1 < b and 1 < t. Let a = 
tFn+1. Then i f n + i = (*Fn+i)Fn + bFn+1 = iTn + 1 ( iF n + 1 6) = iTn + i (a ,6) , 
1 < a and 1 < b. Hence n + 1 < R(AFn+i) so that n < R(AFn+1). 
Corollary 1.10. For all n > 0, fí(FnFn+i) = n. 
Lemma 1.11. If FnFn+\ < N, then n < R(N). 
Proof. Suppose F n F n + i < N. We shall show that n + 1 < R(N) by 
finding a and b such that N = 7 / n + 1(a ,6) = aFn + 6F n + 1 , 1 < a and 
1 < 6. Let b be the least positive solution to the congruence N = bFn+\ 
(mod F n ) , (taking b = F n , if Fn | N, so that b > 1). We claim 
(1.12) bFn+l + Fn < N. 
This inequality (1.12) will be proved by considering two cases: 
Case 1. N = 0 (mod Fn). Then b = Fn. Since Fn | N and F n F n + 1 < 
N, we have F n ( F n + i + 1) < N. So we have F n + 1 6 + Fn = F n + i Fn + Fn = 
F n ( F n + i + 1) < iV, and so (1.12) holds. 
Case 2. ÍV ^ 0 (mod Fn). Then 1 < 6 < F n , so b < Fn - 1. Therefore 
^^n+i + F n < (Fn — l ) F n + 1 -f Fn = FnFn+i + (Fn - F n + i ) < FnFn+1 < Ar 
and so again (112) holds. 
Now that (1.12) is established, let a = (N — 6F n +i ) /F n . Then a is an 
integer, N = aFn + bFn+i — Hn+i(a,b) and (1.12), implies 1 < a. 
Corollary 1.13. If 1 < n and F2n < N, then n < R(N). 
Proof. By Lemma 1.11. If 1 < n, then F n + i < Ln and F n F n + i < 
FnLn = F2n < N. 
Lemma 1.14. If 1 < N, then R{N) < ([1 + 2.128 • ln(JV))J. 
Proof. Let r = R(N). The inequahty holds for N = 1, since R{ 1) = 1. 
Suppose N > 2. Then 2 < r. Let k = r -f 1. Then 3 < k so that we can use 
the inequality 
(1.15) (8/5)*~2 < Fk (3 < Ä). 
(This inequahty, which is well known, is easy to prove by induction on 
k > 3, using the fact that if x = 8/5, then x2 < x + 1). Using the inequality 
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with k = r + 1, by Lemma 1.8 we get (8 /5 ) r _ 1 < Fr+l < N. Taking logs 
of both sides we have (r - l ) ln(8/5) < ln(jV). Hence we have r — 1 < 
ln(/V)/ln(8/5) < ln(iV)/(47/100) < ln(JV) • 2.128, proving the lemma. 
Lemma 1.16. If 1 < N, then [1.5 + .893 -]n(N)] < R(N). 
Proof. Let r = R(N). Lemma 1.11 implies N < FrFr+l. If N < 6, the 
inequality can be checked by cases. Suppose 7 < N. Then 4 < r. We will 
use the following elementary inequality which is easy to prove using the fact 
that x2 > x + 1 for x = 7/4. 
(1.17) Fk<{ 7/4)*"2 (3<ifc). 
Using the inequahty twice, with k — r and k — T + 1, we get 
(1.18) N < FrFr+l < (7 /4 ) r ~ 2 (7 /4 ) r _ 1 = (7/4) 2 r~ 3 . 
Taking logs of both sides, ln(iV) < (2r - 3)ln(7/4). Hence ln(A r)/ln(7/4) < 
2(r - 1.5). Therefore 2~x • ln(A r)/ln(7/4) < r - 1.5. Consequently 1.5 + 
2"1 • ln(iV)/ ln(7/4) < r. Hence [1.5 + 2"1 • ln(A r)/ln(7/4)l < r. Therefore 
[1.5 + .893 • ln(7V)] < r. 
Corollary 1.19. For N > 1, 
[1.5 + .893 • ln(Ar)] < R(N) < [1 + 2.128 • ln(7V)J. 
P r o o f . By Lemma 1.14 and Lemma 1.15. 
Corollary 1.20. If R(N) = r, then Fr+l < N < FrFr+l. 
Proof. Suppose i?(Ar) = r. By Lemma 1.8, Fr+i < N. By Lemma 1.11, 
N < FrFr+i. 
The equation N = Hr(a,b) sometimes has two solutions (a, b) in pos-
itive integers with r = R(N). E.g. if N = 6, then R(6) = 3, 6 = / /3(2.2) 
and 6 = H3(4,1). 
Definit ion 1.21. N is called a double number if there exist a,b,c,d > 1 
such that N = Hr(a,b) = Hr(c,d),a ^ c or b f- d, (equivalently if a ^ c 
and b / d), where r — R(N). If N is not a double number, then N is called 
a single number. 
Examples 1.22. Some representations of N in the form N = Hr(a,b) 
with R = R(N): 
N = 1, R= 1, a= 1, 6 = 1, 
N = 10, R = 4, a = 2, 6 = 2, 
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N = 100, R = 7, a = 6, 6 = 4, 
N = 1,000, £ = 12, a = 8, 6 = 2 , 
N = 10,000, R = 12, a = 80, 6 = 20, 
N = 100,000, £ = 14, a = 269, 6 = 99, 
N = 1,000,000, £ = 19, a = 154, 6 = 144, 
N = 10,000,000, £ = 19, a = 1540, 6 = 1440, 
N = 100,000,000, £ = 23, a = 5143, 6 = 311, 
N = 1,000,000,000, £ = 23, a = 51430, 6 = 3110. 
N = 1,000,000,000 happens to be an example of a double number. 
we have N = IIr(c, d) also for c = 22773 and d = 20821, besides a = 51430 
and b = 3110. Other examples of double numbers are 15 = £4(6,1) = 
//4(3,3) and 32 = / /5(9,1) = £ 5 (4 ,4) . 
In the next section we shall prove that the equation N = £ r ( a , 6) never 
has three solutions (a, b) in positive integers with r = R(N). (Of course it 
may have other solutions when r < R(N). E.g. for Ar = 6 and r — 3 we have 
6 = £2(1,5) = £2(2,4) = £2(3,3) where 2 < r.) Thus there is no concept 
of a triple number. 
2. A n algorithm for R(N) 
In this section we shall show that there exists an algorithm for comput-
ing R(N). In fact we shall prove that there is a polynomial-time algorithm 
for computing R(N). We give a procedure which finds, given iV, the value 
of R(N) and also a and 6. Since the number of steps in the procedure will 
be less then a polynomial in ln(7V), the number of bit operations needed to 
compute R(N) will be less than a polynomial in ln(JV). 
Suppose N is given. To compute R(N), begin with any sufficiently large 
value of r, satisfying r > R(N). For example by Corollary 1.19 we can take 
r = [1 -f 2.128 • ln(7V)J. Then proceed as follows. 
Step 1: Find a positive solution b to the congruence 
(2.1) N = bFr ( m o d / ; _ ! ) , (1 < b). 
This congruence is solvable in natural numbers since (Fr, /V- i ) = 1. Hence 
there is a solution b in the range 1 < b < Fr- \. Take the least such b in this 
range. 
Step 2: Check whether 
(2.2) bFr < N. 
If this is the case, put a = (N - bFr)/Fr_ 1. Then a is an integer by (2.1). 
Also we have N = aFr-\ + bFr and condition (2.2) implies 1 < a. In this 
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case the algorithm terminates arid R(N) = r. If (2.2) does not hold, then we 
decrease r by 1 and return to Step 1. We iterate steps 1 and 2, decreasing 
r until (2.2) holds. Since initially R(N) < [1 + 2.128 • hi{N)\ < r, the 
algorithm must terminate after at most [1 + 2.128 -ln(yV)] iterations. 
We claim that this computation is polynomial time. Certainly the num-
ber of operations needed at each step is less than or equal to a polynomial 
in ln(jV). Calculation of Fr requires time exponential in ln(r), i.e. propor-
tional to a polynomial in r. However r is less than or equal to a polynomial 
in ln(7V), since Fr < N. So this is polynomial time. 
In addition to finding r, the algorithm also finds (a, 6) such that Hr(a1 b) 
= N. The pair (a, b) is not uniquely dependent upon N. There is sometimes a 
second pair (c, d) such that Hr(c,d) = N. As sketched above the algorithm 
finds the pair (a, 6) with least b. It can easily be extended also to find 
the second pair (c, (i), when that exists. After (a,b) has been found, let 
d — b + F r_1 and c = a — Fr. Then N = / / r (c , ci) by Lemma 1.2. d is 
positive. If dFr < iV, then c will also be positive and (c, d) will be a second 
pair. If not, then there is no second pair, i.e. N is a single. 
The algorithm can be simplified to yield a more explicit formula for 
r — R(N) and explicit formulas for a, ö, c and d. For this we shall use an old 
identity of LUCAS [4]: 
Multiplying both sides of (2.3) by ( - 1 ) r N and rearranging terms we get 
Equation (2.4) provides a solution to the linear diophantine equation 
aFr-1 -f bFr = N. It shows that AFr-\ + BFr = N will hold if we put 
A =
 J4r(jV) and B = Br(N), where 
(2.5) Ar(N) = {-lyFr^N and Br{N) = ~{-l)r Fr_2N. 
Thus a = Ar(N) and b = Br(N) is a particular solution of the equation 
a F r _ ! + bFr = N. Since (F r , Fr+i) = 1, from a particular solution we may 
obtain all solutions (a, b) by 
(2.6) a = Ar{N) - tFr, b = Br(N) + *F r _i , (t = 0, ±1, ±2, ± 3 , . . . ) . 
Then by Lemma 1.1 Hr(a,b) = N for all integers t. Now define gr(N) and 
hr(N) by 
(2.3) F2r_x - F r_2 • Fr = ( - 1 y. 
(2.4) ( - 1 )rFr-iN • Fr_! - (-l)rFr_2AT • Fr = N. 
(2.7) 9T(N) = (-l)
rFr-2N + 1  
FT- 1 
and 
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hr(N) = (~1)rf'-'Af - 1 
Then gr(N) and hr(N) are reals. For a and 6 as in (2.6), we have 1 < a 
iff t < hr(N) and 1 < b iff gr{N) < t. Hence (a, b) is a positive solution of 
aFr_ 1 + bFr = N iff 
(2.9) gr(N) < t < hr(N). 
Since t is integer valued, condition (2.9) is equivalent to 
(2.10) gr(N) < \gT(N]\ < t < [/i.r(7V)J < hr(N). 
Condition (2.9) is in turn equivalent to [gr(7V)] < hT(N) and also to 
gr(N) < [hr(N)\. 
From (2.3), (2.7) and (2.8), it is easy to see that 
( 2 . 1 1 ) hr(N)-gr(N) = 
N - F, r + l 
fi'r — 1 Fr 
The functions gr(N) and hr(N) give us a new algorithm to compute R(N). 
We have 
Theorem 2.12. Suppose N >1. Then R(N) is the largest integer 
r > 1 such that 
( 2 . 1 2 ) 
( — l ) r i V - 2 Í V -f- 1 
Fr-1 
< 
(-iyFr-iN-1 
Fr 
Furthermore, the set of r > 1 satisfying (2.12) is the set {2, 3 , . . . , R(N)}. 
Hence (2.12) can be used as an algorithm to calculate R(N). 
Proof . By Lemma 1.8, if r < R(N), then Fr+\ < N and hence by 
(2.11), gr(N) < hr(N). Thus 
(2.13) r < R(N) => gr(N) < hr(N). 
By (2.9) and the IVL, for all r < R(N), there exist t(gr(N) < t < hr(N)), 
and this imphes [^r(7V)] < j_/ir(7V)J. On the other hand, by (2.9), when 
R(N) < r, there is no integer t such that gr(N) < t < hr(N) and so we 
have not [^(jV)] < [hr(N)J. 
This shows that the set of r > 1 satisfying (2.12) is an interval. 
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This approach to R(N), thru gr(N) and hr(N), also gives a new algo-
rithm to decide whether TV is a single or a double. From (2.9) and (2.10) we 
have 
(2.14) TV is a single iff [^(TV)] = [M^OJ-
Also 
(2.15) TV is a double iff |"^r(iV)] < [hr(N)\. 
From (2.5), (2.6), (2.7) and (2.8) we can obtain explicit formulas for a,b,c 
and d: 
(2.16) a = Ar(N)- \gr(N)]Fr and b = Br{N) + r<7r(A01^-i , 
(2.17) c = Ar(N) - [hr(N)\Fr and d = Br{N) + [hr{N)\Fr^ . 
If TV is a single, c = a and d = b. If TV is a double, c = a — Fr and d — 6+Fr_i. 
Thus when r = Ä(TV), formulas (2.16) and (2.17) can be used as definitions 
of a.b.c and d. The ratio on the right side of (2.11) is not always less than 2 
however, even when r — R(N). In this case, when r = R(N), we have only 
the weak inequality 
( 2 . 1 8 ) R ( N ) < r => ~ < a + 1. 
r r — 1 *
 T 
Here a = (1 -f \fb)/2 = 1.61803 . . . so that a + 1 = 2.61803 . . . . The idea of 
the proof is the following: From Lemma 1.11 we see that R(N) < r implies 
TV < FrFr+1. Then (FrFr+\ — Fr-i)Fr-\Fr < a + 1 can be shown using 
Fr < aFiFr_i + Fr+i. 
Next we shall prove that there are no triples. The following lemmas will 
be used. 
L e m m a 2.19. If 1 < r, then FrFr+l < (1 + 2Fr+l )Fr_i + Fr. 
Proof. If 1 < r, then Fr < 1 + 2F r _i . Hence 
FrFr+i < (1 + 2F r_! )Fr+\ = Fr+i + 2Fr-i • Fr+1 
= Fr-i + 2 • Fr+l + Fr = (1 + 2F r + 1 )F r_i + Fr. 
Lemma 2.20. Suppose 1 < TV, TV = Hr(a,b), R(N) = r and 1 < b. 
Then a < 2Fr. 
Proof. Let r = R(N) and TV = Hr(a,b). Since 1 < TV and r = Ä(TV), 
we have 1 < r. We claim 
(2.21) a <b + 2Fr+l. 
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If not, then b -f 2Fr+i < a. Since 1 < b and N = Hr(a, b), by Lemma 2.19 
and Lemma 1.11 we have 
N = aFr-i+bFr > (b + 2Fr+1)Fr.l+bFr > {l + 2Fr+l)Fr_l+Fr > FrFr+l. 
But this contradicts Lemma 1.11 which says that N < FrFr+1, since r = 
R(N). Hence (2.21) holds. Now it is easy to see that 
N = aFr-.\ -f bFr = (6 + 2Fr+l - a)Fr + (a - 2Fr)Fr+1. 
Supposing 2Fr < a and using (2.21), we get the contradiction R(N) > r-f 1. 
So a < 2Fr. 
Theorem 2.22. If R(N) = r, then the equation N = Hr(a, b) has at 
most two solutions in positive integers a, b. There are no triples. 
Proof. Suppose the equation N = Hr(a, b) has three solutions in pos-
itive integers, say (a,6),(c, d) and a third solution (x,y) . Then c = a — Fr, 
d = 6 -f Ft_ 1, x = a — 2Fr and y = b + 2F r _i . But by Lemma 2.20, a < 2Fr. 
Hence x < 0, a contradiction. 
From Theorem 2.22, if r = R(N), then LM-AOJ < fPr (^) ] + 1. And so 
in (2.15), when ^ ( i V ) ] < [hT(N)J, we have r<7r(Ar)l + 1 = [hr(N)\. 
Following FnFn+i there is a very long interval consisting entirely of 
singlels. 
Suppose R(N) = r. Recall from Corollary 1.20 that if R(N) = r, then 
N must lie in the interval Fr+i < N < FrFr+i. We can show that most N 
in this interval are singles. 
Theorem 2.23. If FnFn+1 < N < FnFn+l + Fl + Fn+2, then N is a 
single. 
We won't prove this result, (Theorem 2.23.). However it will be clear 
how to do so after we have proved Lemma 3.1 in the next section. 
Taking a limit as n —» oc, one finds that the interval [ F n F n + i , FnFn+1 + 
l'n tn+2] occupies some 38% of the interval [In tn+i, in+i Fn+ 2]. (,Q2 = 
((1 - \ /5) /2) 2 = ( —.61803)2 = .381966 . ..) Thus on average more than 28% 
of N are singles. Actually, in the next section, we shall prove that 92.7% of 
N are singles. 
3. The number of N such that R(N) = r 
In this section we consider the problem of the number of N such that 
R(N) — r. Here r is a fixed positive integer. The number of such N must 
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be finite. By Lemma 1.11, the number of such N must be less than or equal 
to FrFr+i. We shall give an exact formula for this number. First we need 
some lemmas. 
L e m m a 3.1. Suppose R(N) = r and a,b,c,d are as defined in (2.16) 
and (2.17). Then N = Hr(a,b) = Hr(c,d). If N is a single, then c = a,d=b, 
(i) 1 <b<a< Ft and 1 < b < FR 
If N is a double, then we have c = a — Fr, d = b -f Fr-\, b < a, 
(ii) F r - i < d < c < Fr, Fr+1 < a < 2Fr and 1 < b < Fr-2-
P r o o f . Suppose a,6,c and d are as above and N > 1. Let r = R(N). 
Then N = Hr(a,b) = Hr(c,d). Suppose first N is a single. By (2.16) and 
(2.17), c = a,d = 6, 1 < a and 1 < b. By Lemma 1.2, N = Hr(a,b) = 
Hr(a -f Fr,b — Fr-1). Hence b < F r _ i , else N would be a double. By Lemma 
1.4, 6 < a. By Lemma 1.2 we know N — IIr(a,b) = IIr(a — Fr,b+ i v - i ) -
Hence a < Fr, else N would be a double. Therefore (i) holds. 
Next suppose N is a double. Then by (2.15), (2.16) and (2.17), c = 
a — Ft , d — 6-f Fr-i, 1 < a,b,c,d. By Lemma 2.20, a < 2FR. Since c = a — FR, 
this implies c < FR. By Lemma 1.4, since N = Hr(c,d), d < c. Hence d < FR. 
Since d < FR and d = b-\- F r _ i , b-\- FR_I < FR, so that b < FR — FR_I = F r_ 2 5 
i.e. b < FR-2- Since 0 < b and d = b -f i v _ i , FR-\ < d. Since F r_i < d 
and d < c, FR~\ < c. Since a = c + FR, this implies that FR+1 < a. Hence 
statement (ii) holds. 
L e m m a 3.2. If R(N) = r, then there exist unique positive integers x 
and y satisfying 
(3.2) N = Ht(X, y) and 1 < y < x < Fr. 
P r o o f . By Lemma 3.1. If /V is a single, then we can let x = a and 
y — b. If N is a double, then we can let x — c and y — d and we will have 
^ V £ £ ^ Fr. x and y are unique by Theorem 2.22, to the effect that 
N = Hr(x,y) has at most two solutions. Every N is either a single or a 
double. Note that if TV is a double, then x = a and y = b won't satisfy 
1 £ V < x < Fr since Fr+1 < a. 
L e m m a 3.3. Suppose R(N) = r. Then all solutions (x.y) of N = 
Hr(x,y) in positive integers satisfy either 
(3.3.1) 1 <y <x < FT 
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(3.3.2) Fr+1 < X < 2F r y 1 < y < F r _ 2 and y < x. 
But not both. 
Proof . By Theorem 2.22, N is either a double or a single. Hence there 
are only two cases to consider. If N is a single, then (x,y) = (a,b) and 
condition (3.3.1) holds by Lemma 3.1. (i). If N is a double, then (x,y) = 
(a, 6) or (x,y) — (c, d). In the first case, by Lemma 3.1 (ii) (3.3.2) holds. In 
the sceond case, by Lemma 3.1 (ii) (3.3.1) holds. 
L e m m a 3.4. Suppose R(N) — r. Then all solutions of N = Hr(x.y) 
in positive integers (x,y) satisfy the conditions x < 2F r and y < Fr. 
Proof . By Lemma 3.3, either (3.3.1) holds or (3.3.2) holds. (3.3.1) 
implies x < FT < 2Fr and y < Fr. (3.3.2) imphes x < 2Fr and y < Fr-% < 
Fr. Hence x < 2F r and y < Fr. 
L e m m a 3.5. If 0 < k, then for all positive integers a and b, 
0 < IIk(a,b) < Hk+l{a,b). 
Proof . Prom the definition it follows that / / „ (a , b) is a strictly increas-
ing sequence of positive integers. 
T h e o r e m 3.6. There exist integers x and y such that 
(3.6) N = Hn(x,y) and 1 < y < x < Fn 
i f f n = R(N). Furthermore x and y are unique. 
Proof . To prove the first part of the theorem suppose R(N) — n. Then 
by Lemma 3.2 there exist unique integers x and y suet that N = Hn(x,y) 
a^d 1 < y < % < Fn, i.e. (3.6). To prove the second part suppose x and 
y are integers satisfying (3.6). Then n > 0. Let R(N) — r. Then n < r. 
Let k — r — n. By definition of R(N) there are positive integers a and b 
such that N = Hr(a,b). By Lemma 1.3 (ii), since n — r — k, we have N — 
Hr{a, b) = Hn(Hk(a, 6), Hk+1 (a, b)) so that N = Hn{IIk(a, 6), IIk+l (a, b)). 
Thus x = Hk(a,b) and y = Hk+i(a,b) are particular solutions to the 
linear diophantine equation N = xFn-\ + yFn. Since (Fn,Fn+i) = 1, all 
solutions to the equation are given by 
x = Hk(a,b) - tFn and y - Hk+l (a , 6) + i F n _ i , 
where t is an integer. Since y < x, we have for some t the inequality 
Hk+i (a, b) + tFn—1 < Hk(a, b) - tFn. This implies 
t < (Hk(a, b) — Hk+i (a, b))jFn+\, 
so that 
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t < IIk(a,b) - Hk+l(a,b). 
Since x < Fn, we also have the inequality iifc(a, b)—tFn < which implies 
If 0 < k, then by Lemma 3.5 we have t < 0 and 0 < t + l so that —1 < / < 0. 
This is a contradiction since t is an integer. Hence k = 0. Thus r — n and 
hence R{N) — n. 
R e m a r k . Condition (3.6) cannot be replaced by the weaker condition 
N = Hn(x, y) and 1 < y < x, This condition is not strong enough to imply 
n = R{N). For example if N = 96, then R(N) = 6 but N = H5( 17,9) and 
9 < 17. Also N = H5(12,12) and 12 < 12. 
Theorem 3.7. Let r be fixed nonnegative integer. Then the number 
of N such that R(N) = r is exactly 
Proof. Let r be fixed nonnegative integer. We will use Theorem 3.6 to 
count the number of N such that R(N) = r. We will count pairs (x, y) such 
that 1 < y < x < Fr. For each such pair, we put N = Hr(x,y). For each N 
there is only one pair (x,y) satisfying N = Hr(x,y) and 1 < y < x < Fr, 
by Theorem 2.6. How many pairs (x ,y ) are there such that 1 < x < Frl 
For each such x, there are x choices of y such that 1 < y < x. Hence the 
number of N such that R(N) — r is given by the sum 
Example 3.7. The number of N such that R(N) = 5 is F5(F5 + l ) / 2 = 
5 • 6/2 — 15. By Corollary 1.20, these 15 N all he in the interval 8 = F6 < 
N < FSFQ = 40. They are the 15 values N = 8,11,14,16,17,19,20,22,24, 
25,27,30,32,35 and 40. 
In this section we first prove that there are infinitely many double 
numbers. Then we give a combinatorial formula for the number of double 
numbers N having a fixed value of R. Last we give an asymptotic estimate 
for the number of double numbers up to FnFn+i. 
Hk(a,b)/Fn <t + l . 
Fr {Fr + 1) 
2 
x = l 
4. Double numbers 
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L e m m a 4.1. For all n > 2, FnFn+\ is a double number. 
Proof . Suppose 2 < n. Recall that by Corollary 1.10, R(FnFn+1) = n. 
We have FnFn+1 = Fn (F n _i + Fn) ~ FnFn-i + FnFn = Hn(Fn,Fn). On 
the other hand, 
FnFn+1 = (Fn + Fn)Fn-1 + (Fn — Fn-i)Fn 
= Hn{2Fn,Fn - Fn_0 = Hn(2Fn, Fn-2)-
0 < Fn-2 since n > 2. The two representations of FnFn+i are distinct since 
Fn Fn—2 • 
L e m m a 4.2. For n > 4, if N = Fn(Fn+1 - 1), then R(N) = n and N 
is a double number. 
Proof . By an argument similar to that in the proof of Lemma 4.1 it is 
easy to see that 
(4.2) N = Hn(Fn,Fn - 1) = Hn(2Fn, Fn_2 - 1). 
To prove that R(N) = n we will use the IVL. Obviously n < R(N). Suppose 
that n + 1 < R(n). Then by the IVL there exist a > 1 and b > 1 such that 
N = Hn+i(a,b). Hence Fn(Fn+1 - 1) = aFn + bFn+Then Fn | 6, since 
(Fn,Fn+1) = 1. Let b — eFn, where 1 < e. Then we have a + ( e — l ) F n + 1 < 0, 
a contradiction. Thus R(N) = n. 
We give next a formula for the number of double numbers N with a 
fixed R value r. For this it is necessary first to characterise double numbers. 
From section 2 we have the following result. 
L e m m a 4.3. Suppose R(N) = r. Then N is a double number i f f 
(~l)rFr-2N + l 
Fr-1 
+ 1 
( - 1 )rFr-XN - 1  
Fr 
Proof . See the remark following Theorem 2.22 that N is a double iff 
+1= [hr(N)\. 
T h e o r e m 4.4. N is a double number and R(N) = r i f f there exist 
unique positive integers x and y such that 
(4.4) N = HT{x,y) and i < y < x < Fr. 
Proof . For the proof of one part of the theorem, suppose N is a double 
number and R{N) = r. By Lemma 3.1, there exist positive integers c and 
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d such that N = Hr(c,d) and Fr_i < d < c < Fr. Let x = c and y = d. 
Then (4.4) holds. Also since the condition F r _i < y < x < Fr implies 
1 < y < x < Fr, x and y are unique by Lemma 3.1. For the proof of the 
second part, suppose (4.4) for some positive integers x and y. Then since 
1 < r, 1 < y < x < Fr. Hence R(N) = r by Theorem 3.6. N cannot be a 
single since in that case, by Lemma 3.1, we would have x — a,y = b and 
b < Fr Hence N is a double. 
Note that if (x, y) satisfies Fr-\ < y < x < Fr, then (x + F r , y — F r_1) 
satisfies Fr+\ < x < 2Fr and 1 < y < F r _ A l s o if (x ,y ) satisfies F r + 1 < 
x < 2Fr and 1 < y < F r_2, then (x — Friy + F r_ 1) satisfies F r _ ! < y < 
x < Fr. So one could also prove a version of Theorem 4.4, with condition 
(4.4) replaced by 
N = Hr(x,y), Fr+1 < x < 2Fr and 1 < y < F r_2. 
Theorem 4.5. Let r > 3. The number of N such that N is a double 
number and R(N) = r is exactly 
Proof. Suppose r is a fixed positive integer. To count the number of 
double numbers N such that R(N) = r we will use representation (4.4) of 
Theorem 4.4. We can determine the number of double numbers N such that 
R(N) — r by counting pairs of integers (2, y) such that F r _ 1 < y < x < Fr. 
For each such pair (x, y) we can let N = H r { x i y) since N depends uniquely 
on (x,y). How many pairs of integers (x,y) are there such that F r _ 1 < y < 
X < Fr1 Since Fr — F r _ 1 = F r _ 2 , there are F r_2, there Eire F r_2 choices for 
x such that F r _ 1 < x < Fr. For each choice of x, there are x choices for y 
such that Fr-i < y < x. Therefore the numbers N such that R(N) — r is 
given by the sum 
Example. The number of N such that N is a double and R(N) = 6 is 
F4(F4 + l ) / 2 = 3-4 /2 = 6. By Corollary 1.20 and Theorem 2.23 with n = 5 
these N He in the interval 18 = 5 • 8 + 52 + 13 = F5F6 + F52 + Fx < N < 
F6F7 = 8 • 13 = 104. They are N = 78,83,88,91,96 and 104. 
Lemma 4.6. For all double numbers TV, N < FnFn+1 i f f R(N) < n. 
Proof. The first part of the lemma is the contrapositive of Lemma 
1.11, if R(N) < n then N < FnFn+1. For the proof of the second part 
Fr.2 ( / V - 2 + 1) 
2 
F -
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suppose TV is a double and N < FnFn+Let r = R(N). We will 
that r < n. Suppose not. Suppose n < r. Let N = Hr(a,b) where a 
are as in (2.16). By Lemma 3.1 (ii), since TV is a double, Fr+1 < a. 1 
N = Hr(a, b) = aFr-i + bFr > Fr+lFr+ Fr > Fn+2Fn > Fn • 
contradicting N < FnFn+ Therefore r < n. 
Theorem 4.7. For n > 1, the number of double numbers N < Fr 
is equal to 
Fn — l Fn-2 + Fn — 1 
2 
Proof. By Lemma 4.6 and Theorem 4.5, the number of double nu] 
N < FnFn+1 is 
£F~ilFr2-'+1) = \i&-,+Fr-t) 
r=3 r = 3 
/ n - 2 n - 2 \ 
= 2 £ ^ + £ Fi = 2 + Fn - V • 
What proportion of integers iV are double numbers? We shall shov 
on average approximately 7.3% of numbers are doubles. We shall shoi 
by proving that for n sufficiently large, approximately /2 of the nui 
N up to FnFn+1 are doubles. Here ß = (1 - Vh)/2 = - 6 1 8 0 3 . . . sc 
ß*/2 = .072949016.... 
Theorem 4.8. The probabihty that N is a double number is at 
totic to ß*/2. 
Proof. Let a = (1 + Vb)/2 and ß = (1 - >/5)/2. Then a/5 = 
It is known that Fn is asymptotic to an j \ J5 , i.e. that l i m i ^ / a 7 1 as 
By Lemma 4.6 and Theorem 4.7, the number of double numbers N 
F n F n + 1 , divided by the number of N up to FnFn+1 is equal to 
\Fn—iFn—2 + Fn — l)/2FnFn+i « Fn-iFn-2/^FnFn+i 
« ( ( a " " 1 / V 5 ) ( a n ~ 2 / V 5 ) ) / (^2(a n /Vb)(a n + l /Vb)) 
= a n - l a n ~ 2 / 2 a n a n + 1 = 1/2 a 4 = /34/2. 
Representa t ion of integers as t e rms of a. 
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A sieve for all primes of the form x2 + (.r+i)2 
PANAYIOTIS G. TSANGARIS 
A b s t r a c t : All composi te numbers of the form x 2 + ( x + l ) 2 are determined in te rms 
of sui table (non-homogeneous) linear recurrence sequences of order 2 (Theorem 4.12). As 
a consequence, all primes of the same form in a given interval can be de termined by a 
sieving procedure (Theorem 4.13). 
Introduction 
The object of this study axe the prime and composite numbers of the 
form x2 -f (x + l ) 2 . Their study depends heavily on the following 
Theorem 1.1. (SlERPiNSKl) [3]) The number x2 + (x -f l)2 is composite 
if and only if there exist natural numbers y, 2 such that: 
(T) T(x) = T(y) + T(z). 
(Here T(x),T(y)1T(z) denote triangular numbers.) 
The description of all composite numbers of the form x2 + (x -f I)2 
is reduced to the study of the integral solutions of the following family of 
Diophantine equations of Ferinat-Pell type: 
(Fk) X2 - 2Y2 = 2k2 - 1, k = 0 , 1 , 2 , . . . . 
Thus the study of equation (T) is reduced to the study of the family of 
equations (Fk) in terms of Gauss type transformations. 
The detailed study of all solutions of (Fk) is carried on via Nagell's 
method of equivalence classes, thus avoiding any reference to fundamental 
units. 
We will consider the Diophantine equation 
(1.1) (2-dr,2 = -l (df •) 
where d / • (non-square) is a natural number. The sequence of non-negative 
(that is £271+1 ^ 0 and 77271+1 — hitegral solutions of (1.1) is determined 
by the following recursive formulae: 
£271+3 = 2x\ £271+1 - £271—1 ? where ft = £1 and £3 = £? + 3d£i r}\ 
\ / 2 3 
7/2n+3 = 2xl7]2n+i - T]2n-1, where r)i = t]i and r/3 = 771 + dr)x, 
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(n = 1, 2 , . . . ) where + m V d is the fundamental solution of (1.1) and 
X\ + ywfd is the fundamental solution of 
(P) x2 - dy2 = 1 (d^ •). 
The following Theorems can be found in [5] (cf. also [4]). 
T h e o r e m 1.2. Consider the Diophantine equation 
(F) X2 - dY2 =C. (d^D, C > 0). 
Let X*+Y*y/d be the fundamental solution of a class Ar of integral solutions 
of (F) with X* > 0 Let xn + yn\fd, where n = 0,1, . . be the sequence of 
all non-negative integral solutions of (P). Let 
Xn + YnVd = [x; + Yr*Vd){xn + ynVd) for all n = 0 , 1 , . . . , 
x'n -f Y^Vd = (x; - Y;Vd){xn + yny/d) for all n = 1,2,... 
(for a typical r). 
Then the following hold true: 
(i) Yn+1 > Yn > 0 for every n - 0 , 1 , . . . . 
(ii) Let Y; > 0. Then >Yn>Yn> 0 for every n = 1, 2 , . . . . 
(Hi) Let Y; = 0. Then = Y'n for every n = 0 , 1 , . . . . 
f iv j Let be genuine (= non-ambiguous). Then 
>Yn>Y^> 0 for all n = 1 , 2 , . . . . 
(V) Let Ar be ambiguous. Then for every m there exist n such that: 
X
'm =
 X
n and ^m = ^n • 
(Vi J Let Är* + Y*y/d, where r = 1, 2 , . . . , m, be the only integral solutions 
of (F) such that 
0 < x; < y/(xi + l ) C / 2 and 0 < Yr* < yx V C / + 1). 
Then the set of all non-negative integral solutions of (F) consists of all pairs 
(Xn, Yn) together with all pairs (Xn,Yn) for all respective genuine classes 
Ar in addition to all pairs (Xn,Yn) for all respective ambiguous classes 
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Br. Moreover, Xn, Yn,Xn and Yn are determined by the following recursive 
formulae: 
2x\Xn - Xn_i for n = 1 , 2 , . . . 
X*, X\ = X\X* + dyiY* and r = 1 ,2 , . . ., m. 
2x1Yn - y n_ 1 for n — 1 , 2 , . . . 
Y*, Y\ = y\X* + XiY* and r - 1, 2 , . . . , m. 
2xlXn - X - i for n = 1,2, . . . 
I 
X*, Xx — x\X* — dy{Y* and r - 1 , 2 , . . . , m. 
for n = 1, 2 , . . . 
^ = y i ^ ; - a n d r = l , 2 , . . . , m . 
T h e o r e m 1.3. Consider the Diophantine equation (F), C ^ 0. Let 
X* + Y*y/d be the fundamental solution of a class Ar of integral solutions 
of (F). Let x\ + y\Vd be the fundamental solutions of (P) and 
Xn + YnVd = (x; + Yr*Vd)(x, + Vl Vd)n = (X; + Yr*Vd)(xn + ynVd), 
x'n + Y^Vd = (x; - Y;y/d)(Xl + yiVd)n for all n = 0 , 1 , . . . . 
Let Rn = Y2 + k2 and Rn = Y - f k2, where k is a fixed integer. Then the 
numbers Rn and Rn are determined by the following recursive formulae: 
Rn+i = 2 x 2 R n - Rn_! - 2k 2 ( x 2 - 1) + 2 y \ C , 
where R0 = Y*2 + k2 and Rx = (yxX; + xxYr')2 + k2. 
R'n+1 = 2x2Rn - Rn_! - 2k2(x2 - 1) + 2y\C, 
where R0 = Yr*2 + k2 and R[ = (yi X* - XiY*)2 + k2. 
2. Reduct ion of the Diophant ine equat ion 
x(x -f 1) = y(y -f 1) + z(z + 1) to a family of Fermat equat ions 
Theorem 2.1 below aims at reducing the problem of solving the Dio-
phantine equation 
(E) x(x + 1) = y(y + 1 ) + z(z + 1 ) 
(1.3) 
^ n + 1 
with A^o 
^ n + l 
with Y0 
(1.4) 
1 
I 
with Xn 
Y 71+1 
with Yn = 
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to that of solving each one of the Diophantine equations (F^). 
T h e o r e m 1.3. Consider the Diophantine equations (E) and (FThen 
the following hold true: 
(z)i Let (x,y,z) be an integral solution of (E) with y > z. Let 
X = 2x -f 1 and Y = 2y — (k — 1),. where k = y — z. 
Then X + Yy/2 is an integral solution of (F^). 
(02 If y í 0, - 1 and z ^ 0, - 1 then \Y\ ^ k ± 1. 
(u)x Let X + Y yj2 be an integral solution of (Ftt). Let 
(2.1) x = (X - l ) /2 , y = (Y + k - l ) / 2 and z = (Y - k - l ) /2 . 
Then (x,y,z) is an integral solution of(E). 
(n)2 If\Y\ f k ± 1, then y ± 0 , - 1 and 2 / 0 , - 1 . 
Proof . (i)i By direct computation. 
(i)2 Clear because |Y| = k ± 1 implies (y — 0, —1) or (z = 0, —1). 
(ii)i Let X -f Yyj2 be an integral solution of (Fk) . Then it is easily 
proved by parity considerations that the numbers (2.1) are integers. Also 
X = 2x + 1, y = 2y - (k - 1) and k = y - z, 
whence (F^) implies 
(2x + l ) 2 - 2(2y - ( y - z - l ) ) 2 = 2(y - zf - 1, 
that is 
x(x + 1 ) = y(y + 1) + z(z + 1) . 
(ii)2 Is proved in a way similar to the proof of (i)2, namely (y = 0, —1) 
or (z = 0. - 1 ) imply |F | = k± 1. 
Note. The transformation leading from (E) to (F*.) emanate from GAUSS 
(Art. 216 in [1]) 
3. Determinat ion of all integral solutions of the equation 
X 2 - 2 Y 2 = 2k2 - 1, w h e r e k = 0 , 1 , . . . 
Proposition 3.1 is crucial for the location of the fundamental solutions of 
(FFC). Further, Theorem 3.4 characterizes the classes of solutions of (Fk), (as 
regards genuiness or ambiguity) in terms of their representing fundamental 
solutions. Special attention is given to the case of 2k2 — 1 being a square 
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number (cf. Theorem 3.5). The set of all non-negative solutions of (Fk) is 
determined recursively by Theorem 3.6 together with Corollary 3.7. 
Propos i t ion 3.1. Consider the Diophantine equation (Fk) where k is 
a natural number. Let X* + Y*V2 be a solution of(Fk). Then X* + Y~y/2 is 
the fundamental solution of a class of integral solutions of (Fk) if and only 
if the following (equivalentJ inequaUties are satisfied: 
Proof . By using Theorem 109 in [2]. 
Note. The fundamental solution of (F0) is X*+ Y*V2 = 1 + \ /2 . 
Propos i t ion 3.2. Let k be a natural number. Then 2k — 1 + (k — l ) \ / 2 
is the fundamental solution of a class of integral solutions of (Fk). 
Proof . Evident by Proposition 3.1. 
Propos i t ion 3.3. Let A be a class of integral solutions of the Dio-
phantine equation (F), C ^ 0. Let X + Y Vd be a representative of A and 
Then the following hold true: 
(i) A is a genuine if and only if at least one of the numbers L, M is not 
integral. 
(ii) A is ambiguous if and only if both numbers L and M are integral. 
Proof . Immediate by using Nagell's criterion (p. 205, [2]). 
T h e o r e m 3.4. Let X* + Y*y/2 be the fundamental solution of a class 
A of integral solutions of (Fk), where k — 1 , 2 , . . . . Then the following hold 
true: 
(i) A is genuine if and only ifY* > 0. 
(ii) A is ambiguous if and only ifY* = 0. 
Proof , (i) (a) If A is genuine, then the previous Proposition 3.3 easily 
implies Y* > 0. 
(b) Let now Y* > 0 and assume that A is ambiguous. Then, by the 
same Proposition, the numbers 
(3.1) 
(3.2) 
0 < I A"" I < 2k - 1, 
0 < Y* < k - 1. 
L = (-X2 - dY2)/C and M = -2XY/C. 
L = (-X*2 - 2Y*2)/(2k2 - 1) and M = -2X*Y*/(2k2 - 1) 
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are integers. In particular, because L is an integer it follows that 
(2k2 - 1) I X*2 + 2V7*2 = 4Y*2 + 2k2 - 1. 
Thus 
(2k2 - 1) I 4y*2. 
Also, Y* < y/(2k2 - l ) /2 , i.e. 
4y"2 < 2(2k2 - 1). 
Hence 
2k2 — 1 < 4F*2 = h(2k2 - 1) < 2(2k2 - 1), 
where h is a natural number. Hence 1 < h < 2, which is impossible. Hence 
A is genuine. 
(ii) Immediate by (i). 
Note: (FQ) has only one class of integral solutions, which is ambiguous. 
Theorem 3.5. Let k be a natural number. Then the following are 
equivalent: 
(i) 2k2 — 1 is a square number. 
(ii) The totality of ambiguous classes of integral solutions of (Fk) consists 
of a single class. 
In consequence, if 2k2 — 1 is not a square number, then every class of 
integral solutions of (Fk) is genuine. 
Proof . By using Proposition 3.1 and Theorem 3.4. 
Theorem 3.6. Consider the Diophantine equation (Fk), where k is a 
natural number. Let xn + yn\/2, where n = 0,1, 2 , . . b e the sequence of 
all non-negative integral solutions of 
x
2
 - 2y2 = 1. 
Let X: + Y*y/2, (where r — 1,2, . .., m), be the only integral solutions of 
(Fk) such that: 
0 < X; < 2k - 1 and 0 < Y* < k - 1. 
X n + y n \ / 2 = (x; + Yr*V2)(xn + ynV2) for all n = 0 , 1 , . . . , 
< + Y'nV2 = (X; - Yr*V2)(xn + ynV2) for all n = 1, 2 , . . . , 
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(for a typical r). Then the following hold true: 
(i) Let Y* > 0 and k > 2. (Case of genuine classes of integral solutions of 
(Fk)). Then the pairs {Xn,Yn) and {X'n,Y^) are determined by (1.3) 
and (1.4) (for xx = 3, yl = 2 and d = 2). 
(ii) Let Y; = 0. (Case of ambiguous classes). Then the pairs (Xn, Yn) are 
determined by (1.3). 
Moreover, in case (i) all pairs (Xn, Yn) together with all pairs (X'n, Y'n) 
constitute the set of all non-negative integral solutions of (Fk) which belong 
to the class with typical fundamental solution X* + Y/V^. Also, in case (ii) 
all pairs (X n , Yn) constitute the set of a11 non-negative integral solutions of 
(JFk) which belong to the class with typical fundamental solution X*-\-Q\/2. 
Proof. By using Theorems 3.4, 3.5, 1.2(vi) and Proposition 3.1. 
Corollary 3.7. The sequence of a11 positive integral solutions (Xn, Yn) 
of (F0) is determined by (1.2) (for Xn = f 2 n + i , Y n = V 2 n+i,f i = 1 , 6 = 
7, tji = 1 and r/3 = 5). 
4. Determinat ion of all prime and composite numbers 
of the form x2 + (x + l ) 2 . 
In Theorem 4.2 it is shown that every positive (integral) solution of (T) 
leads to a non-negative solution of a certain (Fk) and vice-versa. Theorems 
4.6, 4.7 together with Corollary 4.8 determine all (Fk) whose non-negative 
solutions (taken together) lead to all positive solutions of (T). 
In Theorem 1 .1a primality criterion is given for numbers of the form 
N(x) = x2 +(x-\-i)2. Composite numbers of the form N(x) are characterized 
(in terms of a suitable solution of (Fk)) in Theorem 4.9. The recursive deter-
mination of all composite numbers of the form N(x) is given by Theorems 
4.10, 4.11 and 4.12. This leads to our final Theorem 4.13, which constitutes 
an algorithm (sieve) for the determination of all primes of the form N(x). 
Lemma 4.1. Let X + Yy/2 be a non-negative integral solution of (Fk). 
Let 
x = (X - l ) /2 , y = (Y + k - l ) / 2 and Z E (Y - k - l ) /2 . 
Then x, y, z are natural numbers if and only if Y > k + 1. 
Proof. Easy and so omitted. 
Theorem 4.2. Consider the Diophantine equations (Fk) and (T). Then 
the following hold true: 
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(i) Let X -f YV2 be a (non-negative) integral solution of (Fk), with Y > 
k + 1. Let 
x = (X - l ) /2 , y = ( y + jfe - l ) / 2 and z = (Y - k - l ) /2 . 
Then (x, y, z) is a triad of positive integral solutions of (T). 
(ii) Let (x, y, z) be a triad of positive integral solutions of (T) with y > z. 
Let 
k = y - z, X ~ 2x + 1 and Y = 2y - (k - 1). 
Then X + y ^ is a (non-negative) integral solution of (Fk) with Y > k -f 1. 
Proof . By using Theorem 2.1, Lemma 4.1 and the fact that the Dio-
phantine equation (T) is equivalent to the equation (E). 
Propos i t i on 4.3. Let k be a natural number. Let X + Y\J2 be a 
non-negative integral solution of(Fk). Then the following hold true: 
(i) Let 0 < y < k - 1. Then X + Yy/2 is a fundamental solution of a class 
of integral solutions of (Fk)-
(ii) Y f k. 
(Hi) Let Y = k + 1. Then X = 2k + 1. Moreover, X + Yy/2 = (2k + 1) + (k + 
l ) \ / 2 is obtained írom the fundamentcd solution (X* = 2k — l , y * = 
k — 1) as follows: 
X + y y / 2 - (2k - 1 + (k - 1)a/2)(3 + 2y/2) for k = 1 and 
X + yv/2 = {2k-l-{k - l ) \ /2 ) (3 + 2>/2) for fc > 1. 
Proof . By direct computations. 
Propos i t i on 4.4. Consider the Diophantine equation (Fk), where k > 
1. Let X" + Y*y/2 be the fundamental solution of a class A of (Fk) with 
X" > 0. Let 3 + 2\/2 be the fundamental solution of the equation 
x
2
 - 2y2 = I. 
Zn = Xn + YnV2 - (X* + Y*V2)(3 + 2\ /2) n for all n = 0,1,..., and 
z'n = x'n + Y'nV2 = (X* - y V 2 ) ( 3 -f 2 \ /2) n for all n = 1,2,.... 
Then the following hold true: 
(i) Let A be genuine. Then the only (non-negative) integral solutions X -f 
Y\/2 of (Fk) which belong to A or to A and satisfy the inequality 
Y > k + 1 are the following: 
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(a) Zn e A and Z'n £ A for all n > 1 if and only ifY* < k - 1. 
(b) Zn e A for all n > 1 and Z'n G A for all n > 2 if and only if 
Y* = k - 1. 
(ii) Let A be ambiguous, (whence Y* = 0, while 2k2 -1 is a square number). 
Then the only (non-negative) integral solutions X + Yy/2 of ( ) which 
belong to A and satisfy the inequality Y > k + 1 are all Zn for every n > 1. 
Proof, (i) By Theorem 1.2 (iv) we have: 
Yn+1 > yn > Y'n > 0 for all n > 1, where Y^ = 2X* - 3Y*. 
(a) Hence, we have Y[ = 2X* - ZY* > k + 1 if and only if (2X*)2 > 
(3Y* + k + l ) 2 , that is if and only if (Y* - (k - l))(Y* + 7k + 5) < 0, and 
so if and only if Y * < k — 1. 
Consequently, by Proposition 4.3, the only (non-negative) integral so-
lution X + Yy/2 of (Fic), which belong to A or A and satisfy the inequality 
Y > fc + l are all Zn 6 A and all Z'n 6 A, n = 1,2,. .., for which Y* < k - 1. 
(b) Hence, Yx' = 2X* - 3Y* = k + 1 if and only if Y* = A: - 1. 
Thus, the only (non-negative) integral solutions X + Y \/2 of (F^), which 
belong to A or A and satisfy the inequahty Y > k -f 1 are all Zn G A for all 
n > 1 and all Z'n G 1 for all n > 2 if and only if Y* = jfe - 1. 
(ii) By Theorem 1.2 (i) the following hold true: Yn+l > Yn > 0 for all 
n = 0,1, . . w h i l e Y* = Y0 = 0 and Yx = 2y/2k2 - 1. 
Also, (by direct computations) we show that Y\ > A;+ 1. Consequently, 
the only (non-negative) integral solutions X + Yy/2 of (F^), which belong 
to .4 and satisfy the inequahty Y > A: + 1 are all Zn for every n > 1. 
Proposi t ion 4.5. Consider the Diophantine equation (Fi). Let 
Xn+YnV2 EE (1 + 0V2)(3 + 2y/2)n for all n = 0 , 1 , . . . . 
Then the only (non-negative) integral solutions X +Yy/2 of(F\), such that 
Y > 2, are all Xn + Yny/2 for every n > 2. 
Proof. By using Theorem 1.2 (i). 
Theorem 4.6. Let k be a natural number. Consider the Diophantine 
equation (Fk). Let Z; ~ X* + Y*y/2, (where r = 1, 2,. . ., m) be the only 
integral solutions of (F^) such that: 
X* > 0 and 0 < Y; < k - 1. 
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Let Ar be the corresponding classes of integral solutions of (Fk) with fun-
damental solutions Z*. Let 
Zn = Xn + YnV2 EE ( X ; + Y;V2){3 + 2 \ / 2 ) N for all n = 0,1,..., 
Z'n = X'n + Yy2 EE (X; - Yr*V2)(Z + 2V2)n for all n = 1,2,.... 
for an (arbitrary) typical r. Then the only (non-negative) integral solutions 
X + Y yj2 of (Fk), which satisfy the inequality Y > k + 1, are the following: 
(i) All Zn £ Ar and all Z'n £ Ar for every n > 1 if and only if 0 < Y* < 
k - 1. 
(ii) All Zn £ At for every n > 1 and all Zn £ AR for every n > 2 if and 
only if 0 < Y* = k - 1. 
(Hi) All Zn £ Ar for every n > 1 if and only if Y* = 0 for k > 2. 
(iv) All Zn £ Ar for every n > 2 if and only if Y; = 0 for k = 1. 
Proof . By using Propositions 4.4, 4.5 and Theorem 3.6. 
T h e o r e m 4.7. Let k be a natural number. Consider the Diophantine 
equation (Fk). Let X* + Y* y/2, (where r — 1,2,... ,m) be the only integral 
solutions of (Fk) such that: 
X; > 0 and 0 < Yr* < k - 1. 
Let 
Xn + YnV2 EE (x; + Y;%/2)(3 + 2^2)n for all n = 0 , 1 , . . . and r = 1, 2, . . . , m, 
x'n + Y'ny/2 = ( x ; - Y;V2)( 3 + 2v/2)n for all n = 1,2,... and r - 1, 2 , . . . , m. 
Then the only (non-negative) integral solutions X + YV2 of (Fk) such that 
Y > k + l are the following: 
(i) All Xn + y n V /2 and all X'n + (with n > 1) for every Yr* with 
0 < Y; < k - 1, when k > 2. 
(ii) All Xn + YnV2 (with n > 1) and all X'n + Y^V2 (with w > 2 j for 
0 < yr* = k - 1, when Jfe > 2. 
(iii) All Xn + y n V 2 (with n> 1) for Yr* = 0, when /c > 2. 
f ivj AÜ X n + F n v ^ (with n > 2) for Y* = 0, when k = 1. 
Proof . By using Theorems 3.6 and 4.6. 
By Corollary 3.7 it follows that 
Corollary 4.8. The only non-negative integral solutions X -f YsJ2 of 
(FQ) such that Y > 1 are: 
+ Yn\f~2 for every n = 1,2, 
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Theorem 4.9. Consider the Diophantine equation (Fk), k = 0 , 1 , . . . . 
Let X + YV2 be a non-negative integral solution of (Fk). Let x = (X - 1 ) / 2 
and N(x) = x2 + (x + l ) 2 . Then N(x) = Y2 + k2. Moreover, the following 
are equivalent: 
(i) N(x) is composite, 
(ii) Y > k + 1. 
Proof. The equality N(x) — Y2 -f k2 follows by direct computations, 
while the equivalence of (i) and (ii) follows from Theorems 4.2 and 1.1. 
Theorem 4.10. Let N(x) = x2 + (x + l )2 . Consider the Diophantine 
equation (Fk), k = 0 ,1 , . . . . Let X* + Y*\/2, (where r = 1 , 2 , . . . , m) be the 
only non-negative integral solutions of (Fk) such that: 
0 < Y* < k - 1 for k > 1, 
while, for k = 0 we have: X* = Y* — 1 for all r = 1, 2 , . . . , m. Let 
Xn + YnV2 = ( x ; + y;%/2)(3 + 2>/2)n, 
X^ + y ^ - ( x ; - y r*v^)(3 + 2>/2)n for ail n = 0 , 1 , . . . , 
(for a typical r). Let xn = (Xn - l ) /2 and xn = (Xn - l ) /2 for every 
n — 0. 1,. . .. Let Rn, Rn, where n = 0,1,. . be the sequences defined by 
the recursive formmulae: 
Rn+1 = 34Rn - Ä n _! - 8(2A;2 + 1) for all n = 1, 2 , . . . , 
where Ä0 = Y / + A:2, Rx = (2Xr* + 3Y/)2 + (for a typical r). 
Rn+l = 347^ - Rn_x - 8(2/c2 + 1) for all n = 1, 2,. . ., 
where R'q = Y*2 + R[ = (2X* - 3Yr*)2 + k2 (for a typical r). 
Then the following hold true: 
(I) Let k = 0. The for every integer n there exists an integer m such that: 
Rn — Rm __ N(xn) for every n > 0. 
Moreover, the numbers Ri, R2,..are ail composite. 
(ii) Let k — 1, whence X* — 1, Y* = 0 for every r = 1 , 2 , . . . , m. Then 
Rn = Rn = N(xn) for every n > 0. 
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Moreover, the numbers R2, R3, • • are all composite. 
(iii) Let k > 2 a n d Y r* = 0 T h e n 
Rn = Rn = N(xn) for every n > 0. 
Moreover, the numbers R\, R2,..are all composite. 
(iv) Let k >2 and Yr* = k - 1. Then 
= i V ( í n ) a n d Rn — N(xn) for every n > 0. 
Moreover, the numbers Ri, R2,. . and also the numbers R2, R3,..., 
are all composite. 
(v) Let k>2 and 0 < Vr* < k - 1. Then 
I I 
Rn — N(xn) and Rn = N(xn) for every n > 0. 
Moreover, the numbers Ri, i ?2 , • • a n d a i s o the numbers R1, R2,. . 
are all composite. 
Note: For the cases (iv) and (v) we have: 
I 
Rm ^ Rn for a n j m , n. 
Proof , (i) The unique class of integral solutions of (FQ) is ambiguous. 
By Theorem 2.4 in [5] and Corollary 4.8 we have: 
+ Y N V ^ EE 6 N + L + V2n+= ( 1 + + y „ v / 2 ) = ( 1 + > / 2 ) 2 " + 1 
for all n = 0 , 1 , . . . . 
Hence, by the definition of ambiguous class and Theorem 1.3, for every 
integer n there exists an integer rn such that: 
Rn = Rm = N(xn), w h e r e xn = (bn+i ~ l ) / 2 . 
According to Corollary 4.8, the only (non-negative) integral solutions X -f 
YV2 of (i'o) such that Y > 1 are all Yn+1 = T]2n+3 for every n > 0. Hence 
by Theorem 4.9, the numbers R i , R 2 , . . . are all composite. 
(ii) Obviously X* = 1, Y* = 0 for every r = 1, 2 , . . . , m because k = 1. 
Hence, Rn = R'n for all n = 0,1, — Now, Theorem 1.3 implies 
Rn = N{xn) = Yn2 4- k2 = Yn2 + 1 f o r a l l n > 0. 
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Also, by Theorem 4.7 (iv), we deduce that X n + i -f Vn + 1 V2, where n > 1, are 
the only (non-negative) integral solutions of (F\) such that Yn+i > k +1 = 2. 
Hence, according to Theorem 4.9, the numbers R2: . . . are all composite. 
(iii) We have J?n = Rn for every n = 0 , 1 , . . . because Y* — 0. By 
Theorem 4.7 (iii) the numbers + Yn+i>/2, where n > 0, are the only 
(non-negative) integral solutions of (Fk) such that Y"n+1 > k + 1. This com-
pletes the proof by invoking Theorems 1.3 and 4.9. 
(iv) By Theorem 4.7 (ii) the numbers Xn+i +Yn+1\/2 with n > 0, together 
with the numbers Xn+1 -f Yn+ls/2, with n > 1, are the only (non-
negative) integral solutions of (Fk) such that Yn+\ > k + 1 and Yn+l > 
k -f 1. Thus the proof is completed by Theorem 1.3 and 4.9. 
(v) By Theorem 4.7 (i), the numbers Xn+\ -f Yn+\\/2 together with the 
numbers Xn+1 -f Yn+l \/2, where n > 0, are the only (non-negative) 
integral solutions of (F\) such that Yn+1 > k + 1 and Y'n,l > k + 1. 
This finishes the proof of the whole Theorem, again in view of Theorems 
1.3 and 4.9. 
Theorem 4.11. Consider the Diophantine equation (Fk), k — 0,1  
Let X: + Y*V2, (where r — 1, 2 , . . ., m) be the only non-negative integral 
solutions of (Fk) such that: 
0 < Y* < k - 1 for k > 1, 
While, for k = 0 we have: X* = Yr* = 1 for ail r = 1, 2 , . . ., m. Let Rn, R'n 
be the sequences, defined by the recursive formulae: 
Rn+l = 34Rn - - S(2k2 + 1) for all n = 1 , 2 , . . . , 
where R0 = Yr*2 + k2, Rx = [2X; + 3Y; ) 2 + k2 (for a typical r). 
Rn+i = 34Rn - Rn_! - 8(2/c2 + 1) for all n = 1 , 2 , . . . , 
where = ^* 2 + R'i = (2Xr ~ + ^2 (for a typical r). 
Suppose that the number N(x) = x2 + (x -f I)2 is composite. Then 
iV(x) is equal to some of the composite numbers Rn or Rn, for a suitable 
index, as stated in cases (i)-(v) of Theorem 4.10 (for some value of k). 
Proof. Since N(x) is composite it follows from Theorem 1.1 that there 
exist natural numbers y, z such that 
T(x) = T(y) + T(z). 
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Let y > z. Let also k = y - z, X = 2x + 1 and Y = 2y - (k - 1). Then, 
according to Theorem 4.2 (ii), X-\-Y \/2 is a (non-negative) integral solution 
of (Fk), with Y > k + 1. Hence, X + Y y/\2 is a solution of type (i) or (ii) 
or (iii) or (iv) of Theorem 4.7 or it is a solution X + Y ^ 2 of (F0) with 
y > 1 (see Corollary 4.8). Also, N(x) = Y2 + k2. Hence, by Theorem 1.3 
N(x) is equal to some Rn or some Rn. Finally, the appropriate index n for 
which N(x) = Rn or N{x) = Rn is obtained by applying Theorem 4.6 to 
the respective case as in (i)-(v) of Theorem 4.10. This ends the proof of the 
Theorem. 
T h e o r e m 4.12. (Determination of all composites of the form N(x) = 
x
2
 + (x -f l)2) Consider the Diophantine equations 
(Fk) X2 - 2 y 2 = 2k2 - 1, where k = 0 , 1 , . . . . 
Let X: + Y;V2, (where r = 1, 2,. . . , m), be the only non-negative integral 
solutions of (Fk) such that: 
0 < Y* < k - 1 for k > 1, 
While, for k = 0 we have: X* = Yr* = 1 for all r = 1, 2 , . . . , m. Let Rn, Rn 
be the sequences defined by the recursive formulae: 
Rn+1 = 34R n - Rn_ 1 - 8(2k2 + 1 ) for all n = 1 , 2 , . . . , 
where R0 = Y / + k2, Rx = (2X* + 3y/)2 + k2 (for a typical r). 
Rn+l = 34Rn - Rn_i - 8(2k2 + 1) for all n = 1, 2 , . . . , 
where R'q = Yr** + k2, R[ = (2X*r - 3Yr*)2 + k2 (for a typical r). 
Then, the only composite numbers of the form N(x) = x2 -f (x + l)2 
are the following: 
(i) RUR2i... (for k = 0). 
(ii) Ä2 , Ä3, • • • (for k = 1 and Yr* = 0j. 
(iii) Ru R2,... (for k >2 and Y* = o). 
(iv) Äi , Ä 2 , . . . together with R? (for k > 2 and Yr* = k - 1). 
(v) Ri, • • • together with Rl: R2, • • • (for k > 2 and for all Y* such that 
0 < y ; < k - 1). 
Proof . By using Theorems 4.10 and 4.11. 
T h e o r e m 4.13. (Sieve-algon thm for the determination of all primes of 
the form N(x) = x2 -f (a: -f l )2 in an Interval [.5,M], where M is a (positive) 
integer) 
A sieve for all p r imes of the form r 2 + (a-+l) 2 5 3 
Step 1: Determine all numbers N(x) for x = 1, 2 , . . . , [ ( - 1 + y/2M - l ) /2] . 
Step 2: Determine all Rn and Rn, as in Theorem 4.12 obtained from the 
Diophantine equations 
X2 - 2 y 2 = 2k2 - 1, where k = 0 , 1 , . . . , VF 
Step 3: Delete from the tabie of the numbers in Step 1, all numbers of Step 
2. The remaining numbers are the only prime numbers of the form N(x) in 
the interval [5,M]. 
Proof. By using Theorem 4.12. 
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Quasi multiplicative functions 
wi th congruence property 
BUI MINH PHONG 
A b s t r a c t . We prove tha t if an integer-valued quasi mult ipl icat ive funct ion / satis-
fies the congruence /(n+p) = /(n) (mod p) for all positive integers n and all pr imes p^ir, 
where 7r is a given prime, then f(n) = na for some integer a > 0 . 
An arithmetical function f(n) ^ 0 is said to be multiplicative if (n, m) — 
1 implies 
f(nm) - f(n)f(m) 
and it is called completely multiplicative if this holds for all pairs of pos-
itive integers n and m. In the following we denote by M and A4* the set 
of all integer-valued multiplicative and completely multiplicative functions, 
respectively. Let N be the set of all positive integers and V be the set of all 
primes. 
The problem concerning the characterization of some arithmetical func-
tions by congruence properties was studied by several authors. The first 
result of this type was found by M. V. Subbarao [7], namely he proved in 
1966 that if / E M satisfies 
(1) f(n -f m) = f(m) (mod n) for all n, ra E N. 
then there is an a E N such that 
(2) f(n) = na for aü n G N. 
A. Iványi [2] extended this result proving that if / E M * and (1) holds 
for a fixed m E N and for all n E N, then f(n) has also the same form (2). 
It is shown in [4] that the result of Subbarao continues to hold if the relation 
(1) is valid for n E V instead for all positive integers. In [6] we improved the 
results of Subbarao and Iványi mentioned above by proving that if M E N, 
/ E M satisfy f(M) f 0 and 
f(n + M) = f{M) (mod n) for all n E N, 
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then (2) holds. Later, in the papers [3]-[5] we obtained some generalizations 
of this result, namely we have shown that if integers A > 0, B > 0, C / 0, 
N > 0 with (A, B) = 1 and / E M satisfy the relation 
f(An + B) = C (mod n) for all n > N, 
then there are a positive integer a and a real-valued Dirichlet character x 
(mod A) such that f(n) = xi71)71" for all n E N, (n,A) = 1. 
In 1985, Subbarao [8] introduced the concept of weakly multiplica-
tive arithmetic function j (n ) (later renamed quasi multiplicative arithmetic 
functions) as one for which the property 
f(np) = f(n)f(p) 
holds for all primes p and positive integers n which are relatively prime 
to p. In the following let QM denote the set of all integer-valued quasi 
multiplicative functions. In [1] J. Fabrykowski and M. V. Subbarao proved 
that if / E QM satisfies 
(3) f(n + p) = f(n) (mod p) 
for all n E N and all p E V, then f(n) has the form (2). They also conjec-
tured that this result continues to hold even if the relation (3) is satisfied for 
an infinity of primes instead of for all primes. This conjecture is still open. 
Let A C V, and assume that the congruence (3) holds for all n E N 
and for all p E A. For each positive integer n let H(n) denote the product 
of all prime divisors p of n for which p E A. It is obvious from the definition 
that H(n) j H(mn) holds for all positive integers n and m, furthermore one 
can deduce that if / E QM. satisfies the congruence (3) for all n E N and 
for all p E A, then 
f(n -f m) = f(m) (mod H(n)) for all n, m E N. 
Thus the conjecture of Fabrykowski and Subbarao is contained in the fol-
lowing 
Conjecture. Let A, B be fixed positive integers with the condition 
(yl, B) = 1 and A is an infinite subset of V. If a function f E QM and 
integer C / 0 satisfy the congruence 
/(An + B) = C (mod H(n)) for all n E N. 
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then there are a positive integer a and a real-valued Dirichlet character x 
(mod A) such that 
f(n) = x { n ) n a for all neN,(n,A) = l. 
in this note we prove this conjecture for a special case, when A = B = 1 
and V = A U {x}, where 7r is a fixed prime. 
Theorem. Let 7r be a given prime and let H (n) be the product of all 
prime divisors p of n for which p / 7r. If a function f £ QM. and an integer 
C / 0 satisfy the congruence 
(4) f(n + 1) = C (mod H(n)) 
for all n E N, then there is a non-negative integer a such that 
f(n) - na for all n e N. 
We shall use some lemmas in the proof of our theorem. 
Lemma 1. Assume that the conditions of the theorem are satisfied. 
Then f e M*, i.e 
f(ab) = f(a)f(b) 
holds for all a, b £ N. Furthermore C = 1. 
Proof. Assume that a and b are fixed positive integers. Let q be a 
prime with the condition 
(5) q > max(a, 6, |C|, \Cf{ab) - f{a)f(b)\) and q ± TT. 
Since (ab,q) — 1, one can deduce from Dirichlet's theorem that there are 
positive integers x,y:u and v such that 
ax = qy + 1, (x, ab) = 1, x £ V 
and 
bu = qv + 1, (u, abx) = 1, u € V. 
Then we have 
abxu — qT + 1, 
where T := y + v + qyv. Thus, we infer from (4) and the fact / £ QA4, that 
f(a)f(x) = f(ax) = f(qy + 1) = C (mod q), 
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f(b)f(u) = f(bu) = f(qv + 1) = c (mod q) 
and 
f(ab)f(x)f(u) = f(abxu) = f(qT + 1) = C (mod q). 
These and (5) show that f ( x ) f ( u ) 0 (mod q), consequently 
f(a)f(b) = Cf(ab) (mod q). 
Hence, we infer from the last relation together and the fact q > |C f(ab) — 
f(a)f(b)I that 
Thus, we have proved that (6) holds for all positive integers a and b. By 
applying (6) with a = b = 1, we have C — 1 and so the proof of Lemma 1 
is finished. 
Lemma 2. Assume that the conditions of the theorem are satisfied. 
Let Q be a positive integer. Then for each prime divisor q of f(Q) we have 
q\7rQ. 
Proof. Let Q be a positive integer and assume on the contrary that 
there exists a prime q such that q\f(Q) and Í q, 7rQ) — 1. 
Since (Q,q) = 1, we infer that there are positive integers x and y such 
that 
which is a contradiction. Thus the proof of Lemma 2 is finished. 
Lemma 2 shows that for each prime p, we can write f(p) as follows: 
(6) Cf(ab) = f(a)f(b). 
Qx = qy + 1. 
By using Lemma 1, it follows from (4) and the fact q ^ 7r that 
0 EE f(Q)f(x) = f(Qx) = I(qy + 1) EE 1 (mod
 9), 
\f(p)\=paip)*0ip\ 
consequently 
(7) l/MI = »", 
for some non-negative integer a . 
Now we can prove our theorem. 
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Proof of the theorem. We shall prove that f(n) = na is satisfied for 
all n £ N, where a > 0 is given in (7). 
Let n, s be positive integers. By (4), we have 
f(n7T2s) = f ((mr2s - 1) + l ) = 1 (mod H(nir2s - 1)). 
On the other hand, it follows from Lemma 1 and (7) that 
n
af(n7T2s) = naf(n)7T2as = f(n)(mr2s)a = f{n) (mod II{nir2s - 1)). 
These imply 
f(n) = nQ (mod fí(nit2s - 1)), 
therefore, by setting s —> oo, we have H(nir2s — 1) —> oo and so f(n) = na. 
This holds for each positive integer n, consequently it also holds for all 
Í I É N . The theorem is proved. 
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On a conjecture about the equation 
jynx ßrny _ j^vrxz 
ALEKSANDER GRYTCZUK 
Abstract . Let A be a given integral 2x2 matr ix . We prove tha t the equation 
(•) Ami +Amy = Amz 
has a solution in positive integers x,y.z and m>2 if and only if the matr ix A is a n i lpotent 
matrix or the matr ix A has an eigenvalue i + _ 
1. Introduction 
First we note that (*) is equivalent to the following Fermat's equation 
(1) X M + Ym = Z M , m > 2, 
where X = Ax, Y - Ay and Z = Az. 
It has been recently proved by A . WLLES [12], R . TAYLOR and A . 
W I L E S [11] that ( 1 ) has no solution in nonzero integers X , Y , Z if m > 2. 
But, in contrast to the classical case, the Fermat's equation (1) has infinitely 
many solutions in 2 x 2 integral matrices X, Y, Z for m — 4. This fact was 
discovered by R . Z . DOMIATY [2] in 1966 . Namely, he proved that, if 
! ) • y = ( ° o ) o 
where a, b, c are integer solutions of the Pythagorean equation a2 -f b2 — c2, 
then 
x
4
 + y 4 - z 4 . 
Other results connected with Fermat's equation in the set of matrices are 
given in monograph [10] by P . R l B E N B O I M . In these investigations it is 
an important problem to give a necessary and sufficient condition for the 
solvability of (1) in the set of matrices. Such type results were proved re-
cently by A . KHAZANOV [7], when the matrices A , Y, Z belong to SL2{Z), 
SLz(Z) or GL$(Z). In particular, he proved that there axe solutions of (1) 
in X, Y.Ze SL2(Z) if and only if m is not a multiple of 3 or 4. We proved 
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in [4] a necessary condition for the solvability of (1) in 2 X 2 integral matri-
ces X".,Y,Z having a determinant form. More precisely, we proved (see [4], 
Thm. 2) that the equation (*) does not hold in positive integers x, y,z and 
M. H. LE and CH. LI [8] proved the following generalization of our 
a + d > 0 and det A — ad — be < 0, then (•) does not hold. 
In their paper they posed the following 
Conjecture. Let A be an integral 2 x 2 matrix. The equation (*) has 
a solution in natural numbers x, y,z and m > 2 if and only if the matrix A 
is a nilpotent matrix. 
A corrected version of this Conjecture was proved by the same authors 
in [9]. 
In the present paper we prove the following 
Theorem. The equation (•) has a solution in positive integers x,y,z 
and rn > 2 if and only if the matrix A is a nilpotent matrix or the matrix 
A has an eigenvalue a = . 
We note that the condition matrix A has an eigenvalue a = ^ is 
equivalent to Tr A = det A = 1 (cf. [9]). On the other hand it is easy to 
see that the condition det A = 1 implies that the matrix A cannot be a 
nilpotent matrix, thus the original Conjecture of M. H. LE and CH. Li is 
not true. 
We also note that X. C H E N [1] proved that if An is the companion 
matrix for the polynomial f ( x ) = xn - xn~1 — ... — x — 1 then the equation 
(•) with A — An has no solution in positive integers x,y,z and m >2 for 
any fixed integer n > 2. 
Futher result of this type is contained by [5]. Namely, we proved the 
following: 
Let A = ( fl(j)nXn be a matrix with at least one real eigenvalue ot > y/2. 
If the equation 
. Another proof of this cited result was given by D. 
Frejman [3]. 
be a given integral matrix such that r = Tr A = 
(2) Ar + A s = A 
has a solution in positive integers r ,s and t then max{r — t , s — t j = —1. 
From this cited result one can obtain the corresponding results of the 
papers [1], [3], [4], [8] as particular cases. 
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Lemma 1. Let A = ( ^ 1 be an integral matrix such that Tr A ^ 0 
2. Basic Lemmas 
b 
d 
or det A ^ 0 and let 
r = a + d = TV A, s = - det A, A0 = r, Ai = rA0 + 5 
and 
An = rAn_ 1 + sA n_ 2 if n > 2. 
Then for every natural number n > 2, we have 
An = 
a
 b \ _ f a / i n - 2 + sA n _ 3 6i4n_2 
C Ű? Y ~ I cAn_2 dAn_2 -F <SAn_3 
where we put A_i = 1. 
The proof of this Lemma immediately follows from Theorem 1 of [6]. 
Lemma 2. Let A be an integral matrix satisfying the assumptions of 
Lemma 1 and let An be the recurrence sequence associated with the matrix 
A as in Lemma 1. Moreover, let An be the discriminant of the characteristic 
polynomial of An if n > 2 and let A\ = A — r2 +45. Then for every natural 
number n > 2 we have An = AA2n_2. 
The proof of Lemma 2 is given in [4]. 
Lemma 3. Let A = ^ ^ ^ j be an integral matrix and let f(x) = 
x
2
 — (Tr A)x + det A be the characteristic polynomial of A with the roots 
a, ß ^ and the discriminant A = r2 + 4s, where r = a + d= TrA 
and s = - det A. If s ^ 0 and A ^ 0 then the equation (•) has no solutions 
in natural numbers x,y,z and m > 2. 
Proof. If x = z and (•) is satisfied then Amy = 0, thus det A = 0, 
which contradicts to our assumption. Similarly we obtain a contradiction 
when y = z. If x = y then by (•) it follows that 2A m r = A7712, hence 
4(det A)mx — (det A)m 2 and so we obtain a contradiction, because the last 
equality is impossible in natural numbers x,y,z and m > 2 with integer 
det A ± 0. 
Further on we can assume that if (*) is satisfied, then x,y and z are 
distinct natural numbers. Since s = — det A ^ 0. therefore there exists the 
inverse matrix A - 1 and from (•) we obtain 
( 3 )
 Am(x-z) + Am(y-z) = min{a.j = ^ 
( 4 )
 Am(x-y) + I = Am(z-y)^ min{x, y, z} = V , 
(5) 1 + A m ( y ~ x ) = A m ( z " x ) , if min{x,y,z} = x, 
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where I = ^ ^ ^ 
Let { A n } be the recurrence sequence associated with the matrix A. 
Then applying Lemma 1 to (3) we obtain 
a (Am(x-Z)-2 + ^m(y-z)-2) ~ (det A) (Am(x_z)-3 + Am(y-z)-3) = 1. 
(6) ^ (Am{x-z)-2 + ^m(y-z)-2) = 
C + ^m{y-z)-2) = 0? 
ii ( .4m( r_ z)_2 + - (det /1) (Am(x_z)_3 + = 1. 
Prom Lemma 1, (4) and (5) we obtain similar formulae to (6). 
Suppose that b / 0 or c ^ 0. Then from (6) we get det A — ±1. On the 
other hand since A ^ 0, therefore from Lemma 2 we can deduce that 
(7) / ln-2 = ~ ^ = ( a n - ß n ) . 
Substituting (7) to (6) we obtain 
(8 ) a m { x - z ) + a m ( y - 2 ) = ßMx-z)
 + pm(y-z) = ^ 
By (4) and (5) we similarly have 
^
 a
m(z~y) _ Qj^ix-y) _ ßm(z-y) _ ßm(x-y) _ ^ 
and 
(1Q) - — ßm(z~x) _ ^rn(y-x) _ 
Erom (8)-(10) it follows that in all cases 
(11) arnx + amy = amz and ßmx + ßmy = ßmz 
for natural numbers x,y,z and m > 2, which can be written in the forms 
(12) + a m ( y - z ) = 1 and ß + ß m ( y - ^ = 1. 
Since A ^ 0, thus we consider two cases: A > 0 or A < 0. Let us suppose 
that A > 0. Since A — r2 + 4s and s = - det A - ±1, so we have zl > 5. If 
r > 0 then we obtain 
, \ r + y/Ä 1 + Vb r-(13) a = —- > ——— > y/2 > 1. 
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Prom (13) and (12) it follows that both exponents m(x — z) and m(y — z) 
must be negative. On the other hand fom (13) we have a ~ 2 < \ and by 
(12) it follows that it cannot happen that both exponents m(x — z) and 
m(y — z) are < —2. Therefore one of them must be equal to -1 and we 
obtain m(x — z) = —1 or m(y — z) — — 1. But this is impossible, because 
m > 2 and x,y,z are positive integers. 
After this we consider the case r < 0. Let us suppose that r < 0 and 
put r = —r', where r' > 0. Then we have 
_ r - y / A _ _ r' + y/Ä _ _ 
2 2 
and 
. [Ä 1 + y/5 r-ß = r' + J - > — y - > V2> 1. 
Substituting ß = —ß to the second equation of (12) we obtain 
(14) ( - 1 (ß')m<<x-z)
 + (_!)m(y-z) ^ß^m(y-z) = ^ 
K rn is even then as in our previous case we obtain a contradiction. So, we 
can assume that m is an odd natural number greater than 2. If x — z and 
y — z are odd then it is easy to see that (14) does not hold. Therefore one 
of them must be even and from (14) we obtain 
[lb) (ß')m{x~z) -{ß')m{y~z] = I, if 2 - 2 is even and y-z is odd 
and 
( 1 6 ) ^m(y-z) = ^
 y _ z j s e y e n ^ x _ z i s o d d . 
Because of the symmetry, it is sufficient to consider one of these equations. 
Let us suppose that (15) is satisfied. If x — z > 0 and y — z > 0 then, by(15), 
it follows that x — z > y — z. On the other hand, (15) can be represented in 
the form 
m(y — z) (/nf\m(x — z) (17) (0/jmiv-*; j ^ ß ^ x - z , _ i j
 = 1. 
The condition x — z > y—z implies x > y and since ß' > A/2, m>21x — Z>0 
and y — z > 0, therefore (17) is impossible. Hence we get that one of the 
differences x — z so y - z must be negative. Suppose that x — z < 0 and 
y - z > 0. Then from (15) 
(18) (ß')mix-z) = 4- 1 
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. (z-x) 
follows. It is easy to see that (/?')m(ar""z) - ([ß')~2^j 2 . On the other 
1 j 1 t ioi\ —2 . I t  hand we have (ß') < \ and we obtain 
(ß'yni*-*) 
= (iß') 
- 2 
t (z-x) 
< 
< 2 ' 
because 771 > 1. Therefore from (18) we get 
{ßl)m(y-z) + x = {ßl)m{*-z) < 
which is impossible. In a similar way we obtain a contradiction in the case 
x — z > 0 and y —2 < 0. It remains to consider the case when both differences 
x — z and y — z are negative. Prom (15) we have 
( 1 9 ) 1 = < ^ßtyn(y-z) 
On the other hand we have 
m(z-x) / 1 \ " 1 
(20) (/}')"(«-•)
 = (0S'>-*) 2 < ( j ) < 2 
and 
(21) (/3'r'"-2» + { ( ß r 2 ) ^ 1 < Q ) - ^ < 
Hence, by (19)-(21), we get a contradiction. 
Further on we have to consider the case r = 0. But in this case we have 
a = 1, /5 = —1 and we can can observe that (12) is impossible. 
Now, we can consider the case A < 0. Since s = — det A = ±1 and 
A = r2 + 4s < 0. therefore we have s = — 1 and the inequality r2 — 4 < 0 
implies —2 < r < 2, that is, r = —1,0,1. 
The case r = 1 is impossble by the assumptions on the eigenvalues of 
the matrix A. 
If r = 0 then we obtain that a — i, ß = —i and it is easy to check that 
(12) does not hold. 
If r = — 1 then a = ~1 1 ^  is the third root of unity. Analyzing the 
exponents m(x — z) and m(y — z) modulo 3 in (12) we get a contradiction. 
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Summarizing, we obtain that in the case b / 0 or c / 0 the equation (•) 
has no solution in positive integers x,y,z and m > 2. So, b = c = 0 and the 
matrix A can be reduced to a diagonal matrix of the form A = a ® 
On the other hand for every natural number k we have 
a 0\k (ak 0 
0 d 
( 2 2 ) A
 -
 1
 0 d ) ~ V 0 dk 
If (•) is satisfied then, by (22), it follfows that 
(23) amx + amy = amz, dmx + dmy = dmz. 
Prom the assumption of Lemma 3 we have 5 = — det A / 0. This condition 
implies ad ^ 0, because det A — det ^ ^ ^ = ad. Therefore (23) does not 
hold. 
Considering all of the cases the proof of Lemma 3 is complete. 
Now, we can prove the following. 
Lemma 4. Let A — ( a ) be an integral matrix and let r = 
v c d, 
Tr A, 5 = - det A and A = r2 + is. If s f 0 and A = 0, then (*) has 
no solutions in positive integers x,y,z and m > 2. 
Proof. Since 6 / 0 , therefore using Lemma 1 in similar way as in the 
proof of Lemma 3, for the case b / 0 or c / 0 we obtain s = — det A = ±1. 
Since, A — r2 + 4s — 0, thus s — — 1 and consequently r2 — 4 = 0, so we 
have r = ±2. Therefore we get a = / 3 = | = l i f r = 2 and a = ß = —1 if 
r — — 2. Prom the well-known theorem of Schur it follows that for any given 
matrix A there is an unitary matrix P such that 
(24) A = P*TP, 
where T is the upper triangular matrix having on the main diagonal the 
eigenvalues of the matrix A. 
Suppose that the matrix A = ^ ^ j with integer entries has the 
eigenvalues a , ß . 
Prom (24) by easy induction we obtain 
k r>*T>fc (25) AK = p*TKP 
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for every natural number k, where Tk is the upper triangular matrix with 
the eigenvalues ak, ßk on the main diagonal. If (•) is satisfied then, by (25), 
it follows that 
^26) rpmx rpmy rpmz 
and from (26) we have 
(27) a m * + a m y = ß m x + ßmy = ß m z . 
Since in our case a — ß = ± 1 so we can see that (27) does not hold. 
Therefore we have b = c — 0 and we get a contradiction as we have got it in 
the last step of the proof of Lemma 3. So the proof of Lemma 4 is complete. 
L e m m a 5. Let A = f a ^ ^ be an itegral matrix and let r = Tr A, s = 
— det A and A = r2 -f 45. If s — 0 and A ^ 0 then the equation (*) has no 
solution in positive integers x, y, z and m > 2. 
Proof. From the assumptions of Lemma 5 it follows that r / 0 and 
therefore we can use Lemma 1. Since s — 0 so, by Lemma 1, it follows that 
If (*) is satisfied then from (28) we obtain 
(29) r m x + r m y = r m z . 
Being r ^ 0, it is easy to see that the equation (29) is impossible in positive 
integers x,y,z and m > 2. This proves Lemma 5. 
3. Proof of the Theorem 
Suppose that the equation (*) has a solution in postive integers x,y,z 
and m > 2. Then by Lemma 3, Lemma 4 and Lemma 5 it follows that 
5 = det A = 0 and r = Tr A = 0 or the matrix A has an eigenvalue 
a =
 1
"
t
~2V^- the case s = r = 0 we have a — —d and s = — det A = 
— (ad — be) — — (—d2 — be) = d2 -f be = 0 and also putting d — —a we have 
a
2
 -f be = 0. On the other hand we have 
(on^ A* - ( a b V _ f a 2 + b c b{a + d ) \ _ ( a 2 + b c br \ 
[ ó ü )
 \ c d ) ~ \ c ( a + d ) d2 + be J ~ \ cr d2 + be J ' 
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Substituting 
r = 0, a2 + be = d2 + be = 0 
to (30) we obtain that A2 = 0, that is the matrix A is a nilpotent matrix 
with nilpotency index two. 
Now, we suppose that the matrix A is nilpotent matrix, i.e. Ak = 0 for 
some natural number k > 2. Then it is easy to see that (•) is satisfied for 
all positive integers x,y, z,m > 2 such that mx > k, my > k, mz > k. 
Suppose that the matrix A has an eigenvalue a = . Then it is 
easy to check that a 2 — = £ is a third root of unity. By an easy 
calculation we obtain 
if n = 6k, 
c
 : if n = 6k + 1, 
if n = 6k + 2, 
-
1
' 
if n = 6k + 3, 
if n = 6k + 4, 
if n - 6k + 5. 
Applying (31) we obtain that (*) is satisfied if and only if the following 
relations are satisfied 
(32) mx = ri( mod 6), my = r2( mod 6), mz — r3( mod 6), 
where 
( r i , r 2 , r 3 > = {0 , 2 , l ) , ( 0 , 4 , 5 ) , ( l , 3 , 2 ) , ( l , 5 , O ) , ( 2 , 4 , 3 ) , ( 2 , 0 , l ) , 
( 3 , 1 , 2 ) , ( 3 , 5 , 4 ) , ( 4 , 0 , 5 ) , ( 4 , 2 , 3 ) , ( 5 , 0 , 1 ) , ( 5 . 3 , 4 ) . 
The proof of Theorem is complete. 
From the proof of Theorem we get the following 
Corollary. All soluitions of the equation(*) in natural numbers x,y,x 
and m > 2, when the matrix A has an eigennvalue a = l + are given by 
the congruence formulas (32) with the above restrictions on (ri,^,^) and 
if the matrix A is a nilpotent matrix with nilpotency index k > 2 t h e n ( * ) 
is satisfied by all positive integers x,y,z,m > 2 such that mx > k.my > k 
and mz > k. 
Remark. We note that Theorem with Corollary is equivalent to the 
result presented by M. II. LE and CH. LI in [9], but our proof is given in 
another way and it gives more information about the impossibility of the 
solvability of (•) in the cases mentioned in Lemma 3, 4, 5. 
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Egy euklideszi gyűrű 
KIRÁLY BERTALAN,* OROSZ GYULÁNÉ 
A b s t r a c t . We showe in this paper tha t the polynomial ring over a field of the 
infinite cyclic group is an Euclidean one. 
Legyen R(g) a {g) végtelen ciklikus csoport T test fölötti csoportgyű-
ríije. A T(g) minden eleme felírható 
(1) x = ^ a l 9 l , ateT 
I<EZ 
alakban, ahol csak véges sok o, ^ 0. Könnyű belátni, hogy a T[g] és T[g~l] 
polinomgyürűk (ha úgy tekintünk a g-re, ill. a g~l-ie mint határozatlanokra) 
a T(g) részgyűrűi. 
Ismeretes, hogy a test fölötti egyhatározatlanú polinomok gyűrűje euk-
lidészi gyűrű. Az euklidészi gyűrűk fontos szerepet játszanak a matema-
tikában, többek között az algebrában és a számelméletben is. Ez annak 
tulajdonítható, hogy egész sor olyan tulajdonsággal rendelkeznek, amelyek 
megkönnyítik alkalmazásukat (pl. az euklidészi gyűrűk főideálgyűrűk, érvé-
nyes bennük az egyértelmű prímfaktorizáció tétele, legnagyobb közös osztó 
létezése stb.). Az is ismeretes, hogy a test fölötti kéthatározatlanú polino-
mok gyűrűje nem euklidészi gyűrű. A T(g) csoportgyűrűt nem tekinthetjük 
sem egyhatározatlanú, sem pedig kéthatározatlanú polinomgyűrűnek. Bebi-
zonyítjuk, hogy ennek ellenére a T(g) euklidészi gyűrű. 
Tétel. A végtelen ciklikus csoport test fölötti csoportgyűrűje euklidészi 
gyűrű. 
A tétel bizonyításához szükségünk lesz néhány jól ismert fogalomra és 
állításra. 
Ismeretes, hogy a gyűrű egységeinek halmaza a szorzásra nézve csopor-
tot alkot amelyet U(R)-rel fogunk jelölni és az R gyűrű egységcsoportjának 
fogunk nevezni. 
A továbbiakban R integritástartományt fog jelölni, azaz kommutatív, 
egységelemes, nulloszt óment es gyűrűt. 
* A k u t a t á s t az O T K A T 1 6 4 3 2 sz. p á l y á z a t a t á m o g a t t a . 
72 Király Ber ta lan és Orosz Gyuláné 
Az a elemet a b (a, b £ R) asszociáltjának nevezzük, ha a = eb valamely 
£ £ U(R) elem esetén. Ezt a ~ 6-vel jelöljük. Könnyű belátni, hogy a ~ 
ekvivalenciareláció az R-en. Ezért a továbbiakban úgy is mondhatjuk, hogy 
az a és b elemek asszociáltak. 
Definíció. A T(g) csoportgyűrű 
x' = 1 + ^ (*i9l, € T 
o<i ez 
alakú elemeit normált elemeknek nevezzük. 
Világos, hogy ha x' normált elem, akkor x' £ T[g] C T(g). 
1. Lemma. A T(g) csoport gyűrűben igazak a következő állítások: 
1. Minden x / 0 T(g)-beli elemhez létezik olyan egyértelműen megha-
tározott x' normált elem, hogy x ~ x' és egy megfelelő a (a £ T) és egy 
meghatározott k egész számmal teljesül az 
(2) x = agkx' 
egyenlőség. Az x' elemet az x normáltjának fogjuk nevezni. 
2. Ha x' és y' normált elemek, akkor az x'y' is normált elem. 
3. Tetszőleges nem nulla x,y T(g)-beli elemek esetén igaz az 
(xy)' = x'y', 
egyenlőség. 
Bizonyítás. 1. Legyen x £ T(g). Akkor az (1) szerint x előállítható 
x = a{g\ at £ T 
iez 
alakban, ahol csak véges sok a ; / 0. Legyen 
k = min-fí) 
x' = « í V * * = <xll9~kY.aigl = 1 + 
iez -ez 
Mivel i — k > 0, az x' elem felírásában a </-nek csak nemnegatív hatványai 
szerepelnek. így 
®' = i + Y , w 
0 oez 
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alakú, vagyis x' normált elem. Az 
x' = a^
1g"kx 
egyenlőségekből nyerjük, hogy 
x = akgkx'. 
Tehát x előállítható (2) alakban és x ~ x'. 
2. Legyen x' = 1 + atgl és y' = 1 + ^ Az x ' ,y ' a T[g] 
0<i£Z 0<i£Z 
pohnomgyíírű elemei és 
x'y' = l+ Y , ^ e T l g ] , 
o<tez 
azaz x'y' normált elem. 
3. A (2) szerint x és y felírható 
x = agkx' és y = ß g n y ( a , /3 E T, k, n £ Z) 
alakban. Ezért 
(3) xy = aßgk+nx,y' = aßgk+n{ 1 + ^ T G T[g}. 
o<i ez 
Innen következik, hogy (xy)' = x'y'. 
A továbbiakban a (2)-re való hivatkozás nélkül is fogjuk alkalmazni a 
T(g)~beli elemek (2) alakú előállítását. 
2. Lemrna. A T(g) egységcsoportjának elemei *]gl (7 G R1 i £ Z) 
alakúak. 
Bizonyítás . Legyen x £ U(T(g)). Az előző Lemma értelmében x és 
x
_ 1
 előállíthatók 
x = agkx' és x~l = ßgny' (a, /? 6 T, k,n £ Z) 
alakban. Ekkor figyelembe véve azt, hogy x' és y' normált elemek az 
x V = i + £ ^ e T f e ] 
0<i€Z 
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egyenlőségből kapjuk, hogy 
(4) 1 = xz"1 = aßgk+nx'y' = aßgk+n( 1 + óig*). 
0 <i£Z 
Mivel x',y' és x'y' a T[g) elemei a (4) csak abban az esetben teljesül, ha 
x' — y' - 1. Tehát x = agk és y — ßgn. 
3. Lemma. A T(g) csoportgyűrűben az asszociált elemek normáltja 
megegyezik. Azaz, ha x ~ y, akkor x' = y'. 
Bizonyí tás . Ha x ~ y, akkor található olyan e (e £ U(T(g))), hogy 
x — ey A 2. Lemma szerint e — 7 g m (7 £ T, m 6 Z). Evidens, hogy e' — 1. 
Ekkor az 1. Lemma értelmében 
s' = (ey)' = e'y' = y'. 
4. Lemma . A T(g) nullosztómentes gyűrű. 
Bizonyí tás . Tegyük fel, hogy x és y nem nulla T(#)-beli elemek és 
xy — 0. Ekkor felhasználva az x és y elemek x = agkx' és y = ßgny' 
(aß 6 T, k,n £ Z) előállítását normáltjaik segítségével, az xy = 0-ból az 
xy = aßgk+nx'y' = 0 
következik. Mivel aßgk+n £ U(T(g)), innen az x'y1 — 0 egyenlőséget kapjuk. 
Ez ellentmondás, mert x' ^ 0, y1 ^ 0 és x',y' £ T[g]. 
Jelöljük Z+-szal a nemnegatív egész számok halmazát. 
Definíció. Az R integritástartomány euklidészi gyűrűnek nevezzük, ha 
létezik olyan 
(f:R \ {0} 
leképezés, hogy minden a, b £ R \ {0} elempárra igaz a ip(ab) > (p(a) egyen-
lőtlenség. Továbbá, tetszőleges a és b ^ 0 i?-beli elemekre teljesül a követ-
kező egyenlőség: 
(5) a = bq -f r, ahol vagy r — 0, vagy íp(r) < <^(6), (r, q £ R). 
A íf leképezést euklidészi normának, az (5)-öt pedig euklidészi osztásnak 
nevezzük. 
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Legyen x = ^ atgl G T[g] C T(g). Ekkor x = akgkx'. Evidens, hogy 
o<i ez 
A; > 0. Jelöljük x°-rel az x polinom fokát. Figyelembe véve, hogy k > 0 az 
előző egyenlőségből következik, hogy 
(6) > (x ' ) ° . 
A Tétel bizonyítása. Legyen x E T(g) \ {0} és legyen 
x' = 1 + ]T 
az a; normáltja. Nyilván x' G T[g\. Legyen deg x = (a:7)0. A deg x-et az 
x elem módosított fokszámának fogjuk nevezni. Könnyű belátni, hogy a 
deg v = deg w egyenlőség pontosan akkor teljesül, ha v ~ w, és a deg x = 0 
egyenlőség akkor és csak akkor igaz, ha x G U(T{g)). 
Legyen x,y G T(g) \ {0}. Akkor x = sx' és y — by', ahol x ' ,y ' meg-
felelően az x, ill. az y normáltja és £,S G Í7(T(<7)). Az 1. Lemma 3. pontja 
szerint (xy)' — x'y', és mivel x'y' G Tfy], 
(7) d e g ( xy ) = ( ( xy ) ' ) ° = (x'y')0 = (x ' ) ° + (y ' ) ° = deg x + deg y. 
Legyen 
(8) ^.T(g)\{0} Z+, (^(x) = deg x. 
Megmutatjuk, hogy if a T{y) eukhdészi normája. Ha x, y G T(<7)\{0}, akkor 
a (7)-ből kapjuk, hogy 
V?(xy) = d e g ( xy ) = deg x -f deg y > deg x = vK2)-
és így a (f eukhdészi norma a T(g)-n. 
Legyen x, y G és y 0. írjuk fel az x-et és az y-t x = ex' és y = <5y' 
(e, £ G U(T{g)) alakban. Ha x = 0, vagy < f ( y ) , akkor x = y • 0 + x és 
az (5) teljesül. 
Legyen most <p(x) > ip(y). Ekkor íp(x) — ip(x') > <p(y) = y?(y'). A T[g] 
pohnomgyűrűben érvényes az euklidészi osztás, és mivel x'.y' T[(y)-beli 
elemek, igaz a következő egyenlőség: 
x' = y'q + r, ahol r = 0 vagy r° < (y')° (q,r G T[y] C T(g)). 
Ekkor a (6)-ból következik, hogy deg r = (r')° < (y')° = deg y és így <^(r) < 
<p(y'). Tehát 
(9) x' = y'q + r, ahol r = 0 vagy <p(r) < <^(y'). 
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Ha x = EX' és y = by' (E,6 £ U(T(g))), akkor a (9)-ből kapjuk, hogy 
SEX' = bx = öey'q -f ber és így 
x - yq + r, 
ahol q — £Ö~lq,r — Er. Mivel q ~ q és r ~ r, és az asszociált elemek módosí-
tott fokszáma megegyezik, a (9)-ből következik, hogy az előző egyenlőségben 
vagy F = 0, vagy ip(r) < <p(y). Tehát a T(g) euklidészi gyürü. 
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Functions having quadratic differences 
in a given class 
GYULA MAKSA 
A b s t r a c t . Star t ing from a problem of Z. Daróczy we define the quadrat ic difference 
property and show tha t the class of all real-valued continuous functions on R and some of 
its subclasses have this property while the class of all bounded funct ions does not have. 
1. Introduction 
For a function / : R —• R (the reals) and for a fixed y £ R define the 
function Ayf on R by A y f ( x ) = f(x + y) — f{x), x £ R. The functions 
A. N: R —> R are said to be additive and quadratic if 
A(x + y) = A(x) + A(y) x, y £ R 
and 
N(x + y) + N{x-y) = 2N{x) + 2N(y) x, y £ R, 
respectively. It is well-known (see [1], [5], [2]) that, if an additive function 
is bounded from one side on an interval of positive length then A(x) = cx, 
x £ R for some c £ R and there axe discontinuous additive functions. 
Similarly, if a quadratic function is bounded on an interval of positive length 
then N(x) = dx2, x £ R for some d £ R and there are discontinuous 
quadratic functions. 
In [4] Z. DARÓCZY asked that for which properties T the following 
statement is true: 
(*) Let / : R —>• R be a function such that for all fixed y £ R the 
function AyA-yf has the property T. Then 
(1) f = f * + N + A on R 
T h i s research has been s u p p o r t e d by grants f r o m the H u n g a r i a n N a t i o n a l F o u n d a t i o n 
for Sc ient i f i c R e s e a r c h ( O T ' K A ) ( N o . T - 0 1 6 8 4 6 ) a n d f r o m the H u n g a r i a n H i g h E d u c a t i o n a l 
R e s e a r c h a n d D e v e l o p m e n t F u n d ( F K F P ) ( N o . 0 3 1 0 / 1 9 9 7 ) . 
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where / * has the property T, TV is a quadratic function and A is an additive 
function. 
In this note we prove that, if T is the fc-times continuously differentia-
bility (k > 0 integer) or Ar-times differentiability (k > 0 integer or k = + oo) 
or being polynomial then the statement (*) is true while if T is the bound-
edness then (*) is not true. 
The following lemma will play an important role in our investigations. 
Lemma 1. For all functions / : R R and for all u, v,x £ R we have 
The proof is a simple computation therefore it is omitted. 
An other basic tool we will use is the following result of DE BRUIJN ([3] 
Theorem 1.1.) 
Theorem 1. Suppose that f: R —> R is a function such that the func-
tion Ay/ is continuous for all fixed y £ R. Then f — f* + A on R with 
some continuous /*: R — R and additive A \ R —> R. 
Finally we will need the following two lemmata. 
Lemma 2. Let / : R —> R be a function such that AuAvf is continuous 
for all fixed u, v E R. Define 
(3) H(x, u, v) = AuAvf(x) - f{u + v) + f(u) + f(v) x, u, v £ R. 
Then the function (x,u) —• ff(x,u, v), (x:u) £ R2 is continuous for all fixed 
Proof. Let v £ R be fixed. Since Au(Avf) is continuous for all fixed 
u £ R, Theorem 1 implies that Avf = f* + Av on R where /*: R —> R is 
continuous and Av is additive. Thus, by (3), 
2. Preliminary results 
(2) 
AuAvf(x) = 
v £ R. 
H(x, u, v) = Avf(x -f u) - Avf(x) - Avf(u) + f(v) 
= /:('•r + u) - rv(x) - f*(u) + f(v) 
whence the continuity of (x,u) —> H(x:u,v), (x,u) £ R2 follows. 
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Lemma 3. Suppuse that L is one of the classes of the real-valued 
functions defined on R which are k-times continuously differentiable for 
some k > 0 integer or k-times differentiable for some 1 < k < +oc or 
polynomials. If f: R —> R is continuous and Ayf £ L for all fixed y £ R 
then f £ L. 
Proof. If L is the class of the continuous functions (k = 0) or of the 
polynomials, furthermore / is continuous and Ayf £ L for all fixed y £ R 
then, by Theorem 1 and by [3] page 203, respectively, / = / * + A for some 
/* £ L and additive function A. Therefore, by continuity of / , A(x) = cx, 
x £ R with some c £ R whence / £ L follows. 
The remaining statement of Lemma 3 is just Lemma 3.1. in [3]. 
3. The main results 
For the formulation of our main results let us begin with the following 
Definition. A subset E of the set of all functions / : R —> R is said to 
have the quadratic difference property if for all / : R —* R, with A y A _ y / £ 
E for all y £ R, the decomposition (1) holds true on R where /* £ E, N is 
a quadratic function and A is an additive function. 
First we prove the following 
Theorem 2. The class of all continuous functions / : R —» R has the 
quadratic difference property. 
Proof. By (2) in Lemma 1 we have that AuAvf is continuous for all 
fixed it, v £ R. In particular, A u ( A i / ) is continuous for all fixed u £ R. 
Applying Theorem 1 to A i f we have 
(4) Alf = f0+a on R 
with some continuous /o: R —^  R and 
tion D on R2 by 
Obviously, B is symmetric. Now we 
variable. For all u, t and i>, we have 
additive a: R —> R. Define the func-
(u,v) £ R2 . 
show that B is additive in its first 
u + f Ii v 
(5) B(u,v) = j AuAvf - J fo + J /o + j /o, 
0 0 
1 
B(u + t, v) - B(u, v) = J Au+tAvf -
o 
U-ft+U U+t V 
I /0 + / fo + J fo  
0 0 0 
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1 U + V U V 
- I AuAvf + J f o - J f o - I fo 
0 0 0 0 
u-f-1 u-\-t-\-v u-\-t u+v u 
= J A t A v f - J f0+ J f0+ J fo~ J fo-
u 0 0 0 0 
Since AtAvf and fo are continuous functions, the right hand side is contin-
uously differentiable with respect to u then so is the left hand side. Differ-
entiating both sides with respect to u and taking into consideration (4) we 
obtain that 
Q 
-r-[B(u + t,v) - = AtAvAif(u) - f0{u + t + v) + fo{u + t) 
ou 
+ fo(u + v)~ fo(u) 
= AtAv(fo + a)(u) - AtAvfo(u) 
= AtAva(u) = 0 (a being additive). 
Therefore 
B(u + t,v)~ B(u, v) = B(t, v) - B(0, v) = B(t, v), 
that is, i? is additive in its first (and by the symmetry also in its second) 
variable. Thus, it is well-known (see [2]) and easy to see that , the function 
ÍV: R —> R defined by N(u) = \B(u,u), ii E R is quadratic and 
(6) B{u,v) = N(u + v)-N(u)-N(v) u,v £ R . 
Define the function H:TL3 —> R by (3) and apply Lemma 2 to get the 
continuity of the function (x,u) —> H(x,u,v), (x,u) G R 2 for all fixed 
v G R. This implies that the function s: R 2 —> R defined by 
l 
«(«.») = J H(x,u,v)dx (ii, v) 6 R 2  
0 
is continuous in its first variable (for all fixed v G R) . Therefore, by (3), (5) 
and (6) we have 
l 
s(u, v) = J AuAvf - f(u + v) + f(u) + f(v) 
0 
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B(u,v) + j f o - j /0 - j /0 - f{u + v) + f(u) + f(v) 
0 0 0 
N(u + v)~ f(u + v) - (N(u) - /(tz)) - (N(v) - f(v)) 
j h - j h - j h 
0 0 0 
A „ ( / - N)(u) - (N(v) - f(v)) + j f o - j f o - j fo 
0 0 0 
This implies that Av(f — N) is continuous for all fixed d E R and Theorem 1 
can be applied again to get the decomposition f — N — /* -f A on R with 
some continuous / * : R —^  R and additive function A, that is, (1) holds and 
the proof is complete. 
T h e o r e m 3. Let L be as in Lemma 3. Then L has the quadratic 
difference property. 
P r o o f . If L is the class of all continuous functions then the statement 
is proved by Theorem 2. In the remaining cases, since all functions in L are 
continuous, Theorem 2 implies the decomposition (1) with continuous / * , 
quadratic N and additive A. We now prove that / * E L. For all y E R we 
get from (1) that 
Therefore AyA_yf * E L for all fixed y E R . Applying (2) in Lemma 1 
we obtain that Au(Avf*) E L for all fixed u,v E R- Obviously A v f * is 
continuous thus, by Lemma 3, A v f * E L. Since / * is continuous, Lemma 3 
can be applied again to get / * E L. 
R e m a r k . The set of all bounded functions / : R —• R does not have 
the quadratic difference property. Indeed, let 
Applying the Lagrangian mean value theorem with fixed u,v,x E R we 
have 
(7) AyA^yf = AyA_yr + 2N(y). 
f ( x ) - x ln(£2 + 1) + 2 a r c t g z - 2z, x E R . 
(8) AuAvf(x) = uAvf\i) = uvf"(rj) 
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for some 77 E R. Since \f"{r])\ = < 1, (8) implies that \AyA-yf(x)\ < 
y2 for all x, y E R, that is, AyA.yf is bounded for all fixed y E R. Suppose 
that / has the decomposition (1) for some bounded /*: R —> R, quadratic 
N and additive A. Then N + A must be bounded on any bounded interval. 
Thus N(x) + A(x) = ax2 + ßx, x E R for some a,ß E R. This and (1) 
imply that 
(9) f*(x) = x\n(x2 + 1) + 2a rc tgx - ax2 - (2 + ß)x, x £ R. 
Since / * is bounded, 0 = lim \ ' — —a and thus 
x—>+oo x 
0 = Hm r ( x ) ~ 2 a r c t g x = Mm ( l n ^ 2 + 1) - (2 + ß)) , 
x—Í- + 00 X X—^ + OO 
which is a contradiction. This shows that the set of all bounded functions 
does not have the quadratic difference property. 
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On a theorem of type Hardy-Li t t lewood 
with respect to the Vilenkin-like sys tems 
GYÖRGY GÁT 
A b s t r a c t . In this paper we give a convergence test for generalized (by the au thor ) 
Vilenkin--Fourier series. This convergence theorem is of type Hardy-Lit t lewood for the 
ordinary Vilenkin system is proved in 1954 by Yano. 
Introduction and the result 
First we introduce some necessary definitions and notations of the the-
ory of the Vilenkin systems. The Vilenkin systems were introduced by N. 
J A . VILENKIN i n 1 9 4 7 ( see e . g . [7]). L e t m: = (mk,k E N ) ( N : = { 0 , 1 , . . . } ) 
be a sequence of integers each of them not less than 2. Let Zmk denote the 
m.k-th discrete cyclic group. Zmk can be represented by the set {0,. . . . — 
1}, where the group operation is the mod addition and every subset 
is open. The measure on Zmk is defined such that the measure of every 
singleton is l/mk (k E N). Let 
oo 
G rn • — X Z fn, . 
£=0 
This gives that every x G Gm can be represented by a sequence x — (a;,-, i G 
N), where X{ E Zm t (i G N). The group operation on Gm (denoted by 
+) is the coordinate-wise addition (the inverse operation is denoted by —), 
the measure (denoted by fi) and the topology are the product measure and 
topology. Consequently, Gm is a compact Abelian group. If sup n 6 N mn < 
oo, then we call Gm a bounded Vilenkin group. If the generating sequence 
m is not bounded, then G m is said to be an unbounded Vilenkin group. The 
boundedness of the group G m is supposed over all of this paper and denote 
by s u p n e N mn < oo. c denotes an absolute constant (may depend only on 
supn mn) which may not be the same at different occurences. 
A base for the neighborhoods of G m can be given as follows 
Io(x) : = G m , In(x):= {y = (yi,i G N) e Gm : yl = x{ for i < n} 
Research s u p p o r t e d by the H u n g a r i a n Nat iona l R e s e a r c h Sc ience F o u n d a t i o n , O p e r a t i n g 
Grant N u m b e r O T K A F 0 2 0 3 3 4 . 
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for x G G m , n G P : = N \ {0}. Let 0 - (0,i G N) G Gm denote the 
nullelement of Gm, In '•= -fn(O) (n G N). Let I : = {In(x) : x G G m , TL G N}. 
The elements of 1 are called intervals on Gm. 
Furthermore, let Lp(Gm) (1 < p < oo) denote the usual Lebesgue 
spaces (I . jp the corresponding norms) on Gm, An the a algebra generated 
by the sets In(x) ( x G Cm) and En the conditional expectation operator 
with respect to An (n G N) ( / G Ll.) 
Let Mo : = 1, M n + i : = mnMn (n G N) be the generalized powers. Then 
each natural number n can be uniquely expressed as 
oo 
n = ^ nlMl (rii G {0,1,. . ., ml - 1}, i G N), 
i = 0 
where only a finite number of n t 's differ from zero. The generalized Rade-
macher functions are defined as 
rn(x) exp (27n-~) (x G Gm, n G N, i:=y/^l). TTln 
Then 
oo 
j=0 
the nth Vilenkin function. The system ip := (ipn: n G N) is called a Vilenkin 
system. Each ipn is a character of Gm and all the characters of G m are of 
this form. Define the m-adic addition as 
oo 
k © n := kj + rij (mod mj))Mj (fc, n G N). 
i=o 
Then, 1pk@n = Ipk^n, 1pn{x + y) = 1pn(-x) = ÍVi(z), = 
1 (k,n £ N , x,y G Gm). 
Let functions a n , a ^ : G m —» C ( n , j , k G N) satisfy: 
(i) Q ^ is measurable with respect to Aj ( j , k G N), 
(ii) | 4 f c ) | = a ^ ( 0 ) = a«fc> =
 tt«°» = l ( ; , f c e N ) , 
(iii) o n := nr=o n«> := n,M, (n 6 N). 
Let Xn : = ^nön (ft G N) . The system {xn : n € N} is called a Vilenkin-hke 
(or ilia) system ([2]-[4]). 
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We mention some examples. 
( k ) 1. If a — 1 for each k.j E N, then we have the "ordinary" Vilenkin 3 
systems. 
2. If rrij = 2 for all j E N and a^'^ = where 
ßj(x) = exp (2TTZ + • • • + 2 J ? r ) ) ( n j E N, * E G m ) , 
then we have the character system of the group of 2-adic integers (see e.g. 
[5], W). 
3. If 
/ / OO \ CO 
/ n ( x ) : = e x p í 2 t u I — j Y^xJMJ ) ( x e n E N ) . 
then we have a Vilenkin-Hke system which is usefull in the approximation 
theory of limit periodic, almost even arithmetical functions ([2], [4]). 
In [3] we proved that a Vilenkin-like system is orthonormal and com-
plete in Ll(Gm). Define the Fourier coefficients, the partial stuns of the 
Fourier series, the Dirichlet kernels with respect to the Vilenkin-like system 
X as follows. 
/
n — 1 
/X«, s*f = snf-.= J£fx(k)xk, k=0 
n - 1 
D*(y,x) = Dn(y,x)\=^Xn(y)Xn{x): 
k=0 
It is known ([2]) that 
/ \ r^  / \ f ^ n , if y - x £ ^n(O), 
DMn(y,x) = DMn(y-x)={^ / y . x ^ I n \ o ) [ 
SMJ{y) = Mn f /d /z = Enf(y) ( / E L\Gm), n E N) 
and OO TTlj— 1 
Dn{y, x) = Xn{y)Xn{x) ^ DMj (y - x) ^(x) 
j=0 p = m ; —nj 
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{x e Gm, ne N, f e Ll(Gm)). Then, y - x $ Is gives 
(1) \Dn(y,x)I < cMs (s e N) 
([2]). It is also known ([2]) that for y - x £ Is 
Ms — 1 
(2) . Y , XjMa+t{y)xjM,+t(x) = o ( j e N). 
t=0 
Moreover, 
Sim = / JGm 
(n e N, y e Gm). For more details on Vilenkin-like systems see e.g. [2]-[4j. 
The following theorem of type Hardy-Littlewood for the ordinary Vi-
lenkin system is proved in 1 9 5 4 by YANO ([8] ) . We generalize this result for 
Vilenkin-like systems. 
Theorem. Suppose that the following two conditions hold for function 
f e Ll(Gm) and for a y e Gm-
(1) MnlogMn JIn I f(x + y)~ f(y)\ dp(x) - 0 (n - oo), 
(2) \f(k)\ < ck~6 for some 8 > 0. 
Then Snf(y) converges to f(y)-
Proof. Denote by 
(3) Mn log MnJ^ \f(x + y)~ f(y)\ dp(x) = '.en - 0. 
(3) imphes that 
(4) \SMJ(y)-f(y)\ = Mr I f(x) - f(y)dp(x) 
Uv) 
< 
log Mn 
for n e N. Let k e N and n e N for which Mn < k < Mn+Also, let 
n > no e N be some integer depend on n for which r < n/n0 that is the 
ratio of n and n0 has a lower bound, where constant r £ N is discussed 
later. 
Skf(y)= / f{x)y2xj(y)xj(x)dn(x) 
JGm
 j = 0 
. k~ 1 
= / f(z+ y)Y^Xj(y)Xj{x+y)dfi(x) A— r\ 
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and 
gives 
. k-1 
/ f ( y ) V Xj(y)Xj(x + y)d/*(x) = 0 
J = Mn 
. Ar-1 
(5) / ( » ) = / ( f ( x + y ) - f ( y ) ) £ Xi(s/)Xi(® + 
jGm • »Í j=M„ 
In (5) we integrate over G m which is the disjoint union of / n , / n o \ I n and 
Gm \ In0- Since sequence m is bounded, then we have 
(6) 
/ (/(* +s/) -/(!/)) E + 
< (k — Mn) f \f{x + y) -f{y)\dfi{x) < c£n/log Mr 
Jin 
By (1) we have 
(7) 
k-1 
I ( / ( * + y) - / (y) ) £ Xi(y)Xi(® + 
'»oV» i=Mn 
< 
71 — 1 p 71 — 1 
Y,cM* / I /(* + y)- f(y)I < E 
S — 71 q Jls\Is+1 5 - n 0 
C£. 
log A/s 
Finally, we have x E G m \ / n o . This by (2) imphes 
7i k, - 1 A4",, —1 
+ = o. 
5 — 710 j=0 / = 0 
Denote by 
no —1 A:, —1 Ma — 1 
+ y,y) : = ^ J ] ^ X f c t ' + D + ^ + i ^ + I / l x ^ + D + j M ^ i W ' 
s=0 j= 0 i=0 
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Then, 
(8) 
< 
+ 
< c 
/ (/(* + y) - f(y)) E xAy)xj(x + v) 
J Gm \In0 j = Mn 
\ ( f ( x + y)~ f(y))J{x + y,y)d^x) 
JGm\Ino 
I ( f { x + y) - f(y))J(x + y, y) dp(x) 
Jino 
í ( f ( x + y)-f(y))J(x + y,y)dfi{x) 
JGm 
Mno í If(x + y)-f(y)\dfi(x) 
J I n 0 
/ /(* + y)J(x + y,y)dfj.(x) 
'Gm 
TIQ — 1 k, —1 M , - 1 
/ log Mno+ £ E E I / V S + 1 ) + J ' M S + /)| 
s=0 j = 0 1=0 
C \n0 
< C £ n o + C n o 2 - á n < C £ n o + 
At last by (4), (6), (7), (8), we get 
ISkf(y) - SMnf(y)I < ISMJ(y) - f(y)\ 
+ 
+ 
+ 
r ^ 
/ ( f ( x + y ) - f ( y ) ) Xj{y)Xj{x + y)dfi{x) 
Jin j = Mn 
fc-1 
j (/(* + y) - f(y)) £ xAv)xj(x + y)M*) 
k-1 
G
m\In o
 j = Mn 
-
 + C £ N / L O S +
 £ B I X + < * - + 
7 1 - 1 
C£, C \ n o 
2^1 
s=n 0 
< C£n0 + C£n + sup Es(l/n0 + • • • + l/n) + . 
s>no \ ^  
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as n —• oo, where constant r £ N is given as < 1 and n0 —> 00 (as 
n —> 00) provided that r < n/riQ. That is the proof of the theorem is 
complete. 
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*P-Finsler spaces with vanishing Douglas tensor 
S. BÁCSÓ, I. PAPP 
A b s t r a c t . The purpose of the present paper is to prove t h a t a ' P - R a n d e r s space 
with vanishing Douglas tensor is a Riemannian space if the dimension is g rea te r then 
three. 
1. Introduction 
Let Fn (Mn, L) be an n-dimensional Finsler space, where Mn is a con-
nected differentiable manifold of dimension n and y) is the fundamental 
function defined on the manifold T(M)\ 0 of nonzero tangent vectors. Let us 
consider a geodesic curve x1 = x^t),1 (t0 < t < tx). The system of differen-
tial equations for geodesic curves of Fn with respect to canonical parameter 
t is given by 
d2xl „ „• dxl 
dt-> y
 d t 
where 
1 . ( f f t q 
G
' = 4®'r " ' hi r) 
9ij = lLh)U)> (i) = (<7U) = (9ij) 1 
The Berwald connection coefficients G^x^y), Gl]k(x,y) can be derived 
from the function G\ namely G* = G1^ and Gljk — G)(ky The Berwald 
covariant derivative with respect to the Berwald connection can be written 
(1) Tj.k = dr;/dxk - Tj(r)Grk + T]G\k - TlrGrjk. 
(Throughout the present paper we shall use the terminology and defi-
nitions described in Matsumoto's monograph [6].) 
This work was partially suppor ted by the Ministry of Cu l tu re and E d u c a t i o n of 
Hungary under Grant No. F K F P 0457. 
1
 T h e Roman indices run over the range l , . . . ,n . 
92 Sándor Bácsó and Ildikó Papp 
2. Douglas tensor, Randers metric, *P-space 
Let us consider two Finsler space Fn ( M n , Z ) and F L ( M n , L) on a 
——71 
common underlying manifold Mn. A diffeomorphism Fn -> F is called 
71 
geodesic if it maps an arbitrary geodesic of Fn to a geodesic of F . I n this 
case the change L —» L of the metric is called projective. It is well-known 
that the mapping Fn —F is geodesic iff there exist a scalar field p(x,y) 
satisfying the following equation 
(2) G2 = Gl + p(x, y)y\ p ± 0. 
The projective factor p(x,y) is a positive homogeneous function of degree 
one in y. From (2) we obtain the following equations 
(3) G* = G) + pS) + pjy\ pj = p{j), 
(4) G)k = G)k + pj6lk + pkb) -f pjky\ Pjk = pm, 
(5) G)kl = G)kl + Pjktf + Vji^k + PkiSj + Pjkiy1, Pjki = Pjk(i)-
Substituting pij = (Gij - Gij) / (n + 1) and pljk = (Gij(k) - Gij{k)) / (n + 1) 
into (5) we obtain the so called Douglas tensor which is invariant under 
geodesic mappings, that is 
(6) D)ki = G)kl - (y'Gjkd) + 6ljGkl + SlkGji + 6}Gjk) /(n + 1), 
which is invariant under geodesic mappings, that is 
(7) D)kl = D)kl. 
We now consider some notions and theorems for special Finsler spaces. 
Definit ion 1. ([1]) In an n-dimensional differentiable manifold Mn a 
Finsler metric L(x,y) = a(x,y) + ß(x,y) is called Randers metric, where 
a(x, y) = y/cLij{x)ylyJ is a Riemannian metric in Mn and ß(x, y) = bl(x)yl 
is a differential 1-form in Mn. The Finsler space Fn = ( M n , L) = a + ß 
with Randers metric is called Randers space. 
Definit ion 2. ([1]) The Finsler metric L — a2 / ß is called Kropina 
metric. The Finsler space Fn = (M n ,X) = a21ß with Kropina metric is 
called Kropina space. 
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Definit ion 3. ([1], [6]) A Finsler space of dimension n > 2 is called 
C-reducible, if the tensor Cijk = \9ij(k) c a n be written in the form 
(8) Cijk — — ~ 7 (h-ijCk + h lkCJ + hjkCi) , 
7 1 + 1 
where hij = gZ] — IJj is the angular metric tensor and = Luy 
Theorem 1. ([7]) A Finsler space Fn, n > 3, is C-reducible i f f the 
metric is a Randers metric or a Kropina metric. 
Definit ion 4. ([4], [5]) A Finsler space Fn is called *P-Finsler space, 
if the tensor Pl3k — \9ij-,k can be written in the form 
(9) Pijk = \{x,y)Cljk. 
Theorem 2. ([4]) For n > 3 in aC-reducible *P-Finsler space A(x, y) = 
k(x)L(x, y) holds and k(x) is only the function of position. 
3. ^P-Randers space with vanishing Douglas tensor 
Definit ion 5. ([3]) A Finsler space is said to be of Douglas type or 
Douglas space, iff the functions Gly3 - G]yx are homogeneous polynomials 
in (yl) of degree three. 
Theorem 3. ([3]) A Finsler space is of Douglas type i f f the Douglas 
tensor vanishes identically. 
Theorem 4. ([5]) For n > 3, in a C-reducible *P-Finsler space Dljkl — 0 
holds. 
If we consider a Randers change 
L(x,y) L(x,y) + ß{x,y), 
where ß(x ,y) is a closed one-form, then this change L —> L is projective. 
Definit ion 6. ([1]) A Finsler space is called Landsberg space if the 
condition PZJk — 0 holds. 
Theorem 5. ([2]) If there exist a Äanders change with respect to a 
projective scalar p(x.y) between a Landsberg and a *P-Finsler space (ful-
filling the condition Pl]k — p(x,y)ClJk), then p(x,y) can be given by the 
equation 
(10) p(x,y) = e^L(x,y). 
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It is well-known that the Riemannian space is a special case of the 
Landsberg space. In a Riemannian space we have DLJKL = 0, and a *P-
Randers space with a closed one-form ß(x,y) is a Finsler space with van-
ishing Douglas tensor 
Theorem 6. ([3]) A Randers space is a Douglas space i f f ß(x,y) is a 
closed form. Then 
/i-I \ r\/~i% i 7 k I rlrn.y y i (n) 26 = i3kVJy + a + ß y > 
where 7 j k ( x ) is the Levi-Civita connection of a Riemannian space, rim is 
equal to bi;j hence rim depends only on position. 
From the Theorem 6. and (10) follows that 
* W y m
 = e y ( r ) ( Q + /3) 
a + ß 
that is 
L 
From the last equation we obtain 
rimylym = e^L2. 
DijfFerentiating twice this equation by yl and ym we get 
bvj = e ^ g U' 
This means that the metrical tensor gtJ depends only on x, so we get 
the following 
Theorem. A *P-RcLnders space with vanishing Douglas tensor is a 
Riemannian space if the dimension is greater than three. 
4. Further possibilities 
From Theorem 1, Theorem 4 and our Theorem follows that only the *P-
Kropina spaces can be *P-C reducible spaces with vanishing Douglas tensor 
which are different from Riemannian spaces. We would like to investigate 
this letter case in a forthcoming paper. 
P-Finsler spaces with vanishing Douglas tensor 
References 
9 5 
[1] P . L . A N T O N E L L I , R . S . I N G A R D E N , M . M A T S U M O T O , The Theory of Sprays and 
Finsler Spaces with Applications in Physics and Biology, Kluwer Acad. Publ . , Dor-
drecht , Boston, London, 1993. 
[2] S. BÁCSÓ, On geodesic mapp ing of special Finsler spaces, Rendiconti Palermo ( to 
appear) . 
[3] S. BÁcsó , M. MATSUMOTO, On Finsler spaces of Douglas type, A generalisation 
of the notion of Berwald space. Publ. Math. Debrecen, 51 (1997), 385-406. 
[4] H. IZUMI, On * P-Finsler spaces I., II. Memoirs of the Defense Academy, Japan, 16 
(1976), 133-138, 17 (1977), 1 -9 . 
[5] H. IZUMI, On *P-Fins ler spaces of scalar curvature , Tensor, N. S. 3 8 (1982), 220 
222 . 
[6] M. MATSUMOTO, S. HOJO, A conclusive theorem on C-reduc ib le Finsler spaces, 
Tensor, N. S. 32 (1978), 225-230. 
S Á N D O R B Á C S Ó 
L A J O S K O S S U T H U N I V E R S I T Y 
I N S T I T U T E OF M A T H E M A T I C S AND I N F O R M A T I C S 
4 0 1 0 D E B R E C E N P . O . B o x 1 2 
H U N G A R Y 
E-mail: sbacsoimath.klte.hu 
I L D I K Ó P A P P 
L A J O S K O S S U T H U N I V E R S I T Y 
I N S T I T U T E OF M A T H E M A T I C S AND I N F O R M A T I C S 
4 0 1 0 D E B R E C E N P . O . B o x 1 2 
H U N G A R Y 
E-mail: ipapp8math.klte.hu 

On a class of differential equations connected 
with number-theoretic polynomials 
KRYSTYNA GRYTCZUK 
Abstract . In this paper we consider the special class of differential equat ions of 
second order. For this class we find a general solution which is strictly connected with 
some number - theore t ic polynomials such as Dickson. Chebyschev, Pell and Fibonacci. 
1. Introduction 
Consider the following class of the polynomials: 
• u/ / \ x + Vx2 + c\ I X - Vx2 + c  (1) Wn(x1c)=\ + I — o  
with respect to c, where n > 1 is the degree of the polynomial Wn(x,c). 
It is known (see[2], p. 94) that the Dickson polynomial Dn(x,a) of degree 
n > 1 and integer parameter a can be represent in the form: 
, , _ , , (x + y/x2 -4a\ f x - \/x2 -4a\ 
(D) Dn(x,a) = V - + o • 
We note that the Dickson polynomial belongs to class (1) if we take c = —4a. 
Taking c = —1 in (1) we obtain the Chebyschev polynomial of the second 
kind. For c = 1 we get the Pell polynomial and for c ~ 4 the Fibonacci 
polynomial. 
We prove the following: 
Theorem. The general solution of the differential equation 
(*) (x2 + c) y" + xy1 - n2y = 0; z2 + c > 0 
is of the form 
/ x + y/x2 + c \ / x - yjx2 + c (**) y = Ci + C 2  
where C\,C2 are arbitrary constants. 
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We remark that the general solution (**) is strictly connected with the 
polynomials Wn(x,c) defined by (1). 
2. Basic L e m m a s 
L e m m a 1. (see [1], Thm. 2.) Let the real-valued functions So,toU,v E 
C 2 ( J ) , where J C R and u ^ 0, v / 0. Then the functions 
(2) yi = s0ux, y2 = tQvx, 
where A is non-zero real constant, are the particular solutions of the differ-
ential equation 
(3) D0y" + Diy' + D2y= 0, 
where 
and 
(5) si = s'0 + As0™, ti-t'0 + XtQ — U V 
11* V' (6) s2 - + Xsi —, t2=t[ + Aii — 
L e m m a 2. Let A, sq, to be non-zero real constants and let non-zero real 
functions u, v E C2( J ) , J C R be linearly independent over the real number 
field R. Then the general soltution of the differential equation: 
( * * * ) d e t Q + j ) y ' + A d e t ( | ^ y = 0 , 
where 
(7) U \ u J v \ v J 
is of the form 
(8) y = G " I S 0 U A + C2tovx, 
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where C\, C2 axe arbitrary constants. 
Proof . By the assumptions of Lemma 1 and Lemma 2 it follows that 
v 
(9) si = As0 —, t\ - Xt0 
From (9) and (6) we obtain 
u' 
( 1 0 ) s 2 = + A * ! - = 
u 
and 
(11) h =t[ + \ t l - = Xto (1-A) 
v \ v 
Let us denote by g = ~ - (1 - A) ( ^ ) 2 and by h = ^ - (1 - A) 
Then the formulae (10) and (11) have the form: 
( 1 2 ) á 2 = Asoí í , t2 = Xt0h. 
By (12), (9) and Lemma 1 it follows that the differential equation (3) reduce 
to (* * *). On the other hand from Lemma 1 it follows that the functions 
= Soux and y2 — tovx are the particular solutions of (***) . Now we 
observe that the functions u, v are linearly independent over R if and only 
if the functions ux and vx are linearly independent over R. Indeed, denote 
by W(ux, Üa) the Wronskian of the functions ux and vx and let 
/ 1 ^ 
Do = det í I 
^ V 
Then we have 
(13) D0 = (uv)-1 d e t ( ^ , J , ) , 
and 
(14) W(u\vx) = d e t ( ( ^ / { f x y ) = \(uv)x det Q 
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/ 1 1 \ / 1 Since det ^
 u> v> j = det ^ ^ v' J > fr°m definition of JJ0, (13) and 
(14) we get 
(15) W (ux,vx) = X(uv)xD0 = X(uv)x~l det ^ ^ . 
From (15) easily follows that the functions ux, vx are linearly independent 
over R if and only if the functions u,v have the same property. Using the 
assumption of Lemma 2 about the functions u, v we obtain that the functions 
u
x
,vx and also y\ = soux,y2 = tßV are linearly independent over R. Since 
the functions y\,y2 are the particular solutions of (* * *), the function y — 
C\y\ + C2y2 — C\Soux + C2toVX is a general solution of (***) . The proof 
of Lemma 2 is complete. 
3. P r o o f of the T h e o r e m 
Let A = n be natural number and let ő0 = <o = 1- Moreover, let 
u = a(x)+b(x)i/k and v = a(x where k is fixed non-zero constant. 
If the functions u, v are linearly independent over R then by Lemma 2 it 
follows that the general solution of the differential equation 
(16) det Q | ) y " + d e t ( J j ) y' + n det ( | fy y = 0 
is of the form 
(17) y — C\ (a{x) + b(x)V~k)" -f C2 (a(x) - b(x)Vk 
where g = £ - (1 - n) and h = £ - (1 - n) and CUC2 are 
arbitrary constants. Now, we put a(x) = f , b(x) = , k — 1, where 
x
2
 + c > 0. Then we have 
. x + yjx2 -f c x — y/x2 + c 
( 1 8 ) « . = , r = . 
From (18) we obtain 
(19) 
On a class of differential equat ions connected . 1 0 1 
By (18) and (19) easily follows that the functions u, v are linearly indepen-
dent over R, because the Wronskian W(u, v) / 0. On the other hand from 
(19) we obtain 
(20) u" = \ 
2 (x2 + c) y/x2 + C 2 (X2 -f c) y/x2 + C 
Prom (19) and (18) we get 
u' 1 v' 1 
21 — = , =, - = 7 = = = , U a /x 2 + c V \fx2 -f c 
hence by (21) it follows that 
(22) 
/ \ 2 / 2 U \ ( V 
X1 + C 
Simlarly from (20) and (18) we obtain 
u (X2 + c) (x + Vz2 + c) V^2 + C ' 
(23) 
V 
V (x2 c) (x — y/ X2 + c) "v/^ 2 + c 
Prom (21) we calculate that 
/ 1 — \ v' u' (24) D0 = det = = - . 1
 ^ \1 ~ J v u v ^ T c 
In similar way from (22) and (23) we get 
(25) D\ =det({ ] ) =g-h=-h l ) ^ + c J v ^ 
On the other hand by (21) and (23) it follows that 
2 n (26) D2 = det M = / i - - <?- = — — - V 7 = f = . V— / i / u v (x2 -f c) Vx2 + c 
1 0 2 Krys tyna Grytczuk 
Now, we see that from (24), (25) and (26) the differential equation (16) 
has the following form: 
(27) (x2 + c) y" + xy' - n2y = 0, 
so denote that (27) is the same equation as in our Theorem. Thus, by Lemma 
2 it follows that the general solution of (27) is given by the formula 
y = c FX + ^ n Y + c J X - V X ^ T C Y 
and the proof of the Theorem is complete. 
Remark. Consider the following functional matrix; 
V x2 + c 
C X 
Then we can calculate that the functions u = and v = x~^2+c axe 
the characteristic roots of this matrix. Hence, we observe that the general 
solution of the differential equation (16) is linear combination of the powers 
such roots. 
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Interpolation possibilities using rational 
B-spline curve 
MIKLÓS HOFFMANN and EMÖD KOVÁCS 
A b s t r a c t . T h e aim of this paper is to solve some interest ing in terpola t ion problems 
using rat ional B-spline curve. If a sequence of planar points and vectors are given then 
a free-form curve can calculated which interpolates the points and has the given tangent 
vectors in these points. Our method gives a fast interpolat ion of these d a t a using ex t ra 
control points . Then we provide a method which allows to interpolate the same set of 
da t a wi thout any predefined order of the points, i.e. a set of scat tered points with the 
vectors. In this la t ter problem we use an artificial neural network to order the da ta . 
Introduction 
Rational B-spline curves and surfaces (or simply called NURBS), as the 
generalization of B-spline curve and surface, are widely used in CAD/CAM, 
and free-from design [4]. Basicly these methods have been developed for ap-
proximating points, but they can be used as interpolating curves or surfaces 
as well. In this paper we will use the rational B-spline curve for a special 
interpolation problem, where beside the points the tangent vectors of the 
future curve are also given. The method is similar to the case of B-spline: 
the control points of the future curve is calculated from the given data, so 
finally it will be an approximating curve, but given points will be on the 
curve and it will have the given tangent vectors. 
This problem can also be fomulated without giving the order of points. 
Since all the basic free-form methods are defined with a sequence of points 
as input data, in this case we use an artificial neural network, the Kohonen 
net, to order the points and then we apply the method mentioned above. 
Interpolation of a sequence of points and vectors 
At first we define the rational B-spline curve as an approximating curve. 
If a sequence of points Vl, i = 1,. . ., n (called control points) and positive 
real numbers W{,i = 1,. . ., n (called weights) are given, then the third order 
T h i s research was s u p p o r t e d by t h e H u n g a r i a n N a t i o n a l F o u n d a t i o n for S c i e n t i f i c Re-
search ( O T K A ) , grant N o . F 0 1 9 3 9 5 . 
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uniform rational B-spline curve can be defined as follows: 
Qr{u) = u 6 [0 ,1 ] 
where the functions br are the well-known basic functions: 
b-i(u) 
bi(u) 
b0{u) 
1 - 3w + 3u2 - u3  
~ ~ 6 
4 - 6u2 + 3u3  
6 
1 + 3u + 3u2 - 3u3  
6 
b2(u) 6 
Note, that the curve consists of segments, and the parameter u runs over 
the interval [0,1] in every segment. This fact will be strongly used in the 
basic idea of the interpolation. 
Now let a sequence of points P{,i = 1 , . . . , m and a sequence of vectors 
í j , i = l , . . . , m b e given. Find a sequence of contol points V3 and weights Wj 
(at this moment the number of points and weights is unknown) such that 
the curve using these control points and weights interpolates the points Pz 
and has the tangent vectors t t in these points. 
Suppose, that the points P{ will be the starting points of the segments 
of the future curve. Considering the properties of the segments mentioned 
above, this assumption can be formulated as follows: 
The last equation means that the last point Pm would be the end point 
of the last segment. 
On the other hand, the given vectors have to be equal to the derivatives 
of the curve in the starting points of the segments: 
Unfortunately these equations yield a second order system of equations for 
the control points Vj and the weights Wj. To reduce the complication and 
Q t ( 0 ) = P , i = l , . . . , m - 1 
Qm(l) — Pm 
Qi( 0) = U i = l , . . . , m - 1 
Q — ^m 
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save computing time, some control points will be defined in advance with 
unit weight. Let these points be the intersections of the line of the tangent 
vectors t{,tl+1 or, if this point would be too far from the points Pu simply 
be the midpoint of the section Pl: P t + i . The position of these contol points 
are not important because later on they can be modified without disturbing 
the interpolation. 
Hence the system of equations has to be solved is the following: 
+ IWjVj + \wt+lVl+1 _ p 
^Wi-1 + + 
(-\wi-\Vi-\ + ^ + i X l ^ - i + l ^ i + ^ t + i ) 
(l^j-i + I v>i + 
(^i-iK-i + |tVjVj -f ^Wi+lVi+i)(-\wi_i + \wi+1) __ ^ 
(l^i-i + I Wi + 
In these equations only V{ and wt are unknown, since , V l+1 , it>t-_i, w ^ i 
are predefined. Coefficients can be calculated by the functions bl(u) and 
bt(u) in u = 0. 
Now the solutions of these equations and the predefined control points 
and weights form a control poligon and a sequence of weights, with which 
the rational B-spline curve can be drawn, and it will pass through the points 
Pi and will have the tangent vectors f,. 
Interpolation of scattered points with tangent vectors 
This problem is similar to the previous one, but the given points have 
no predefined order, i.e. we do not know which point has to be the first 
and which one is the last one. Since the rational B-spline method can be 
applied only on a sequence of points (and weights), first of all we have to 
order the points. For this purpose an artificial neural network will be used. 
After this step the same procedure described above can be applied. Now 
after a short description of the applied net, the Kohonen network [2], the 
ordering process and the interpolation will be discussed. For more detailed 
discussion of the ordering method by Kohonen network see [l]-[2], [5]. 
The Kohonen neural network is a two-layered non-supervised learning 
neural network. Self organizing networks, like the applied Kohonen net, 
organize the input data during the so called learning phase without any 
supervision. The most important part of the algorithm is the training rule, 
which modifies the network according ot the input points. 
Let a set of points Px(i = 1,. . ., n) (scattered data) and a set of vectors 
ti(i = 1,. . . , n ) be given on the plane. Our first task is to determine the 
order of the points for the interpolation problem. 
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The Kohonen net is used to order the points. The first layer of neurons 
is called input layer and contains the two input neurons which pick up the 
data, the planar points. The input neurons are entirely interconnected to 
a second, competitive layer, containing m neurons (where m > n, usually 
m = 4n). The weights associated with the connections are adjusted during 
training by the following rule: 
— Coordinates of the scattered points: Pi(xn, X2i, x^i) (i = l , . . . , n ) 
— Coordinates of the output points: Qj{wij, W2j, W3j) ( j = 1,.... m) 
STEP 1. Initialize the weights wsj, (s = 1,2,3 j = 1 , . . . , m) as 
small random values around the average of the coordinates of the input 
points. Let the training time t — 1 
STEP 2. Present new input values (£it0,£2i05x3t0)> as the coordinates 
of a randomly selected input point pi0 
STEP 3. Compute the Euclidean distance of all output nodes to the 
input point: 
3 
d j = ~ w * i ) 2 
S— 1 
STEP 4. Find the winning unit qj0 as the node which has the minimum 
distance to the input point, so where jo is the value for which dj0 = min(dj) 
STEP 5. Compute the neighborhood N(t) == (jo,ji,---,jk) 
STEP 6. Update the weights (i.e.the coordinates) of the nodes in the 
neighborhood by the following equation: 
wSJ(t + 1) = Wsj(t) + 7](t)(xsl0 - w3j(t)) Vj G N(t) 
where r)(t) is a so called gain term, a Gaussian function decreasing in time. 
STEP 7. Let t = t + 1. Repeat STEP 2-7 until the network is trained. 
The network is said to be trained if all the input points are on the 
polygon, that is for all the input points Pj(z = 1,. . . , m) there is an output 
vector Oj such that after a certain time to the Euclidean distance of Oj 
and Pl is smaller thane a predefined limit. A stronger convergence can be 
obtained if we require that the output vectors which do not converge to 
an input vector be on the line determined by its two neighbouring output 
vectors. This stronger convergence is important especially in term of the 
smoothness of the future curve. For the detailed description and evaluation 
of this problem see [2]. 
After the ordering process the same algorithm can be applied to cal-
culate the interpolation curve as we described above. At this part of the 
process it is irrelevant, that the input points were scattered. 
Interpolat ion possibilities using rat ional . 1 0 7 
Conclusions 
In the free-form design there are several different method according to 
the problem (approximation or interpolation) and the type of data (ordered 
or scattered). In this paper we provided two algorithms, with the help of 
which all kinds of problems and types of data can be handled by the rational 
B-spline curve. Even if parts of the data are scattered and others have to be 
interplated or approximated, the final result (joining the calculated control 
polygons) will be a unique curve. 
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A matematikai problémamegoldó gondolkodás 
vizsgálata 13—14 éves korú tanulóknál 
OROSZ GYULÁNÉ 
Abstract . In this paper is an experimental investigation of the m a t h e m a t i c a l 
problem-solving at the age of 13 and 14, It consists of an in t roduct ion, the f ramework of 
the s tudy, research methods and problems, results and conclusions, a model. 
1. Bevezetés , a témaválasztás indoklása 
A NAT bevezetését megelőző években a matematikaoktatáshoz kapcso-
lódó hazai és nemzetközi kutatásokban igen nagy hangsúlyt kapott és kap 
ma is a tanulói teljesítmények mérése, összehasonlítása, a tantervi aspektu-
sok vizsgálata (IEA, Monitor). 
A MAWI-csoport (1994) széles körű vizsgálatot folytat annak feltárá-
sára, hogy a matematikatanulásának sikerességére milyen hatást gyakorol a 
tanulókban a matematikáról kialakított nézet. Ezen vizsgálatok eredményeit 
figyelembe kell venni a matematikaoktatással kapcsolatos fejlesztéseknél. 
Ugyanakkor ezek mellett fontos feltárni a matematikai problémameg-
oldás életkori jellemzőit, az esetleges alacsony teljesítményszint okait, az 
előforduló hibákat, hiányosságokat. 
E gondolatok inspiráltak bennünket kutatásunk megkezdésekor. Vizs-
gálatunk célja a 13-14 éves tanulók matematikában nyújtott problémameg-
oldó gondolkodásának feltérképezése. Számos felvetés és válaszra váró kuta-
tási kérdés fogalmazható meg ezen a területen. Milyen önálló és céltudatos 
a tanulók ezirányú tevékenysége? Milyen jellemző hibákat követnek el? Mi-
lyen következtetéseket vonhatunk le az előforduló hibák lehetséges okaira 
vonatkozóan? Mi jellemzi a 7. és mi a 8. osztályos tanulók teljesítményét? 
Milyen a részmegoldások teljesítése? Elakadás esetén milyen arányú a se-
gítségnyújtás? Milyen megoldási módszereket alkalmaznak a tanulók? Mi 
jelenti a feladatban a tanulók számára a problémát? Végül ebben az egyálta-
lán nem teljes sorban a legnehezebben megválaszolható kérdés, hogy milyen 
összefüggésben vannak a tanulói teljesítmények a külső és belső motiváló 
tényezőkkel? Cikkünkben egy olyan elővizsgálat eredményeiről számolunk 
be, mely adatokat nyújt és segít abban, hogy egy szélesebb körű vizsgálat 
hipotéziseit, kérdéseit körültekintőbben és hatékonyabban tudjuk megfogal-
mazni. 
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2. A vizsgálatok tervezése, metodikai vonatkozásai 
A gondolkodás vizsgálatának módszerére vonatkozó tudományos köve-
telményeknek munkánk során igyekeztünk eleget tenni és teljes egészében 
elfogadtuk Lénárd Ferenc (1978) megállapításait: 
1. Problémákat, feladatokat adunk a kísérleti személyeknek annak érde-
kében, hogy ezek a gondolkodási tevékenységet kiváltsák. 
2. Elakadás esetén segítséget, ún. kisegítő feladatokat alkalmazunk. 
3. Megvizsgáljuk, hogy a megoldási menetekben az ismeretek milyen sze-
repet játszanak. 
4. Közvetlen rávezetéseket alkalmazunk. 
5. A gondolkodási menet lépéseit gondosam feljegyezzük és elemezzük. 
6. A gondolkodási tevékenység közben elkövetett hibák tanulmányozására 
nagy gondot fordítunk. 
7. Sohasem tévesztjük szem elől, hogy a gondolkodási tevékenység köl-
csönhatás a személy és a probléma között. 
A feladatok összeállításának pszichológiai szempontjai közül figyelembe 
vettük (Kelemen, 1970) azon megállapítását, hogy „olyan feladatokat kell 
adni, amelyek bizonyos nehézségeket okoznak;, a megoldásuk aktív tevékeny-
séget igényel. A feladat olyan fokig legyen újszerű, hogy lehetséges legyen a 
múltbeli tapasztalatokhoz való kapcsolódása. Annyi elemet kell tartalmaz-
nia, amennyi feltétlenül szükséges a pontos megértéshez; de kellő hézagokat 
is kell hagyni, hogy teret biztosítson az önálló tanulói müvelet végzés szá-
mára." A témakör kiválasztásánál elfogadtuk Lénárd (1978) azon megálla-
pítását, miszerint olyan feladatokat kell adnunk, amelyek elindítják „és egy 
bizonyos ideig - minden külső beavatkozás nélkül aktiválják a kísérleti sze-
mélyek gondolkodási tevékenységét". Az elemi számelméleti feladatok több 
okból is alkalmasnak látszottak erre. Egyrészt a Nemzeti Alaptanterv tana-
nyagában a 10-16 éves korosztály minden évfolyamán előfordulnak számel-
méleti alapismeretek. Másrészt a számelméleti feladatokkal való foglalkozás 
felkelti a tanulók matematika iránti érdeklődését, rámutat a matematika tu-
domány szépségeire, kutatásra ösztönzi a tehetséges tanulókat (fontos mo-
tiváló tényezők), alkalmas lehet a matematikai képességek struktúrájának 
feltárására. 
3. Vizsgálati módszer 
Vizsgálatunkat Egerben 12 általános iskolában végeztük, amelybe 373 
14 éves és 241 13 éves tanulót vontunk be. A vizsgálatokban a feladatlapos 
és az egyéni felmérés módszerét alkalmaztuk. 
Jelen dolgozatunkban a feladatlapos méréshez kapcsolódó tapasztala-
tainkat vázoljuk. Két számelméleti feladatot választottunk ki, amelyet a 
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7. és 8. osztályos tanulók problémamegoldó gondolkodásának vizsgálatához 
egyaránt felhasználtunk. 
A feladatok a következők voltak: 
1. Hány olyan egyenlőszárú háromszög van, amelyeknek oldalhosszai 
egész számok, és leghosszabb oldalának mérőszáma 1997? 
2. Egy sakktábla minden mezőjébe beírjuk rendre az 1, 2, 3,. . . , 64 ter-
mészetes számokat a bal felső sarokból indulva, balról jobbra, felülről lefelé 
haladva, majd minden lehetséges módon letakarjuk egy 2 X 2-es négyzettel. 
Hány esetben lesz a letakart számok összege osztható 3-mal? 
Feladatválasztásunkat gyakorlati, tanítási tapasztalataink, valamint egy 
elővizsgálat eredménye is megerősíti'. A matematikai versenyfeladatok meg-
oldásainak javítása során azt tapasztaltuk, hogy az elemi számelméleti fela-
datok e korosztály számára nehéznek bizonyultak (a teljesítmények alacsony 
szintje jelezte e tényt), így valóban igazi problémát jelentettek. Az elővizs-
gálat során a tanulók 12 feladat rangsorolását végeztették el nehézségi sor-
rendjük szerint, s e rangsorban az általunk kiválasztott két számelméleti 
feladat került az utolsó két ranghelyre. 
4. A feladatok értékelése 
Mindkét feladatnál a következő csoportosítást tudtuk elvégezni: 
— önállóan, jól oldja meg, 
— önállóan, hibásan oldja meg, 
— részmegoldások, sok hibával, 
— nem képes megoldani a problémát. 
A tanulók 1. és 2. feladatban nyújtott teljesítményét összegezve az 
alábbi eredményt kaptuk: 
7. osztály 
1. feladat 2. feladat 
Önállóan, jól oldja meg 3,2% 0,8% 
Önállóan, hibásan oldja meg 12,4% 4,6% 
Részmegoldások, sok hibával 15,8% 16,4% 
Nem képes megoldani a problémát 68,6% 78,2% 
1. táblázat 
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8. osztály 
1. feladat 2. feladat 
Önállóan, jól oldja meg 4,5% 1,2% 
Önállóan, hibásan oldja meg 13,3% 5,5% 
Részmegoldások, sok hibával 21,4% 18,6% 
Nem képes megoldani a problémát 60,8% 74,7% 
2, táblázat 
A táblázatok adatai egyértelműen arra hívják fel a figyelmünket, hogy 
a tanulók önállósága igen alacsony szintű. A tanulók megoldásainak elem-
zéseiből nem tudunk következtetéseket levonni a sikertelenség okára vonat-
kozóan, mert ehhez további vizsgálatok szükségesek. A hetedik és nyolcadik 
osztályosok között nincs lényeges különbség az önállóság mértékét Össze-
hasonlítva. Ezért a 7, osztályosok első feladatának megoldásait elemezzük 
részletesen. 
A 7. osztály első feladatának tartalmi, metodikai elemzése 
A feladat megoldásához szükséges előismeretek: 
Egyenlő szárú háromszög, alap, szár fogalmak ismerete — háromszög-
egyenlőtlenség összefüggése, leghosszabb oldal értelmezése, oldalhossz mérő-
száma, a háromszög oldalának mérőszáma egész szám, az összes lehetséges 
adott tulajdonságú háromszög megkeresése, egész számok összehasonlítása, 
rendezése. 
Problémát jelentett a tanulók számára: 
Nem volt megadva melyik a háromszög leghosszabb oldala (alapja vagy 
a szára). Az értelmezésnél is jelentkeztek gondok. A feladatot — tömör meg-
fogalmazásából adódóan — a tanulók első olvasásra nem értették meg, ezért 
hozzá sem kezdtek a megoldásához, melyet a teljesítmények is igazolnak. 
Hibátlan megoldást mindössze két tanuló adott (1,2%), egyetlen számolási 
hibával egy tanuló oldotta meg jól a problémát, sok hibával helytelen megol-
dást adott a tanulók 28,2%. Nem foglakozott a feladattal a tanulók 68,6%-a. 
A feladat összetettsége is nehézséget okozott. 
Az előforduló hibák, s azok lehetséges okai: 
Figyelmetlenségből adódó hiba, hogy a tantdók 18%-a felületesen ol-
vasta el a feladatot és elsiklott az egész számok, szavak felett, ami fontos 
feltétel volt, s ezért jutottak a helytelen következtetésre, miszerint végtelen 
sok üypn tulajdonságú háromszög van. A tanulók 3%-a nem értette a mérő-
szám szó jelentését, s ezért nem tudta értelmezni a feladatot, s kérte, hogy 
konkrét mértékegységben legyen adott az oldal hossza. 
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Hiányos előismeretből adódó hiba volt, hogy a háromszög-egyenlőtlen-
séget nem tudták alkalmazni a feladatban, csupán reprodukálni voltak ké-
pesek ezen összefüggést. 
Az elemi gondolkodási művelet végzésben való járatlanságot mutat ta , 
hogy azon tanulók, akik foglalkoztak a feladattal, csak a feladat egyik részét 
oldották meg, amikor az alap a leghosszabb, s a másik résszel egyáltalán nem 
foglalkoztak. 
A kombinatorikus gondolkodásmód kialakulatlansága is okozott hibá-
kat: sokan felismertek a háromszög-egyenlőtlenség szerepét a feladatban, 
megállapították mennyi lehet a meg nem adott oldal maximális és minimá-
lis hossza, de nem tudtak mit kezdeni a kapott számadatokkal, s így nem 
jutottak el a megoldásig, mert nem voltak képesek előállítani a meghatáro-
zott egész számokat két egész szám összegeként. 
A fenti hibákból arra következtethetünk, hogy a probléma e korosztály 
számára nehéznek bizonyult és csak a matematikából jó képességű tanulók 
tudták megoldani. Véleményünk szerint a sikertelen megoldásokat adó tanu-
lók számára megfelelő egyéni segítséget nyújtva rávezethetjük őket a helyes 
megoldásra. 
Fenti észrevételeink olyan feltételezések, amelyek a tanulói munkák 
elemzésén alapulnak. További vizsgálatok szükségesek azonban annak el-
döntésére, hogy mi az oka az alacsony teljesítményszintnek. Ezért végeztünk 
egyéni vizsgálatokat is, amelyekkel egy következő tanulmányokban foglalko-
zunk részletesen. A tanulói munkák elemzését figyelembe véve kidolgoztunk 
egy-egy elméleti modellt a tanulók segítésére, s az egyéni vizsgálatok során 
ezeket kipróbáltuk. 
Az egyéni vizsgálatokban az általunk kidolgozott modellt használtunk. 
A 2. feladat megoldásához ilyen módon adtunk segítséget a tanulóknak, ha 
önállóan nem voltak képesek megoldani a problémát. 
Mindkét osztálynál az (a) és a (b) tevékenységet alkalmaztuk. A további 
konstrukciókat — (c) és (d) — a felsőbb évfolyamok számára dolgoztuk ki. 
5. Elemi számelmélet i problémák négyzetrácsra írt számok lefe-
désével 
(a) Te vékenység: 
Rajzolj egy 4 X 4-es négyzetrácsot! A négyzetekbe írd be rendre az 
1, 2, 3,. . ., 16 természetes számokat a bal felső sorokból indulva, balról jobb-
ra, felülről lefelé haladva. 
Vágj ki átlátszó fóliából egy 2 X 2-es négyzetet. 
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1 2 3 4 
5 6 7 8 
9 10 11 12 
13 14 15 16 
Feladatok: 
1. Takard le minden lehetséges módon a számozott négyzetrácsot a 
2 X 2-es négyzettel. Hány különböző letakarás lehetséges? 
2. Határozd meg minden esetben a a letakart számok összegét! 
3. Hány esetben lesz a letakart számok összege osztható 3-mal? 
4. Hány esetben lesz a letakart számok összege osztható 5-tel? 
5. Van-e olyan letakarás, amikor az összeg osztható 15-tel? 
6. írd fel a négy szám összegét általánosan! 
7. Az általánosan felírt összeg segítségével fogalmazz meg további prob-
lémákat ! 
(b) Te vékenység: 
Rajzolj egy 8 X 8-as négyzetrácsot! Az előző feladat feltételei szerint 
írd be az egyes négyzetekbe rendre az 1,2, 3 , . . . , 64 természetes számokat! 
Ismét az átlátszó fóliából kivágott 2 x 2-es négyzettel dolgozz! 
1 2 3 4 5 6 7 8 
9 10 11 12 13 14 15 16 
17 18 19 20 21 22 23 24 
25 26 27 28 29 30 31 32 
33 34 35 36 37 38 39 40 
41 42 43 44 45 46 47 48 
19 50 51 52 53 54 55 56 
57 58 59 60 61 62 63 64 
Feladatok: 
1. Takard le a négyzetrácsot a 2 x 2-es négyzettel úgy, hogy a letakart 
négy szám összege osztható legyen 3-mal. Keress minél több megoldást! 
2. Ha minden lehetséges módon elvégezzük a letakarást, akkor hány 
esetben lesz a letakart számok összege osztható 3-mal? 
3. írd fel általánosan a négy szám összegét! 
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4. A letakarások elvégzése nélkül próbálj választ adni a kérdésre az 
általános alak segítségével! Hány esetben lesz a letakart számok összege 
osztható 9-cel? 
5. Igaz-e, hogy az összeg mindig osztható 4-gyel? Miért? 
6. Fogalmazz meg további problémákat! 
(c) Gondolati konstrukciók: (Szükség esetén rajzos modell készítése) 
— Képzelj el egy 11 X 11-es négyzetrácsot, amelybe rendre beírtuk 
az 1, 2, 3 , . . . , 121 természetes számokat az előző feladatok feltételei szerint, 
majd minden lehetséges módon letakartuk a 2 X 2-es négyzettel. 
Feladatok: 
1. írd fel a letakart számok összegét általánosan! 
2. Hány esetben lesz a letakart számok összege osztható 8-cal? 
3. Hány esetben lesz a a letakart számok összege osztható 3-mal? 
4. Igazold, hogy az összeg mindig osztható 4-gyel! 
5. Hány letakarás esetén lesz az összeg osztható 12-vel? 
(d) További gondolati konstrukciók: (modell segítségével vagy attól 
elvonatkoztatva) 
— Képzelj el egy 1997 X 1997-es négyzetrácsot, amelyre beírtuk a szá-
mokat az előző feltételek szerint és minden lehetséges módon letakartuk a 
2 x 2-es négyzettel. 
Feladatok: 
1. írd fel a letakart számok összegét általánosan! 
2. Bizonyítsd be, hogy bármely letakarás esetén teljesül, hogy az összeg 
osztható 4-gyel! 
3. Fogalmazz meg ezen lefedésekhez kapcsolódó további problémákat! 
A további problémák konstruálásához célszerű tanári segítséget nyúj-
tani. Például: A négyzetrácsba prímszámokat páros vagy páratlan számokat 
írjunk, lefedő alakzatként 3 X 3-as négyzetet, 3 X 3-as vagy 2 x 2-es téglalapot 
használhatunk. 
Következő tanulmányunkban a modellek alkalmazásához kapcsolódó 
tapasztalatainkról számolunk be. 
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