Nearly ubiquitous smartphone use invites research and development of augmented reality experiences promoting knowledge and understanding. However, there is a lack of design science research dissemination about developing these solutions. This paper adds to the information systems body of knowledge by presenting the second iteration of Design Science Research Methodology artefact and the process of its development in the form of a gamified place experience application about indigenous art, focusing on the optimization of AR integration and user interface enhancements. In testing the usability, we illustrate how the application was optimized for successful outcomes. The qualitative analysis results revealed the high level of usability of the mobile application leading to further testing of efficacy in creating Sense of Place where the art is curated and displayed.
Introduction
Augmented Reality (AR) and Gamification of places has been studied [Billinghurst et al., 2015 , Vasilevski et al., 2018 , highlighting the positive effect and the behavioral and the psychological outcomes that the implementations have on the players. However, AR Gamification as it relates to Sense of Place (SOP) and development optimization and communication requires more research [Vasilevski and Birt, 2019] . Design Science Research Methodology (DSRM) is an iterative methodology for the development of Information Systems (IS) applications. It is a process of systemically developing a solution to an identified problem, in the form of an artefact or multiple artefacts [Peffers et al., 2007] . The first DSRM iteration (I1) of the solution for this research is discussed in [Vasilevski and Birt, 2019] , where the authors focused on the initial development and testing of an indigenous artwork narrated tour app. This paper presents the second iteration (I2) of the DSRM development process by answering the research question "How can developers optimize for successful AR outcomes?"
Optimizing Artefact
The mobile application developed in I1 ( Figure 1 ) represents a solution to replicate a human tour guide at a display of indigenous artworks. In I1 we presented, the title and author anchored on the real-world paintings with computer-generated voice narration, limited to six artworks from the indigenous artwork tour. The major updates in I2 were the inclusion of 25 paintings, with new AR features enhancing both the story and the painting knowledge, and human voice narration to enhance the authenticity and the connection with the artworks.
The paintings were photographed under uniform light with a high-resolution camera. The photos were optimized following the Vuforia developers' guidelines; we used Vuforia plugin v7 and Unity 2018. Every image target was used as a separate game object with the features as 3d models attached. We tested the app in-situ on various android and iOS devices. However, independent of the type of mobile device, the app was only able to identify 19/31 targets. We identified two potential causes; First, the dim, non-uniform lightning affected the feature recognition. Second, the paintings were large, up to 4.5m in diameter and within 2.5m corridors, which caused viewing angle issues. We addressed the causes by sharpening the images, repositioning paintings, and cropping feature areas, leaving six unrecognizable paintings, or 25 in total included in the tour. We also focused on app usability and AR component responsiveness. By loading the targets at the app start, we improved the loading time of the AR scene, and the interface interactivity was improved by increasing the size of the collider for the ray-casted tap on the screen. Additional changes were also made to the menus, tour screens, gallery layout and colors to improve the user experience and lay the foundations for future DSRM iterations.
Methodology
The sample size of the testers for I2 was (n=11), of which five were experts (n=5), and six were undergraduate students (n=6). The experts' group consisted of Indigenous culture expert, Userexperience expert, Service-marketing expert, SOP expert and Exhibit organization expert. The student sample represented the target user population. Both groups' use of the app was observed, and later they were interviewed, and their feedback recorded. The data gathered was in the form of observation notes and interview transcripts and notes. Testing was performed individually on an iPhone X smartphone. The experts tested app in-situ, while the students tested the app in a simulated environment, as part of an in-class activity. Both groups used over-ear headsets for the audio narration. After a short introduction of the app, we observed the testers using the app, followed by semi-structured interviews, conducted after the use.
Usability was assessed by the method used in [Vasilevski and Birt, 2019] : Aesthetic graphics, Color, Control obviousness, Entry point, Fingertip-size controls, Font, Gestalt, Hierarchy, Subtle animation, Transition. We also used the main AR evaluation techniques: Objective measurements, Subjective measurements, Qualitative analysis, Usability evaluation techniques and Informal evaluations [Billinghurst et al., 2015] . We used thematic analysis and the constructs and the guidelines described above, to code the interview transcripts and the field notes. The two emerged themes were: onboarding process and tapping on the painting features.
Results, Discussion and Conclusion
The observation and thematic analysis of semi-structured interviews from the usability testing, the results showed high user satisfaction and usability for the app v2. This is evident in the statements such as: "It works, and it works well, and it's easy to use." The added changes and new features were acclaimed by the experts and adopted by the student testers. The app stability was very high, and it did not freeze nor crash during the testing. We did not observe any significant negative effects.
The artwork design and graphics (aesthetic graphics) were very satisfactory, reflected in: "It's very clean..." and "very good photos of [the paintings]." All testers, except one, liked the color theme, by stating "I like it... Looks good." and "The orange is good." The contrast was also deemed satisfactory. The controls across the app were very consistent. The use of the app was obvious to the testers: "it's pretty easy to use. Pretty straightforward.", The audio progress bar was also appreciated. The app accessibility was also on a high level. Regarding the Fingertip-size controls, there were some concerns about the size of the check buttons on the Welcome screen, which proved to be challenging to tap on. The UX expert proposed to adjust the font color and weight on some screens to improve readability and the hierarchy. Font size resulted in contrasting opinions. The proximity and grouping of the interface elements (gestalt) were adequate for the application purpose. The app hierarchy was clear, and the structure of the app was recognized very quickly: "That's logical... it's all really self-explanatory." The animations were used appropriately and effectively. The transitions and the flow of the interface elements were meaningful and easy to follow. Half of the testers felt an onboarding process was needed to explain the app capabilities and the features before the start of the tour. Some of the testers proposed taping on the painting features within the AR screen that will take the user to the painting text or offer more info about the feature.
The DSRM outcome is one or multiple artefacts as a solution to a problem, which in this study is to develop an application useful for gamified SOP experiences. The importance of this research is to show how artefacts are produced under DSRM, to develop the literature in this area. We contribute to the information systems field, by proposing one verified procedure to successful AR outcome in relation to speed, location and interface optimization, by listening to the users and using usercentered design practice. This paper concludes the second iteration of the DSRM process as it disseminates the acquired knowledge. Finally, I2 outcome artefact is the app v2 as a highly usable and successful implementation of the AR component. Further research will iterate the gamification component.
