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Na tomto mı´steˇ bych ra´d podeˇkoval vedoucı´ sve´ diplomove´ pra´ce panı´ Mgr. Pavle Dra´zˇ-
dilove´ za konzultace, pomoc a cenne´ rady prˇi vytva´rˇenı´ te´to pra´ce.
Abstrakt
Te´matem te´to diplomove´ pra´ce je soft clustering nebo-li soft shlukova´nı´. Cı´lem je vy-
tvorˇenı´ prˇehledu slozˇene´ho z neˇkolika vybrany´ch soft shlukovacı´ch metod. Na za´kladeˇ
tohoto prˇehledu jsou pak neˇktere´ soft shlukovacı´ metody implementova´ny a aplikova´ny
nad rea´lnou kolekci dat, zı´skanou prostrˇednictvı´m web scrapingu ze zvolene´ho diskuz-
nı´ho fo´ra. Na´sledneˇ jsou prova´deˇny ru˚zne´ experimenty zmeˇnou nastavenı´ vlastnostı´
algoritmu˚. Tyto vy´sledky jsou na´sledneˇ vizualizova´ny a vyhodnoceny.
Klı´cˇova´ slova: soft clustering, web scraping, diskuznı´ fo´rum, fuzzy c-means, rough
c-means, k-means, rough fuzzy c-means
Abstract
The theme of this thesis is soft clustering. The aim is create overview consisting of a few
chosen soft clustering method. Based on this overview are chosen soft clustering methods.
These methods are implemented and applied over chosen real data collection, obtained
by web scraping from some discussion forum. Then, various experiments are carried out
by changing the settings properties of algorithms. These results are then visualized an
evaluated.
Keywords: soft clustering, web scraping, discussion forum, fuzzy c-means, rough c-
means, k-means, rough fuzzy c-means
Seznam pouzˇity´ch zkratek a symbolu˚
HTML – Hyper Text Markup Language
RST – Rough Set Theory
URL – Uniform Resource Locator
ERD – Entity Relationship diagram
GPSC – Graph Partitioning-based Soft Clustering
PoBOC – Poles Based Overlappnig Clustering
FCM – Fuzzy c-means
RCM – Rough c-means
RFCM – Rough Fuzzy c-means
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81 U´vod
Te´matem te´to diplomove´ pra´ce je vytvorˇit prˇehled soft shlukovacı´ch metod a aplikovat
neˇktere´ z nich nad rea´lnou datovou kolekci. V souvislosti se shlukovacı´mi metodami by´va´
cˇasteˇji zminˇova´n pojem prˇekry´vajı´cı´ se shlukovacı´ metody. Shlukovacı´ metody umozˇnˇuji
seskupovat objekty do stejny´ch skupin, tedy shluku˚, na za´kladeˇ jejich podobnosti. Soft
shlukovacı´ metody na rozdı´l od klasicky´ch shlukovacı´ch metod umozˇnˇujı´, aby dany´
objekt patrˇil k vı´ce shluku˚m. Tı´m pak docha´zı´ k jejich prˇekry´va´nı´. Na za´kladeˇ toho lze
pak sledovat neˇktere´ vlastnosti, ktere´ klasicke´ shlukovacı´ metody neumozˇnˇujı´.
Diplomova´ pra´ce je rozdeˇlena do neˇkolika vza´jemneˇ na sebe navazujı´cı´ch kapitol,
z nichzˇ prvnı´ kapitola se zaby´va´ popisem extrakce dat z html stra´nek. Jako zdroj dat bylo
pouzˇito diskuznı´ho matematicke´ho fo´ra, slouzˇı´cı´ jako rea´lna´ kolekce dat, nad kterou jsou
aplikova´ny vybrane´ soft shlukovacı´ algoritmy.
Diskuznı´ fo´rum bylo pouzˇito z toho du˚vodu, zˇe jej navsˇteˇvuje velke´ mnozˇstvı´ lidı´
s podobny´mi za´jmy. Lze v neˇm pozorovat komunikaci uzˇivatelu˚ v dlouhe´m cˇasove´m
obdobı´, z nı´zˇ lze pote´ vysledovat ru˚zne´ vztahy mezi jednotlivy´mi uzˇivateli, naprˇ. zda jsou
uzˇivatele´ te´maticky vyhraneˇni, v jakou dobu prˇispı´vajı´ do diskuzı´ apod. Soft shlukovacı´
metody umozˇnˇujı´ sledova´nı´ pra´veˇ teˇchto vztahu˚. U socia´lnı´ch sı´tı´ pak mu˚zˇeme pozorovat,
jestli uzˇivatele´ patrˇı´ do vı´ce skupin apod. Tady vsˇude mu˚zˇe docha´zet k prˇekryvu˚m vlivem
toho, zˇe dany´ objekt mu˚zˇe spadat do vı´ce skupin (shluku˚).
Na´sledujı´cı´ kapitolou je sezna´menı´ s problematikou soft shlukova´nı´ a samotny´ prˇehled
soft shlukovacı´ch metod, kde popisujeme neˇkolik z mnoha existujı´cı´ch soft shlukovacı´ch
metod vcˇetneˇ slovnı´ho popisu algoritmu˚.
Na´sledujı´cı´ kapitoly ty´kajı´cı´ se implementace, kde je popsa´n postup prˇi implementaci
vybrany´ch soft shlukovacı´ch algoritmu˚ v programovacı´m jazyce C#, v .NET framework
4.0 a kapitola ty´kajı´cı´ se experimentu˚ a vizualizace jejich vy´sledku˚.
Poslednı´ kapitolou je za´veˇr, obsahujı´cı´ shrnutı´ vsˇech postupu˚ a dosazˇeny´ch vy´sledku˚
te´to diplomove´ pra´ce.
92 Extrakce dat pro pra´ci se soft shlukovacı´ algoritmy
K tomu, aby se daly pouzˇı´t a aplikovat shlukovacı´ algoritmy, bylo trˇeba zı´skat mnozˇinu
dat, nad kterou budeme dane´ algoritmy aplikovat. V nasˇem prˇı´padeˇ budeme pracovat
s rea´lnou mnozˇinou dat. Jako zdroj teˇchto dat se nabı´zı´ pouzˇı´t neˇjake´ diskuznı´ fo´rum
nebo socia´lnı´ sı´t’, jezˇ navsˇteˇvuje velke´ mnozˇstvı´ lidı´ komunikujı´cı´ mezi sebou na za´kladeˇ
spolecˇny´ch za´jmu˚.
V te´to diplomove´ pra´ci jsme pouzˇili oblı´bene´ho diskuznı´ho matematicke´ho fo´ra, ktere´
sdruzˇuje uzˇivatele se za´jmem o matematiku, fyziku apod. Jedna´ se o jednora´zovou nebo
opakovanou pomoc prˇi rˇesˇenı´ proble´mu˚ a prˇı´kladu˚, poprˇ. rady ostatnı´m uzˇivatelu˚m.
Oproti ru˚zny´m chatu˚m a komunikacˇnı´m softwaru˚m jako je naprˇ. icq, qip, msn atd. nemusı´
by´t reakce na nove´ prˇı´speˇvky okamzˇita´. Uzˇivatele´ na neˇ mohou reagovat s urcˇity´m
cˇasovy´m odstupem. Nicme´neˇ pro aplikaci dany´ch shlukovacı´ch algoritmu˚ je toto diskuznı´
matematicke´ fo´rum idea´lnı´, jelikozˇ na´m zı´skana´ data umozˇnı´ sledovat ru˚zne´ za´vislosti
a vztahy mezi uzˇivateli, kterˇı´ jsou na tomto diskuznı´m fo´ru registrova´ni a prˇispı´vajı´ svy´mi
dotazy a odpoveˇd’mi na jednotliva´ te´mata, jezˇ jsou umı´steˇna´ v ru˚zny´ch sekcı´ch, ktere´ jsou
zakla´dane´ uzˇivateli.
2.1 Extrakce dat
Jako zdroj dat jsme pouzˇili matematicke´ diskuznı´ fo´rum http:// forum.matweb.cz (viz
vy´sˇe). Zı´ska´nı´ samotny´ch dat z diskuznı´ho fo´ra bylo provedeno na´sledujı´cı´m zpu˚sobem.
Nejprve bylo potrˇeba prostudovat html ko´d webovy´ch stra´nek. Zaby´va´me se zejme´na
strukturou odkazu˚ na jednotlive´ cˇa´sti fo´ra (sekce, te´mata a prˇı´speˇvky). Da´le pak bloky
html ko´du, ze ktery´ch je trˇeba zı´skat pro na´s du˚lezˇita´ data, naprˇ. id sekcı´ a loginy uzˇivatelu˚.
Podle takto nastudovany´ch html ko´du˚ webovy´ch stra´nek jsme vytvorˇili aplikaci v jazyce
C#, ktera´ tento ko´d stra´nek prohleda´va´. Mezi jednotlivy´mi stra´nkami se aplikace pohybuje
pomocı´ odkazu˚ nalezeny´ch na za´kladeˇ regula´rnı´ch vy´razu˚. Jestlizˇe stra´nka obsahuje data,
ktera´ potrˇebujeme ulozˇit, prˇistupujeme k nim opeˇt pomocı´ regula´rnı´ch vy´razu˚.
Je trˇeba zdu˚raznit, zˇe tvorba takovy´ch aplikacı´ se lisˇı´ pro kazˇde´ diskuznı´ fo´rum, jelikozˇ
obvykle nemajı´ stejny´ html ko´d a tedy ani strukturu. Naprˇı´klad odkazy, s jejichzˇ pomocı´
se aplikace na fo´ru pohybuje, mohou mı´t pro ru˚zna´ diskuznı´ fo´ra ru˚znou podobu.
2.1.1 Extrakce dat z matematicke´ho diskusnı´ho fo´ra
Vstupnı´mi daty pro aplikaci je url homepage, ve tvaru:
• http://forum.matweb.cz/
Tato url webove´ stra´nky se ulozˇı´ do promeˇnne´ a provede se stazˇenı´ a ulozˇenı´ obsahu
stra´nek jako rˇeteˇzce znaku˚:
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if ( url .ToLower().IndexOf(”http:”) > −1)
{
System.Net.WebClient wc = new System.Net.WebClient();
byte[] response = wc.DownloadData(url);
sContents = System.Text.Encoding.UTF8.GetString(response);
}
Vy´pis 1: Stazˇenı´ a ulozˇenı´ html stra´nky
Aplikace pote´ procha´zı´ html ko´d ulozˇeny´ v promeˇnne´ a na za´kladeˇ regula´rnı´ho vy´razu
zjistı´ vsˇechny odkazy ve tvaru:
• <a href=”viewforum.php?id=1”>Na´zev sekce< /a>
Struktura tohoto odkazu je pro vsˇechny sekce stejna´. Zdrojovy´ ko´d pro nalezenı´
prˇı´slusˇny´ch odkazu˚ odpovı´dajı´cı´ dane´ sekci:
// regularni vyraz, ktery najde odkazy vsech sekci na hlavni strance
string pattern = ”(<a href=\”viewforum.php\\?id=)(\\d∗)(\”>)(.∗)(</a>)”;
// seznam nalezenych sekci, ulozenych v kolekci
MatchCollection mcSection = Regex.Matches(sContents, pattern, System.Text.RegularExpressions.
RegexOptions.IgnoreCase);
// dokud pocet nalezenych retezcu je mensi jak i
while (mcSection.Count > i)
{
// rozdeleni na jednotlive casti regularniho vyrazu (podle zavorek)
GroupCollection gcSection = mcSection[i].Groups;
....
}
Vy´pis 2: Nalezenı´ rˇeteˇzce podle dane´ho regula´rnı´ho vy´razu
Tyto odkazy tedy postupneˇ procha´zı´me. Prˇed kazˇdy´m pru˚chodem na stra´nku sekce
se provede ulozˇenı´ dat do databa´ze. Tato stra´nka je opeˇt prohleda´va´na obdobny´m zpu˚-
sobem, opeˇt se procha´zı´ html ko´d a opeˇt pomocı´ regula´rnı´ho vy´razu se zı´ska´vajı´ bloky
html ko´du a odkazy, ktere´ znacˇı´ te´mata v te´to sekci ve tvaru:
• <a href=”viewtopic.php?id=33546”>Na´zev te´matu< /a>
Obdobny´m zpu˚sobem zı´ska´me id te´matu a jeho na´zev. K tomu je ovsˇem potrˇeba zı´skat,
kdy a ky´m bylo te´ma vytvorˇeno. Prˇejdeme na stra´nku s dany´m te´matem. Zde se opeˇt
pomocı´ regula´rnı´ch vy´razu˚ zjistı´ z urcˇite´ cˇa´sti html ko´du dalsˇı´ potrˇebne´ informace, jako
kdo a kdy te´ma zalozˇil. Da´le zde zjistı´me vsˇechno, co se ty´ka´ prˇı´speˇvku˚ napsany´ch v tomto
te´matu, jako je id prˇı´speˇvku, kdo a kdy je napsal apod. Vsˇechny tyto informace jsou opeˇt
ulozˇeny do databa´ze. Jakmile jsou ulozˇeny, pokracˇujeme v prohleda´va´nı´ dalsˇı´ho te´matu
umı´steˇne´ho vdane´ sekci. Po ukoncˇenı´ prohleda´va´nı´ dane´ sekce se vra´tı´me k dalsˇı´m sekcı´m
umı´steˇny´ch na hlavnı´ stra´nce a pokracˇujeme v jejich prohleda´va´nı´. Vsˇe se opakuje, dokud
nenı´ zpracova´na poslednı´ sekce. Jedna´ se tedy o neˇkolik vnorˇeny´ch cyklu˚.
Prˇi prohleda´va´nı´ a zjisˇt’ova´nı´ te´mat v sekci je nutno mı´t na pameˇti, zˇe te´mata mohou
by´t umı´steˇna na vı´ce stra´nka´ch v dane´ sekci. Je tedy nutno projı´t vsˇechny tyto stra´nky,
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aby informace byly kompletnı´. Stejneˇ tak i prˇı´speˇvky v te´matu mohou by´t rozdeˇleny na
vı´ce stra´nek.
Takove´mu zjisˇt’ova´nı´ informacı´ se odborneˇ rˇı´ka´ Web Scraping. Jedna´ se o zı´ska´va´nı´
dat z html stra´nek pro jejich dalsˇı´ vyuzˇitı´. Nutno podotknout, zˇe stahova´nı´ dat probeˇhlo
se svolenı´m majitele diskuznı´ho fo´ra. Stazˇeno a ulozˇeno do databa´ze bylo prˇiblizˇneˇ 250
000 rˇa´dku˚. Cele´ stahova´nı´ trvalo prˇiblizˇneˇ dveˇ hodiny.
Algoritmus 1 Zjednodusˇeny algoritmus extrakce dat z diskuznı´ho fo´ra
1: procedure EXTRACTDATA(url homepage urlHomePage)
2: for all urlSekce ∈ urlHomePage do
3: Ulozˇ potrˇebna´ data o sekci.
4: for all urlTopic ∈ urlSekce do
5: Ulozˇ potrˇebna´ data o te´matu.
6: for all prispevek ∈ urlTopic do
7: Ulozˇ potrˇebna´ data o prˇı´speˇvku.






Jako u´lozˇisˇteˇ pro extrahovana´ data bylo vyuzˇito relacˇnı´ databa´zi MySql ve verzi 5.5.10.
Na za´kladeˇ dat, ktere´ na´s zajı´majı´, jsme vytvorˇili ERD, podle neˇhozˇ byla na´sledneˇ vy-
tvorˇena databa´ze a v nı´ prˇı´slusˇne´ entity.
Prˇi pru˚chodu html stra´nkami meˇ zajı´majı´ tyto informace:
• Sekce - jednoznacˇne´ cˇı´slo sekce, na´zev sekce
• Te´ma - jednoznacˇne´ cˇı´slo te´matu, jednoznacˇne´ cˇı´slo sekce, do ktere´ho te´ma spada´,
na´zev te´matu, login zakladatele te´matu a datum zalozˇenı´ te´matu
• Prˇı´speˇvek - jednoznacˇne´ cˇı´slo prˇı´speˇvku, jednoznacˇne´ cˇı´slo te´matu, ve ktere´m byl
prˇı´speˇvek vlozˇen, datum vlozˇenı´ prˇı´speˇvku, login uzˇivatele vkla´dajı´cı´ho prˇı´speˇvek
• Uzˇivatel - jednoznacˇne´ cˇı´slo a login uzˇivatele, datum registrace a jaky´ titul ma´
uzˇivatel na fo´ru
2.2.1 Linea´rnı´ za´pis entit a vztahu˚
Popisuje entity a vztahy mezi entitami. Popis jednotlivy´ch entit a jejich atributu˚ je v prˇed-
cha´zejı´cı´ kapitole (2.2).
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Post (postId, topicId, userId, date)
Section(sectionId, name)
Topic (topicId, name, sectionId, start, userId)






Jedna´ se o cˇasto pouzˇı´vany´ model pro popis logicke´ struktury dat na konceptua´lnı´ u´rovni.
Popisuje objekty a jejich vztahy bud’ textovy´m za´pisem nebo pomocı´ E-R diagramu.
Obra´zek 1: ER diagram
2.2.3 Datovy´ slovnı´k
Soubor, ktery´ definuje strukturu a slozˇenı´ datove´ za´kladny a obsahuje meta data potrˇebna´
pro spra´vu dat. Datovy´ slovnı´k zahrnuje seznam vsˇech datovy´ch objektu v databa´zi,
jme´na a popis vsˇech datovy´ch prvku a jejich vztahu, u´daje o integritnı´ch omezenı´ch atd.
Na´zev Typ Velikost Klı´cˇ Null Index Popis
sectionId int 10 PK N A jednoznacˇna´ identifikace sekce
name varchar 100 N N N na´zev sekce
Tabulka 1: Datovy´ slovnı´k - Section
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Na´zev Typ Velikost Klı´cˇ Null Index Popis
topicId int 10 PK N A jednoznacˇna´ identifikace te´matu
name varchar 300 N N N na´zev te´matu
userId int 10 FK N A jednoznacˇne´ ID uzˇivatele, cizı´ klı´cˇ z tab. User
sectionId int 10 FK N A jednoznacˇne´ ID sekce, cizı´ klı´cˇ z tab. Section
star date N N N datum vlozˇenı´ te´matu
Tabulka 2: Datovy´ slovnı´k - Topic
Na´zev Typ Velikost Klı´cˇ Null Index Popis
postId int 10 PK N A jednoznacˇna´ identifikace prˇı´speˇvku
topicId int 10 FK N A jednoznacˇne´ ID te´matu, cizı´ klı´cˇ z tabulky Topic
userId int 10 FK N A jednoznacˇne´ ID uzˇivatele, cizı´ klı´cˇ z tabulky User
date date N N N datum vlozˇenı´ prˇı´speˇvku
Tabulka 3: Datovy´ slovnı´k - Post
Na´zev Typ Velikost Klı´cˇ Null Index Popis
userId int 10 PK N A jednoznacˇna´ identifikace uzˇivatele
login varchar 10 N N A login uzˇivatele
registration date FK N A registrace uzˇivatele
title varchar 20 N N N titul uzˇivatele na fo´ru, modera´tor apod.
Tabulka 4: Datovy´ slovnı´k - User
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3 Zpracova´nı´ extrahovany´ch dat do podoby vhodne´ pro soft
shlukovacı´ metody
V kapitole (2) je popsa´no, jaky´m zpu˚sobem byla zı´ska´na data pro testova´nı´, ovsˇem prˇed-
tı´m nezˇ lze tato data pouzˇı´t, je trˇeba je upravit do podoby vhodne´ pro dany´ soft shlukovacı´
algoritmus. Ze zı´skany´ch dat jsme vytvorˇili vektorovy´ model (3.1), ktery´ je naprˇ. za´kladem
metody fuzzy c-means. Jine´ metody zase vyzˇadujı´, aby byla na vstupu matice podobnosti,
zı´skana´ z vektorove´ho modelu s vyuzˇitı´m neˇjake´ metody pro vy´pocˇet mı´ry podobnosti
(3.2) mezi objekty. To je prˇı´pad metody GPSC nebo PoBOC.
3.1 Vektorovy´ model
Vektorovy´ model slouzˇı´ k popsa´nı´ objektu, dokumentu cˇi dotazu prostrˇednictvı´m vektoru
atributu˚ (vlastnostı´), kdy podobne´ dotazy majı´ podobny´ vektor [10]. Definice objektu
vektorem:
• oi = (vi1, vi2, .., vin), kde vij prˇedstavuje cˇetnost atributu aj .
Ze zı´skany´ch dat jsme vytvorˇili vektorove´ modely V(m,n) reprezentovane´ maticı´
V(m × n), kde kazˇdy´ vektor (rˇa´dek te´to matice) prˇedstavuje jednoho uzˇivatele diskuz-
nı´ho fo´ra. Tento uzˇivatel je popsa´n sadou atributu˚ prˇedstavujı´cı´ jeho vlastnosti. V ra´mci
te´to diplomove´ bylo ze zı´skany´ch dat vytvorˇeno prostrˇednictvı´m sql dotazu˚ neˇkolik
vektorovy´ch modelu˚ pro dalsˇı´ testova´nı´, a sice:
• Vektorovy´ model s pru˚meˇrny´m cˇasem odeslany´ch prˇı´speˇvku˚. U tohoto vektoro-
ve´ho modelu je pouze jeden atribut, a to pru˚meˇrny´ cˇas, ve ktere´m dany´ uzˇivatel
vkla´da´ do diskuzı´ sve´ prˇı´speˇvky.
• Vektorovy´ model, kde kazˇdy´ atribut prˇedstavuje pocˇet prˇı´speˇvku˚ dane´ho uzˇiva-
tele odeslany´ch v dane´m cˇasove´m rozmezı´ (naprˇ. prvnı´ atribut, pocˇet prˇı´speˇvku˚
uzˇivatele od 0:00 do 0:59.
• Vektorovy´ model, kde kazˇdy´ atribut prˇedstavuje pocˇet prˇı´speˇvku dane´ho uzˇivatele
v dane´ diskuzi. Vzhledem k tomu, zˇe v databa´zi je ulozˇeno prˇiblizˇneˇ 9000 uzˇivatelu˚
prˇispı´vajı´cı´ch v prˇiblizˇneˇ 33000 te´matech, kde kazˇdy´ uzˇivatel prˇispeˇl v jen jejich
male´ cˇa´sti, bude vektorovy´ model obsahovat velky´ pocˇet nulovy´ch hodnot. Jedna´
se o tzv. rˇı´dka´ data, ktera´ budou reprezentovana´ v matici o velikosti 9000x32000
prvku˚. V takove´m prˇı´padeˇ mluvı´me o rˇı´dke´ matici.
3.1.1 Rˇı´dke´ matice
Jelikozˇ by byl prˇı´stup k jednotlivy´m datu˚m z du˚vodu velke´ho mnozˇstvı´ nulovy´ch prvku˚
jak pameˇt’oveˇ, tak i cˇasoveˇ na´rocˇny´, je trˇeba tuto matici vhodneˇ upravit. Existuje cela´ rˇada
metod pro reprezentaci rˇı´dky´ch matic jako naprˇ. ukla´da´nı´ po rˇa´dcı´ch, plne´ ulozˇenı´, pole
spojovy´ch seznamu˚ apod. [2]
15
V tomto prˇı´padeˇ jsme pouzˇili metodu kompresnı´ho ukla´da´nı´ po rˇa´dcı´ch [2], ktera´ je re-
prezentova´na maticı´ 2 x pocˇet vsˇech „pouzˇity´ch“ te´mat vsˇech uzˇivatelu˚, tj. pocˇet nenulovy´ch
prvku˚ ve vektorove´m modelu, kde prvnı´ rˇa´dek obsahuje sloupcovy´ index pu˚vodnı´ rˇı´dke´
matice a druhy´ rˇa´dek hodnotu. Tato matice obsahuje jizˇ pouze nenulove´ prvky. Da´le pak
jesˇteˇ potrˇebujeme pomocne´ pole, ktere´ obsahuje indexy z prvnı´ho rˇa´dku matice. Tyto
indexy prˇedstavujı´ zacˇa´tky rˇa´dku˚ (tj. objektu˚) prˇedchozı´ matice.
Prˇ. 

1 0 0 0 2
0 0 0 1 2
1 0 1 0 0
1 1 0 2 0
1 0 0 0 0

 =>
=> {{1, 5, 4, 5, 1, 3, 1, 2, 4, 1}, {1, 2, 1, 2, 1, 1, 1, 1, 2, 1}} a {1, 3, 5, 7, 10} = {{Sloupcove´ in-
dexy obsahujı´cı´ nenulovou prvky},{hodnoty nenulovy´ch prvku˚}} a {indexy z pole sloup-
covy´ch indexu˚ reprezentujı´cı´ nove´ rˇa´dky}.
3.2 Typy podobnosti
Veˇtsˇina soft shlukovacı´ch metod popsany´ch v te´to pra´ci vyzˇaduje na vstupu data ulozˇene´
v tzv. matici podobnosti S (similarity matrix). Tu lze zı´skat kvantitativnı´m pojetı´m podob-
nosti objektu˚. Pro dvojici objektu˚ (oi, oj) je „s“ stanovenı´ vhodne´ho prˇedpisu prˇirˇazujı´cı´
cˇı´slo s(oi, oj) teˇmto objektu˚m, splnˇujı´cı´ alesponˇ tyto pozˇadavky [5].
• s(oi, oj) ≥ 0
• s(oi, oj) = s(oj , oi)
Hodnota „s“ vyjadrˇujı´cı´ mı´ru podobnosti je tı´m veˇtsˇı´, cˇı´m je podobnost dany´ch objektu˚
veˇtsˇı´. Jestlizˇe mı´ra podobnosti mu˚zˇe naby´vat hodnot od 0 do 1, pak:
• pro s(oi, oj) = 1, jsou objekty stejne´
• pro s(oi, oj) = 0, jsou objekty zcela odlisˇne´





• Samotne´ mı´ry podobnosti
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3.2.1 Korelacˇnı´ mı´ry
Jedna´ se o vza´jemny´ linea´rnı´ vztah mezi dveˇma znaky cˇi velicˇinami x a y. Jestlizˇe se meˇnı´
hodnota jedne´ velicˇiny, meˇnı´ se i hodnota druhe´ velicˇiny. Mı´ra korelace je vyja´drˇena
koeficientem, ktery´ mu˚zˇe naby´vat hodnot od -1 do +1, kde:
• -1 znacˇı´ antikorelaci, neprˇı´mou za´vislost. Tedy cˇı´m vı´ce se zmensˇı´ hodnota prvnı´
velicˇiny, tı´m vı´ce se zmensˇı´ hodnota velicˇiny druhe´.
• +1 znacˇı´ opacˇnou za´vislost. Tzn. jestlizˇe se zveˇtsˇı´ hodnota prvnı´ velicˇiny, zveˇtsˇı´
se hodnota i druhe´ velicˇiny.
• 0 znacˇı´ nekorelovatelnost. Tedy neexistuje mezi velicˇinami zˇa´dny´ linea´rnı´ vztah
K vy´pocˇtu korelace slouzˇı´ Paersonu˚v koeficient a Spearmanu˚v korelacˇnı´ koeficient
[1].
3.2.2 Mı´ry asociace
Mı´ry asociace by´vajı´ vyuzˇı´va´ny pro bina´rnı´ promeˇnne´, jezˇ naby´vajı´ pouze hodnot 0,1.
Prˇi urcˇova´nı´ podobnosti prostrˇednictvı´m asociace docha´zı´ ke zjisˇt’ova´nı´, zda se pozoro-
vany´ znak v objektu vyskytuje v porovna´nı´ s objektem jiny´m.






Tabulka 5: Tabulka popisujı´cı´ asociace mezi dveˇma objekty [2]
jsou zahrnuty vsˇechny mozˇne´ kombinace znaku˚ pro dva objekty [2].
Typy asociacı´:
• Sochalu˚v - Micheneru˚v koeficient asociace
sSM =
a+ d
a+ b+ c+ d
• Russelu˚v - Raovu˚v koeficient asociace
sRR =
d
a+ b+ c+ d





• Rogersu˚v a Tanimotu˚v koeficient
sRT =
a+ d
a+ 2b+ 2c+ d
Mezi dalsˇı´ koeficienty asociace patrˇı´ naprˇ. So¨rensenu˚v a Hammanu˚v koeficient asoci-
ace [1].
3.2.3 Mı´ry vzda´lenosti
Nejbeˇzˇneˇjsˇı´ a nejcˇasteˇji vyuzˇı´vane´ pro vyja´drˇenı´ podobnosti mezi objekty jsou mı´ry vzda´-
lenosti. Vycha´zı´ z geometricke´ho modelu dat. Jestlizˇe chceme porovna´vat dva objekty
vektorove´ho modelu, pak sourˇadnice tvorˇı´ sada atributu˚ tohoto objektu. Jednotlive´ mı´ry
vzda´lenosti mohou mı´t vliv na umı´steˇnı´ objektu˚, cozˇ ma´ za na´sledek, zˇe vy´sledna´ podoba
shluku˚ prˇi pouzˇitı´ ru˚zny´ch metod se mu˚zˇe lisˇit [5], [1].
Teˇmto mı´ra´m se take´ rˇı´ka´ mı´ry nepodobnosti. Abychom z nich dostali mı´ry podob-
nosti, je trˇeba vzda´lenost mezi dveˇma objekty normovat, a to tak, zˇe vzda´lenost mezi
dveˇma objekty vydeˇlı´me nejveˇtsˇı´ vzda´lenostı´ mezi dveˇma objekty z mnozˇiny dat. Podob-
nost pak zı´ska´me odecˇtenı´m te´to normovane´ vzda´lenosti od jedne´:
s(oi, oj) = 1− d(oi, oj)/max∀i,jd(oi, oj)
• Euklidovska´ vzda´lenost. Vzda´lenost mezi dveˇma body, da´na Pythagorovou veˇtou.
d(oi, oj) =
√
(oi1 − oj1)2 + ...+ (oin − ojn)2
• Manhattanska´ metrika. Metrika na mnozˇineˇ Rn da´na vztahem:

















• Minkovskiho metrika. Pro tuto metriku platı´, zˇe pokud z = 1, jedna´ se o manhtat-
tanskou metriku. Jestlizˇe z = 2, mluvı´me o euklidovske´ metrice. Cˇı´m je z veˇtsˇı´, tı´m
se vı´ce zdu˚raznˇuje rozdı´l mezi vzda´leneˇjsˇı´mi objekty.





Mezi dalsˇı´ mı´ry vzda´lenosti patrˇı´ Hammingova metrika, aj. [5], [1]
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3.2.4 Samotne´ typy podobnosti
Jedna´ se o prˇı´me´ metody vy´pocˇtu podobnosti, kdy hodnota mu˚zˇe naby´vat hodnotu od 0
do 1 (objekty jsou stejne´).
• Kosinova podobnost. Jedna´ se o podobnost urcˇenou pro nelinea´rnı´ pomeˇr. Prˇi pou-










• Jaccardova podobnost. Jedna´ se vlastneˇ o pomeˇr mezi pru˚nikem a sjednocenı´m
atributu˚ objektu˚. [20]
s(oi, oj) =
|oi ∩ oj |
|oi ∪ oj |
Z podobnosti lze zı´skat prˇı´mo normovanou vzda´lenost ze vzorce:
d(oi, oj) = 1− s(oi, oj)
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4 Prˇehled soft shlukovacı´ch metod
Clustering neboli shlukova´nı´ je disciplı´na, jejı´zˇ korˇeny sahajı´ azˇ do staroveˇku. Shlu-
kova´nı´m se zaby´val jizˇ ve staroveˇke´m Rˇecku Aristoteles, kdyzˇ zacˇal shlukovat zvı´rˇata
do skupin na za´kladeˇ jejich podobnosti. Shlukova´nı´ prˇedstavuje velke´ mnozˇstvı´ metod,
ktere´ umozˇnˇujı´ analyzovat vı´cerozmeˇrna´ data a sdruzˇovat je do spolecˇny´ch trˇı´d. Jedna´
se tedy o shlukova´nı´ objektu˚ do skupin, neboli shluku˚ podle ru˚zny´ch charakteristik.
Objekty v ra´mci jednoho shluku˚ jsou pak odlisˇne´ od objektu˚, ktere´ na´lezˇı´ shluku˚m ostat-
nı´m. Shlukova´nı´ se vyskytuje v cele´ rˇadeˇ disciplı´n jako naprˇ. biologie, medicina, chemie,
ekonomie, informatika aj. V kazˇde´ oblasti ma´ svu˚j specificky´ na´zev.
Shlukova´nı´ mu˚zˇeme rozdeˇlit do dvou skupin podle toho, zda se pozorovane´ objekty
mohou objevit ve vı´ce shlucı´ch cˇi nikoli. Na tzv. hard shlukovacı´ metody, u nichzˇ kazˇdy´
objekt spada´ pouze do jednoho shluku a soft shlukovacı´ metody, cˇasteˇji nazy´vane´ prˇe-
kry´vajı´cı´ se shlukovacı´ metody umozˇnˇujı´cı´, aby dany´ objekt byl obsazˇen ve vı´ce shlucı´ch
soucˇasneˇ. Mu˚zˇe tedy docha´zet k prˇekry´vanı´ teˇchto shluku˚. Oproti hard shlukovacı´m me-
toda´m umozˇnˇujı´ soft shlukovacı´ metody pozorovat neˇktere´ vlastnosti, naprˇ. v prˇı´padeˇ
socia´lnı´ch sı´tı´, ma´me-li uzˇivatele´ jako objekty a skupiny jako shluky, lze jednotlive´ objekty
prˇirˇadit k vı´ce shluku˚m, kdezˇto u klasicky´ch hard shlukovacı´ch metod by objekt patrˇil
pouze k jednomu shluku.
4.1 Soft shlukovacı´ metody
Jak jizˇ bylo rˇecˇeno soft shlukovacı´ metody umozˇnˇujı´, zˇe jednotlive´ objekty mohou patrˇit
do vı´ce shluku˚, a tı´m mu˚zˇe docha´zet k jejich prˇekry´va´nı´. V dnesˇnı´ dobeˇ existuje cela´ rˇada
soft shlukovacı´ch metod. V na´sledujı´cı´ cˇa´sti pra´ce bude popsa´no neˇkolik za´kladnı´ch,
z nichzˇ neˇktere´ budou na´sledneˇ implementova´ny.
Na nı´zˇe uvedene´m obra´zku 2 lze pozorovat u´lohy spjate´ s zˇivotnı´m cyklem shlu-
kova´nı´. V prvnı´ fa´zi je vybra´n datovy´ zdroj, z neˇhozˇ jsou zpracova´na data. Te´to cˇa´sti
odpovı´da´ kapitola (2). Nad teˇmito daty je na´sledneˇ aplikovany´ dany´ soft shlukovacı´ al-
goritmus, dı´ky neˇmuzˇ jsou vytva´rˇeny shluky. Na´sleduje fa´ze validace shluku˚, ktera´ ma´
za cı´l zjistit jejich kvalitu. Odpovı´da´-li kvalita shluku˚ zadany´m parametru˚m, na´sleduje
interpretace vy´sledku˚.
Rozdeˇlenı´ soft shlukovacı´ch metod uvedeny´ch v te´to diplomove´ pra´ci:
• Metody pracujı´cı´ s vektorovy´m modelem a s pocˇa´tecˇnı´ inicializacı´ center shluku˚
– Fuzzy c-means
– Rough c-means
– Rough fuzzy c-means
• Metody pracujı´cı´ nad grafem s matici podobnosti
– Graph partitioning-based soft clustering
– Pole based overlapping clustering
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Obra´zek 2: Proces shlukova´nı´
• Metody pracujı´cı´ s maticı´ podobnosti, s pocˇa´tecˇnı´ inicializacı´ center shluku˚
– Overlapping partitioning clustering
4.2 Metody pracujı´ s vektorovy´m modelem
Jedna´ se o metody, ktere´ majı´ na vstupu algoritmu vektorovy´ model, viz kapitola (3.1). Pro
tyto metody je da´le charakteristicke´, zˇe prˇed samotny´m vytva´rˇenı´m shluku˚ se musı´ pro-
ve´st inicializace center shluku˚. Prˇı´slusˇnost objektu˚ ke shluku˚m, poprˇ. vzda´lenost od center
shluku˚ se potom pocˇı´ta´ s vyuzˇitı´m metrik pro vy´pocˇet vzda´lenosti, viz kapitola 3.2.3, kdy
objekt patrˇı´ do shluku, kdyzˇ je jeho prˇı´slusˇnost, poprˇ. vzda´lenost od centra shluku, veˇtsˇı´
nezˇ zadana´ prahova´ hodnota .
Vsˇechny tyto zde popsane´ algoritmy majı´ spolecˇnou ukoncˇovacı´ podmı´nku, a sice:
• Algoritmus dosa´hne konecˇne´ho pocˇtu iteracı´, na ktere´ je prˇednastaven.
• Prˇestane docha´zet k vy´razneˇjsˇı´m zmeˇna´m, tzn. centra shluku˚ se prˇestanou vy´razneˇji
meˇnit.
4.2.1 Inicializace pocˇa´tecˇnı´ch center shluku˚
Pro inicializaci pocˇa´tecˇnı´ch center shluku˚ existuje cela´ rˇada metod. V dalsˇı´ cˇa´sti je uvedeno
neˇkolik za´kladnı´ch, ktere´ jsou prˇevzate´ z cˇla´nku [16].
• Metoda na´hodne´ho vy´beˇru. Jde o metodu zalozˇenou na na´hodne´m vy´beˇru k center
z m objektu˚. Nevy´hodou teˇchto metod je, zˇe nevedou ke zlepsˇenı´ shlukova´nı´. Do te´to
kategorie patrˇı´:
– R-SEL. Klasicka´ metoda, kde se kazˇde´mu centru na´hodneˇ vybere objekt z mnozˇiny
m. Vy´beˇr je prova´deˇn do doby, nezˇ je vybra´no poslednı´ centrum. V prˇı´padeˇ,
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zˇe je vygenerova´n objekt, ktery´ uzˇ byl drˇı´ve zvolen jako centrum, provede
se generova´nı´ aktua´lnı´ho centra znovu.
– R-MEAN. Metoda na´hodne´ho vy´beˇru s vyuzˇitı´m gaussova genera´toru na´hod-
ny´ch cˇı´sel, kde:
cj = gaussianRandom(x, ), kde : (1)




i=1 xi a  je neˇjaka´ mala´ konstanta.
• Metoda vy´beˇru prvnı´ch objektu˚. Jizˇ podle na´zvu je patrne´, zˇe k shluku˚m se jako
centra prˇirˇadı´ prvnı´ch k objektu˚ z mnozˇiny objektu˚ O.
• Metoda porovna´va´nı´ s optima´lnı´ mnozˇinou. Jsou vybra´ny ru˚zne´ mnozˇiny pocˇa´-
tecˇnı´ch center shluku˚. Ta mnozˇina, ktera´ se nejvı´ce podoba´ definovane´ optima´lnı´
mnozˇineˇ, je nakonec pouzˇita.
• Metody zalozˇene´ na optimalizaci vzda´lenosti. Jedna´ se o vy´pocˇet optima´lnı´ vzda´-
lenosti mezi centry shluku, cozˇ mu˚zˇe mı´t za na´sledek efektivneˇjsˇı´ vy´sledky shluko-
va´nı´.
– SCS metoda. Prvnı´mu z k center je prˇirˇazen prvnı´ objekt z mnozˇiny objektu˚
O. Postupneˇ procha´zı´me dalsˇı´ objekty z mnozˇiny O, tj. o1, o2, .., om. Centrum
dalsˇı´ho shluku bude objekt oi, jestlizˇe pro vsˇechny existujı´cı´ centra shluku˚
platı´, zˇe ‖oi−cj‖ > , kde cj je aktua´lnı´ centrum shluku a  je prahova´ hodnota.
Jestlizˇe po projitı´ vsˇech objektu˚ vstupnı´ mnozˇiny O je pocˇet center shluku˚ mensˇı´
nezˇ k, pak se snizˇuje prahova´ hodnota  a zacˇnou se znovu pocˇı´tat zby´vajı´cı´
centra shluku.
– KKZ metoda. Prvnı´mu z k center je prˇirˇazen objekt na´sledujı´cı´m zpu˚sobem:
c1 = max[‖oi‖]. Dalsˇı´ centra shluku˚ jsou inicializova´na tak, zˇe pro kazˇdy´
objekt oi je vypocˇı´ta´na vzda´lenost k nejblizˇsˇı´mu pocˇa´tecˇnı´mu centru di =
min[‖oi−cj‖]pro kazˇde´ existujı´cı´ centrum. Objekt oi, ktery´ ma´ nejveˇtsˇı´ hodnotu
di je dalsˇı´ centrum shluku.
• Metody zalozˇena´ odhadu hustoty. Jedna´ se o metody zalozˇene´ na rozdeˇlenı´ vstup-
nı´ch dat prostrˇednictvı´m gaussova rozdeˇlenı´. Jako centra vybı´ra´me objekty z nej-
hustsˇı´ch oblastı´ vstupnı´ch dat. Prostrˇednictvı´m takto zvoleny´ch objektu˚ jsou pro-
strˇednictvı´m dane´ metody vytva´rˇeny kompaktnı´ shluky.
– KR. Jako centrum c1 je zvolen nejvı´ce centra´lneˇ umı´steˇny´ objekt. Kazˇde´ na´sle-
dujı´cı´ centrum shluku cj : pro kazˇdy´ nevybrany´ objekt oi, spocˇı´tej vzda´lenosti
k dalsˇı´m nevybrany´m objektu˚m ol, ktere´ majı´ blı´zˇe k oi, nezˇ k jejich pocˇa´tecˇnı´m
shluku˚m podle vzorce: di =
∑
l 6=i{max{min[‖ol−cj‖ : for all cj ]−‖ol−oi‖, 0}}.
Jestlizˇe objekt ktery´ ma´ nejveˇtsˇı´ hodnotu di je ity´ objekt, pak nastav cj = oi.
• Dalsˇı´ inicializacˇnı´ algoritmy. Na´sledujı´ dva z mnoha novy´ch inicializacˇnı´ algo-
ritmu˚. Obeˇ metody slouzˇı´ k meˇrˇenı´ loka´lnı´ hustoty bodu. Cı´lem je nale´zt objekt
22
s nejvysˇsˇı´ loka´lnı´ hustotou pro kazˇdy´ shluk jako centrum shluku. Jedna´ se o me-




Jedna´ se o jednoduchy´ algoritmus [17], vytvorˇeny´ v roce 1967 Jamesem MacQueenem pro
rozdeˇlenı´ m objektu˚ do k shluku˚. K-means je hard shlukovacı´ algoritmus, ktery´ kazˇdy´
objekt prˇirˇadı´ pra´veˇ do jednoho shluku. Z tohoto algoritmu vycha´zı´ neˇktere´ z na´sledu-
jı´cı´ch soft shlukovacı´ch algoritmu, a sice Fuzzy c-means, Rough c-means a Rough fuzzy
c-means.
Za´kladem te´to metody je zvolenı´ k center, bud’ na´hodneˇ nebo pomocı´ neˇjake´ metody
pro inicializaci center (4.2.1). Pote´ se prostrˇednictvı´m dane´ metody pro vy´pocˇet vzda´-
lenosti (3.2.3) provede vy´pocˇet vzda´lenosti jednotlivy´ch objektu˚ od zvoleny´ch center
shluku˚. Objekt je na´sledneˇ prˇirˇazen do shluku, jehozˇ centrum je k objektu nejblı´zˇe.
V dalsˇı´m kroku se provede vy´pocˇet novy´ch center shluku˚ jako teˇzˇisˇteˇ objektu˚ patrˇı´cı´ch







Pote´ se opeˇt provede vy´pocˇet vzda´lenostı´ objektu od novy´ch center a provede se jejich
prˇirˇazenı´ ke shluku˚m. Tyto kroky se neusta´le opakujı´ azˇ do doby, nezˇ prˇestane docha´-
zet k podstatny´m zmeˇna´m vy´sledku shlukova´nı´ - jiny´mi slovy, dokud se neprˇestanou
vy´razneˇ meˇnit centra shluku˚.







2, kde : (3)
‖oi− cj‖
2 prˇedstavuje euklidovskou vzda´lenost mezi objektem oi a centrem cj . Eukli-
dovska´ vzda´lenost mu˚zˇe by´t nahrazena jinou metrikou pro vy´pocˇet vzda´lenosti.
Algoritmus 2 K-means
1: procedure KMEANS(pocet shluku k, mnozˇina objektu O)
2: Vybranou metodou pro inicializaci center zvol centra shluku˚ c z mnozˇiny objektu˚
O.
3: repeat
4: Prˇirˇad’ jednotlive´ objekty ke shluku˚m, jejichzˇ centrum je nejblı´zˇe.
5: Vypocˇı´tej nove´ centra shluku˚ podle jako teˇzˇisˇteˇ objektu˚ ve shluku (2)




Metoda fuzzy c-means je za´kladnı´ a jednou z nejpouzˇı´vaneˇjsˇı´ch soft shlukovacı´ch me-
tod, spadajı´cı´ch do kategorie fuzzy shlukovacı´ch algoritmu˚. Byla vytvorˇena v roce 1973
J.C.Dunnem a v roce 1981 vylepsˇena Bezdekem. Metoda fuzzy c-means, stejneˇ jako
vsˇechny soft shlukovacı´ metody, umozˇnˇuje, aby kazˇdy´ objekt byl soucˇa´stı´ vı´ce nezˇ jed-
noho shluku [6].
C-means umozˇnˇuje shlukova´nı´ vy´hradneˇ do kruhovy´ch tvaru˚ (ve 2D). Za´kladem te´to
metody je urcˇenı´ prˇı´slusˇnosti kazˇde´ho objektu k dane´mu shluku. Objekty, ktere´ lezˇı´ blı´zˇe
strˇedu, majı´ veˇtsˇı´ stupenˇ prˇı´slusˇnosti nezˇ objekty, ktere´ lezˇı´ na okraji shluku˚, do nichzˇ
se budou dane´ objekty shlukovat. Prˇı´slusˇnosti dany´ch objektu˚ jsou da´ny maticı´ prˇı´slusˇ-
nosti. Je-li stupenˇ prˇı´slusˇnosti dane´ho objektu ve shluku roven jedne´, potom tento objekt
patrˇı´ vy´hradneˇ do tohoto shluku. Prˇed pouzˇitı´m fuzzy c-means je nutno zvolit pocˇet
shluku˚ k, do ktery´ch se objekty budou shlukovat [6].
Jako mnozˇinu vstupnı´ch dat ma´me zaanou matici V (m,n) = (o1, o2, ..., om), tj. vektor
objektu˚, kde oi ∈ R
n a oi = (vi1, .., vin), tj. sada atributu˚ dane´ho vektoru. Matice V(m,n)
je tedy vektor vektoru˚. Cı´lem fuzzy c-means algoritmu je minimalizovat fuzzy c-means









• cj prˇedstavuje centrum shluku a C znacˇı´ matici zvoleny´ch center shluku˚, kde C =
{c1, c2, ...., ck}
• U = (uij)m×k prˇedstavuje matici prˇı´slusˇnosti, kde kazˇdy´ cˇlen uij indikuje stupenˇ
prˇı´slusˇnosti mezi datovy´m vektorem a shlukem c. Hodnoty matice by meˇly splnˇovat
na´sledujı´cı´ podmı´nky:
– uij ∈ [0, 1], ∀i = 1, ...,m, ∀j = 1, ...., k
–
∑k
j=1 uij = 1, ∀i = 1, ....,m
• Exponent p ∈ [1,∞] urcˇuje fuzziness koeficient shluku˚, jedna´ se o tzv. va´hovy´
exponent, ktery´ uda´va´, v jake´ mı´rˇe se prˇekry´vajı´ jednotlive´ shluky.















Algoritmus pracuje tak, zˇe po zada´nı´ parametru˚ uzˇivatelem, tj. do kolika shluku˚ k
se ma´ shlukovat, va´hovy´ exponent p a prahova´ hodnota  se provede jednou z metod





















kde dij = ‖oi − cj‖ > 0 a jestlizˇe pro ∀i, j platı´, zˇe dij = 0, pak uij = 1 a ulj = 0, ∀l. 6= i
Jakmile je spocˇı´ta´na matice prˇı´slusˇnosti, provede se prˇepocˇet novy´ch center shluku˚
podle vzorce (5), z nichzˇ je vypocˇı´ta´na nova´ matice prˇı´slusˇnosti. Algoritmus pracuje
do doby, nezˇ rozdı´l teˇchto matic prˇı´slusˇnosti (aktua´lnı´ a matice prˇedcha´zejı´cı´) spocˇı´tany´
prostrˇednictvı´m metriky pro vy´pocˇet vzda´lenosti nenı´ mensˇı´ nezˇ zadana´ prahova´ hod-
nota (centra shluku˚ se jizˇ vy´razneˇ nemeˇnı´), poprˇ. dokud se neprovedl dany´ pocˇet iteracı´.
Algoritmus 3 Fuzzy c-means
1: procedure FCM(pocet shluku k, iteracni krok b, vahovy exponent p, prahova hodnota
, sada objektu O)
2: Na´hodneˇ vyber centra shluku˚ c z mnozˇiny objektu˚ O.
3: repeat
4: Spocˇı´tej matici prˇı´slusˇnosti U podle vzorce (6) vzhledem k centru˚m shluku.
5: Proved’aktualizaci center shluku˚ podle vzorce (5) s aktua´lnı´ maticı´ prˇı´slusˇnosti
U
6: Inkrementuj iteracˇnı´ krok
7: until (‖U b+1 - U b‖ ≥  nebo je dosazˇeno maxima´lnı´ho pocˇtu iteracı´)
8: end procedure
4.2.4 Rough set-clustering
Rough sets clustering vycha´zı´ z rough set teorie (da´le jen RST), teorie hruby´ch mnozˇin,
zverˇejneˇne´ poprve´ v 80. letech minule´ho stoletı´ polsky´m matematikem Zdislawem I.
Pawlakem jako rozsˇı´rˇenı´ sta´vajı´cı´ teorie mnozˇin slouzˇı´cı´ pro analy´zu neprˇesny´ch dat.
Za´kladem pro Pawlaka byla mnozˇina objektu˚ v ru˚zny´ch oblastech, nerozlisˇitelna´ podle
dostupny´ch metod pro jejich posuzova´nı´. Pouzˇitı´ hruby´ch mnozˇin je vhodne´ a efektivnı´
v prˇı´padech, kdy chceme prova´deˇt analy´zu neprˇesny´ch dat s nedostatecˇny´mi znalostmi,
jezˇ vedou k jejich nerozlisˇitelnosti [7],[13].
Rough set theory:
Za´kladnı´m pojmem RST [7],[13] je ”Aproximacˇnı´ prostor” . Znacˇı´ se ”A” a je da´n dvojicı´
A = (U,R), kde:
• U: nepra´zdna´ mnozˇina objektu˚, zvana´ te´zˇ univerzum
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• R: relace nerozlisˇitelnosti, bina´rnı´ relace na U. Neˇkdy by´va´ nazy´va´na take´ jako relace
ekvivalence. Jestlizˇe oi, oj ∈ U a oiRoj , kde oi a oj jsou nerozeznatelne´ v U.
Kazˇda´ trˇı´da ekvivalence indukovana´ relacı´ nerozlisˇitelnosti R, tj. kazˇda´ mnozˇina roz-
kladu R* = U/R je nazy´va´na elementa´rnı´ mnozˇinou v aproximacˇnı´m prostoru A. Aproxi-
mace prostoru mu˚zˇe by´t zapsa´na te´zˇ alternativnı´m zpu˚sobem, a sice A = (U, R*). Kazˇde´
sjednocenı´ elementa´rnı´ch mnozˇin se nazy´va´ rozlisˇitelna´ mnozˇina. Opakem je potom ne-
rozlisˇitelna´ mnozˇina, prˇedstavujı´cı´ hrubou mnozˇinu v aproximacˇnı´m prostoru. Elemen-
ta´rnı´ mnozˇinu pro kazˇde´ o patrˇı´cı´ do mnozˇiny U znacˇı´me [o]R. Jestlizˇe O ⊆ U , pak jsou
definova´ny dveˇ mnozˇiny, a sice dolnı´ a hornı´ aproximace mnozˇiny O:
• Dolnı´ aproximace: RO = {o ∈ U |[o]R ⊆ O}
• Hornı´ aproximace: RO = {o ∈ U |[o]R ∩O 6= 0}
Mnozˇina B = RO − RO se nazy´va´ hranice mnozˇiny. Da´le pak definujeme pozitivnı´
obor a negativnı´ obor mnozˇiny O, kde:
• Pozitivnı´ obor mnozˇiny OPOSR = RO
• Negativnı´ obor mnozˇiny ONEGR = U −RO
Pozitivnı´ obor mnozˇiny O obsahuje vsˇechny objekty mnozˇiny O, kdezˇto negativnı´ obor
mnozˇiny O obsahuje objekty, ktere´ nepatrˇı´ do mnozˇiny O. Dohromady da´vajı´ mnozˇinu
vsˇech prvku˚ Univerza.




• µR(O) = 1− αR(O)
Pro prˇesnost a hrubost mnozˇiny O platı´, zˇe αR(O) ≥ 0 a µR(O) ≤ 1
Obra´zek 3: Aproximace hruby´ch mnozˇin[13].
Vı´ce [7],[13].
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Rough cluster, nebo-li hruby´ shluk, je definova´n podobny´m zpu˚sobem, pomocı´ spodnı´
a hornı´ aproximace. Spodnı´ aproximace hrube´ho shluku obsahuje objekty, ktere´ jsou sou-
cˇa´stı´ pouze tohoto jednoho shluku. Hornı´ aproximace hrube´ho shluku obsahuje i ty ob-
jekty, ktere´ jsou soucˇa´stı´ i jiny´ch shluku˚.
4.2.5 Rough c-means
Jedna´ se o modifikovany´ c-means algoritmus [12] vyuzˇı´vajı´cı´ koncepci rough set mnozˇin
a dolnı´ a hornı´ aproximace hruby´ch mnozˇin. Kazˇdy´ shluk je zastoupeny´ dolnı´ a hornı´
aproximacı´. Kazˇdy´ objekt mu˚zˇe patrˇit bud’ k dolnı´ aproximaci jednoho shluku, tzn. patrˇı´
pouze k tomuto shluku, nebo mu˚zˇe patrˇit k vı´ce hornı´m aproximacı´m ru˚zny´ch shluku˚,
tzn. objekt patrˇı´ do vı´ce shluku˚.
Na vstup je tedy prˇivedena stejneˇ jako u fuzzy c-means mnozˇina objektu˚ a prahova´
hodnota. Kromeˇ teˇchto parametru˚ je vsˇak nutne´ zadat wlow, kde whigh = 1− wlow, prˇed-
stavujı´cı´ relativnı´ vy´znam dolnı´ a hornı´ meze.
Stejneˇ jako u fuzzy c-means je na zacˇa´tku provedena inicializace center k shluku˚.
Mı´sto matice prˇı´slusˇnosti je zde ovsˇem pocˇı´ta´na matice vzda´lenosti mezi centry shluku˚
z mnozˇiny C a objekty z mnozˇiny O, tj. ‖oi − cj‖.
Na´sleduje prˇirˇazenı´ objektu k dolnı´ a hornı´ aproximaci. Objekt, ktery´ patrˇı´ do hornı´
aproximace neˇjake´ho shluku, nemu˚zˇe patrˇit do zˇa´dne´ dolnı´ aproximace. Prˇirˇazenı´ do hornı´
cˇi dolnı´ aproximace se prova´dı´ tak, zˇe se vybere vzda´lenost objektu oi k nejblizˇsˇı´mu cen-
tru cj . Pote´ se procha´zı´ vzda´lenosti mezi tı´mto objektem oi a ostatnı´mi centry cl. Jestlizˇe
‖dil − dij‖ bude mensˇı´ jak prahova´ hodnota, objekt bude prˇirˇazen do hornı´ aproximace
shluku s centrem cj i s centrem cl. V opacˇne´m prˇı´padeˇ bude prˇirˇazen do dolnı´ aproximace
s centrem cj . Pote´ se provede prˇepocˇet novy´ch center shluku podle vzorce (7).
Algoritmus koncˇı´ obdobneˇ jako v prˇedchozı´m prˇı´padeˇ, a sice pokud se provedl ma-
xima´lnı´ pocˇet iteracı´ nebo pokud prˇestane docha´zet k podstatny´m zmeˇna´m vy´sledku


























4.2.6 Rough fuzzy c-means
Jedna´ se o fuzzy verzi prˇedcha´zejı´cı´ho algoritmu [12]. Oproti prˇedcha´zejı´cı´mu rough c-
means algoritmu se lisˇı´ v tom, zˇe nepracuje s maticı´ vzda´lenosti objektu˚ od center, ale
s maticı´ prˇı´slusˇnosti vycha´zejı´cı´ z fuzzy c-means, umozˇnˇujı´cı´ vı´ce robustneˇjsˇı´ shlukova´nı´.
I zde se prova´dı´ rozdeˇlenı´ objektu˚ do hornı´ a dolnı´ aproximace shluku˚, jen s tı´m
rozdı´lem, zˇe zde se nejdrˇı´ve porovnajı´ prˇı´slusˇnosti objektu ke shluku˚m uij , z nichzˇ je
vybra´na ta nejveˇtsˇı´. Od te´ jsou na´sledneˇ odecˇı´ta´ny zby´vajı´cı´ prˇı´slusˇnosti tohoto objektu
k ostatnı´m shluku˚m, jestlizˇe bude vy´sledna´ hodnota mensˇı´ nezˇ prahova´ hodnota , pak
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Algoritmus 4 Rough c-means
1: procedure FCM(pocet shluku k, iteracni krok b, vahovy exponent p, prahova hodnota
, sada objektu O)
2: Proved’ inicalizaci center shluku˚ c z mnozˇiny objektu˚ O.
3: repeat
4: for objekt (oi ∈ O) do
5: Spocˇı´tej vzda´lenosti objektu˚ ke vsˇem centru˚m jako matici vzda´lenostı´ D =
{dij}, j ∈ {1, .., k}
6: dij <= minima´lnı´ vzda´lenost od centra pro dany´ objekt
7: for kazˇdy´ shluk cl, kde j 6= l do
8: if dil - dij <  then
9: Prˇirˇad’ objekt oi k oboum hornı´m aproximacı´m oi ∈ ROj , oi ∈ ROl a
oi nemu˚zˇe by´t cˇlenem zˇa´dne´ dolnı´ aproximace
10: else




15: Spocˇti nova´ centra shluku˚ podle (7)
16: until (Docha´zı´ k vy´razny´m zmeˇna´m nebo je dosazˇeno maxima´lnı´ho pocˇtu iteracı´)
17: end procedure
objekt bude spadat do dolnı´ch aproximacı´ dany´ch shluku˚, tj. pokud uij − uik < , pak
oi ∈ RR(Oj) a oi ∈ R(Ok).
Aby objekt oi patrˇil do dolnı´ aproximace shluku, nesmı´ patrˇit do zˇa´dne´ hornı´ aproxi-
mace jake´hokoliv shluku.
Algoritmus je tedy stejny´ jako prˇedcha´zejı´cı´, jen je zde rozsˇı´rˇeny´ o pra´ci s fuzziness
koeficientem nutny´m pro vy´pocˇet matice prˇı´slusˇnosti U, viz vzorec (6) a pro vy´pocˇet


















































4.3 Metody pracujı´cı´ nad grafem, vyuzˇı´vajı´cı´ matici podobnosti
Vsˇechny na´sledujı´cı´ algoritmy pracujı´ s maticı´ podobnosti zı´skanou z mnozˇiny objektu˚
O prostrˇednictvı´m neˇktere´ z metod pro vy´pocˇet podobnosti mezi objekty (3.2). Dalsˇı´m
spolecˇny´m rysem je, zˇe z matice podobnosti je vytva´rˇen graf G, s nı´mzˇ se da´le pracuje.
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Algoritmus 5 Rough fuzzy c-means
1: procedure FCM(pocet shluku k, iteracni krok b, vahovy exponent p, prahova hodnota
, sada objektu O)
2: Proved’ inicalizaci center shluku˚ c z mnozˇiny objektu˚ O.
3: repeat
4: for objekt (oi ∈ O) do
5: Spocˇı´tej prˇı´slusˇnosti objektu˚ ke vsˇem centru˚m jako matici prˇı´slusˇnosti U =
{uij}, j ∈ {1, .., k}
6: uij <= maxima´lnı´ hodnota prˇı´slusˇnosti pro dany´ objekt
7: for kazˇdy´ shluk cl, kde j 6= l do
8: if uij - uil <  then
9: Prˇirˇad’ objekt oi k obeˇma hornı´m aproximacı´m oi ∈ ROj , oi ∈ ROl a
oi nemu˚zˇe by´t cˇlenem zˇa´dne´ dolnı´ aproximace
10: else




15: Spocˇı´tej nova´ centra shluku˚ podle (26)
16: until (Docha´zı´ k vy´razny´m zmeˇna´m nebo je dosazˇeno maxima´lnı´ho pocˇtu iteracı´)
17: end procedure
4.3.1 Graph Partitioning-based Soft Clustering Algorithm
Popis tohoto algoritmu byl prˇevzaty´ z cˇla´nku [8]. GPSC je efektivnı´ soft shlukovacı´
algoritmus zalozˇeny´ na grafove´m modelu. V tomto algoritmu je nejdrˇı´ve z mnozˇiny
vstupnı´ch dat vytvorˇen graf, a pak na za´kladeˇ metody pro rozdeˇlova´nı´ docha´zı´ k rozdeˇlenı´
objektu˚, respektive vrcholu˚ do shluku˚. Pote´ je definova´n stupenˇ prˇı´slusˇnosti jednotlivy´ch
vrcholu˚ grafu k centru shluku˚ a vztah k sousednı´m shluku˚m.
Za´kladem algoritmu je vytvorˇenı´ matice podobnosti S s vyuzˇitı´m metody definujı´cı´
podobnost objektu˚, viz kapitola (3.2).
Pro libovolne´  ∈ [0, 1], mnozˇina S{(oi, oj)|s(oi, oj) > } se nazy´va´  - mnozˇina matice
S, kde  je prahova´ hodnota. Pomocı´ prahove´ hodnoty mohou by´t neˇktere´ podobnosti mezi
objekty eliminova´ny. Pokud jejich podobnost bude mensˇı´ nezˇ zadana´ prahova´ hodnota
, pak lze identifikovat odlehle´ hodnoty.
Prahova´ hodnota  by meˇla by´t zvolena s ohledem na testovacı´ mnozˇinu dat. Prˇed
spusˇteˇnı´m samotne´ho algoritmu by meˇlo dojı´t k testova´nı´ zkoumany´ch dat, po ktere´m
by meˇlo dojı´t k volbeˇ prahove´ hodnoty . Ta by nemeˇla by´t prˇı´lisˇ vysoka´ ani nı´zka´, aby
nedosˇlo k tomu, zˇe data budou bra´na jako odlehla´ a jejich pocˇet bude vysoky´. Ovsˇem
testova´nı´ rozsa´hly´ch testovacı´ch mnozˇin mu˚zˇe by´t cˇasoveˇ na´rocˇne´, pak se volı´  na´hodneˇ.
Pote´ je z matice podobnosti Sm×m, vytvorˇen graf G(V,E), kde V je mnozˇina vrcholu˚
odpovı´dajı´cı´ mnozˇineˇ dat O a mnozˇina E prˇedstavuje mnozˇinu hran odpovı´dajı´cı´ vzta-
hu˚m mezi objekty. Jestlizˇe platı´, zˇe s(oi, oj) > , pak hrana e(oi, oj) ∈ E. Jestlizˇe neexistuje
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hrana spojujı´cı´ vrchol (objekt) s dalsˇı´mi vrcholy (objekty), jedna´ se o odlehlou hodnotu.
Takov graf je nazy´va´n base-graph.
Graph partitioning metoda prostrˇednictvı´m grafove´ho modelu popisuje shlukovacı´
proble´m, prˇi ktere´m mu˚zˇeme dostat pocˇa´tecˇnı´ vy´sledek shlukova´nı´ rozdeˇlujı´cı´ m vrcholu˚
do k shluku˚, kde:
• Vstup: Graf G(V,E) s va´hami hran a vrcholu˚ a parametr k prˇedstavujı´cı´ pocˇet shluku˚
• Vy´stup: Rozdeˇlenı´ vrcholu˚ do k shluku˚ takovy´m zpu˚sobem, aby soucˇet vrcholu˚
v kazˇde´ mnozˇineˇ byl stejny´ a soucˇet vah hran mezi mnozˇinami je minimalizovany´.
Mnozˇina P grafu G obsahuje vsˇechny „cut“ hrany prˇedstavujı´cı´ hranu mezi dveˇma
shluky.
Definice 4.1 Jestlizˇe mnozˇina V ′k ⊂ Vk a ∀e = (vi, vj), kde vi ∈ V
′
k, vj ∈ Vk, pak V
′
k je mnozˇina
hlavnı´ch vrcholu˚ shluku Ck. Vrcholy (vi, vj) ∈ V
′
k jsou hlavnı´ vrcholy.
Definice 4.2 Jestlizˇe e = (vi, vj) ∈ P, vi ∈ Vk, vj /∈ Vk, pak vi jsou okrajove´ vrcholy Ck.
Mnozˇina V ′′k je mnozˇina vsˇech okrajovy´ch vrcholu˚ shluku Ck, pro nı´zˇ platı´, zˇe V
′′
k ⊂ Vk. Tyto
vrcholy (vi, vj) ∈ V
′′
k jsou vrcholy okrajovy´mi.
Jestlizˇe podmnozˇina vrcholu˚ V ′k je soucˇa´stı´ Vk, pak vsˇechny vrcholy V
′
k majı´ hrany
pouze s vrcholy ve Vk. Tyto vrcholy jsou hlavnı´mi vrcholy Vk.
Vrcholy majı´cı´ hrany s vrcholy z mnozˇinyVk, ktere´ nepatrˇı´ do mnozˇiny Vk a s vrcholy
ze sousednı´ch shluku˚, se nazy´vajı´ okrajove´ vrcholy, vrcholy spadajı´cı´ do V ′′k . Pomocı´
teˇchto dvou definic 4.1 a 4.2 mu˚zˇeme snadno najı´t ty objekty, ktere´ majı´ odlisˇneˇ shluky
(hlavnı´ vrcholy) a ty objekty, ktere´ jsou pro ru˚zne´ shluky sply´vajı´cı´ (okrajove´ vrcholy).





Pro kazˇdy´ vrchol, jehozˇ prˇı´slusˇnost se rovna´ jedne´ platı´, zˇe patrˇı´ pouze do jednoho
shluku. Prˇı´slusˇnost vrcholu ke shluku˚m se zjistı´ prostrˇednictvı´m hran s vahou, ktere´ tyto
vrcholy spojujı´. Jestlizˇe je vrchol spojen s dalsˇı´mi vrcholy patrˇı´cı´ do ru˚zny´ch shluku˚, tedy
je spojen s ostatnı´mi shluky, jedna´ se o okrajovy´ vrchol, jehozˇ prˇı´slusˇnost lze spocˇı´tat
jako pomeˇr va´hy vrcholu vedoucı´ z vrcholu do dane´ho vrcholu vi se soucˇtem vsˇech hran
vedoucı´ z vrcholu vi.
Je-li da´na mnozˇina hranEi spojena´ s vrcholem vi, pak va´ha pro kazˇdou hranu se znacˇı´
sij , jedna´ se vlastneˇ o podobnost mezi dveˇma objekty.
Na´sledujı´cı´ funkce popisuje prˇı´slusˇnost vrcholu ke shluku jako pomeˇr soucˇtu hran
vedoucı´ch z dane´ho vrcholu do vrcholu vi a soucˇtu vsˇech hran vrcholu vi :






Pozn. mluvı´me-li o vrcholech v, ma´me tı´m na mysli vlastneˇ objekty o a naopak, tj.
oi = vi
Vztah mezi shluky lze meˇrˇit pomocı´ vah „cut“ hran a vsˇemi va´hami hran.
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Funkce popisujı´cı´ vztah mezi dveˇma shluky, ktery´ je da´n jako pomeˇr hran spojujı´cı´
dva shluky a vsˇech hran:





Pouzˇitı´m prˇedesˇly´ch dvou vztahu˚ (9) a (10) zı´ska´me dveˇ matice, a sice matici prˇı´slusˇ-
nosti m× k a matici vztahu˚ k × k, kde m je pocˇet objektu˚ a k pocˇet shluku˚.
Algoritmus 6 GPSC algoritmus
1: procedure FCM(matice podobnosti S, prahova hodnota )
2: Z matice podobnosti S vytvorˇ graf G(V,E), kde hrana(u,v) patrˇı´ do mnozˇiny E, je-li
va´ha hrany veˇtsˇı´ nezˇ prahova´ hodnota α.
3: Pomocı´ neˇjake´ metody rozdeˇlenı´ grafu proved’ rozdeˇlenı´ m vrcholu˚ do k shluku˚.
4: Vypocˇı´tej stupenˇ prˇı´slusˇnosti kazˇde´ho vrcholu ke shluku a ulozˇ do matice prˇı´slu-
sˇnosti.
5: Z matice prˇı´slusˇnosti a vztahu˚ nalezni skryte´ shluky.
6: end procedure
4.3.2 Poles Based Overlappnig Clustering
Popis algoritmu je prˇevzaty´ z [4]. Jedna´ se o prˇekry´vajı´cı´ algoritmus, kde pocˇet shluku˚
nenı´ doprˇedu zna´m. Na za´kladeˇ matice podobnosti, vytvorˇene´ z mnozˇiny objektu˚, jsou
vytva´rˇeny male´ homogennı´ mnozˇiny objektu˚ nazy´vane´ po´ly, ke ktery´m jsou na´sledneˇ
prˇirˇazova´ny tyto objekty. Poskytuje kompromis mezi hard shlukova´nı´m a fuzzy shluko-
va´nı´m, poskytujı´cı´ vhodny´ pocˇet shluku˚, ktere´ se prˇekry´vajı´.
Definice 4.3 Jestlizˇe je da´na mnozˇina objektu˚ O = {o1, o2, .., on}, matice podobnosti S je da´na
jako m ×m, pak graf podobnosti Gs(V,E) je mnozˇina vrcholu˚ V (objektu˚ matice podobnosti)
a mnozˇina hran E takovy´ch, zˇe (vi, vj) ∈ E (vi je spojena´ vj) pra´veˇ, kdyzˇ:










s(oj , ok)} (11)
Hrana mezi vrcholy vi a vj(objekty oi a oj) existuje, jestlizˇe jejich podobnost je veˇtsˇı´ nezˇ
pru˚meˇrna´ podobnost mezi vi a celou mnozˇinou objektu˚ a za´rovenˇ pru˚meˇrna´ podob-
nost mezi vj a celou mnozˇinou. Kvu˚li tomu nedocha´zı´ ke specifikaci prahovy´ch hodnot
odpovı´dajı´cı´ch minima´lnı´ hodnoteˇ podobnosti.
Definice 4.4 Po´l Pk je podmnozˇina mnozˇiny objektu˚ O takovy´ch, zˇe podgraf Gs(Pk, E(Pk)) je
klika, tzn. zˇe ∀vi ∈ Pk, ∀vj ∈ Pk a (vi, vj) ∈ E(Pk), kde E(Pk) je mnozˇina vrcholu˚ (vi, vj)
takovy´ch, zˇe vi ∈ Pk a vj ∈ Pk
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Konstrukce po´lu˚ vyzˇaduje vytvorˇenı´ mnozˇiny klik v grafu podobnosti. To je v tomto
prˇı´padeˇ rˇesˇeno heuristicky. Prˇi vytva´rˇenı´ kliky se zacˇı´na´ od jednoho vrcholu. K tomuto
vrcholu se opakovaneˇ prˇida´vajı´ nejblizˇsˇı´ sousednı´ vrcholy, dokud nenı´ nalezen vrchol
spojeny´ s kazˇdy´m vrcholem. Mnozˇina po´lu je pak da´na opakova´nı´m tohoto postupu.
Prvnı´ vybrany´ vrchol v1 ma´ nizˇsˇı´ pru˚meˇrnou podobnost s ostatnı´mi objekty. Je spojeny´







kde D je mnozˇina vrcholu˚ majı´cı´ alesponˇ jeden prˇipojeny´ vrchol.












Proces se zastavı´, kdyzˇ soucˇet te´to rovnice je veˇtsˇı´ nezˇ pru˚meˇrna´ podobnost k cele´ mnozˇineˇ
objektu˚. Tı´mto zpu˚sobem je urcˇen pocˇet po´lu˚ a tedy i pocˇet shluku˚.
Definice 4.5 Je da´na mnozˇina O = {o1, .., oi}, mnozˇina po´lu˚ P = {p1, .., pl} a matice prˇı´slu-
sˇnosti U, ktera´ je da´na jako m × l (velikost mnozˇiny klik). Prˇirˇazenı´ objektu˚ k po´lu˚m je du˚lezˇite´
prˇi tvorbeˇ shluku˚. Pro dany´ objekt oj , Pj,1 je pak nejvı´ce podobny´ po´l pro oj(Pj,1 = ArgmaxPi∈P
u(Pi, oj)), Pj,2 je druhy´ nejvı´ce podobny´ pro oj atd.
Metoda Assign (oj , Pj,k) je pouzˇita k testova´nı´ pra´veˇ, kdyzˇ je objekt oj je prˇirˇazen k po´lu Pj,k,
pra´veˇ, kdyzˇ je splneˇna jedna z na´sledujı´cı´ch vlastnostı´.
• k = l, tzn. zˇe lze prˇirˇadit kazˇde´mu objektu alesponˇ jeden po´l.
• 1 < k < l, u(Pj,k, oj) ≥
u(Pj,k−1,oj)+u(Pj,k+1,oj)
2 a∀k
′ < k, assign(oj , Pj,k′), tzn. prˇirˇadit
objekt oj k po´lu Pj,k na za´kladeˇ zva´zˇenı´ podobnosti s prˇedchozı´m po´lem Pj,k−1 a dalsˇı´m
po´lem Pj,k+1
Poslednı´m krokem je hierarchicke´ rˇazenı´ skupin umozˇnˇujı´cı´ kontrolu konecˇne´ho
pocˇtu shluku˚ slozˇeny´ch z mnozˇiny objektu˚ skupin. K hierarchicke´mu usporˇa´da´nı´ je vy-
uzˇito hierarchicke´ aglomerativnı´ metody single-link. Je da´na mnozˇina drˇı´ve vytvorˇeny´ch
skupin C = {C1, C2, .., Cl}, kde Ci = {oj prˇirˇazeny´ch k Pi}. Jelikozˇ je matice podobnosti









Dveˇ nejpodobneˇjsˇı´ skupiny jsou aglomerova´ny. Tento proces je opakova´n dokud nedo-
staneme pouze jeden shluk. Organizace vyuzˇı´va´ bina´rnı´ho stromu, jehozˇ listy odpovı´dajı´
pocˇa´tecˇnı´ mnozˇineˇ skupin.
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Algoritmus 7 PoBOC algoritmus
1: procedure POBOC(matice podobnosti S, mnozˇina objektu˚ O)
2: Z matice podobnosti S vytvorˇ graf podobnosti Gs(V,E).
3: Vytvorˇ mnozˇiny po´lu˚ P = {p1, p2, .., pn}, kde ∀i ∈ {1, 2, ..., l} a Pi ⊆ V podle 4.5.1





s(oi, oj), kde soucˇet hod-
not prˇı´slusˇnosti dane´ho objektu ve vsˇech po´lech nesmı´ by´t roven 1.
5: Z matice prˇı´slusˇnosti a vztahu˚ nalezni skryte´ shluky.
6: for all oj ∈ V do
7: volej metodu assign(oj ,P )
8: end for
9: Necht’C je mnozˇina skupin(shluku˚) {C1, C2, .., Cn} takovy´ch, zˇe Ci = {oj ∈ O|oj
je prˇirˇazeno k Pi. Vytva´rˇenı´ hierarchicke´ho usporˇa´da´nı´ C.
10: end procedure
pozn. Neˇkde je podobnost uva´deˇna jako podobnost dvou objektu˚, tj. s(oi, oj) a neˇkde
jako podobnost dvou vrcholu˚, tj. s(vi, vj) ⇒ mluvı´me-li o vrcholu, myslı´me tı´m vlastneˇ
objekt a naopak.
4.4 Metody pracujı´cı´ s podobnostı´ a s pocˇa´tecˇnı´ inicializacı´ center shluku˚
V te´to cˇa´sti je uveden algoritmus, ktery´ je kombinacı´ prˇedcha´zejı´cı´ch dvou typu˚ metod.
Algoritmus zde pracuje s maticı´ podobnosti, ktera´ je na rozdı´l od prˇedesˇly´ch algoritmu˚,
ktere´ vyuzˇı´vajı´ matici podobnosti, zı´ska´va´na vy´hradneˇ ze vzda´lenosti objektu˚ a prˇeve-
dena na podobnost vztahem 15. Da´le vyuzˇı´va´ pocˇa´tecˇnı´ inicializace center shluku˚ na´-
hodny´m vy´beˇrem. Ty jsou pak da´le prˇepocˇı´ta´va´ny a meˇneˇny do doby nezˇ je nalezeno
optima´lnı´ shlukova´nı´.
4.4.1 Overlapping partitioning cluster algoritmus (Non-exhaustive clustering)
Jedna´ se o heuristicky´ prˇekry´vajı´cı´ se shlukovacı´ algoritmus pracujı´cı´ do doby nezˇ na-
lezne uspokojujı´cı´ vy´sledky (prˇevzaty´ z [9]), ktery´ umozˇnˇuje objekt zarˇadit jak do vı´ce
shluku˚, tak do zˇa´dne´ho shluku. Dane´ objekty tedy nemusı´ na´lezˇet zˇa´dne´mu shluku. Dalsˇı´
vlastnostı´ tohoto algoritmu je maximalizace pru˚meˇrne´ho pocˇtu objektu˚ ve shluku a maxi-
malizace vzda´lenosti center mezi jednotlivy´mi shluky. Soucˇa´stı´ tohoto algoritmu je tedy
hleda´nı´ center shluku˚ mezi objekty, jenzˇ jsou od sebe nejvı´ce vzda´leny.
Podobneˇ jako u veˇtsˇiny vy´sˇe uvedeny´ch algoritmu˚ je i zde nutne´ zadat pocˇet shluku˚,
do ktery´ch se budou objekty shlukovat. Navı´c je zada´na prahova´ hodnota, urcˇujı´cı´ hranice
shluku. Dı´ky tomu mu˚zˇe pra´veˇ objekt spadat do jednoho cˇi vı´ce objektu˚ nebo pokud se
objekt nacha´zı´ ve velke´ vzda´lenosti, nemusı´ spadat do zˇa´dne´ho shluku. Jedna´ se tedy
o tzv. Non-exhaustive clustering (neu´plne´ shlukova´nı´).
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Prvnı´m krokem je vy´pocˇet matice vzda´lenostı´ a podobnosti mezi objekty. Nejdrˇı´ve
se provede vy´pocˇet vzda´lenostı´ mezi jednotlivy´mi objekty, naprˇ. euklidovskou, manhat-
tonovskou cˇi jinou metodou, z nı´zˇ se na´sledneˇ provede vy´pocˇet podobnosti mezi teˇmito
objekty. Tyto podobnosti jsou pote´ normalizova´ny. Majı´ tak hodnotu podobnosti 0 v prˇı´-
padeˇ, zˇe jsou od sebe hodneˇ vzda´leny a 1, pokud jsou u sebe blı´zko, tj. atributy teˇchto
objektu˚ jsou totozˇne´. Vy´pocˇet normalizovane´ podobnosti vycha´zı´ ze vzorce:
sij = 1−min{dij , dif}/dif , kde : (15)
• sij je podobnost mezi objekty oi a oj
• dij je vzda´lenost mezi objekty oi a oj
• dif je top 5% percentil vzda´lenostı´ vsˇech objektu˚
Z toho vyply´va´, zˇe je-li vzda´lenost dij mezi objekty i a j veˇtsˇı´ nezˇ dif , pak podobnost
sij = 0.
Prostrˇednictvı´m prahove´ hodnoty  urcˇujeme, zda dany´ objekt oi patrˇı´ do shluku Cj
s centrem shluku cj , tj. pokud je splneˇno, zˇe sij > , kde:
sij = 1−min{dij , dif}/dif , tj. dif −min{dij , dif} > × dif , kde : (16)
Matice podobnosti je zde zı´ska´va´na z matice vzda´lenosti take´ z toho du˚vodu, zˇe
matice podobnosti je zde rozsˇı´rˇena o dalsˇı´ trˇi sloupce, k jejichzˇ zisku se vyuzˇı´va´ pra´veˇ
vzda´lenosti mezi objekty a centry shluku˚, a sice:
• Crowding value
Cv(oi) = noi/maxv, kde : (17)
– noi prˇedstavuje pocˇet objektu˚ ve shluku se strˇedem oi a maxv je nejveˇtsˇı´
ze vsˇech noi.
– Cˇı´m je Cv(oi) veˇtsˇı´, tı´m vı´ce objektu˚ bude ve shluku, pokud bude oi vybra´n
jako centrum shluku. Je-li zvolen jako centrum shluku objekt s veˇtsˇı´m Cv, pak
pocˇet objektu˚ ve shluku je zvy´sˇen.Cv(oi) tedy slouzˇı´ jako odhad pocˇtu objektu˚
patrˇı´cı´ch ke shluku s centrem shluku ci.
• Mdv
Mdv(oi) = ndoi/maxd (18)
– kde ndoi je vzda´lenost objektu oi k nejblizˇsˇı´mu centra´lnı´mu objektu (centru
shluku), maxd je maxima´lnı´ vzda´lenost vsˇech ndoi.
• Center recommend fucntion
CRF (oi) = w1 × Cv(oi) + w2 ×Mdv(oi) (19)
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– Funkce CRF na za´kladeˇ Cv(oi) a Mdv(oi) urcˇuje, ktere´ objekty, jenzˇ nejsou
centry shluku˚, mohou by´t pouzˇity pra´veˇ jako centra.
– V za´vislosti na potrˇeba´ch lze nastavit va´hy w1 a w2.
Vy´hodneˇjsˇı´ je vybrat objekt s vysˇsˇı´ CRF hodnotou, nezˇ s nizˇsˇı´. Proto je pravdeˇpo-






Jakmile je vytvorˇena matice prˇı´slusˇnosti, provede se vy´beˇr pocˇa´tecˇnı´ch k center. Pote´
se provede prˇirˇazenı´ objektu˚ do shluku˚ s vyuzˇitı´m prahove´ hodnoty a provede se update
Mdv, Cv a CRF pro vsˇechny objekty oi.
Dalsˇı´m krokem je vy´pocˇet cı´love´ hodnoty aktua´lnı´ho shlukova´nı´.





, kde : (21)
• Cv(oi) urcˇuje kolik objektu˚ bude patrˇit k dane´mu shluku
• Vzda´lenost mezi centry shluku˚ je definova´na jako Mini 6=jdci,cj
• Mdv(oci) oznacˇuje normalizovanou vzda´lenostoci na nejblizˇsˇı´ objekt, ktery´ je cent-
rem shluku. Vzda´lenost mezi shluky mu˚zˇe by´t prˇepsa´naMin[Mdv(oc1), ...,Mdv(ock)].
Pote´ se iterativneˇ upravujı´ aktua´lnı´, ktere´ majı´ za cı´l vylepsˇit vy´sledky shlukova´nı´. Ob-
jekt na za´kladeˇ CRF, ktery´ nenı´ centrem, nahradı´ docˇasneˇ objekt, jenzˇ je centrem shluku.
Pote´ je vypocˇı´ta´na cı´lova´ hodnota nove´ho shluku. Je-li nova´ cı´lova´ hodnota veˇtsˇı´ nezˇ
stara´, nove´ centrum nahradı´ stare´ centrum shluku trvale. Tento proces se opakuje, dokud
cı´love´ hodnoty nekonvergujı´ nebo pocˇet iteracı´ dosa´hl prˇedem urcˇene´ho pocˇtu.
Prˇı´pady nahrazenı´ center shluku˚ novy´m objektem:
Prvnı´ prˇı´pad
• Situace: oi je objekt, os je nove´ centrum, ktere´ nahradı´ stare´ centrum oj . ndoi = dij
a dij > dis.
• Vy´sledek: ndoi = dis.
Druhy´ prˇı´pad
• Situace: oi je objekt, os je nove´ centrum, ktere´ nahradı´ stare´ centrum oj . ndoi = dij
a dij < dis.




• Situace: oi je objekt, oj a ot jsou stare´ strˇedy shluku. os je nove´ centrum, ktery´
nahradil oj . ndoi = dit a dit < dis
• Vy´sledek: ndoi = dit. Hodnota ndoi zu˚sta´va´ beze zmeˇny.
Cˇtvrty´ prˇı´pad
• Situace: oi je objekt. oj a ot jsou stare´ centra shluku. os je novy´ strˇed shluku, ktery´
nahradil oj . ndoi = dit a dit > dis
• Vy´sledek: ndoi = dis
Obra´zek 4: Prˇı´pady prˇepocˇtu (prˇevzato z [9])
4.5 Validace shluku˚
Validace shluku˚ slouzˇı´ ke kontrole kvality vy´sledny´ch shluku˚. Prostrˇednictvı´m validace
shluku˚ mu˚zˇeme prove´st vy´pocˇet jejich vlastnostı´ jako kulatost a kompaktnost. Da´le
mu˚zˇeme naprˇ. s vyuzˇitı´m vhodny´ch metod vypocˇı´tat optima´lnı´ pocˇet shluku˚ pro danou
mnozˇinu dat. Podle typu prˇı´stupu mu˚zˇeme rozdeˇlit validace shluku˚ na internı´ a externı´.
4.5.1 Internı´ validace
U internı´ validace [14, 15] je vyhodnocenı´ vy´sledny´ch shluku˚ zalozˇeno pouze na samot-
ny´ch shlucı´ch, bez dalsˇı´ch informacı´. Validace se prova´dı´ neˇkolikra´t pro ru˚zne´ nastavenı´
algoritmu a vybı´ra´ se nejlepsˇı´ vy´sledek shlukova´nı´. Technika je zalozˇena na prˇedpokladu,
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Algoritmus 8 OPC algoritmus
1: procedure OPC(pocˇet shluku˚ k, prahova´ hodnota , mnozˇina objektu˚ O)
2: Vytvorˇ matici vzda´lenosti a podobnosti
3: for (i=0;i<;i++) do (pro kazˇdy´ shluk)
4: Na´hodneˇ vyber objekt, ktery´ jesˇteˇ nenı´ centrum jako centrum pomocı´ CRF.
5: Podle rovnice podobnosti a prahove´ hodnoty prˇirˇad’ objekty do shluku.
6: Proved’ update Mdv(oi) a CRF(oi) pro vsˇechny oi.
7: end for
8: Vypocˇı´tej cı´lovou hodnotu shluku.
9: repeat(iterativneˇ prˇizpu˚sobuj shluky)
10: Docˇasneˇ nahrad’ jeden objekt strˇedu shluku objektem, ktery´ nenı´ centrem
shluku pomocı´ CRF podle algoritmu pro prˇepocˇet center (9).
11: Vypocˇı´tej cı´lovou hodnotu nove´ho shluku.
12: Je-li nova´ cı´lova´ hodnota veˇtsˇı´ nezˇ maxima´lnı´, pak ulozˇ tuto novou cı´lovou
hodnotu jako maxima´lnı´ cı´lovou hodnotu a ulozˇ nove´ centrum shluku.
13: Proved’ update Mdv(oi) and CRF(oi) pro vsˇechny oi.
14: until Do konvergence cı´lovy´ch hodnot
15: end procedure
Algoritmus 9 Prˇepocˇet stare´ho strˇedu za novy´
1: procedure OPC(pocˇet shluku˚ k, prahova´ hodnota , mnozˇina objektu˚ O)
2: for (i = 1; i ≤ n; i++) (pro kazˇdy´ objekt oi) do
3: if ndoi = dij then
4: if dis ≤ dij then
5: n doi = dis(prvnı´ prˇı´pad)
6: else
7: for (r = 1; r ≤ k - 1; r++) (druhy´ prˇı´pad) do
8: Vypocˇti vzda´lenost z or do oi
9: end for
10: Nastav nejkratsˇı´ vzda´lenost k ndoi
11: end if
12: else if ndoi > dis then
13: Ndoi = dis (cˇtvrty´ prˇı´pad)
14: else





zˇe cˇlenove´ shluku jsou blı´zko u sebe a daleko od cˇlenu jiny´ch shluku˚. Slouzˇı´ k vy´pocˇtu
vlastnosti shluku jako je kulatost, kompaktnost aj.
• Dunnu˚v index. Je definova´n jako pomeˇr mezi minima´lnı´ vzda´lenosti dvou objektu˚
z ru˚zny´ch shluku˚, poprˇ. center shluku˚ a nejveˇtsˇı´ vzda´lenosti dvou objektu˚ v ra´mci
shluku. Pro kazˇdy´ algoritmus se prova´dı´ vı´cekra´t. Cˇı´m veˇtsˇı´ hodnota indexu, tı´m
je vy´sledek shlukova´nı´ kvalitneˇjsˇı´. Vzda´lenost mezi shluky a velikost shluku lze




, kde : (22)
– dC(Ci, Cj) prˇedstavuje minima´lnı´ vzda´lenost mezi dveˇma shluky.
– ∆(Ck) nejveˇtsˇı´ vzda´lenost mezi dveˇma objekty ve shluku.
• Davies-Bouldinu˚v index. Cı´lem je identifikovat mnozˇiny shluku˚, ktere´ jsou kom-









, kde : (23)
– k prˇedstavuje pocˇet shluku˚.
– Di, Dj prˇedstavuje pru˚meˇrnou vzda´lenost objektu v dane´mu shluku k centru
dane´ho shluku.
– d(ci, cj) prˇedstavuje vzda´lenost mezi shluky i a j,
• Silhouett index. Za´kladem jsou tzv. siluety, ktere´ pu˚vodneˇ prˇedstavovaly zobrazo-
vacı´ techniku vyhodnocujı´cı´ body lezˇı´cı´ uvnitrˇ a mimo shluk, zalozˇeny´ch na silueteˇ
sˇı´rˇky dane´ho bodu. Silueta sˇı´rˇky bodu prˇedstavuje blı´zkost k vlastnı´mu shluku
vzhledem k blı´zkosti jiny´ch shluku˚. Pro dany´ bod se hodnota pohybuje od -1 do 1.
Jestlizˇe se hodnota bodu blı´zˇı´ k -1, znamena´ to, zˇe bod je blı´zˇe k jine´mu shluku,
nezˇ k tomu, ke ktere´mu patrˇı´. Pokud se hodnota bodu blı´zˇı´ k 1, pak vzda´lenost
do vlastnı´ho shluku je vy´razneˇ mensˇı´ nezˇ do jine´ho shluku. Cˇı´m je hodnota siluety
vysˇsˇı´, tı´m jsou shluky kompaktneˇjsˇı´ a le´pe oddeˇleny. Jedna´ se vlastneˇ o indika´tor




, kde : (24)
– a(i) prˇedstavuje pru˚meˇrnou vzda´lenost mezi i-ty´m objektem a vsˇemi objekty
v dane´m shluku Cj .
– b(i) prˇedstavuje minima´lnı´ vzda´lenost mezi i-ty´m objektem a vsˇemi objekty
shluku Ck, k 6= j
Vy´pocˇet a(i) a b(i) viz [14].
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• Dalsˇi metody internı´ validace [14], [15]:
– Bic index
– Calinski - Hrabasz index
– Hubertova korelace s matici vzda´lenosti
Na´sledujı´cı´ validace shlukova´nı´ jsou urcˇeny pro soft shlukovacı´ metody
• Davies - Bouldin index pro Rough c-means. Jedna´ se o klasicky´ Davies - Bouldin
index (23), ktery´ se lisˇı´ pouze vy´pocˇtem pru˚meˇrne´ vzda´lenosti objektu˚ ve shluku


























• Davies - Bouldin index pro Rough fuzzy c-means. Stejny´ princip jako prˇedcha´zejı´cı´
verze, lisˇı´cı´ se opeˇt pouze vy´pocˇtem pru˚meˇrne´ vzda´lenosti objektu˚ od centra shluku


















































• Validace pro Fuzzy c-means
– Partition koeficient. Bezdeku˚v index kvality shlukova´nı´ uda´vajı´cı´ optima´lnı´
rozdeˇlenı´. Cˇı´m je index veˇtsˇı´, tı´m je shlukova´nı´ kvalitneˇjsˇı´. Pro tento koeficient
platı´, zˇe 1
k
≤ PC ≤ 1, kde k znacˇı´ pocˇet shluku˚ a uij prˇı´slusˇnost objektu oi









– Partition entropy. Bezdeku˚v index kvality shlukova´nı´ uda´vajı´cı´ optima´lnı´ roz-
deˇlenı´. Cˇı´m je index mensˇı´, tı´m je shlukova´nı´ kvalitneˇjsˇı´. Pro tento koeficient
platı´, zˇe 0 ≤ PE ≤ log2 k, kde k znacˇı´ pocˇet shluku˚ a uij prˇı´slusˇnost objektu oi








uij log uij (28)
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– Xie - Beni. Jedna´ se o index zameˇrˇeny´ na dveˇ vlastnosti, a sice kompaktnost
a separaci. Cˇitatel prˇedstavuje kompaktnost fuzzy oddı´lu, jmenovatel sı´lu od-









, kde : (29)
4.5.2 Externı´ validace
U externı´ validace [14, 15] se prova´dı´ kontrola vy´sledny´ch shluku˚ vznikly´ch dany´m
algoritmem s externı´mi informacemi, ktere´ uda´vajı´ jak by vy´sledne´ shluky meˇly vypadat.
• Randu˚v index, Jaccardu˚v koeficient, Folkes-Mallowsu˚v index. Za´kladem te´to me-
tody jsou dveˇ mnozˇiny. V obou teˇchto mnozˇina´ch je rozdeˇleno m objektu˚ do k sku-
pin. Mnozˇina rozdeˇlenı´ do shluku˚ podle dane´ho algoritmuCA a mnozˇina spra´vne´ho
rozdeˇlenı´ (externı´ informace) CB . Pro kazˇde´ dva objekty oi a oj , kde oi 6= oj mohou
nastat cˇtyrˇi prˇı´pady:
– oi a oj patrˇı´ do stejne´ho shluku v C
A i v CB .
– oi a oj patrˇı´ do stejne´ho shluku v C
A, ale do ru˚zny´ch shluku˚ v CB .
– oi a oj patrˇı´ do ru˚zny´ch shluku˚ v C
A, ale do stejne´ho v CB .
– oi a oj patrˇı´ do ru˚zny´ch shluku˚ v C
A i v CB .
Pro kazˇdy´ z teˇchto prˇı´padu˚ se provede celkovy´ soucˇet pro vsˇechny dvojice objektu˚,
pro ktere´ nastal. Ty se oznacˇı´ jako a, b, c, d (a = prvnı´ prˇı´pad atd.) a M = m(m-1)/2



















• Hubertova korelace Stejneˇ jako u prˇedchozı´ch metod i zde se pracuje se dveˇma
mnozˇinami CA a CB . Pro kazˇdou mnozˇinu C, je vztah mezi dveˇma objekty urcˇujı´cı´,
zda patrˇı´ do stejne´ho shluku zastoupen matici podobnosti s(i,j), kde s(i,j) = 1, kdyzˇ








sA(i, j)sB(i, j), kde : (33)
40
– M = m(m-1)/2






5 Implementace vybrany´ch algoritmu˚
Pro implementaci jsme zvolili programovacı´ jazyk C# v .NET frameworku 4.0. Imple-
mentace vybrany´ch algoritmu˚ (k-means, fuzzy c-means, rough c-means a rough fuzzy
c-means) byla rozdeˇlena do neˇkolika knihoven, jejichzˇ popis na´sleduje.





Tato knihovna je vstupnı´m bodem cele´ho programu, rˇı´dı´ jejı´ dalsˇı´ beˇh na za´kladeˇ zvolene´
funkcionality uzˇivatele, validuje tyto parametry zadane´ uzˇivatelem. Podle zvoleny´ch
parametru˚ pak volı´ dalsˇı´ funkcionalitu.
Obra´zek 5: Zjednodusˇeny´ trˇı´dnı´ diagram knihovny Clustering
• MainClustering - Vstupnı´ bod aplikace.
• ProgramStarter - Podle zadany´ch parametru˚ z rˇı´dı´ dalsˇı´ beˇh programu.
• ProgramValid - Kontroluje parametry zadane´ uzˇivatelem, poprˇ. provede prˇerusˇenı´
chodu programu.
5.2 Knihovna ClusteringMethod
Knihovna obsahujı´cı´ trˇı´dy pro vykona´nı´ dane´ho shlukovacı´ho algoritmu a dalsˇı´ podpu˚rne´
trˇı´dy k jejich chodu.
• AbstractDistance - Ba´zova´ trˇı´da pro vy´pocˇet vzda´lenostı´.
• Euclidean - Trˇı´da pro vy´pocˇet euklidovske´ vzda´lenosti mezi dveˇma objekty, re-
spektive objektem a centrem shluku.
• Manhattan - Trˇı´da pro vy´pocˇet manhattanske´ vzda´lenosti mezi dveˇma objekty,
respektive objektem a centrem shluku.
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• Chord - Trˇı´da pro vy´pocˇet teˇtivove´ vzda´lenosti mezi dveˇma objekty, respektive
objektem a centrem shluku.
• Cosine - Trˇı´da pro vy´pocˇet kosinove´ vzda´lenosti z kosinove´ podobnosti mezi dveˇma
objekty, respektive objektem a centrem shluku.
• Jaccard - Trˇı´da pro vy´pocˇet jaccardovy vzda´lenosti z jaccardovy podobnosti mezi
dveˇma objekty, respektive objektem a centrem shluku.
• DistanceInitializeMethod - Ba´zova´ trˇı´da pro generova´nı´ center shluku˚.
• KKZMethod - Trˇı´da pro generova´nı´ center metodou KKZ.
• SCSMethod - Trˇı´da pro generova´nı´ center metodou SCS.
• KKZMethodTime - Trˇı´da pro generova´nı´ center metodou KKZ, pro vektorovy´
model, kde je atribut pru˚meˇrny´ cˇas odeslany´ch prˇı´speˇvku˚.
• SCSMethodTime - Trˇı´da pro generova´nı´ center metodou SCS, pro vektorovy´ model,
kde je atribut pru˚meˇrny´ cˇas odeslany´ch prˇı´speˇvku˚.
• RandomMethod - Trˇı´da pro na´hodne´ generova´nı´ center shluku˚.
• RandomMethodTime - Trˇı´da pro na´hodne´ generova´nı´ center shluku˚, pro vektorovy´
model, kde je atribut pru˚meˇrny´ cˇas odeslany´ch prˇı´speˇvku˚.
• FCMKMAbstract - Ba´zova´ trˇı´da pro jednotlive´ shlukovacı´ algoritmy.
• KMeansVectorModel - Trˇı´da implementujı´cı´ algoritmus K-means.
• KMeansDistTime - Trˇı´da implementujı´cı´ algoritmus K-means pro vektorovy´ mo-
del, kde je atribut pru˚meˇrny´ cˇas odeslany´ch prˇı´speˇvku˚.
• FuzzyCMean - Trˇı´da implementujı´cı´ algoritmus Fuzzy C-means.
• RoughCMean - Trˇı´da implementujı´cı´ algoritmus Rough C-means.
• RoughFuzzyCMean - Trˇı´da implementujı´cı´ algoritmus Rough Fuzzy C-means.
• InternalAbstract - Ba´zova´ trˇı´da pro validaci vy´sledku˚ shlukova´nı´.
• DaviesBouldin - Trˇı´da implementujı´cı´ Davies Bouldinu˚v index.
• DaviesBouldinDistTime - Trˇı´da implementujı´cı´ Davies Bouldinu˚v index pro vek-
torovy´ model, kde je atribut pru˚meˇrny´ cˇas odeslany´ch prˇı´speˇvku˚.
• DaviesBouldinRoughVersion - Trˇı´da implementujı´cı´ Davies Bouldinu˚v index pro
Rough C-means.
• DaviesBouldinRoughFuzzyVersion - Trˇı´da implementujı´cı´ Davies Bouldinu˚v in-
dex pro Rough Fuzzy C-means.
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• PartitionCoefficient - Trˇı´da implementujı´cı´ Partition koeficient pro Fuzzy C-means.
• PartitionEntropy - Trˇı´da implementujı´cı´ Partition entropy pro Fuzzy C-means.
• Xie-Beni - Trˇı´da implementujı´cı´ Xie - Beni index pro Fuzzy C-means.
• GephiFileAbstract - Ba´zova´ trˇı´da pro jednotlive´ generova´nı´ souboru˚ pro Gephi.
• GephiFileVectorModel - Trˇı´da implementujı´cı´ genera´tor souboru pro Gephi, pro
algoritmus K-means.
• GephiFileTimeDist - Trˇı´da implementujı´cı´ genera´tor souboru pro Gephi, pro al-
goritmus K-means, pro vektorovy´ model, kde je atribut pru˚meˇrny´ cˇas odeslany´ch
prˇı´speˇvku˚.
• GephiFileOverlapp - Trˇı´da implementujı´cı´ genera´tor souboru pro Gephi, pro soft
shlukovacı´ algoritmy.
5.3 Knihovna Utility
Obsahuje pomocne´ trˇı´dy pro podporu shlukovacı´ch algoritmu˚ a trˇı´dy pro zpracova´nı´ dat
do podoby vhodne´ pro vstup algoritmu˚.
• ArrayForDist - Pomocna´ trˇı´da pro vytvorˇenı´ pole, pro vy´pocˇet vzda´lenosti mezi
objekty, respektive centry a objekty.
• RGB - Pomocna´ trˇı´da pouzˇı´va´na trˇı´dou GenerateColor
• GenerateColor - Trˇı´da pro generova´nı´ barev uzlu˚ pro Gephi soubor.
• Graph - Pomocna´ trˇı´da pro generova´nı´ hran uzlu˚ a jejich vah a pomocna´ trˇı´da pro
indexy slouzˇı´cı´ k validaci shluku˚.
• CentroidsVector - Pomocna´ trˇı´da pro generovanı´ center shluku˚.
• Parser - Ba´zova´ trˇı´da pro nacˇtenı´ dat vektorove´ho modelu z textove´ho souboru
a pro kontrolu spra´vnosti teˇchto dat.
• TimeDistParser - Trˇı´da implementujı´cı´ nacˇtenı´ dat pro algoritmus K-means, pro
vektorovy´ model, kde je atribut pru˚meˇrny´ cˇas odeslany´ch prˇı´speˇvku˚ a pro kontrolu
spra´vnosti teˇchto dat.
• VectorModelParser - Trˇı´da implementujı´cı´ nacˇtenı´ pro vektorove´ modely a pro
kontrolu spra´vnosti teˇchto dat.
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Obra´zek 6: Zjednodusˇeny´ trˇı´dnı´ diagram knihovny ClusteringMethod
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Obra´zek 7: Zjednodusˇeny´ trˇı´dnı´ diagram knihovny Utility
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6 Experimenty a vizualizace shlukova´nı´
V te´to kapitole jsou uvedeny vy´sledky experimentu˚ prova´deˇny´ch s neˇktery´mi z algoritmu˚
uvedeny´ch v kapitole (4) a vizualizace shluku˚ provedene´ v na´stroji Gephi na za´kladeˇ
rozdeˇlenı´ objektu˚ prostrˇednictvı´m jednotlivy´ch algoritmu˚. Cı´lem bylo zjistit, jak budou
shluky vypadat prˇi zmeˇneˇ jejich vlastnostı´ a vstupnı´ch nastavenı´, jako naprˇ. pocˇet shluku˚,
do ktery´ch se majı´ objekty shlukovat, zmeˇnou metod vy´pocˇtu vzda´lenostı´ a dalsˇı´ch
mozˇny´ch nastavitelny´ch parametru˚ aj.
U algoritmu K-means je provedena validace prˇi shlukova´nı´ do 2, 4, 8, 10, 15, 20
shluku˚, u soft shlukovacı´ch algoritmu˚ prˇi shlukova´nı´ do 2, 4, 8, a 10 shluku˚ s vyuzˇitı´m
metody KKZ (4.2.1) pro inicializaci center. Jako vstupnı´ mnozˇina dat jsou pouzˇity vek-
torove´ modely zı´skane´ z extrahovany´ch dat, viz. kapitola (3.1). Jako metriky vzda´lenosti
byly u vsˇech metod zvoleny euklidovska´ vzda´lenost a vzda´lenost vycha´zejı´cı´ z kosinove´
podobnosti (3.2.3). Dalsˇı´ volene´ parametry jsou uvedeny prˇı´mo u dane´ho algoritmu.
Experimenty byly prova´deˇny na algoritmech rodiny K-means, tedy samotne´m algo-
ritmu K-means a da´le pak na algoritmech Fuzzy c-means a Rough c-means. Vsˇechny
vy´sledky algoritmu˚ jsou validova´ny prostrˇednictvı´m Davies-Bouldinova a Dunnova in-
dexu u algorimtu K-means, Fuzzy c-means pomocı´ Xie-Beni indexu a partition entropy
a koeficientu. Rough c-means je validova´n upravenou verzı´ Davies-Bouldinova indexu
pro tento algoritmus.
Vizualizace byla provedena v na´stroji Gephi, cozˇ je profesiona´lnı´ open source na´stroj
pro vizualizaci a analy´zu sı´tı´ a grafu˚ podporujı´cı´ celou rˇadu typu˚ souboru˚.
Po vytvorˇenı´ souboru pro Gephi a jeho nahra´nı´ do tohoto vizualizacˇnı´ho na´stroje
se prostrˇednictvı´m vybrane´ho layoutu zacˇne „tvarovat“ vy´sledny´ graf. Gephi obsahuje
shlukovacı´ algoritmus, ktery´ provede rozdeˇlenı´ objektu˚ do shluku na za´kladeˇ ohodno-
cenı´ hran (podobnosti objektu˚), cozˇ na´m mu˚zˇe slouzˇit jako pomu˚cka pro oveˇrˇenı´ kvality
shluku˚.
Generova´nı´ souboru pro Gephi, pro k-means a soft shlukovacı´
• Generova´nı´ souboru pro Gephi, pro k-means. Jako zdroj dat byly pouzˇity vekto-
rove´ modely diskuznı´ho fo´ra, viz. (3.1). Na za´kladeˇ teˇchto vstupnı´ch dat, byl prˇi
aplikaci algoritmu k-means, ktery´ provede rozdeˇlenı´ objektu˚ do shluku˚ a na za´kladeˇ
matice podobnosti, vygenerova´n soubor *.gml pro vizualizacˇnı´ na´stroj Gephi.
Popis kroku˚ pro vygenerova´nı´ souboru *.gml:
– Prostrˇednictvı´m k-means algoritmu proved’ rozdeˇlenı´ m objektu˚ do k shluku˚.
– Vygeneruj k barev pro k shluku˚.
– Projdi kazˇde´ dveˇ dvojice objektu˚.
– Jestlizˇe patrˇı´ do stejne´ho shluku, vypocˇı´tej ohodnocenı´ hrany mezi objekty
a jestlizˇe je toto ohodnocenı´ (podobnost mezi objekty) veˇtsˇı´ jak zadana´ prahova´
hodnota, pak ulozˇ objekty, pokud nejsou ulozˇeny a ulozˇ hodnotu hrany.
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– Jestlizˇe patrˇı´ do ru˚zny´ch shluku˚, vypocˇı´tej ohodnocenı´ hrany mezi objekty
a jestlizˇe je toto ohodnocenı´ (podobnost mezi objekty) veˇtsˇı´ jak zadana´ prahova´
hodnota, pak ulozˇ objekty, pokud nejsou ulozˇeny a ulozˇ hodnotu hrany.
Jelikozˇ je vstupnı´ mnozˇina dat celkem rozsa´hla´, je trˇeba pouzˇit takovou prahovou
hodnotu, aby vy´sledny´ soubor nebyl prˇı´lisˇ velky´, prˇı´lisˇ maly´, poprˇ. neobsahoval
mnoho odlehly´ch hodnot. Nastavenı´ prahovy´ch hodnot je uvedeno u kazˇde´ testo-
vane´ mnozˇiny dat.
• Generova´nı´ souboru pro Gephi, pro soft shlukovacı´ alforitmy. Pro vizualizaci vy´-
sledku prˇekry´vajı´cı´ho se shlukova´nı´ je opeˇt generova´n *gml soubor pro vizualizacˇnı´
na´stroj Gephi. To je prova´deˇno na´sledujı´cı´m zpu˚sobem:
– Pro kazˇdy´ shluk byl vytvorˇen jeden uzel, jezˇ obsahuje pocˇet objektu˚, ktere´
vy´hradneˇ patrˇı´ k tomuto shluku.
– Hrana mezi dveˇma uzly uda´va´ pocˇet objektu˚, ktere´ majı´ tyto shluky spolecˇne´.

























Vy´pis 3: Uka´zka struktury gml souboru
Prˇi generova´nı´ vy´sledku˚ shlukova´nı´ jsou kromeˇ gml souboru pro vizualizacˇnı´ na´stroj
Gephi, generova´ny dva textove´ soubory, a sice soubor obsahujı´cı´ zvolena´ centra a soubor
s vy´sledky shlukova´nı´, jezˇ obsahuje:
• Seznam objektu˚ a jejich prˇı´slusˇnost k jednotlivy´m shluku˚m.
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• Pocˇet objektu˚, ktere´ patrˇı´ k vı´ce shluku˚m a jejich seznam.
• Pocˇet objektu˚ patrˇı´cı´ch do jednotlivy´ch shluku˚.
• Hodnota dany´ch validacˇnı´ch indexu˚ pro dany´ algoritmus.
6.1 Experimenty s k-means
Pro vizualizaci shlukova´nı´ zı´skany´ch dat bylo vyuzˇito algoritmu K-means. Jak je jizˇ uve-
deno v kapitole (4), nejedna´ se prˇı´mo o soft shlukovacı´ algoritmus, ale i prˇesto bude
na neˇm mozˇno demonstrovat prˇekry´vajı´cı´ se shlukova´nı´ v prˇı´padeˇ, zˇe nebudou vykres-
lova´ny hrany objektu˚ pouze mezi objekty, ktere´ patrˇı´ do stejne´ho shluku, ale i hrany mezi
objekty z rozdı´lny´ch shluku˚.
Jestlizˇe bychom nevykreslovali hrany mezi objekty z rozdı´lny´ch shluku˚, provedl by
Gephi shlukova´nı´ objeku˚ do separatnı´ch shluku˚. Tı´m docı´lı´me toho, zˇe neˇktere´ shluky
se budou prˇekry´vat, respektive objekty shluku˚. Prˇida´nı´m hran mezi objekty z rozdı´lny´ch
shluku˚ provede Gephi shlukova´nı´ tak, zˇe neˇktere´ objekty z jednoho shluku, zasahujı´
do shluku jine´ho a dı´ky tomu vypada´ vy´sledny´ graf slozˇeny´ ze shuku˚, jako prˇekry´vajı´cı´ se.
6.1.1 Experimenty s vektorovy´m modelem, kde kazˇdy´ atribut prˇedstavuje pocˇet
prˇı´speˇvku˚ dane´ho uzˇivatele v dane´ diskuzi.
Vzhledem k tomu, zˇe jednotlive´ vektory vektorove´ho modelu majı´ velky´ pocˇet nulovy´ch
hodnot a pocˇet jejich atributu je velmi nı´zky´ a neˇktere´ vektory majı´ zase i neˇkolik tisı´cu˚
atributu a ty se prˇi vy´pocˇtu vzda´lenosti musı´ porovna´vat, je toto vy´pocˇetneˇ na´rocˇne´.
Proto tento vektorovy´ model pro testova´nı´ je nevhodny´ a je testova´n pouze pro prvnı´ch
100 objektu˚ vektorove´ho modelu.
Nejlepsˇı´ch vy´sledku˚, tabulka 6, bylo dosazˇeno prˇi shlukova´nı´ do dvou shluku˚, a to
jak prˇi pouzˇitı´ euklidovske´ mı´ry, tak i prˇi pouzˇitı´ mı´ry vycha´zejı´cı´ z kosinove´ podobnosti.
Na nı´zˇe uvedeny´ch obra´zcı´ch 8 a 9 je zobrazeno shlukova´nı´ pro obeˇ mı´ry do 10
shluku˚. U euklidovske´ mı´ry lze videˇt, zˇe shlukova´nı´ objektu˚ je nerovnomeˇrne´, veˇtsˇina
objektu˚ patrˇı´ do jednoho shluku, a to ke shluku, jehozˇ centrum ma´ nejmensˇı´ pocˇet atributu˚
nebo takove´ atributy, jezˇ jsou nejvı´ce rozdı´lne´ s atributy ostatnı´ch objektu˚. Dı´ky tomu je
vzda´lenost mezi objekty mensˇı´ a vy´sledna´ podobnost veˇtsˇı´. Je to da´no take´ tı´m, zˇe celkovy´
pocˇet atributu˚ objektu˚ je prˇes 30 000 a jen maly´ zlomek objektu˚ ma´ spolecˇne´ atributy. Z toho
je patrne´, zˇe pouzˇitı´ euklidovske´ vzda´lenosti je pro takova´ data nevhodne´. Tabulka 7, kde
cj prˇedstavuje cˇı´slo shluku, obsahuje pocˇet objektu˚, ktery´ obsahuje prˇı´slusˇny´ shluk.
U druhe´ pouzˇite´ metriky vycha´zejı´cı´ z kosinove´ podobnosti je rozlozˇenı´ objektu˚
do shluku o neˇco lepsˇı´, jelikozˇ zohlednˇuje podobnost mezi objekty a jejich atributy. Ovsˇem
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Tabulka 6: K-means, validace shlukova´nı´ pro vektorovy´ model, kde kazˇdy´ atribut prˇed-
stavuje pocˇet prˇı´speˇvku˚ dane´ho uzˇivatele v dane´ diskuzi.
Obra´zek 8: K-means, euklidovska´ vzda´lenost, 10 shluku˚, prahova´ hodnota mezi vrcholy
patrˇı´cı´ do stejne´ho shluku - 0.001, prahova´ hodnota mezi vrcholy ru˚zny´ch shluku˚ shluku
- 0.001
6.1.2 Experimenty s vektorovy´m modelem, kde kazˇdy´ atribut prˇedstavuje pocˇet
prˇı´speˇvku˚ dane´ho uzˇivatele odeslane´ho v dane´m cˇasove´m rozmezı´
Oproti prˇedchozı´mu vektorove´mu modelu, se zde pracuje s celou mnozˇinou dat a i zde
bylo dosazˇeno nejlepsˇı´ch vy´sledku prˇi shlukova´nı´ s vyuzˇitı´m u euklidovske´ vzda´lenosti
do dvou shluku˚. U metriky vycha´zejı´cı´ z kosinove´ podobnosti byl vy´sledek pro Dunn
index nejlepsˇı´ u shlukova´nı´ do dvou shluku, u Davies - Bouldin indexu prˇi shlukova´nı´
do 20ti shluku˚, viz tabulka 9.
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Obra´zek 9: K-means, vzda´lenost vycha´zejı´cı´ z kosinove´ podobnosti, 10 shluku˚, prahova´
hodnota mezi vrcholy patrˇı´cı´ do stejne´ho shluku - 0.001, prahova´ hodnota mezi vrcholy
ru˚zny´ch shluku˚ shluku - 0.001
Euklidovska´ mı´ra
k shluku˚ c0 c1 c2 c3 c4 c5 c6 c7 c8 c9
2 1 99 - - - - - - - -
4 1 1 1 97 - - - - - -
8 1 1 1 1 1 1 1 93 - -
10 1 1 1 1 1 1 1 1 1 91
15 1 1 1 1 1 1 1 1 1 1
20 1 1 1 1 1 1 1 1 1 1
k shluku˚ c10 c11 c12 c13 c14 c15 c16 c17 c18 c19
2 - - - - - - - - - -
4 - - - - - - - - - -
8 - - - - - - - - - -
10 - - - - - - - - - -
15 1 1 1 1 86 - - - - -
20 1 1 1 1 1 1 1 1 2 80
Tabulka 7: K-means, pocˇet objektu˚ patrˇı´cı´ch do dane´ho shluku - euklidovska´ vzda´lenost
Na obra´zcı´ch 10 a 11 jsou videˇt vy´sledky shlukova´nı´ v na´stroji Gephi. Obra´zek 10
prˇedstavuje vizualizaci shlukova´nı´ prˇi pouzˇitı´ euklidovske´ metriky. Stejneˇ jako u prˇed-
cha´zejı´cı´ho vektorove´ho modelu, i zde je videˇt, zˇe tato mı´ra vzda´lenosti nenı´ vhodna´,
jelikozˇ dojde ke shlukova´nı´ veˇtsˇiny objektu˚ k jednomu shluku, viz tabulka 10.
Obra´zek 11 prˇedstavuje vizualizaci prˇi vyuzˇitı´ vzda´lenosti z kosinove´ podobnosti.
Pouzˇitı´ te´to metriky je vhodne´, objekty jsou rovnomeˇrneˇji rozlozˇeny do jednotlivy´ch
shluku˚, viz tabulka 11.
Pozn. Vzhledem k tomu, zˇe vektorovy´ model obsahuje prˇiblizˇneˇ 9000 objektu˚, je zde
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Metrika vycha´zejı´cı´ z kosinove´ podobnosti
k shluku˚ c0 c1 c2 c3 c4 c5 c6 c7 c8 c9
2 99 1 - - - - - - - -
4 72 1 4 23 - - - - - -
8 70 1 4 13 1 9 1 1 - -
10 68 1 4 13 1 9 1 1 1 1
15 52 1 4 13 1 7 1 1 1 1
20 51 1 4 10 1 6 1 1 1 1
k shluku˚ c10 c11 c12 c13 c14 c15 c16 c17 c18 c19
2 - - - - - - - - - -
4 - - - - - - - - - -
8 - - - - - - - - - -
10 - - - - - - - - - -
15 2 1 5 2 8 - - - - -
20 2 1 2 2 8 1 1 1 1 1
Tabulka 8: K-means, pocˇet objektu˚ patrˇı´cı´ch do dane´ho shluku - vzda´lenost vycha´zejı´cı´ z
kosinove´ podobnosti
Euklidovska´ mı´ra
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Tabulka 9: K-means, validace shlukova´nı´ pro vektorovy´ model, kde kazˇdy´ atribut prˇed-
stavuje pocˇet prˇı´speˇvku˚ dane´ho uzˇivatele odeslane´ho v dane´m cˇasove´m rozmezı´
nutno nastavit veˇtsˇı´ prahovou hodnotu pro ulozˇenı´ dat do souboru, k vizualizaci v na´-
stroji Gephi, jelikozˇ vy´stupnı´ soubor by mohl mı´t azˇ 9000 uzlu˚ a 9000
2
2 hran. Proto se
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zde volı´ vhodna´ prahova´ hodnota, aby vy´stupnı´ soubor nebyl prˇı´lisˇ veliky´ a generova´nı´
souboru vy´pocˇetneˇ na´rocˇne´. Na druhe´ straneˇ je volit takovou hodnotu, aby vy´sledny´ graf
nemeˇl prˇı´lisˇ odlehly´ch hodnot. Proto je dobra´ znalost vstupnı´ch dat a podle toho volit
prahovou hodnotu.
Obra´zek 10: K-means, euklidovska´ vzda´lenost, vektorovy´ model, kde kazˇdy´ atribut prˇed-
stavuje pocˇet prˇı´speˇvku˚ dane´ho uzˇivatele odeslane´ho v dane´m cˇasove´m rozmezı´, 10
shluku˚, prahova´ hodnota mezi vrcholy patrˇı´cı´ do stejne´ho shluku - 0.9998, prahova´ hod-
nota mezi vrcholy ru˚zny´ch shluku˚ shluku - 0.999
Obra´zek 11: K-means, vzda´lenost vycha´zejı´cı´ z kosinove´ podobnosti, vektorovy´ model,
kde kazˇdy´ atribut prˇedstavuje pocˇet prˇı´speˇvku˚ dane´ho uzˇivatele odeslane´ho v dane´m
cˇasove´m rozmezı´, 10 shluku˚, prahova´ hodnota mezi vrcholy patrˇı´cı´ do stejne´ho shluku -
0.7, prahova´ hodnota mezi vrcholy ru˚zny´ch shluku˚ shluku - 0.999
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Euklidovska´ mı´ra
k shluku˚ c0 c1 c2 c3 c4 c5 c6 c7 c8 c9
2 1 8922 - - - - - - - -
4 1 8893 26 3 - - - - - -
8 1 8859 1 1 15 4 40 2 - -
10 1 8859 1 1 3 1 2 2 40 13
15 1 8810 1 1 1 1 1 1 18 2
20 1 8810 1 1 1 1 1 1 1 1
k shluku˚ c10 c11 c12 c13 c14 c15 c16 c17 c18 c19
2 - - - - - - - - - -
4 - - - - - - - - - -
8 - - - - - - - - - -
10 - - - - - - - - - -
15 1 5 1 71 8 - - - - -
20 1 3 1 18 1 71 3 1 1 4
Tabulka 10: K-means, vektorovy´ model, kde kazˇdy´ atribut prˇedstavuje pocˇet prˇı´speˇvku˚
dane´ho uzˇivatele odeslane´ho v dane´m cˇasove´m rozmezı´, pocˇet objektu˚ patrˇı´cı´ch do
dane´ho shluku - euklidovska´ vzda´lenost
Metrika vycha´zejı´cı´ z kosinove´ podobnosti
k shluku˚ c0 c1 c2 c3 c4 c5 c6 c7 c8 c9
2 5457 3466 - - - - - - - -
4 3148 2279 1155 2341 - - - - - -
8 646 1894 972 449 1694 854 873 1541 - -
10 1230 509 283 46 1707 897 415 1303 827 1706
15 553 220 757 264 43 772 93 1319 151 665
20 525 208 91 16 25 728 84 694 145 455
k shluku˚ c10 c11 c12 c13 c14 c15 c16 c17 c18 c19
2 - - - - - - - - - -
4 - - - - - - - - - -
8 - - - - - - - - - -
10 - - - - - - - - - -
15 466 995 564 671 1390 - - - - -
20 259 601 502 409 659 394 389 788 762 1189
Tabulka 11: K-means, vektorovy´ model, kde kazˇdy´ atribut prˇedstavuje pocˇet prˇı´speˇvku˚
dane´ho uzˇivatele odeslane´ho v dane´m cˇasove´m rozmezı´, pocˇet objektu˚ patrˇı´cı´ch do
dane´ho shluku - Metrika vycha´zejı´cı´ z kosinove´ podobnosti
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6.1.3 Vektorovy´ model s pru˚meˇrny´m cˇasem odeslany´ch prˇı´speˇvku
V tomto prˇı´padeˇ nenı´ pouzˇita zˇa´dna´ mı´ra pro vy´pocˇet vzda´lenosti objektu˚, ale vzhledem k
tomu, zˇe kazˇdy´ objekt obsahuje pouze jeden atribut, a sice pru˚meˇrnou dobu, kdy uzˇivatel
odesı´la´ prˇı´speˇvky, vzda´lenost mezi teˇmito objekty je vypocˇı´ta´na jako absolutnı´ hodnota
rozdı´lu dvou objektu˚.
Podle pouzˇity´ch indexu pro validaci shlukova´nı´ bylo nejlepsˇı´ch vy´sledku dosazˇeno
prˇi shlukova´nı´ do 15 shluku˚ (Davies - Bouldin index), respektive do 20 shluku˚ (Dunn
index), viz tabulka 12.
Euklidovska´ mı´ra







Tabulka 12: K-means, validace shlukova´nı´ pro vektorovy´ model s pru˚meˇrny´m cˇasem
odeslany´ch prˇı´speˇvku
Na obra´zcı´ch 12 a 13 je videˇt, zˇe prˇi pouzˇitı´ ru˚zneˇ velky´ch prahovy´ch hodnot mu˚zˇe by´t
vy´sledna´ podoba shluku˚ rozdı´lna´. Da´le si je mozˇne´ vsˇimnout odlehly´ch objektu˚ kolem
grafu, to je da´no opeˇt zvolenou prahovou hodnotou. Kdybychom zvolili nizˇsˇı´ prahove´
hodnoty, odlehly´ch hodnot by bylo sice me´neˇ, ovsˇem vy´sledny´ soubor pro vizualizaci by
byl velky´ a teˇzˇko zpracovatelny´ vizualizacˇnı´m na´strojem Gephi.
Tabulka 13 obsahuje pocˇet objektu˚, ktere´ obsahuji jednotlive´ shluky prˇi ru˚zne´m pocˇtu
shluku˚.
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Obra´zek 12: K-means, vektorovy´ model s pru˚meˇrny´m cˇasem odeslany´ch prˇı´speˇvku,
10 shluku˚, prahova´ hodnota mezi vrcholy patrˇı´cı´ do stejne´ho shluku - 0.997, prahova´
hodnota mezi vrcholy ru˚zny´ch shluku˚ shluku - 0.999
Obra´zek 13: K-means, vektorovy´ model s pru˚meˇrny´m cˇasem odeslany´ch prˇı´speˇvku,
10 shluku˚, prahova´ hodnota mezi vrcholy patrˇı´cı´ do stejne´ho shluku - 0.998, prahova´
hodnota mezi vrcholy ru˚zny´ch shluku˚ shluku - 0.999
6.2 Experimenty z Fuzzy C-means
U Fuzzy C-means a u dalsˇı´ch prˇekry´vajı´cı´ch se algoritmu˚ je prova´deˇno testova´ni pouze
na prvnı´ch dvou vektorovy´ch modelech, a sice vektorove´m modelu, kde kazˇdy´ atribut
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k shluku˚ c0 c1 c2 c3 c4 c5 c6 c7 c8 c9
2 5792 3122 - - - - - - - -
4 2687 192 1950 4085 - - - - - -
8 972 92 1195 2141 791 1679 1815 229 - -
10 720 81 970 1673 417 1242 1383 104 675 1649
15 376 58 585 1340 78 879 975 34 323 1172
20 279 43 484 958 39 552 711 15 210 862
k shluku˚ c10 c11 c12 c13 c14 c15 c16 c17 c18 c19
2 - - - - - - - - - -
4 - - - - - - - - - -
8 - - - - - - - - - -
10 - - - - - - - - - -
15 1129 161 609 737 458 - - - - -
20 840 73 417 541 328 21 17 658 910 956
Tabulka 13: K-means, vektorovy´ model s pru˚meˇrny´m cˇasem odeslany´ch prˇı´speˇvku, pocˇet
objektu˚ patrˇı´cı´ch do dane´ho shluku
prˇedstavuje pocˇet prˇı´speˇvku˚ dane´ho uzˇivatele odeslane´ho v dane´m cˇasove´m rozmezı´
a vektorove´m modelu, kde kazˇdy´ atribut prˇedstavuje pocˇet prˇı´speˇvku˚ dane´ho uzˇivatele
v dane´ diskuzi.
K testova´nı´ byly pouzˇity, stejneˇ jako pro vsˇechny zbyle´ prˇekry´vajı´cı´ se algoritmy
euklidovska´ vzda´lenost a vzda´lenost vycha´zejı´cı´ z kosinove´ podobnosti, pro fuzziness
koeficient (koeficient mı´ry prˇekryvu) 1.2 a 2.0 prˇi shlukova´nı´ do 2, 4, 8 a 10ti shluku˚.
Prahova´ hodnota byla zvolena 0.1, tzn. zˇe jestlizˇe bude mı´t objekt prˇı´slusˇnost k neˇjake´mu
shluku veˇtsˇı´ jak 0.1, pak bude tohoto shluku patrˇit.
Pro validaci bylo pouzˇito partition koeficientu, partition entropy a Xie - Beni indexu.
6.2.1 Experimenty s vektorovy´m modelem, kde kazˇdy´ atribut prˇedstavuje pocˇet
prˇı´speˇvku˚ dane´ho uzˇivatele odeslane´ho v dane´ diskuzi
Nejlepsˇı´ch vy´sledku shlukova´nı´ bylo dosazˇeno pro shlukova´nı´ do dvou shluku˚ prˇi vy-
uzˇitı´ euklidovske´ vzda´lenosti a fuzziness koeficient (mı´ra prˇekryvu shluku˚) 1.2, tab. 14 ,
a to pro vsˇechny indexy pro validaci shluku˚. U partition keoficientu byly vy´sledky pro
shlukova´nı´ do ru˚zne´ho pocˇtu shluku takmeˇrˇ stejne´. U druhe metriky vycha´zejı´cı´ z kosi-
nove´ podobnosti, tab. 14 byly vy´sledky stejne´, tedy nejlepsˇı´ho vy´sledku bylo dosazˇeno
opeˇt pro dva shluky s vy´jimkou xie - beni indexu, zde bylo dosazˇeno nejlepsˇı´ho vy´sledku
prˇi shlukova´nı´ do 8 shluku˚.
Prˇi nastavenı´ fuzziness koeficientu na 2.0, tab. 15, byly vy´sledky shlukova´nı´ u vsˇech
indexu˚ kvality shlukova´nı´ i obou typu˚ metriky vy´sledky stejne´, a sice pro shlukova´nı´
do dvou shluku˚.
Na obra´zku 15 a 15 lze videˇt prˇı´slusˇnost objektu ke shluku˚m. Prˇi pouzˇitı´ nejmensˇı´ho
fuzziness koeficientu 1.2 nedocha´zı´ k zˇa´dne´mu prˇekryvu mezi shluky (neexistujı´ hrany
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Euklidovska´ vzda´lenost, fuzziness koeficient - 1.2
Pocˇet shluku˚ Partition koeficient Partition entropy Xie - Beni
2 0.99 0.00003 0.045
4 0.98 0.04 0.18
8 0.99 0.0012 0.078
10 0.99 0.0004 0.098
Mı´ra vycha´zejı´cı´ z kosinove´ podobnosti, fuzziness koeficient - 1.2
Pocˇet shluku˚ Partition koeficient Partition entropy Xie - Beni
2 0.56 0.896 0.59
4 0.39 1.635 0.34
8 0.286 2.446 0.19
10 0.39 2.25 0.195
Tabulka 14: Fuzzy c-means, validace shlukova´nı´ pro vektorovy´ model, kde kazˇdy´ atribut
prˇedstavuje pocˇet prˇı´speˇvku˚ dane´ho uzˇivatele v dane´ diskuzi, fuzziness - 1.2
Euklidovska´ mı´ra, fuzziness koeficient - 2.0
Pocˇet shluku˚ Partition koeficient Partition entropy Xie - Beni
2 0.935 0.16 0.15
4 0.48 1.12 6.83
8 0.26 2.09 376557270
10 0.22 2.31 21146
Mı´ra vycha´zejı´cı´ z kosinove´ podobnosti, fuzziness koeficient - 2.0
Pocˇet shluku˚ Partition koeficient Partition entropy Xie - Beni
2 0.51 0.98 0.605
4 0.265 1.96 80.1
8 0.127 2.99 3648.62
10 0.1 3.31 7854.4
Tabulka 15: Fuzzy c-means, validace shlukova´nı´ pro vektorovy´ model, kde kazˇdy´ atribut
prˇedstavuje pocˇet prˇı´speˇvku˚ dane´ho uzˇivatele v dane´ diskuzi, fuzziness 2.0
mezi jednotlivy´mi uzly - shluky). Prˇi pouzˇitı´ maxima´lnı´ho fuzziness koeficientu 2.0 do-
cha´zı´ k velke´mu prˇekryvu mezi shluky. Objekt, ktery´ patrˇı´ pouze do jednoho shluku, patrˇı´
pouze do shluku cˇ.1, tento shluk se za´rovenˇ neprˇekry´va´ s zˇa´dny´m dalsˇı´m shlukem, nee-
xistuje hrana s jiny´m uzlem. U ostatnı´ch uzlu neexistuje ve shluku objekt, ktera´ by patrˇil
pouze do dane´ho shluku. Hrany s ostatnı´mi shluky naznacˇujı´ velkou mı´ru prˇekryvu.
V tabulka´ch 16 a 17 je uvedeno kolik objektu˚ patrˇi pouze do dane´ho shluku prˇi
shlukova´nı´ do ru˚zne´ho pocˇtu shluku˚ a kolik objektu˚ patrˇı´ do dane´ho shluku, i kdyzˇ
mohou by´t objekty tohoto shluku soucˇa´stı´ shluku jine´ho.
Na obra´zcı´ch 16 a 17 lze videˇt, zˇe prˇi pouzˇitı´ vzda´lenosti vycha´zejı´cı´ z kosinove´ podob-
nosti jsou vy´sledky prˇi pouzˇitı´ fuzziness koeficientu 1.2 docha´zı´ k veˇtsˇı´mu prˇekryvu nezˇ
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Obra´zek 14: FCM, vektorovy´ model, kde kazˇdy´ atribut prˇedstavuje pocˇet prˇı´speˇvku˚
dane´ho uzˇivatele v dane´ diskuzi, 10 shluku˚, prahova´ hodnota - 0.1, fuzziness - 1.2,
euklidovska´ vzda´lenost
Obra´zek 15: FCM, vektorovy´ model, kde kazˇdy´ atribut prˇedstavuje pocˇet prˇı´speˇvku˚
dane´ho uzˇivatele v dane´ diskuzi, 10 shluku˚, prahova´ hodnota - 0.1, fuzziness - 2.0,
euklidovska´ vzda´lenost
u prˇedcha´zejı´cı´ mı´ry. Prˇi pouzˇitı´ fuzziness koeficientu 2.0 k rovnomeˇrneˇjsˇı´mu prˇekryvu
mezi vsˇemi shluky, viz tabulka 19. U prˇedchozı´ mı´ry docha´zelo k vy´razny´m prˇekryvu˚m
pouze u poloviny shluku˚, viz tabulka 17.
59
Pocˇet objektu patrˇı´cı´ pouze do dane´ho shluku.
Euklidovska´ vzda´lenost, fuzziness koeficient - 1.2
k shluku˚ c0 c1 c2 c3 c4 c5 c6 c7 c8 c9
2 99 1 - - - - - - - -
4 1 1 0 93 - - - - - -
8 1 1 1 1 1 1 1 91 - -
10 1 1 1 1 1 1 1 1 1 91
Pocˇet objektu patrˇı´cı´ do dane´ho shluku (i do jiny´ch).
Euklidovska´ vzda´lenost, fuzziness koeficient - 1.2
k shluku˚ c0 c1 c2 c3 c4 c5 c6 c7 c8 c9
2 99 1 - - - - - - - -
4 1 1 5 98 - - - - - -
8 1 1 1 1 1 1 1 93 - -
10 1 1 1 1 1 1 1 1 1 91
Tabulka 16: FCM, vektorovy´ model, kde kazˇdy´ atribut prˇedstavuje pocˇet prˇı´speˇvku˚
dane´ho uzˇivatele v dane´ diskuzi, pocˇet objektu˚ patrˇı´cı´ch do jednotlivy´ch shluku˚ pro
euklidovskou vzda´lenost a fuzziness koef. 1.2
Pocˇet objektu patrˇı´cı´ pouze do dane´ho shluku.
Euklidovska´ vzda´lenost, fuzziness koeficient - 2.0
k shluku˚ c0 c1 c2 c3 c4 c5 c6 c7 c8 c9
2 0 88 - - - - - - - -
4 1 1 0 0 - - - - - -
8 1 1 0 0 0 0 0 0 - -
10 1 0 0 1 0 0 0 0 0 0
Pocˇet objektu patrˇı´cı´ do dane´ho shluku (i do jiny´ch).
Euklidovska´ vzda´lenost, fuzziness koeficient - 2.0
k shluku˚ c0 c1 c2 c3 c4 c5 c6 c7 c8 c9
2 12 100 - - - - - - - -
4 1 14 99 99 - - - - - -
8 1 1 8 8 98 98 98 98 - -
10 8 1 8 8 8 8 96 96 96 96
Tabulka 17: FCM, vektorovy´ model, kde kazˇdy´ atribut prˇedstavuje pocˇet prˇı´speˇvku˚
dane´ho uzˇivatele v dane´ diskuzi, pocˇet objektu˚ patrˇı´cı´ch do jednotlivy´ch shluku˚ pro
euklidovskou vzda´lenost a fuzziness koef. 2.0
Pozn.: Kromeˇ toho vlivu pouzˇite´ho fuzziness koeficientu a pouzˇite´ mı´ry vzda´lenosti
mı´ru prˇekryvu, objekty spadajı´cı´ch do vı´ce shluku˚, mu˚zˇeme ovlivnit pouzˇitı´m vysˇsˇı´
prahove´ hodnoty. Tzn. jestlizˇe objekt nebude mı´t k dane´mu shluku, alesponˇ takovou
prˇı´slusˇnost jako je prahova´ hodnota, nebude do tohoto shluku patrˇit.
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Obra´zek 16: FCM, vektorovy´ model, kde kazˇdy´ atribut prˇedstavuje pocˇet prˇı´speˇvku˚
dane´ho uzˇivatele v dane´ diskuzi, 10 shluku˚, prahova´ hodnota - 0.1, fuzziness - 1.2,
vzda´lenost vycha´zejı´cı´ z kosinove´ podobnosti
Obra´zek 17: FCM, vektorovy´ model, kde kazˇdy´ atribut prˇedstavuje pocˇet prˇı´speˇvku˚
dane´ho uzˇivatele v dane´ diskuzi, 10 shluku˚, prahova´ hodnota - 0.1, fuzziness - 2.0,
vzda´lenost vycha´zejı´cı´ z kosinove´ podobnosti
6.2.2 Experimenty s vektorovy´m modelem, kde kazˇdy´ atribut prˇedstavuje pocˇet
prˇı´speˇvku˚ dane´ho uzˇivatele odeslane´ho v dane´m cˇasove´m rozmezı´
Ve veˇtsˇineˇ prˇı´padu byly dosazˇeny nejlepsˇı´ vy´sledky prˇi shlukova´nı´ do dvou shluku˚ a to
u vsˇech pouzˇity´ch indexu˚ pro validaci shluku˚, viz. tabulky 20 a 21. Pouze u xie - beni
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Pocˇet objektu patrˇı´cı´ pouze do dane´ho shluku.
Vzda´lenost vycha´zejı´cı´ z kos. podobn., fuzziness koeficient - 1.2
k shluku˚ c0 c1 c2 c3 c4 c5 c6 c7 c8 c9
2 9 1 - - - - - - - -
4 5 1 9 4 - - - - - -
8 3 1 3 5 6 1 1 1 - -
10 1 1 3 9 2 7 3 14 1 1
Pocˇet objektu patrˇı´cı´ do dane´ho shluku (i do jiny´ch).
Vzda´lenost vycha´zejı´cı´ z kos. podobn., fuzziness koeficient - 1.2
k shluku˚ c0 c1 c2 c3 c4 c5 c6 c7 c8 c9
2 91 99 - - - - - - - -
4 85 80 90 83 - - - - - -
8 68 71 78 84 82 79 78 72 - -
10 19 15 4 36 14 54 9 42 6 21
Tabulka 18: FCM, vektorovy´ model, kde kazˇdy´ atribut prˇedstavuje pocˇet prˇı´speˇvku˚
dane´ho uzˇivatele v dane´ diskuzi, pocˇet objektu˚ patrˇı´cı´ch do jednotlivy´ch shluku˚ pro
vzda´lenost vycha´zejı´cı´ z kos. podobn., fuzziness koeficient - 1.2
Pocˇet objektu patrˇı´cı´ pouze do dane´ho shluku.
Vzda´lenost vycha´zejı´cı´ z kos. podobn., fuzziness koeficient - 2.0
k shluku˚ c0 c1 c2 c3 c4 c5 c6 c7 c8 c9
2 1 1 - - - - - - - -
4 1 0 0 0 - - - - - -
8 1 1 0 0 0 0 0 0 - -
10 1 0 0 1 0 0 0 0 0 0
Pocˇet objektu patrˇı´cı´ do dane´ho shluku (i do jiny´ch).
Vzda´lenost vycha´zejı´cı´ z kos. podobn., fuzziness koeficient - 2.0
k shluku˚ c0 c1 c2 c3 c4 c5 c6 c7 c8 c9
2 99 99 - - - - - - - -
4 99 99 99 98 - - - - - -
8 99 99 99 98 99 98 99 99 - -
10 29 25 33 94 25 97 26 24 35 21
Tabulka 19: FCM, vektorovy´ model, kde kazˇdy´ atribut prˇedstavuje pocˇet prˇı´speˇvku˚
dane´ho uzˇivatele v dane´ diskuzi, pocˇet objektu˚ patrˇı´cı´ch do jednotlivy´ch shluku˚ pro
vzda´lenost vycha´zejı´cı´ z kos. podobn., fuzziness koeficient - 2.0
indexu prˇi vyuzˇitı´ vzda´lenosti vycha´zejı´cı´ z kosinove´ podobnosti pro fuzziness koeficient
2.0 docha´zı´ k lepsˇı´m vy´sledku˚m u shlukova´nı´ do osmi shluku˚.
Z obra´zku 18 a tabulky 22 je patrne´, zˇe oproti prˇedcha´zejı´cı´mu vektorove´mu mo-
delu, u tohoto modelu docha´zı´ k mı´rne´mu prˇekryvu jizˇ prˇi nejnizˇsˇı´m mozˇne´m fuzziness
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Euklidovska´ mı´ra, fuzziness koeficient - 1.2
Pocˇet shluku˚ Partition koeficient Partition entropy Xie - Beni
2 0.99 0.001 0.01
4 0.99 0.0017 0.02
8 0.99 0.0026 0.04
10 0.99 0.0005 0,06
Mı´ra vycha´zejı´cı´ z kosinove´ podobnosti, fuzziness koeficient - 1.2
Pocˇet shluku˚ Partition koeficient Partition entropy Xie - Beni
2 0.85 0.36 1.56
4 0.76 0.66 2.2
8 0.75 0.77 4.15
10 0.79 0.65 2.44
Tabulka 20: Fuzzy c-means, validace shlukova´nı´ pro vektorovy´ model, kde kazˇdy´ atribut
prˇedstavuje pocˇet prˇı´speˇvku˚ dane´ho uzˇivatele odeslane´ho v dane´m cˇasove´m rozmezı´
Euklidovska´ mı´ra, fuzziness koeficient - 2.0
Pocˇet shluku˚ Partition koeficient Partition entropy Xie - Beni
2 0.997 0.007 0.011
4 0.998 0.035 0.036
8 0.84 0.4 0.28
10 0.67 0.79 0.6
Mı´ra vycha´zejı´cı´ z kosinove´ podobnosti, fuzziness koeficient - 2.0
Pocˇet shluku˚ Partition koeficient Partition entropy Xie - Beni
2 0.52 0.97 4.61
4 0.257 1.98 153808.8
8 0.15 2.88 547.85
10 0.13 3.14 3.41
Tabulka 21: Fuzzy c-means, validace shlukova´nı´ pro vektorovy´ model, kde kazˇdy´ atribut
prˇedstavuje pocˇet prˇı´speˇvku˚ dane´ho uzˇivatele odeslane´ho v dane´m cˇasove´m rozmezı´
koeficientu, cozˇ mu˚zˇe by´t da´no nizˇsˇı´m pocˇtem atributu˚ objektu. U vysˇsˇı´ho fuzziness ko-
eficientu, obr. 19 a tab. 23, docha´zı´ k veˇtsˇı´mu prˇekryvu u shlukova´nı´ do veˇtsˇı´ho pocˇtu
shluku˚.
Prˇi pouzˇitı´ vzda´lenosti vycha´zejı´cı´ z kosinove´ podobnosti je patrne´, zˇe prˇi vyuzˇiti
tohoto vektorove´ho modelu vlivem mensˇı´ho pocˇtu atributu objektu˚, 24 oproti azˇ 30000
mozˇny´ch atributu˚ prˇedcha´zejı´cı´ho vektorove´ho modelu docha´zı´ k rovnomeˇrneˇjsˇı´mu roz-
lozˇenı´ objektu˚ do shluku˚. U mensˇı´ho fuzziness koeficientu 1.2 je pocˇet objektu˚, ktere´
patrˇı´ vy´hradneˇ do dane´ho shluku vy´razneˇ veˇtsˇı´ nezˇ u vysˇsˇı´ho fuzziness koeficientu. K
prˇekryvu˚m docha´zı´ u te´to mı´ry vzda´lenosti prˇi obou pouzˇity´ch fuzziness koeficientech.
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Obra´zek 18: FCM, vektorovy´ model, kde kazˇdy´ atribut prˇedstavuje pocˇet prˇı´speˇvku˚
dane´ho uzˇivatele odeslane´ho v dane´m cˇasove´m rozmezı´, 10 shluku˚, prahova´ hodnota -
0.1, fuzziness - 1.2, euklidovska´ vzda´lenost
Pocˇet objektu patrˇı´cı´ pouze do dane´ho shluku.
Euklidovska´ vzda´lenost, fuzziness koeficient - 1.2
k shluku˚ c0 c1 c2 c3 c4 c5 c6 c7 c8 c9
2 8895 19 - - - - - - - -
4 8 8871 1 31 - - - - - -
8 1 8826 1 1 17 4 51 2 - -
10 1 8790 1 2 3 1 18 1 55 10
Pocˇet objektu patrˇı´cı´ do dane´ho shluku (i do jiny´ch).
Euklidovska´ vzda´lenost, fuzziness koeficient - 1.2
k shluku˚ c0 c1 c2 c3 c4 c5 c6 c7 c8 c9
2 8904 28 - - - - - - - -
4 12 8880 1 43 - - - - - -
8 1 8841 1 1 22 6 69 2 - -
10 1 8821 1 2 3 1 29 1 93 13
Tabulka 22: FCM, vektorovy´ model, kde kazˇdy´ atribut prˇedstavuje pocˇet prˇı´speˇvku˚
dane´ho uzˇivatele odeslane´ho v dane´m cˇasove´m rozmezı´, pocˇet objektu˚ patrˇı´cı´ch do
jednotlivy´ch shluku˚ pro euklidovskou vzda´lenost a fuzziness koef. 1.2
U vysˇsˇı´ho fuzziness koeficientu docha´zı´ k prˇirˇazenı´ objektu˚ do veˇtsˇı´ho pocˇtu shluku nezˇ
u nizˇsˇı´ho. Viz obr. 20 a 21 a tabulky 24 a 25.
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Obra´zek 19: FCM, vektorovy´ model, kde kazˇdy´ atribut prˇedstavuje pocˇet prˇı´speˇvku˚
dane´ho uzˇivatele odeslane´ho v dane´m cˇasove´m rozmezı´, 10 shluku˚, prahova´ hodnota -
0.1, fuzziness - 2.0, euklidovska´ vzda´lenost
Pocˇet objektu patrˇı´cı´ pouze do dane´ho shluku.
Euklidovska´ vzda´lenost, fuzziness koeficient - 2.0
k shluku˚ c0 c1 c2 c3 c4 c5 c6 c7 c8 c9
2 0 8872 - - - - - - - -
4 4 8761 1 4 - - - - - -
8 0 6324 1 1 1 1 6 0 - -
10 1 3004 1 1 1 1 3 2 0 1
Pocˇet objektu patrˇı´cı´ do dane´ho shluku (i do jiny´ch).
Euklidovska´ vzda´lenost, fuzziness koeficient - 2.0
k shluku˚ c0 c1 c2 c3 c4 c5 c6 c7 c8 c9
2 46 8918 - - - - - - - -
4 37 8906 11 154 - - - - - -
8 30 8874 1 47 21 8 147 2558 - -
10 29 8859 1 41 20 4 87 614 5859 8
Tabulka 23: FCM, vektorovy´ model, kde kazˇdy´ atribut prˇedstavuje pocˇet prˇı´speˇvku˚
dane´ho uzˇivatele odeslane´ho v dane´m cˇasove´m rozmezı´, pocˇet objektu˚ patrˇı´cı´ch do
jednotlivy´ch shluku˚ pro euklidovskou vzda´lenost a fuzziness koef. 2.0
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Obra´zek 20: FCM, vektorovy´ model, kde kazˇdy´ atribut prˇedstavuje pocˇet prˇı´speˇvku˚
dane´ho uzˇivatele odeslane´ho v dane´m cˇasove´m rozmezı´, 10 shluku˚, prahova´ hodnota -
0.1, fuzziness - 1.2, vzda´lenost vycha´zejı´cı´ z kosinove´ podobnosti
Pocˇet objektu patrˇı´cı´ pouze do dane´ho shluku.
Vzda´lenost vycha´zejı´cı´ z kos. podobn., fuzziness koeficient - 1.2
k shluku˚ c0 c1 c2 c3 c4 c5 c6 c7 c8 c9
2 2065 3980 - - - - - - - -
4 1307 1780 1266 999 - - - - - -
8 1143 227 138 651 1095 875 1046 669 - -
10 935 251 733 343 491 1068 535 552 271 635
Pocˇet objektu patrˇı´cı´ do dane´ho shluku (i do jiny´ch).
Vzda´lenost vycha´zejı´cı´ z kos. podobn., fuzziness koeficient - 1.2
k shluku˚ c0 c1 c2 c3 c4 c5 c6 c7 c8 c9
2 4943 6858 - - - - - - - -
4 3747 3595 3121 3448 - - - - - -
8 2183 1859 1451 1499 2131 1632 2058 1092 - -
10 2054 1849 1602 947 934 1648 875 806 506 1694
Tabulka 24: FCM, vektorovy´ model, kde kazˇdy´ atribut prˇedstavuje pocˇet prˇı´speˇvku˚
dane´ho uzˇivatele odeslane´ho v dane´m cˇasove´m rozmezı´, pocˇet objektu˚ patrˇı´cı´ch do
jednotlivy´ch shluku˚ pro vzda´lenost vycha´zejı´cı´ z kos. podobn., fuzziness koeficient - 1.2
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Obra´zek 21: FCM, vektorovy´ model, kde kazˇdy´ atribut prˇedstavuje pocˇet prˇı´speˇvku˚
dane´ho uzˇivatele odeslane´ho v dane´m cˇasove´m rozmezı´, 10 shluku˚, prahova´ hodnota -
0.1, fuzziness - 2.0, vzda´lenost vycha´zejı´cı´ z kosinove´ podobnosti
Pocˇet objektu patrˇı´cı´ pouze do dane´ho shluku.
Vzda´lenost vycha´zejı´cı´ z kos. podobn., fuzziness koeficient - 2.0
k shluku˚ c0 c1 c2 c3 c4 c5 c6 c7 c8 c9
2 9 7 - - - - - - - -
4 10 0 0 0 - - - - - -
8 20 0 1 0 4 0 8 4 - -
10 3 2 2 2 1 1 2 1 6 7
Pocˇet objektu patrˇı´cı´ do dane´ho shluku (i do jiny´ch).
Vzda´lenost vycha´zejı´cı´ z kos. podobn., fuzziness koeficient - 2.0
k shluku˚ c0 c1 c2 c3 c4 c5 c6 c7 c8 c9
2 8916 8914 - - - - - - - -
4 8888 8912 8913 8912 - - - - - -
8 4774 7922 8470 7769 6522 8497 3569 5432 - -
10 3445 2999 3227 3596 3733 5257 4815 2472 3116 2357
Tabulka 25: FCM, vektorovy´ model, kde kazˇdy´ atribut prˇedstavuje pocˇet prˇı´speˇvku˚
dane´ho uzˇivatele odeslane´ho v dane´m cˇasove´m rozmezı´, pocˇet objektu˚ patrˇı´cı´ch do
jednotlivy´ch shluku˚ pro vzda´lenost vycha´zejı´cı´ z kos. podobn., fuzziness koeficient - 2.0
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6.3 Experimenty s Rough C-means
Prˇi pouzˇitı´ Rough C-means pozorujeme vy´sledky prˇi zmeˇneˇ nastavenı´ metrik a hranicˇnı´
hodnoty wlow - 0.5 a 0.9, tzn. zˇe musı´me prˇi tomto vy´pocˇtu prˇı´slusˇnosti objektu˚ ke
shluku˚m pracovat s normovany´mi hodnotami.
6.3.1 Vektorovy´ model, kde kazˇdy´ atribut prˇedstavuje pocˇet prˇı´speˇvku˚ dane´ho
uzˇivatele v dane´ diskuzi
Pro obeˇ hodnoty dolnı´ aproximace wlow i pro obeˇ pouzˇite´ metriky bylo nejlepsˇı´ch vy´-
sledku˚ dosazˇeno pro shlukova´nı´ do 2 shluku˚, viz tab. 26 a 27. Pro euklidovskou metriku
prˇi zmeˇneˇ hodnoty dolnı´ aproximace nedocha´zı´ ke zmeˇneˇ hodnoty validacˇnı´ho indexu.
Euklidovska´ mı´ra, wlow - 0.5





Mı´ra vycha´zejı´cı´ z kosinove´ podobnosti, wlow - 0.5





Tabulka 26: Rough C-means, validace shlukova´nı´ pro vektorovy´ model, kde kazˇdy´ atribut
prˇedstavuje pocˇet prˇı´speˇvku˚ dane´ho uzˇivatele v dane´ diskuzi
Z obr. 22 a 23 a tabulek 28 a 29 prˇi vyuzˇitı´ euklidovske´ metriky je patrne´, zˇe docha´zı´
ke stejny´m vy´sledku˚m, tj. rozdeˇlenı´ objektu˚ do shluku˚, jak prˇi pouzˇitı´ hodnoty dolnı´
aproximace 0.5, tak i prˇi pouzˇitı´ hodnoty dolnı´ aproximace 0.9. Za´rovenˇ nedocha´zı´ k
prˇekryvu˚m.
U metriky vycha´zejı´cı´ z kosinove´ podobnosti, viz obr. 24 a 25 a tab. 30 a 31 docha´zı´ k o
neˇco veˇtsˇı´m prˇekryvu˚m mezi shluky prˇi nastavenı´ vysˇsˇı´ hodnoty dolnı´ aproximace (0.9).
Prˇi vyuzˇitı´ te´to metriky, prˇi obou pouzˇity´ch hodnota´ch dolnı´ aproximace, ma´lo objektu˚
patrˇı´ pouze k jednomu ze shluku˚.
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Euklidovska´ mı´ra, wlow - 0.9





Mı´ra vycha´zejı´cı´ z kosinove´ podobnosti, wlow - 0.9





Tabulka 27: Rough C-means, validace shlukova´nı´ pro vektorovy´ model, kde kazˇdy´ atribut
prˇedstavuje pocˇet prˇı´speˇvku˚ dane´ho uzˇivatele v dane´ diskuzi
Obra´zek 22: RCM, vektorovy´ model, kde kazˇdy´ atribut prˇedstavuje pocˇet prˇı´speˇvku˚ da-
ne´ho uzˇivatele v dane´ diskuzi, 10 shluku˚, prahova´ hodnota - 0.1, wlow - 0.5, euklidovska´
vzda´lenost
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Obra´zek 23: RCM, vektorovy´ model, kde kazˇdy´ atribut prˇedstavuje pocˇet prˇı´speˇvku˚ da-
ne´ho uzˇivatele v dane´ diskuzi, 10 shluku˚, prahova´ hodnota - 0.1, wlow - 0.9, euklidovska´
vzda´lenost
Pocˇet objektu patrˇı´cı´ pouze do dane´ho shluku.
Euklidovska´ vzda´lenost, wlow - 0.5
k shluku˚ c0 c1 c2 c3 c4 c5 c6 c7 c8 c9
2 1 99 - - - - - - - -
4 1 1 1 97 - - - - - -
8 1 1 1 1 1 1 1 93 - -
10 1 1 1 1 1 1 1 1 1 91
Pocˇet objektu patrˇı´cı´ do dane´ho shluku (i do jiny´ch).
Euklidovska´ vzda´lenost, wlow - 0.5
k shluku˚ c0 c1 c2 c3 c4 c5 c6 c7 c8 c9
2 1 99 - - - - - - - -
4 1 1 1 97 - - - - - -
8 1 1 1 1 1 1 1 93 1 -
10 1 1 1 1 1 1 1 1 1 91
Tabulka 28: RCM, vektorovy´ model, kde kazˇdy´ atribut prˇedstavuje pocˇet prˇı´speˇvku˚
dane´ho uzˇivatele v dane´ diskuzi, pocˇet objektu˚ patrˇı´cı´ch do jednotlivy´ch shluku˚ pro
euklidovskou vzda´lenost a wlow 0.5
6.3.2 Vektorovy´ model, kde kazˇdy´ atribut prˇedstavuje pocˇet prˇı´speˇvku˚ dane´ho
uzˇivatele odeslane´ho v dane´m cˇasove´m rozmezı´
Stejneˇ jako u prˇedchozı´ho vektorove´ho modelu i zde bylo dosazˇeno prˇi vyuzˇitı´ obou pou-
zˇity´ch typu˚ vzda´lenosti a obou hodnot dolnı´ch aproximacı´ stejne´ho vy´sledku. Nejlepsˇı´ho
vy´sledku shlukova´nı´ bylo dosazˇeno prˇi shlukova´nı´ do dvou shluku˚, viz tabulky 32 a 33.
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Pocˇet objektu patrˇı´cı´ pouze do dane´ho shluku.
Euklidovska´ vzda´lenost, wlow - 0.9
k shluku˚ c0 c1 c2 c3 c4 c5 c6 c7 c8 c9
2 1 99 - - - - - - - -
4 1 1 1 97 - - - - - -
8 1 1 1 1 1 1 1 93 1 -
10 1 1 1 1 1 1 1 1 1 91
Pocˇet objektu patrˇı´cı´ do dane´ho shluku (i do jiny´ch).
Euklidovska´ vzda´lenost, wlow - 0.9
k shluku˚ c0 c1 c2 c3 c4 c5 c6 c7 c8 c9
2 1 99 - - - - - - - -
4 1 1 1 97 - - - - - -
8 1 1 1 1 1 1 1 93 1 -
10 1 1 1 1 1 1 1 1 1 91
Tabulka 29: RCM, vektorovy´ model, kde kazˇdy´ atribut prˇedstavuje pocˇet prˇı´speˇvku˚
dane´ho uzˇivatele v dane´ diskuzi, pocˇet objektu˚ patrˇı´cı´ch do jednotlivy´ch shluku˚ pro
euklidovskou vzda´lenost a wlow 0.9
Obra´zek 24: RCM, vektorovy´ model, kde kazˇdy´ atribut prˇedstavuje pocˇet prˇı´speˇvku˚
dane´ho uzˇivatele v dane´ diskuzi, 10 shluku˚, prahova´ hodnota - 0.1, wlow - 0.5, vzda´lenost
vycha´zejı´cı´ z kosinove´ podobnosti
Z tabulek 34 a 35 je patrne´, zˇe u euklidovske´ metriky prˇi vyuzˇitı´ mensˇı´ hodnoty dolnı´
aproximace wlow prˇi shlukova´nı´ do 2 a 4 shluku˚, patrˇı´ te´meˇrˇ vsˇechny objekty prˇı´mo do
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Obra´zek 25: RCM, vektorovy´ model, kde kazˇdy´ atribut prˇedstavuje pocˇet prˇı´speˇvku˚
dane´ho uzˇivatele v dane´ diskuzi, 10 shluku˚, prahova´ hodnota - 0.1, wlow - 0.9, vzda´lenost
vycha´zejı´cı´ z kosinove´ podobnosti
Pocˇet objektu patrˇı´cı´ pouze do dane´ho shluku.
Vzda´lenost vycha´zejı´cı´ z kos. podobn., wlow - 0.5
k shluku˚ c0 c1 c2 c3 c4 c5 c6 c7 c8 c9
2 1 14 - - - - - - - -
4 1 1 1 6 - - - - - -
8 1 1 1 6 1 7 1 1 - -
10 1 1 1 6 1 7 1 1 1 1
Pocˇet objektu patrˇı´cı´ do dane´ho shluku (i do jiny´ch).
Vzda´lenost vycha´zejı´cı´ z kos. podobn., wlow - 0.5
k shluku˚ c0 c1 c2 c3 c4 c5 c6 c7 c8 c9
2 86 99 - - - - - - - -
4 78 92 92 89 - - - - - -
8 69 82 82 80 73 84 82 82 - -
10 67 80 80 78 71 82 80 80 71 80
Tabulka 30: RCM, vektorovy´ model, kde kazˇdy´ atribut prˇedstavuje pocˇet prˇı´speˇvku˚
dane´ho uzˇivatele v dane´ diskuzi, pocˇet objektu˚ patrˇı´cı´ch do jednotlivy´ch shluku˚ pro
vzda´lenost vycha´zejı´cı´ z kos. podobn., wlow - 0.5
neˇktere´ho ze shluku˚. Prˇi shlukova´nı´ do 8 a 10 shluku˚ patrˇı´ veˇtsˇina objektu˚ do vı´ce shluku˚.
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Pocˇet objektu patrˇı´cı´ pouze do dane´ho shluku.
Vzda´lenost vycha´zejı´cı´ z kos. podobn., wlow - 0.9
k shluku˚ c0 c1 c2 c3 c4 c5 c6 c7 c8 c9
2 1 1 - - - - - - - -
4 1 1 1 6 - - - - - -
8 1 1 1 6 1 7 1 1 - -
10 1 1 1 6 1 7 1 1 1 1
Pocˇet objektu patrˇı´cı´ do dane´ho shluku (i do jiny´ch).
Vzda´lenost vycha´zejı´cı´ z kos. podobn., wlow - 0.9
k shluku˚ c0 c1 c2 c3 c4 c5 c6 c7 c8 c9
2 99 99 - - - - - - - -
4 92 92 92 97 - - - - - -
8 81 82 81 86 79 88 81 82 - -
10 79 80 79 84 77 86 79 80 79 79
Tabulka 31: RCM, vektorovy´ model, kde kazˇdy´ atribut prˇedstavuje pocˇet prˇı´speˇvku˚
dane´ho uzˇivatele v dane´ diskuzi, pocˇet objektu˚ patrˇı´cı´ch do jednotlivy´ch shluku˚ pro
vzda´lenost vycha´zejı´cı´ z kos. podobn., wlow - 0.9
Euklidovska´ mı´ra, wlow - 0.5





Mı´ra vycha´zejı´cı´ z kosinove´ podobnosti, wlow - 0.5





Tabulka 32: Rough C-means, validace shlukova´nı´ pro vektorovy´ model, kde kazˇdy´ atribut
prˇedstavuje pocˇet prˇı´speˇvku˚ dane´ho uzˇivatele v dane´m cˇasove´m obdobı´
U vysˇsˇı´ hodnoty dolnı´ aproximace patrˇı´ te´meˇrˇ vsˇechny objekty vy´hradneˇ k neˇktere´mu ze
shluku˚. Minimum objektu˚ patrˇı´ do vı´ce shluku˚. Viz tabulky 34 a 35.
U druhe´ pouzˇite´ metriky vycha´zejı´cı´ z kosinove´ podobnosti prˇi nizˇ docha´zı´ k lepsˇı´mu
rozdeˇlenı´ objektu˚ do shluku˚, je prˇi nizˇsˇı´ hodnoteˇ dolnı´ aproximace pocˇet objektu˚, ktere´
vy´hradneˇ patrˇı´ pouze do jednoho ze shluku˚ mensˇı´ nezˇ prˇi vysˇsˇı´ hodnoteˇ dolnı´ aproximace.
Pocˇet objektu˚ patrˇı´cı´ch do vı´ce shluku˚ je naopak u nizˇsˇı´ hodnoty dolnı´ aproximace veˇtsˇı´
nezˇ u vysˇsˇı´ hodnoty dolnı´ aproximace. Viz obr. 28 a 29 a tabulky 36 a 37.
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Euklidovska´ mı´ra, wlow - 0.9





Mı´ra vycha´zejı´cı´ z kosinove´ podobnosti, wlow - 0.9





Tabulka 33: Rough C-means, validace shlukova´nı´ pro vektorovy´ model, kde kazˇdy´ atribut
prˇedstavuje pocˇet prˇı´speˇvku˚ dane´ho uzˇivatele v dane´m cˇasove´m obdobı´
Obra´zek 26: RCM, vektorovy´ model, kde kazˇdy´ atribut prˇedstavuje pocˇet prˇı´speˇvku˚
dane´ho uzˇivatele v dane´m cˇasove´m obdobı´, 10 shluku˚, prahova´ hodnota - 0.1, wlow -
0.5, euklidovska´ vzda´lenost
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Obra´zek 27: RCM, vektorovy´ model, kde kazˇdy´ atribut prˇedstavuje pocˇet prˇı´speˇvku˚
dane´ho uzˇivatele v dane´m cˇasove´m obdobı´, 10 shluku˚, prahova´ hodnota - 0.1, wlow -
0.9, euklidovska´ vzda´lenost
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Pocˇet objektu patrˇı´cı´ pouze do dane´ho shluku.
Euklidovska´ vzda´lenost, wlow - 0.5
k shluku˚ c0 c1 c2 c3 c4 c5 c6 c7 c8 c9
2 1 8922 - - - - - - - -
4 1 8874 19 3 - - - - - -
8 1 0 1 1 7 1 15 2 - -
10 1 0 11 1 0 9 0 1 2 0
Pocˇet objektu patrˇı´cı´ do dane´ho shluku (i do jiny´ch).
Euklidovska´ vzda´lenost, wlow - 0.5
k shluku˚ c0 c1 c2 c3 c4 c5 c6 c7 c8 c9
2 1 8922 - - - - - - - -
4 1 8900 45 3 - - - - - -
8 1 8893 1 1 9 3 8908 2 - -
10 1 8893 11 1 8893 8907 8893 1 8900 8893
Tabulka 34: RCM, vektorovy´ model, kde kazˇdy´ atribut prˇedstavuje pocˇet prˇı´speˇvku˚
dane´ho uzˇivatele v dane´m cˇasove´m obdobı´, pocˇet objektu˚ patrˇı´cı´ch do jednotlivy´ch
shluku˚ pro euklidovskou vzda´lenost a wlow 0.5
Pocˇet objektu patrˇı´cı´ pouze do dane´ho shluku.
Euklidovska´ vzda´lenost, wlow - 0.9
k shluku˚ c0 c1 c2 c3 c4 c5 c6 c7 c8 c9
2 1 8922 - - - - - - - -
4 1 8891 23 3 - - - - - -
8 1 8874 1 1 1 1 19 2 - -
10 1 8868 1 1 1 1 1 1 14 2
Pocˇet objektu patrˇı´cı´ do dane´ho shluku (i do jiny´ch).
Euklidovska´ vzda´lenost, wlow - 0.9
k shluku˚ c0 c1 c2 c3 c4 c5 c6 c7 c8 c9
2 1 8922 - - - - - - - -
4 1 8896 28 3 - - - - - -
8 1 8895 1 1 3 3 40 2 - -
10 1 8895 1 1 1 1 3 1 46 5
Tabulka 35: RCM, vektorovy´ model, kde kazˇdy´ atribut prˇedstavuje pocˇet prˇı´speˇvku˚
dane´ho uzˇivatele v dane´m cˇasove´m obdobı´, pocˇet objektu˚ patrˇı´cı´ch do jednotlivy´ch
shluku˚ pro euklidovskou vzda´lenost a wlow 0.9
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Obra´zek 28: RCM, vektorovy´ model, kde kazˇdy´ atribut prˇedstavuje pocˇet prˇı´speˇvku˚
dane´ho uzˇivatele v dane´m cˇasove´m obdobı´, 10 shluku˚, prahova´ hodnota - 0.1, wlow -
0.5, vzda´lenost vycha´zejı´cı´ z kosinove´ podobnosti
Obra´zek 29: RCM, vektorovy´ model, kde kazˇdy´ atribut prˇedstavuje pocˇet prˇı´speˇvku˚
dane´ho uzˇivatele v dane´m cˇasove´m obdobı´, 10 shluku˚, prahova´ hodnota - 0.1, wlow -
0.9, vzda´lenost vycha´zejı´cı´ z kosinove´ podobnosti
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Pocˇet objektu patrˇı´cı´ pouze do dane´ho shluku.
Vzda´lenost vycha´zejı´cı´ z kos. podobn., wlow - 0.5
k shluku˚ c0 c1 c2 c3 c4 c5 c6 c7 c8 c9
2 2062 2280 - - - - - - - -
4 665 1619 870 708 - - - - - -
8 468 0 1308 366 247 0 294 601 - -
10 330 265 219 0 250 216 280 252 1507 0
Pocˇet objektu patrˇı´cı´ do dane´ho shluku (i do jiny´ch).
Vzda´lenost vycha´zejı´cı´ z kos. podobn., wlow - 0.5
k shluku˚ c0 c1 c2 c3 c4 c5 c6 c7 c8 c9
2 6643 6861 - - - - - - - -
4 4342 4928 4303 4501 - - - - - -
8 3876 4490 4195 3983 4164 4490 4083 3794 - -
10 3561 3546 3704 4244 3320 3713 3414 3312 4041 4244
Tabulka 36: RCM, vektorovy´ model, kde kazˇdy´ atribut prˇedstavuje pocˇet prˇı´speˇvku˚
dane´ho uzˇivatele v dane´m cˇasove´m obdobı´, Pocˇet objektu˚ patrˇı´cı´ch do jednotlivy´ch
shluku˚ pro vzda´lenost vycha´zejı´cı´ z kos. podobn., wlow - 0.5
Pocˇet objektu patrˇı´cı´ pouze do dane´ho shluku.
Vzda´lenost vycha´zejı´cı´ z kos. podobn., wlow - 0.9
k shluku˚ c0 c1 c2 c3 c4 c5 c6 c7 c8 c9
2 2397 4750 - - - - - - - -
4 1766 1369 1014 1846 - - - - - -
8 1351 718 200 867 503 491 735 1109 - -
10 1300 625 193 863 128 461 187 1056 347 697
Pocˇet objektu patrˇı´cı´ do dane´ho shluku (i do jiny´ch).
Vzda´lenost vycha´zejı´cı´ z kos. podobn., wlow - 0.9
k shluku˚ c0 c1 c2 c3 c4 c5 c6 c7 c8 c9
2 4173 6526 - - - - - - - -
4 3857 3160 2816 3157 - - - - - -
8 1234 2527 2358 561 927 1266 1924 2452 - -
10 3091 1837 337 1723 280 973 416 2267 794 1674
Tabulka 37: RCM, vektorovy´ model, kde kazˇdy´ atribut prˇedstavuje pocˇet prˇı´speˇvku˚
dane´ho uzˇivatele v dane´m cˇasove´m obdobı´, pocˇet objektu˚ patrˇı´cı´ch do jednotlivy´ch
shluku˚ pro vzda´lenost vycha´zejı´cı´ z kos. podobn., wlow - 0.9
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7 Za´veˇr
Cı´lem te´to diplomove´ pra´ce bylo prove´st prˇehled soft neboli prˇekry´vajı´cı´ch se shluko-
vacı´ch algoritmu˚, implementaci neˇktery´ch z nich a prove´st jejich aplikaci nad vybranou
datovou kolekcı´.
Nejdrˇı´ve jsme provedli extrakci dat z vybrane´ho diskuznı´ho fo´ra, v tomto prˇı´padeˇ
matematicke´ diskuznı´ fo´rum, jezˇ na´m na´sledneˇ slouzˇila jako rea´lna´ kolekce dat. Z takto
extrahovany´ch dat, ulozˇeny´ch v databa´zi jsme vytvorˇili trˇi vektorove´ modely, a sice vekto-
rovy´ model, kde u kazˇde´ho objektu je pouze jeden atribut, a to pru˚meˇrny´ cˇas, ve ktere´m
dany´ uzˇivatel vkla´da´ do diskuzı´ sve´ prˇı´speˇvky. Vektorovy´ model, kde kazˇdy´ atribut
prˇedstavuje pocˇet prˇı´speˇvku˚ dane´ho uzˇivatele odeslany´ch v dane´m cˇasove´m rozmezı´.
Vektorovy´ model, kde kazˇdy´ atribut prˇedstavuje pocˇet prˇı´speˇvku dane´ho uzˇivatele v
dane´ diskuzi. U druhe´ho a trˇetı´ho vektorove´ho modelu jsme pak vzhledem k tomu, zˇe
obsahujı´ velke´ mnozˇstvı´ nulovy´ch hodnot provedli u´pravu tak, aby vektorovy´ model tyto
nulove´ hodnoty neobsahoval.
Tyto vektorove´ modely jsme na´sledneˇ pouzˇili prˇi pra´ci s vybrany´mi shlukovacı´mi
algoritmy. Implementova´ny byly algoritmy k-means, fuzzy c-means a rough c-means,
u nı´zˇ jsme meˇnili nastavenı´ vstupnı´ch parametru˚ a zkoumali, jak se projevı´ vy´sledky
shlukova´nı´ prˇi teˇchto zmeˇny´ch.
Prˇi aplikaci vstupnı´ch dat jsme zjistili nevhodnost pouzˇitı´ poslednı´ho vektorove´ho
modelu, kde kazˇdy´ atribut prˇedstavuje pocˇet prˇı´speˇvku dane´ho uzˇivatele v dane´ diskuzi
a to kvu˚li tomu, zˇe v tomto vektorove´m modelu existuje azˇ prˇiblizˇneˇ 30000 atributu˚, cozˇ je
velmi cˇasoveˇ na´rocˇne´ prˇi vy´pocˇtech, kdy musı´me porovna´vat zda majı´ objekty spolecˇne´
atributy a to prˇi odstraneˇnı´ nulovy´ch hodnot. Tento vektorovy´ model nenı´ vhodny´ pro
pouzˇitı´ zˇa´dne´ z uvedeny´ch metrik vzda´lenosti.
Da´le pak z vy´sledku rozdeˇlenı´ objektu˚ do shluku˚ jsme urcˇili nevhodnost pouzˇitı´
euklidovske´ metriky. Prˇi volbeˇ pocˇa´tecˇnı´ch center metodou KKZ, kdy jsou jako centra
zvoleny nejvzda´leneˇjsˇı´ objekty dojde k prˇirˇazenı´ veˇtsˇiny objektu˚ k centru s nejmensˇı´m
pocˇtem atributu˚ a nejmensˇı´ hodnotou teˇchto atributu˚ a to i v prˇı´padeˇ, zˇe dojde k prˇepocˇtu
novy´ch center. Z tohoto du˚vodu je pro pra´ci s teˇmito daty pouzˇı´t vzda´lenost vycha´zejı´cı´
z kosinove´, poprˇ. jaccardovy podobnosti.
Prˇi aplikaci algoritmu˚ na dane´ vektorove´ modely jsme si oveˇrˇili, zˇe je dobre´ zna´t
zpracova´vana´ data z du˚vodu volby prahove´ hodnoty. U algoritmu k-means na´m tato
prahova´ hodnota urcˇuje, ktera´ data budou ulozˇena do souboru pro vizualizacˇnı´ na´stroj
Gephi. Pokud bychom zvolili prˇı´lisˇ vysokou hodnotu, vy´stupnı´ soubor by byl prˇı´lisˇ velky´
a pro Gephi teˇzˇko zpracovatelny´. Vysoka´ prahova´ hodnota by pak zase znamenala velky´
pocˇet odlehly´ch hodnot, takzˇe vy´sledny´ graf by byl znacˇneˇ nesouvisly´. Volene´ prahove´
hodnoty pro dane´ mı´ry vzda´lenosti jsou uvedeny u jednotlivy´ch vizualizovany´ch grafu˚
v kapitole experimenty.
U algoritmu fuzzy c-means jsme se prˇesveˇdcˇili, zˇe mı´ra prˇekryvu jednotlivy´ch shluku˚
za´lezˇı´ na volbeˇ fuzziness koeficientu, kdy nizˇsˇı´ fuzziness koeficient znamena´ mensˇı´ mı´ru
prˇekryvu nezˇ koeficient veˇtsˇı´. Da´le take´ za´visı´ na zvolene´ prahove´ hodnoteˇ, tedy pokud
bude prˇı´slusˇnost objektu˚ veˇtsˇı´ nezˇ zadana´ prahova´ hodnota, bude patrˇit objekt k dane´mu
shluku.
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Prˇi aplikaci algoritmu rough c-means jsme si oveˇrˇili, zˇe prˇi prˇi nizˇsˇı´ hodnoteˇ dolnı´
aproximace wlow je prˇı´slusˇnost objektu˚ pouze k jednomu z dany´ch shluku˚ mensˇı´ nezˇ
u vysˇsˇı´ hodnoty dolnı´ aproximace, pocˇet objektu˚ patrˇı´cı´ch do vı´ce shluku˚ je prˇi nizˇsˇı´
hodnoteˇ wlow veˇtsˇı´. U vysˇsˇı´ hodnoty dolnı´ aproximace je tomu naopak, pocˇet objektu˚
patrˇı´cı´ch pouze do jednoho ze shluku˚ je veˇtsˇı´ a pocˇet objektu˚ patrˇı´cı´ch do vı´ce shluku˚ je
mensˇı´.
U vsˇech algoritmu˚ je rozdeˇlenı´ objektu˚ do shluku lepsˇı´ a rovnomeˇrneˇjsˇı´ pro vzda´lenost
vycha´zejı´cı´ z kosinove´ podobnosti. Pro nasˇe testovana´ data bylo nejlepsˇı´ch vy´sledku˚
shlukova´nı´ veˇtsˇinou dosazˇeno prˇi shlukova´nı´ do dvou shluku˚.
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A Manua´l a pozˇadavky pro spusˇteˇnı´
Pozˇadavky na spusˇteˇnı´
• OS Microsoft Windows XP, Vista, 7
• .NET framework 4.0
Aplikace je vytvorˇena tak, zˇe stacˇı´ zadat parametry do uzˇivatelske´ho rozhranı´ pro
dany´ shlukovacı´ algoritmus a prove´st generova´nı´ souboru˚, viz 30. Na dalsˇı´m obra´zku 32
je uka´zka vyplneˇny´ch parametru˚. Du˚lezˇite´ je, aby v desetinny´ch cˇı´slech nebyla tecˇka, ale
cˇa´rka.
Na obra´zcı´ch 34 a 35 je uka´zka vy´stupnı´ch souboru˚.
Obra´zek 30: Aplikace
Obra´zek 31: Okno aplikace.
Na obra´zku 33 je uka´zka panelu pro algoritmus K-means. Jestlizˇe chceme pracovat s
vektorovy´m modelem, kde ma´ kazˇdy´ objekt jen jeden atribut, a to pru˚meˇrny´ cˇas odesı´la´nı´
prˇı´speˇvku (soubor vectorSparseModelTime.txt), pak vybereme u rˇa´dku „typ dat“ cˇasova´
data, v ostatnı´ch prˇı´padech vektorovy´ model.
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Obra´zek 32: Okno aplikace s vyplneˇny´mi vstupnı´mi parametry.
Obra´zek 33: Okno aplikace pro K-means
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Obra´zek 34: Vy´stupnı´ textovy´ soubor.
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Obra´zek 35: Aplikace
Obra´zek 36: Vy´stupnı´ gml soubor pro Gephi.
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B Obsah prˇilozˇene´ho DVD
DVD obsahuje na´sledujı´cı´ adresa´rˇe
• \textDP
– Text DP pra´ce
• \zadani
– Zada´nı´ DP pra´ce
• \vectorModels
– Pouzˇı´vane´ vektorove´ modely
• \dtb
– Databa´ze, ze ktery´ch byly vytvorˇeny vektorove´ modely
• \Clustering
– Zdrojove´ ko´dy a knihovny aplikace, vcˇetneˇ trˇı´d pro extrakci dat a vytvorˇenı´
vektorovy´ch modelu˚
• \Clustering \Clustering\bin\Debug
– Spustitelny´ exe soubor Clustering.exe
