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Abstract
Let  be a Banach sequence space with a monotone norm ‖ · ‖, in which the canonical system (ei ) is
a normalized unconditional basis. We consider the problem of quasi-diagonal isomorphism of first type
power -Köthe spaces E(λ, a) (see (1) below). From [P.A. Chalov, V.P. Zahariuta, On quasi-diagonal
isomorphism of generalized power spaces, in: Linear Topological Spaces and Complex Analysis, vol. 2,
METU – TÜB˙ITAK, Ankara, 1995, pp. 35–44; P.A. Chalov, T. Terziog˘lu, V.P. Zahariuta, First type power
Köthe spaces and m-rectangular invariants, in: Linear Topological Spaces and Complex Analysis, vol. 3,
METU – TÜB˙ITAK, Ankara, 1997, pp. 30–44; P.A. Chalov, T. Terziog˘lu, V.P. Zahariuta, Multirectangular
invariants for power Köthe spaces, J. Math. Anal. Appl. 297 (2004) 673–695] it is known that the system
of all m-rectangle characteristics μm (see (9) below) is a complete quasi-diagonal invariant on the class
of all first type power Köthe spaces [V.P. Zahariuta, On isomorphisms and quasi-equivalence of bases of
power Köthe spaces, Soviet Math. Dokl. 16 (1975) 411–414; V.P. Zahariuta, Linear topologic invariants
and their applications to isomorphic classification of generalized power spaces, Turkish J. Math. 20 (1996)
237–289], if the relation of equivalency of systems (μXm) and (μX˜m) is defined by some natural estimates
with constants independent of m. Deriving the characteristic β˜ from the characteristic β (see [V.P. Zahar-
iuta, Linear topological invariants and isomorphisms of spaces of analytic functions, in: Matem. Analiz i
ego Pril., vol. 2, Rostov Univ., Rostov-on-Don, 1970, pp. 3–13 (in Russian), in: Matem. Analiz i ego Pril.,
vol. 3, Rostov Univ., Rostov-on-Don, 1971, pp. 176–180 (in Russian); V.P. Zahariuta, Generalized Mityagin
invariants and a continuum of mutually nonisomorphic spaces of analytic functions, Funktsional. Anal. i
Prilozhen. 11 (1977) 24–30 (in Russian); V.P. Zahariuta, Compact operators and isomorphisms of Köthe
spaces, in: Aktualnye Voprosy Matem. Analiza, vol. 46, Rostov Univ., Rostov-on-Don, 1978, pp. 62–71
(in Russian); P.A. Chalov, P.B. Djakov, V.P. Zahariuta, Compound invariants and embeddings of Cartesian
products, Studia Math. 137 (1) (1999) 33–47; P.B. Djakov, M. Yurdakul, V.P. Zahariuta, Isomorphic clas-
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80 E. Karapınar / J. Math. Anal. Appl. 335 (2007) 79–92sification of Cartesian products, Michigan Math. J. 43 (1996) 221–229; V.P. Zahariuta, Linear topologic
invariants and their applications to isomorphic classification of generalized power spaces, Turkish J. Math.
20 (1996) 237–289], and using the S. Krein’s interpolation method of analytic scale, we are able to gen-
eralize some results of [P.A. Chalov, V.P. Zahariuta, On quasi-diagonal isomorphism of generalized power
spaces, in: Linear Topological Spaces and Complex Analysis, vol. 2, METU – TÜB˙ITAK, Ankara, 1995,
pp. 35–44; P.A. Chalov, T. Terziog˘lu, V.P. Zahariuta, First type power Köthe spaces and m-rectangular in-
variants, in: Linear Topological Spaces and Complex Analysis, vol. 3, METU – TÜB˙ITAK, Ankara, 1997,
pp. 30–44; P.A. Chalov, T. Terziog˘lu, V.P. Zahariuta, Multirectangular invariants for power Köthe spaces,
J. Math. Anal. Appl. 297 (2004) 673–695].
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Let  be a Banach sequence space in which {ei = (δi,j )j∈N: i ∈ N} forms an unconditional
basis. The norm ‖ · ‖ is called monotone [6] if ‖x‖  ‖y‖ whenever x = (ξi), y = (ηi),
|ξi |  |ηi |, i ∈ N. By Λ we denote the set of all such spaces  with monotone norm. For
a given  ∈ Λ and a Köthe matrix A = (ai,n)i,n∈N we define the -Köthe [8] space X = K(A) as
a Fréchet space of scalar sequences x = (ξi) such that (ξiai,n) ∈ , for each n, with the topology
generated by the system of seminorms {|(ξi)|n := ‖(ξiai,n)‖, n ∈ N}. Set P := {a = (ai)i∈N:
ai > 1, i ∈N}. For a ∈ P and λn ↗ α, −∞ < α ∞, the -Köthe space
Eα(a) := K
(
exp(λnai)
)
,
is called -power series space of finite (infinite) type if α < ∞ (α = ∞).
Let E be the class of the -Köthe spaces of the kind
E(λ, a) := K
(
exp
[(
− 1
p
+ λip
)
ai
])
, (1)
where a = (ai)i∈N ∈ P , λ = (λi), 0 < λi  1. Spaces of that kind are called power -Köthe
spaces of first type. We easily observe that if a˜i = 1 + ai , λ˜i = max{λi, 1a˜i } where a˜ = (a˜i) and
λ˜ = (λ˜i), then E(λ, a)  E(λ˜, a˜).
We represent a generalization of some results from [3] (see Lemma 12 and Theorem 16 below)
considering -power Köthe spaces instead of usual Köthe spaces with  = lp .
Here we also use compound linear topological invariants developed in [11,13,14] and mul-
tirectangular characteristic invariants (see [4,2,3,12]). For the sake of transparency we simplify
the principal part of the proof, omitting some elementary but long-run computations similar to
those from [3]. The more general situation calls also for some considerable revision of the com-
pound invariants method: such as exploiting S. Krein’s interpolation method of analytic scales
(see Lemmas 9, 10) and introducing the modified basic characteristic β˜(V ,U) (see Section 3
below).
2. Power -Köthe spaces of first type
Let X = K(A) and X˜ = K(A˜) be -Köthe spaces. An operator T :X → X˜ is called quasi-
diagonal if there exists an injection ϕ :N→N and constants ti , i ∈N, such that
T ei := tieϕ(i), i ∈N.
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qd X˜ (X qd↪→ X˜) if there is a quasi-diagonal isomorphism (respectively a quasi-
diagonal imbedding) T :X → X˜. Similarly, an operator T :X → X˜ is permutable (respectively
equivalent) if it is quasi-diagonal and ti ≡ 1 (respectively if it is quasi-diagonal, ti ≡ 1 and
ϕ(i) = i). Analogously, we write X p X˜ (respectively X e X˜) if there is a permutable (respec-
tively equivalent) isomorphism.
The space E(λ, a) is said to be finite (infinite or mixed) if λi → 0 ( limλi > 0 or limλi = 0,
limλi > 0).
Proposition 1. (Cf. [15].)
(a) The case λi → 0 is equivalent to E(λ, a) eE0(a).
(b) The case limλi > 0 is equivalent to E(λ, a)
e E∞(a).
Proof. Consider the case (a). It is sufficient to show that the identity operator I is an isomorphism
between E(λ, a) and E0(a). Suppose λi → 0, i ∈N. Then, there exists i0 such that for all i > i0,
0 < λi < 12p2 . Hence
− 1
p
ai 
(
− 1
p
+ λip
)
ai 
(
− 1
p
+ 1
2p2
p
)
ai = − 12pai. (2)
Since norm is monotone, (2) yields that
‖x‖E0(a)  ‖x‖E0(λ,a)  ‖x‖E0(a).
Analogously we can observe (b). 
For any given infinite set L = {ik} ⊂ N we shall consider the corresponding basic subspace
as follows:
EL(λ, a) := span{ej : j ∈ L}  E(λL, aL),
where λL = (λik ), aL = (aik ). From this definition, we get the following:
Corollary 2. (Cf. [15].)
(i) λik → 0 ⇔ EL(λ, a)
e E0(aL);
(ii) limλi > 0 ⇔ EL(λ, a)
e E∞(aL);
(iii) aik  C < ∞ ⇒ EL(λ, a)
e E0(aL)
e E∞(aL)
e .
The cases (i) and (ii) are the consequences of (a) and (b) of Proposition 1 and the last case is
proved in [7].
Proposition 3. (Cf. [15].) Let a = (ai), ai ↗ ∞ and b = (bi), bi ↗ ∞, are given τ = 0,∞.
Then E0(a)  E∞(b) always and
E
τ
(a)  Eτ (b) ⇔ Eτ (a)
e Eτ (b) ⇔ ai  bi.
Lemma 4. (See [7].) Let X and X˜ be -Köthe spaces with X qd↪→ X˜ and X˜ qd↪→ X. Then X qd X˜.
82 E. Karapınar / J. Math. Anal. Appl. 335 (2007) 79–92Lemma 5. (Cf. [15].) The following conditions are equivalent:
(i) E(λ, a) p E(μ,b);
(ii) E(λ, a) qd E(μ,b);
(iii) there exist a bijection σ :N→N and a constant Δ > 1 such that
ai
Δ
 bσ(i)  aiΔ (3)
and for any subsequence ik ,
λik → 0 ⇔ μσ(ik) → 0. (4)
3. Some geometric invariant characteristics
Let R be a set with an equivalence relation ∼ and X be a class of locally convex spaces. We
consider that γ :X →R is a linear topological invariant if X  X˜ ⇒ γ (X) ∼ γ (X˜), X,X˜ ∈X .
For more details about linear topological invariants we refer to [15].
Suppose E is a linear space, U and V are absolutely convex sets in E and EV is the set of
all finite dimensional subspaces of E that are spanned on the elements of V. Set L(V ,U) :=
{L ∈ EV : ∃q := q(L) < 1, L∩U ⊂ qV }.
Dealing with Banach sequence spaces with monotone norm, it is convenient to consider the
characteristic
β˜(V ,U) := sup{dimL: L ∈ L(V ,U)},
which is a modification of the characteristic β(V,U) (see, e.g. [11,13,14,1,5,15]).
Lemma 6. Let E be a linear space, U,V,U1 and V1 be absolutely convex sets in E and T be an
injective linear operator on E,
β˜(V1,U1) β˜(V ,U) if V1 ⊂ V, U ⊂ U1; (5)
β˜(CV,U) = β˜
(
V,
1
C
U
)
if C > 0, and (6)
β˜
(
T (V ),T (U)
)= β˜(V ,U). (7)
Since the proof of the lemma is straightforward, we exclude it. For a ∈ P we introduce the
weighted -space as
(a) := {x = (ξi): ‖x‖(a) := ∥∥(ξiai)∥∥ < ∞}.
Let E be a vector sequence space containing the system {ei}i∈N. Given a ∈ P , we define the
weighted ball B(a) = {x ∈ E ∩ (a): ‖x‖(a)  1}.
For any a(j) = (a(k)i ) ∈P , j = 1,2, . . . , r ∈N, we set
∧r
j=1 a(j) = (min{a(1)i , a(2)i , . . . , a(r)i })
and
∨r
j=1 a(j) = (max{a(1)i , a(2)i , . . . , a(r)i }).
The following result is the extension of Proposition 5 in [15].
Lemma 7. Let a(1), a(2), . . . , a(r) ∈P , r ∈N, then
(i) 1
r
B(
∧r
j=1 a(j)) ⊂ conv(
⋃r
j=1 B(a(j))) ⊂ B(
∧r
j=1 a(j));
(ii) B(∨rj=1 a(j)) ⊂⋂rj=1 B(a(j)) ⊂ rB(∨rj=1 a(j)).
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I (j) := {i ∈N: a(j)i min(a(1)i , . . . , a(j−1)i , a(j−1)i , . . . , a(r)i )}, j = 2, . . . , r.
Let x = (ξi)i∈N ∈ B(∧rj=1 a(j)). Define u(j) = (u(j)i ) so that u(j)i = ξi if i ∈ I (j) and 0 other-
wise, where j = 1,2, . . . , r . Taking account of the monotonicity of the norm, we observe that∥∥u(j)∥∥
(a(j))
= ∥∥u(j)∥∥
(
∧r
j=1 a(j))
 ‖x‖(∧rj=1 a(j)).
Hence u(j) ∈⋃rj=1 B(a(j)) and 1r x = 1r u(1) + · · · + 1r u(r) ∈ conv(⋃rj=1 B(a(j))).
For the second inclusion, take
x =
n∑
i=1
λiui ∈ conv
(
r⋃
j=1
B
(
a(j)
))
,
where ui ∈⋃rj=1 B(a(j)) and∑ni=1 λi = 1. By the monotonicity of the norm, ‖ui‖(∧rj=1 a(j)) ‖ui‖(a(j))  1 holds for some j ∈ {1,2, . . . , r} . Hence,
‖x‖(∧rj=1 a(j)) =
∥∥∥∥∥
n∑
i=1
λiui
∥∥∥∥∥
(
∧r
j=1 a(j))

n∑
i=1
λi‖ui‖(∧rj=1 a(j)) 
n∑
i=1
λi = 1,
that is, x ∈ B(∧rj=1 a(j)).
(ii) Let x ∈ B(∨rj=1 a(j)). Monotonicity of the norm implies that ‖x‖(a(j)) 
‖x‖(∨rj=1 a(j))  1 for j = 1,2, . . . , r . Hence x ∈⋂rj=1 B(a(j)).
For the second inclusion, take x ∈⋂rj=1 B(a(j)), that is, ‖x‖(a(j))  1 for j = 1,2, . . . , r .
Then monotonicity of the norm yields∥∥(ξi max{a(1), a(2), . . . , a(r)})∥∥  ∥∥(ξia(1)i + ξia(2)i + · · · + ξia(r)i )∥∥
 ‖x‖(a(1)) + ‖x‖(a(2)) + · · · + ‖x‖(a(r)).
Thus we get ‖x‖(∨rj=1 a(j))  r , hence x ∈ rB(∨rj=1 a(j)). 
The notation |S| shows the number of elements in S if it is finite and ∞ if S is infinite.
Lemma 8. (See [8].) β˜(B(a),B(b)) = |{i: ai
bi
< 1}|.
Let us recall the definition of an analytic scale of Banach spaces [9]. Suppose that M is
a normed linear space with a family of linear operators T (z) satisfying the following conditions:
(i) for every x ∈ M , the function T (z)x is an entire function of the complex variable z;
(ii) the function ‖T (z)x‖M is bounded on every straight line parallel to the imaginary axis;
(iii) T (0)x = x;
(iv) supμ,ν‖T (α + iμ)T (β + iν)x‖M  supτ‖T (α + β + iτ )x‖M ;
(v) T (iμ)T (z +Δz)x − T (z)x
Δz
→ T (iμ)(T (z)x)′
uniformly in μ as Δz → 0.
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‖x‖α := sup−∞<τ<∞
∥∥T (α + iτ )x∥∥
M
on the space M and consider the completions Eα of M by these norms. The family Eα (−∞ <
α < ∞) of Banach spaces will be called an analytic scale of Banach spaces.
Now we construct an analytic scale which is generated by the Banach spaces (a) and (b):
Lemma 9. Let  ∈ Λ and a, b ∈ P . Then Eα = (a1−αbα) is an analytic scale such that
E0 = (a) and E1 = (b).
Proof. Consider the normed linear space M := {x = (ξk) ∈ (a): ∃k0 = k0(x), ξk = 0, k  k0}
which is a dense subspace of (a). We define an operator T (z) :M → M such that T (z)x :=
(ξk(
bk
ak
)z), where x = (ξk). Clearly the conditions (i)–(v) in the definition of the analytic scale are
satisfied. Then by the monotonicity of the norm,
‖x‖α := sup−∞<τ<∞
∥∥T (α + iτ )x∥∥
(a)
= sup
−∞<τ<∞
∥∥∥∥(ξk(bkak
)α+iτ
ak
)∥∥∥∥

= sup
−∞<τ<∞
∥∥∥∥(ξk(bkak
)iτ
(ak)
1−α(bk)α
)∥∥∥∥

= ‖x‖(a1−αbα).
Hence, Eα := (a1−αbα). 
Applying the interpolation theorem for analytic scales [9, Chapter IV, Theorem 1.10] to the
above scale we obtain the following
Lemma 10. (Cf. [15,1,5].) Suppose E and E˜ are -Köthe spaces, (ei) and (e˜i ) are their canoni-
cal bases, and T :E → E˜ is a linear operator. If a, a˜, b, b˜ ∈P and
T
(
B(a)
)⊂ B(a˜), T (B(b))⊂ B(b˜),
then for any α ∈ (0,1), we have
T
((
B(a)
)1−α(
B(b)
)α)⊂ (B(a˜))1−α(B(b˜))α.
4. Multirectangular characteristics invariants
Throughout this study, without loss of generality we assume that the spaces (1) satisfy
a = (ai)i∈N ∈P, 1
ai
 λi  1, i ∈N. (8)
For a given m ∈ N, we consider an m-rectangular characteristic [2,3] of the space X =
E(λ, a) as the function which evaluates how many points (λi, ai) are contained in the union of
m-rectangles:
μXm(δ, ε; τ, t) :=
∣∣∣∣∣
m⋃
k=1
{i: δk < λi  εk, τk < ai  tk}
∣∣∣∣∣, (9)
where δ = (δk), ε = (εk), τ = (τk), t = (tk), 0  δk < εk , 0  τk < tk < ∞, εk  1, τk  1,
k = 1,2, . . . ,m. This characteristic is the generalization counting function, defined by Mityagin
in [10].
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tions μXm and μ
(X˜)
m are equivalent (μ(X)m ≈ μ(X˜)m ) if there exists a strictly increasing function
ϕ : [0,2] → [0,1], ϕ(0) = 0, ϕ(2) = 1, and a positive constant Δ such that the following inequal-
ities:
μXm(δ, ε; τ, t) μX˜m
(
ϕ(δ),ϕ−1(ε); τ
Δ
,Δt
)
, (10)
μX˜m(δ, ε; τ, t) μXm
(
ϕ(δ),ϕ−1(ε); τ
Δ
,Δt
)
, (11)
hold with ϕ(δ) = (ϕ(δk)), ϕ−1(ε) = (ϕ−1(εk)), τΔ = ( τkΔ ), Δt = (Δtk) for all collections of pa-
rameters δ, ε, τ, t defined above.
The following lemma which is a generalization of Lemma 10 in [3], plays a crucial role
in the subsequent results. In this result, λi is estimated by using the “interpolational weights”
(Lemmas 9 and 10).
Lemma 12. Let X = E(λ, a), X˜ = E(λ˜, a˜),  ∈ Λ, n ∈ N. If X  X˜, then there exist an
increasing function ϕ : [0,2] → [0,1], ϕ(0) = 0, ϕ(2) = 1, a decreasing function M : (0,1] →
(0,∞) and a constant Δ > 1 such that the inequality
μXm(δ, ε; τ, t) μX˜m
(
ϕ(δ)− M(δ)
τ
,ϕ−1(ε) + M(ε)
τ
; τ
Δ
,Δt
)
(12)
holds for each m ∈ N, all collections of parameters δ, ε, τ, t defined above with an additional
condition: There are at most n distinct numbers of δ1, δ2, . . . , δm.
Proof. Let T : X˜ → X be an isomorphism. Consider two unconditional bases of the space X: the
canonical basis e = (ei)i∈N, and T -image of the basis of X˜: e˜ = (e˜i )i∈N, e˜i = T ei , for each i.
Regarding these bases, we observe two representations: x =∑∞i=1 ξiei =∑∞i=1 ηi e˜i , for each
x ∈ X. We define the weights αp := (exp ([− 1p + λip]ai)), α˜p := (exp ([− 1p + λ˜ip]a˜i ).
For each x ∈ X, the system of norms {‖x‖p = ‖(ηi a˜ip)‖: p ∈ N} and the original system of
norms in X {|x|p = ‖(ξiaip)‖: p ∈N} are equivalent. Also we set the weighted balls
Be(αp), B
e˜(α˜p) (13)
to build two pairs of synthetic neighborhoods U,V and U˜ , V˜ in the form of certain compound
geometrical and interpolational constructions to provide the assertion (12) of Lemma 12.
Let us start with the construction of synthetic neighborhoods. Let n,m ∈ N such that nm.
Now, regarding the equivalence of the systems of norms, we can choose an infinite chain of
positive integers
ri < pi < si < ri+1, i = 0,1, . . . ,m+ 1;
sm+1 < qj < qj+1, j = 1,2, . . . , (14)
in a way that each consequence number is four times larger than the preceding one and
4s0qj < qj+1, and that the following inclusions:
Be˜(α˜sk ) ⊂ C(k)Be(αpk ); Be(αpk ) ⊂ C(k)Be˜(α˜rk ), k = 0,1, . . . ,m+ 1;
Be˜(α˜qj+1) ⊂ Cqj Be(αqj ); Be(αqj+1) ⊂ Cqj Be˜(α˜qj ), j = 1,2, . . . , (15)
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Let all different values of (δk)mk=1 will be represented as a nondecreasing finite sequence
σ1 < σ2 < · · · < σl < · · · . Due to that, let us redefine the numbers
pk := plk , rk := rlk , sk := slk ,
where lk is such that δk = σlk , k = 1, . . . ,m. Obviously, the inclusions (15) are still valid. Besides
these, we consider also the sequence
ζ0 := 1, ζj := 1
qj
, j = 1,2, . . . , (16)
and choose indices ιk and jk so that
ζιk  δk < ζιk−1 , ζjk+1  εk < ζjk , k = 1,2, . . . ,m. (17)
Due to the construction above, we define the sets supplying as elementary blocks in order to
build the substructure of the sets U,V, U˜ , V˜ . The first couple of the sets U,V is built with the
blocks (k = 1,2, . . . ,m)
Be
((
w
(k)
i,l
))
, l = 1,2; Be˜((w¯(k)i,l )), l = 1,2,3,4, (18)
where each weighted-sequence will be responsible for certain inequality for (λi) or (ai) in (9).
We begin with the following blocks:(
w
(k)
i,1
)= (w¯(k)i,1 )= αpk , k = 1,2, . . . ,m. (19)
The estimations of λi from below and above in (12), (9) are linked with the following two series
of “interpolational” weights (k = 1,2, . . . ,m):(
w
(k)
i,2
)= α 12p0α 12qιk , (w¯(k)i,2 )=
{
α
1
2
p0α
1
2
qjk−1 if jk > 3,
αp0 if jk  3.
(20)
On the other hand, the estimations of ai by the parameters τk and tk in (12), we require the
following series (k = 1,2, . . . ,m):(
w¯
(k)
i,3
)= exp( τk
2p0
)
αp0 ,
(
w¯
(k)
i,4
)= exp (−2pm+1tk)αpm+1 . (21)
Finally, we construct the substructure of second couple of the sets U˜ , V˜ . For this goal, we use
the corresponding series of blocks which are balls with respect to the T -image basis e˜ (k =
1,2, . . . ,m):
Be
((
w˜
(k)
i,l
))
, l = 1,2; Be˜(( ˜¯w(k)i,l )), l = 1,2,3,4,
where the weights (w˜(k)i,l ) and ( ˜¯w(k)i,l ) are obtained from (19), (20) and (21) with the following
substitution: instead of αpk we insert 1C(k) α˜sk (or, respectively C(k)α˜rk ) and we replace αqιk
(respectively αqjk−1 ) with
1
Cqιk
α˜qιk (respectively Cqjk−2 α˜qjk−2 ). Now we are ready to construct
the sets U,V, U˜ and V˜ :
U =
m⋂
k=1
conv
( 2⋃
l=1
B
((
w
(k)
i,l
))); U˜ = m⋂
k=1
conv
( 2⋃
l=1
B
((
w˜
(k)
i,l
)))
,
V = conv
(
m⋃ 4⋂
B
((
w¯
(k)
i,l
))); V˜ = conv( m⋃ 4⋂B(( ˜¯w(k)i,l ))
)
.k=1 l=1 k=1 l=1
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Be
((
w
(k)
i,l
))⊃ Be((w¯(k)i,l )), l = 1,2; Be˜((w¯(k)i,l ))⊂ Be˜(( ˜¯w(k)i,l )), l = 1,2,3,4,
which imply the inclusions V ⊂ V˜ and U ⊂ U˜ .
One of the main difficulty is that the sets U,V, U˜ and V˜ are not weighted balls. So, we cannot
use Lemma 8 directly to calculate β˜(U,V ) and β˜(U˜ , V˜ ). Nevertheless, using Lemma 7, we
easily approximate these sets as follow:
V ⊃ 1
n
B
((
m∧
k=1
4∨
l=1
(
w¯
(k)
i,l
))); V˜ ⊂ 4B(( m∧
k=1
4∨
l=1
( ˜¯w(k)i,l )
))
,
U ⊂ nB
((
m∨
k=1
2∧
l=1
(
w
(k)
i,l
))); U˜ ⊃ 1
2
B
((
m∨
k=1
2∧
l=1
(
w˜
(k)
i,l
)))
.
Regarding Lemma 6, we observe the following crucial estimation:
β˜
(
B
((
m∧
k=1
4∨
l=1
(
w¯
(k)
i,l
)))
,B
((
m∨
k=1
2∧
l=1
(
w
(k)
i,l
))))
 β˜
(
U,
1
n2
V
)
 β˜
(
U˜ ,
1
n2
V˜
)
 β˜
(
8n2B
((
m∧
k=1
4∨
l=1
( ˜¯w(k)i,l )
))
,B
((
m∨
k=1
2∧
l=1
(
w˜
(k)
i,l
))))
. (22)
To complete the proof, it is sufficient to show that the left-hand side of the (22) is greater than
μXm(δ, ε; τ, t) and the right-hand side of the (22) is less than μX˜m(ϕ(δ) − M(δ)τ , ϕ−1(ε) + M(δ)τ ;
τ
Δ
,Δt).
Let us estimate the left-hand side of (22). Lemma 8 implies that
β˜
(
B
((
m∧
k=1
4∨
l=1
(
w¯
(k)
i,l
)))
,B
((
m∨
k=1
2∧
l=1
(
w
(k)
i,l
))))
=
∣∣∣∣∣
m⋃
k=1
m⋃
ν=1
{
i:
( 4∨
l=1
(
w¯
(k)
i,l
))

( 2∧
l=1
(
w
(ν)
i,l
))}∣∣∣∣∣

∣∣∣∣∣
m⋃
k=1
{
i:
( 4∨
l=1
(
w¯
(k)
i,l
))

( 2∧
l=1
(
w
(k)
i,l
))}∣∣∣∣∣
=
∣∣∣∣∣
m⋃
k=1
{
i: max
1l4
w¯
(k)
i,l  min1l2w
(k)
i,l
}∣∣∣∣∣. (23)
Due to the fact that w¯(k)i,1 = w(k)i,1 , we can write the expression in the parentheses of (23) as
follows:{
i: max
1l4
w¯
(k)
i,l  min1l2w
(k)
i,l
}
=
4⋂({
i: w¯
(k)
i,l w
(k)
i,1
}∩ {i: w¯(k)i,1 w(k)i,2 }). (24)l=2
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{i: λi  εk} ⊂
{
i: w¯
(k)
i,2 w
(k)
i,1
}
, (25)
{i: λi > δk} ⊂
{
i: w¯
(k)
i,1 w
(k)
i,2
} (26)
are satisfied for (k = 1,2, . . . ,m).
Let us show the first inclusion. Due to the definition w¯(k)2 , we need to check two cases: jk  3
and jk > 3. Since the case jk  3 is trivial, let us consider the case jk > 3: Recalling the crucial
role of interpolation Lemmas 9, 10 and definitions of the weights with (13), we observe that the
left-hand side of (25) is equivalent to
λi
(
1
2
qjk−1 +
1
2
p0 − pk
)
 1
2p0
+ 1
2qjk−1
− 1
pk
. (27)
The construction of the chains (14), (16) and (17) implies that the left-hand side of (27) is
larger than 14p0 . In the same way, we observe that right-hand side is less than
λi
qjk
4p0
= λi 14p0ζjk
 λi
1
4p0εk
.
Thus we obtain the desired result (25). Analogously we can observe (26).
Similarly, to estimate (ai) from (24) we need to prove the inclusions
{i: ai > τk} ⊂
{
i: w¯
(k)
i,3 w
(k)
i,1
}
, (28)
{i: ai  tk} ⊂
{
i: w¯
(k)
i,4 w
(k)
i,1
} (29)
are held for (k = 1,2, . . . ,m). Consider (28). By definitions of the weights and (13) we observe
that the left-hand side of (28) is equivalent to
τk
2p0
 (pk − p0)(1 + λip0pk)
p0pk
ai ⇒ 12p0 
(pk − p0)(1 + λip0pk)
p0pk
,
which implies the (28). Analogously we can observe (29).
After these estimations, we can conclude that (24)–(29) imply that{
i: max
1l4
w¯
(k)
i,l  min1l2w
(k)
i,l
}
⊃ {i: δk < λi  εk, τk < ai  tk}.
Regarding this with (23), we get the left-hand side of (22).
Using Lemma 8, we estimate the right-hand side of (22):
β˜
(
8n2B
((
m∧
k=1
4∨
l=1
( ˜¯w(k)i,l )
))
,B
((
m∨
k=1
2∧
l=1
(
w˜
(k)
i,l
))))
=
∣∣∣∣∣
m⋃
k=1
m⋃
ν=1
{
i:
( 4∨
l=1
( ˜¯w(k)i,l )
)

( 2∧
l=1
(
8n2w˜(ν)i,l
))}∣∣∣∣∣. (30)
Taking into account the definitions we obtain{
i: max
1l4
w¯
(k)
i,l  8n
2 min
1l2
w
(ν)
i,l
}
⊂
4⋂({
i: ˜¯w(k)i,l  8n2w˜(ν)i,1
}∩ {i: ˜¯w(k)i,1  8n2w˜(ν)i,2 }). (31)
l=1
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case jk > 3. By definitions of the weights and (13) we observe that the inequality
˜¯w(k)i,2  8n2w˜(ν)i,1 (32)
is equivalent to the following:[(
1
2
r0 − 12qjk−2 − sν
)
λ˜i −
(
1
2r0
+ 1
2qjk−2
− 1
sν
)]
a˜i R
(
C
√
CCjk−2
)
, (33)
where R(C) := ln(8n2(C)). The construction of the chains (14), (16) and (17) implies that
qjk−2
4
<
1
2
r0 − 12qjk−2 − sν,
1
2r0
+ 1
2qjk−2
− 1
sν
<
1
r0
.
By the definition ζjk−3 = 1qjk−3 >
4
r0qjk−2
, we obtain that
{
i: ˜¯w(k)i,2  8n2w˜(ν)i,1
}⊂ {i: λ˜i  ζjk−3 + 4ζjk−2R(C2jk−2)a˜i
}
. (34)
For the case jk  3 we observe analogously{
i: ˜¯w(k)i,1  8n2w˜(ν)i,2
}⊂ {i: λ˜i  ζιν+2 + 4ζιν+1R(C2ιν )a˜i
}
. (35)
At this step, we will prove that (12) is guaranteed if we take a constant Δ, an increasing func-
tion ϕ : [0,2] → [0,1] and a decreasing function M : (0,1] → (0,∞), satisfying the following
conditions:
Δ > max
{
4pm+1R
(
C2
)
,8pm+1sm+1
}; (36)
ϕ(0) = 0, ϕ(2) = 1, ϕ(ζj ) = ζj+4, j = 0,1, . . . ; (37)
M(ζj )Δζj+2R
(
C2j+1
)
, j = 0,1,2,3; (38)
M(ζj )Δmax
{
ζj+2R
(
C2j+1
)
,4ζj−2R
(
C2j−2
)}
, j = 4,5, . . . . (39)
When we combine (34)–(35), we obtain{
i: ˜¯w(k)i,2  8n2w˜(ν)i,1
}⊂ {i: λ˜i  ϕ−1(jk+1)+ M(ζjk )
Δa˜i
}
,
{
i: ˜¯w(k)i,1  8n2w˜(ν)i,2
}⊂ {i: λ˜i  ϕ(ιν−2)− M(ζιk )
Δa˜i
}
.
Due to the definitions in (17), the above two inclusions become{
i: ˜¯w(k)i,2  8n2w˜(ν)i,1
}⊂ {i: λ˜i  ϕ−1(εk)+ M(εk)
Δa˜i
}
, (40)
{
i: ˜¯w(k)i,1  8n2w˜(ν)i,2
}⊂ {i: λ˜i  ϕ(δν)− M(δν)
Δa˜i
}
. (41)
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i: ˜¯w(k)i,3  8n2w˜(ν)i,1
}⊂ {i: a˜i > τk
Δ
}
, (42){
i: ˜¯w(k)i,4  8n2w˜(ν)i,1
}⊂ {i: a˜i > Δtk}. (43)
It is sufficient to prove only the inclusion (42), because the inclusion (43) will be proved in the
same way. Due to the definitions of the weights, the left-hand side of (42) is equivalent to the
following inequality:
τ
2p0
R
(
C2
)+ [ 1
r0
− 1
sν
+ λ˜i (sν − r0)
]
a˜i . (44)
If we consider (8), (17) and (36), we see that τ2p0 Δa˜i . Hence, this ensures (42).
By the aid of (40)–(42) and (43) the right-hand side of (31) becomes
4⋂
l=2
({
i: ˜¯w(k)i,l  8n2w˜(ν)i,1
}∩ {i: ˜¯w(k)i,1  8n2w˜(ν)i,2 })
⊂
{
i: ϕ(δν)− M(δν)
τk
< λ˜i  ϕ−1(εk)+ M(εk)
τk
; τk
Δ
< a˜i Δtk
}
. (45)
Regarding the definitions of the sequences ˜¯w(k)i,1 , w˜(ν)i,1 and (13) we obtain that{
i: ˜¯w(k)i,1  8n2w˜(ν)i,1
}⊂ {i: [( 1
sν
− 1
rk
)
+ λ˜i (rk − sν)
]
a˜i R
(
C2
)}
. (46)
Regarding the choice of indices (14), for ν < k,(
1
sν
− 1
rk
)
+ λ˜i (rk − sν) > 12sν >
1
4pm+1
.
Recalling (36) with the above inequality, the right-hand side of (46) becomes{
i: a˜i4pm+1 R
(
C2
)}⊂ {i: a˜i Δ}. (47)
To complete the estimation of the right-hand side of (22) and the proof of the lemma, it is suffi-
cient to show that for k, ν = 1,2, . . . ,m, the following inclusions are true:{
i: ϕ(δν)− M(δν)
τk
< λ˜i  ϕ−1(εk)+ M(εk)
τk
; τk
Δ
< a˜i Δtk
}
∩ {i: a˜i Δ}
⊂
{
i: ϕ(δk) − M(δk)
τk
< λ˜i  ϕ−1(εk)+ M(εk)
τk
; τk
Δ
< a˜i Δtk
}
. (48)
It is enough to check the cases k < ν, k > ν. Since the case k > ν is straightforward, we
consider only the case k < ν. So we have δk < δν . Due to the definitions of the functions M
and ϕ we observe that M(δk) M(δν) and ϕ(δk)  ϕ(δν). Under this observation, for k < ν,
definition of Sk,ν implies (48).
Bringing to the mind (30), (31), (45), (47) and (48), we get
β˜
(
8n2B
(
m∧ 4∨(( ˜¯w(k)i,l ))
)
,B
(
m∨ 2∧((
w˜
(k)
i,l
))))
k=1 l=1 k=1 l=1
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∣∣∣∣∣
m⋃
k=1
{
i: ϕ(δk)− M(δk)
τk
< λ˜i  ϕ−1(εk)+ M(εk)
τk
; τk
Δ
< a˜i Δtk
}∣∣∣∣∣
 μX˜m
(
ϕ(δ)− M(δ)
τ
,ϕ−1(ε) + M(ε)
τ
; τ
Δ
,Δt
)
.
Thus, the estimation of the right-hand side of (22) is obtained, due to the (12) which completes
the proof. 
The following proposition is a consequence of Lemma 12.
Proposition 13. Let X = E(λ, a), X˜ = E(λ˜, a˜), m ∈N. If X  X˜, then μXm ≈ μX˜m.
Systems of characteristics (μXm)m∈N and (μX˜m)m∈N are equivalent ((μXm) ≈ (μX˜m)) if the func-
tion ϕ and the constant Δ in Definition 11, can be chosen so that μXm ≈ μX˜m hold for all m ∈N.
Proposition 14. For spaces X = E(λ, a) and X˜ = E(λ˜, a˜), the following statements are equiv-
alent:
(i) X qd X˜;
(ii) (μXm) ≈ (μX˜m).
Proof. (i) ⇒ (ii). Suppose the spaces X and X˜ are quasi-diagonally isomorphic. Recall the
statement (4) of (iii) of Lemma 5 which implies that there is a strictly increasing function
ϕ : (0,1] → (0,1], ϕ(t) ↓ 0 as t ↓ 0, such that the following inclusions:
{i: λi  δ} ⊂
{
i: λ˜σ (i)  ϕ(δ)
}
,
{
i: λ˜σ (i)  δ
}⊂ {i: λi  ϕ(δ)} (49)
hold for any δ ∈ (0,1]. Without loss of generality we can assume that ϕ(1) < 1. Extend the
function ϕ on the segment [0,2] so that it will be a strictly increasing function and ϕ(0) = 0,
ϕ(2) = 1. Then the function ϕ has the inverse function ϕ−1 on the segment [0,1] and ϕ−1(0) = 0,
ϕ−1(1) = 2. It follows from (3), (49) that the inclusions
{i: δ < λi  ε, τ < ai  t} ⊂
{
i: ϕ(δ) < λ˜σ(i)  ϕ−1(ε),
τ
α
< a˜σ(i)  αt
}
,
{
i: δ < λ˜σ(i)  ε, τ < a˜σ(i)  t
}⊂ {i: ϕ(δ) < λi  ϕ−1(ε), τ
α
< ai  αt
}
hold for any parameters δ, ε, τ, t (0 < δ < ε  1). Hence, taking into account that σ is the bijec-
tion, we obtain the (ii).
(ii) ⇒ (i). Assume (ii) which implies the inequalities (10) and (11), for all collections of
parameters δ, ε, τ and t. Define a multiple-valued function S :N→N by the rule:
S(i) :=
{
j : ϕ(λi) < λ˜j  ϕ−1(λi),
ai
α
 a˜j  aiα
}
, i ∈N.
It follows from (10) that the map S satisfies all conditions of the Hall–König Theorem (see [15])
which yields that there exists an injection σ :N→N such that σ(i) ∈ S(i), i ∈N. Therefore the
operator T :X → X˜ defined by T ei = eσ(i) is a quasi-diagonal embedding. By repeating this
argument with (11), we obtain that X˜ qd↪→ X. Then by Lemma 4 we have X qd X˜. 
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n-equivalent ((μXm)
n≈ (μX˜m)), if for arbitrary m ∈ N, μXm ≈ μX˜m holds with an additional condi-
tion: the collection δ1, δ2, . . . , δm at most n different values.
Consider the linear topological invariant γn from E onto the set R with equivalence (
n≈). The
next theorem, which is a generalization of Theorem 11 in [3], shows that the map γn is a linear
topological invariant on the class E . To avoid repetition we omit the proof.
Theorem 16. Let the spaces X = E(λ, a) and X˜ = E(λ˜, a˜) be isomorphic. Then (μXm)
n≈ (μX˜m)
for each n ∈N.
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