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Introduction
Major and megaprojects are often defined as projects with a budget above $1 billion with an high level of innovation and complexity (Flyvbjerg et al. 2003; Van Wee 2007; Merrow 2011; Locatelli, Mariani, et al. 2017 ). However, already in the mid 80ies, Warrack (1985) argued that $1 billion is not a constraint in defining megaprojects, since sometimes a relative approach is needed. In fact, in some contexts, a much smaller project (such as one with a $100 million budget), could constitute a megaproject. Similarly, Hu et al. (2013) claim that a deterministic cost threshold is not appropriate for all countries, and a relative threshold such as the GDP should be used instead.
Even without defining a single threshold, megaprojects share the characteristics of not only being extremely expensive and long, but also politically sensitive, since they are often commissioned at least partially by the Government and involve a large number of external and internal stakeholders. Moreover, these projects are both influenced by the context in which they are delivered and they are able to influence the context themselves (Merrow 2011 ).
Additionally, due to the size and complexity of both their physical infrastructure and stakeholder network, it is still extremely hard to gather and investigate lessons learned from these projects in a systematic way.
Due to this techno-economic, political and social magnitude, megaprojects have risen significant interest not only among practitioners, but also among academics. Nevertheless, due to their uniqueness, it is still extremely hard to gather good and bad practices and develop empirically-based guidelines in a systematic way. This paper addresses this challenge, presenting a methodology to improve learning across projects and uncover good and bad practices, and ultimately investigates the project characteristics (i.e. the independent variables) that impact most on the project performance (i.e.
the dependent variable).
This methodology is based on benchmarking. Indeed, "benchmarking" refers to the process of comparing projects and, as explained in section 2, it offers significant potential to investigate the characteristics that impact most on the project performance. This methodology is applied to Nuclear Decommissioning Projects and Programmes (NDPs), as NDPs are extremely complex, long and expensive, with a budget that often exceed $1 billion; they are politically sensitive and involve a large number of external and internal stakeholders (LaGuardia & Murphy 2012; . Therefore NDPs can be addressed as megaprojects.
Nevertheless, this methodology can be adapted on all major and megaprojects where the uniqueness of projects and the low number of cases available hinder the use of analysis based on big numbers.
The rest of the paper is organised as follows. Section 2 critically reviews recent researches on benchmarking and compares benchmarking studies applied on the construction industry.
Section 3 stems from the literature and proposes a methodology to adapt the benchmarking approach to the situation where the number of cases is low and the information available are scattered. Then, this methodology is exemplified using the case of Nuclear Decommissioning Projects and Programmes (NDPs) in section 4. Nevertheless, this methodology is suitable to be applied on major and megaprojects where the alleged uniqueness of projects and the low number of cases available hinder the use of analysis based on big numbers. Section 5 is dedicated to discussion and conclusions.
Benchmarking analysis in the literature
The meaning of the term "benchmarking" has been widely discussed in the last decades and, as shown in Table 5 in the appendix, there are different definitions of "benchmarking" and of the benchmarking "steps and/or phases" in the literature. Already in 1992, benchmarking had already been described through 49 definitions (Anand & Kodali 2008 , quoting (Spendolini, 1992 ) and through a different number of steps and phases. More recently, Anand & Kodali (2008) , reviewed 35 published models and highlighted that there are only 13 common steps of the benchmarking analysis, out of 71 investigated. Therefore, before performing a "benchmarking analysis", it is critical to agree on its definition. In this research, the authors follow the PMBOK definition (2013, p.116) , where benchmarking involves "comparing actual or planned practices, such as processes and operations, to those of comparable organizations to identify best practices, generate ideas for improvement" and it provides "a basis for measuring performance". Additionally, Garnett & Pickrell (2000, p.57 ) assert that benchmarking is "a continuous process of establishing critical areas of improvement within an organization […] ", that it offers "the means to identify why `best practice' organizations are high achievers, and how others can learn from best practice processes to improve their own approach". Ramirez et al (2004) also state that it is necessary to complement a quantitative benchmarking system with a qualitative based one, in order to establish causal relationships.
This demonstrates the need to adapt benchmarking case-by-case. Within the construction industry, benchmarking has already been used to compare projects in order to identify successful projects and the reasons for their success, and the interest in benchmarking is significantly increasing because, through finding examples of superior performance, firms can adjust their policies and practices to improve their own performance (El-Mashaleh et al. 2007; Costa et al. 2006; Ramirez et al. 2004) . Table 6 in the appendix compares benchmarking analysis applied to the construction industry, highlighting, per each study, (1) the aim of the research, (2) the method or model described or adopted, (3) the steps of the analysis and highlights, and (4) the data collection and the number of case studies investigated.
Concerning benchmarking applied to the construction industry (Table 6) , the following conclusions can be drawn:

The benchmarking analysis is suitable to determine the performance of a company, using input metrics (i.e. safety expenses and management expenses) and output metrics (i.e.
schedule adherence, cost performance, customer satisfaction, safety performance, and profit) (El-Mashaleh et al. 2007 ).
 "Lessons learned from other companies can be used to establish improvement targets and to promote changes in the organization" (Costa et al. 2006, p.158) , but there is a need to upgrade existing benchmarking initiatives and devise new ones.
Qualitative benchmarking can enable the comparison of management practices, discover relationships between performance data, and determine industry trends. Also, being based on the perception of key personnel, this approach can be applied as part of a continuous improvement programme (Ramirez et al. 2004 ).
The benchmarking process is as important as the benchmarks themselves (Garnett & Pickrell 2000) , therefore the selection of cases is pivotal.
In conclusion, the benchmarking analysis is recognized to be a valuable tool to improve the performance of projects delivered in different industrial sectors and in different countries.
However, the aforementioned analyses are not directly applicable when the number of projects is low and/or the information available scattered (e.g. construction megaprojects and NDPs), and where a single and globally-recognized benchmark is missing. Therefore, a new framework needs to be developed to deal with the complexity and low number of major and mega projects. This research investigates the relationship between project characteristics and performance using a pool of 44 case studies. 
The methodology to learn across megaprojects
The methodology presented here is a development of the seminal work by Kathleen Eisenhardt (1989) , who recommends data collection using multiple methods, introduces the concept of "theoretical saturation", and promotes the deep analysis both of a single case and across casestudies to develop theories. In particular, the cross-case comparison is an iterative process, where the first step refines the initial hypothesis, the second step verifies the relationships among hypothesis and empirical evidence, and the third step critically compares new theories with existing ones. The case-method is described by several authors (e.g. (Yin 2009) ) and is of significant interest for the current research, even if it is sometimes criticized due to its limited rigour (Easterby-Smith et al. 2012 ).
The methodology proposed here is largely based on empirical evidence, and employs an "inductive" method (rather than a "deductive" one) where "induction" is defined as follows (Gill & Johnson 2002; Brookes et al. 2015, p.6) : "the induction of particular inferences from particular instances or the development of a theory from the observation of empirical reality." Figure 1 shows the research framework that has been developed by the authors to ultimately collect good and bad practices, and investigate what drives the project performance.
Figure 1. The five-step methodology
The first step embraces a preliminary literature review and the collection of case studies. This is complemented by semi-structured interviews and site visits. Case studies are selected according to their relevance and their completeness, and the availability of information. The date when these projects have been delivered is also significant, so the rule "the newer the better" applies. The output of the first step is (I) the preliminary collection of the projects' characteristics that impact on the projects' performance, (II) the selection of case studies and (III) of the techniques for the data analysis.
The second step consists of the data codification. Indeed, the selected case studies need to be recorded in a standard template. This template contains several pieces of information grouped into macro-categories, such as:
 an overview of the project, its physical characteristics and its final end-state;  governance, funding and contacting schemes;
The output of the second step is the development and population of a standard template to allow an easier comparison of projects. From this template, lessons learned can been listed and analysed.
The third step consists of the operationalisation of the independent and dependent variables, i.e. respectively the project characteristics and their performance. To do this it is necessary to firstly differentiate between "concepts" and "constructs", where a construct is a more formalised definition of a concept, a concept being a "general idea in our heads about a variable which has a part to play in our theories" but that still cannot be observed directly (Lee & Lings, 2008) . The measurement of a construct is "the process of moving our theoretical constructs into the real world" […], therefore "once we work out exactly how we can represent our constructs in the real world, we have what can been called an operational definition" […] .
So, the operational definition outlines exactly "what in the real word we say represents our theoretical constructs" (Lee & Lings 2008, p. 161) and implicitly means that operational definitions and constructs are not the same thing, as shown in Figure 2 . Constructs can describe the world, which is qualitative, quantitative, complex and dynamic. However, these constructs are not directly observable, therefore observable measures have to be used instead. Rossiter (2002) adopts the definition of Edwards & Bagozzi (2000) that describes constructs as phenomena "of theoretical interest" and suggests describing them in terms of (1) the object, including its constituents or components, (2) the attribute, including its components, and (3) the rater entity, where:
 The object part of the construct can be singular, collective or have multiple components, and can be concrete or abstract;  The attribute in the construct is the dimension on which the object is being judged, and can be concrete singular, abstract formed, and abstract eliciting;  The rater can be individual, expert or a group.
The output of the third step is the creation of a systematic list of the characteristics that impact on the project performance and their operationalization into binary independent and dependent variables, bearing in mind that, due to their nature, only some of them can be operationalised in a concrete way. The fourth step consists of the actual data analysis and it is split into two The statistical analysis employed needs to address: 1) the low number of cases and 2) their complexity, in other words, their (alleged) uniqueness. This is why the Fisher Exact Test is implemented first. Indeed, the Fisher Exact Test is able to identify correlations within small data sets (Leach 1979 ), e.g. 20-30 projects and to evaluate whether or not a single independent variable (e.g. a project characteristic) is associated with the presence (or absence) of a dependent variable (e.g. the project performance), using categorical data in the form of a contingency table as input. The output of the test is a p-value, which represents how likely it is that the result detected by the implementation of this statistical analysis could have resulted from chance rather than due to a real relationship between the variables in question. In this respect, the smaller the "p-value" is, the better. Key features, limitations and the implementation of the Fisher Exact Test can be found in Locatelli, Invernizzi, et al. 2017) .
Regarding the value of the p-value, the authors suggest to adopt a higher significance level than the one traditionally used, such as a p-value < 0.15 rather than a more typical value of p-value <0.05. This means that statistically significant findings must be dealt in a circumspect fashion and the actual causation between project characteristics and their performance requires further investigation and validation, e.g. through pilot projects and interviews with experts.
Example of results from the cross-comparison and the statistical analysis
NDPs are complex and affected by high uncertainties, can be characterized by activities that reach national multibillion projects, involve large numbers of partners and stakeholders, and are often (at least partially) commissioned by governments. Therefore, this paper addresses
NDPs as megaprojects and uses NDPs to exemplify the methodology described in section 3. 
Cross-comparison between two "similar but different" NDPs
The cross-comparison of NDPs assists the collection of relevant good (and bad) practices, and therefore is envisaged to be performed both within the UK and against other countries (Table   2) . Nevertheless, these NDPs have also very different aspects. Rocky Flats stopped operations 1989. Conversely, Sellafield is still an operating nuclear site that handles radioactive material shipped both from other countries and other nuclear sites in the UK. Moreover, during its decommissioning, its waste was shipped to other states in the US. Conversely, Sellafield is still an operating nuclear site that handles radioactive material shipped both from other countries and other nuclear sites in the UK .  Funding arrangements and contracting schemes, especially if tailored on single employees. Indeed, Rocky Flats adopted the so-called "abundance approach", where the aim was to fill the gap between forecasted (successful) performance and "spectacular" performance, i.e. to achieve positive deviance by closing the abundance gap (Cameron & Lavine 2006) . This, together with incentives singularly allocated to employees to promote feasible ideas can improve the performance of the NDP.
 The size of the free space available within the perimeter of the nuclear site to manage radioactive waste. In fact, even if the size of Rocky Flats is comparable to Sellafield, Rocky Flats had a "buffer zone" which surrounded the site that proved to be helpful for the management of radioactive material (Cameron & Lavine 2006) . Sellafield, on the contrary is "packed with buildings" (informal talks with Sellafield employees), which hinders the construction of new facilities to treat and confine the radioactive material.
 Early and timely engagement of stakeholders. Indeed, effective communication and the involvement of stakeholders in collaborative action support the smooth delivery of the project ).
These empirically-based lessons learned, together with good and bad practices gathered from the literature are tested with the statistical analysis of step 4.b.
Cross comparison among Oil & Gas decommissioning projects
The decommissioning of North Sea Oil & Gas facilities in the North Sea is projected to cost £40.6 billion over the next 25 years, £16.9 billion of which will be over the next decade. This is an increase of £2.3 billion on the 2014 report's ten-year forecast of £14.6 billion and is Therefore, the lessons learned from these ten Oil & Gas projects (summarized in Table 3 ) are also considered to populate the list of project characteristics whose correlation with the project performance is tested through the statistical analysis applied on NDPs. Indeed, most of the cost and schedule drivers highlighted in Table 3 are shared with the nuclear decommissioning industry and are therefore tested through the statistical analysis of step 4.b. Additional engineering required to ensure a safe and stable removal activity; additional man-hours required to execute the significantly larger work scope; presence of hazardous materials not previously recorded on register gave increased activity both offshore and onshore; additional time at site required additional flotel attendance; more visits by heavy lift vessel required than had been estimated; the decision by the contractor to use the "piece-small removal process on a large scale; difficulty to contract enough experienced and skilled labour; knowledge management; pre-qualification of "new techniques should be conducted; control on the availability and reliability of cranes and tools Only two of the Oil & Gas decommissioning projects were completed within the estimated budget. Five over ten were completed within the schedule 
Example of results from the first iteration of the statistical analysis: the Fisher Exact Test
The output of the statistical analysis is to highlight the correlation between the project characteristics and their performance. Table 4 lists four country-specific independent variables, two of which resulted in being correlated with the project performance according to the first statistical test implemented (i.e. the Fisher Exact Test) to a pool of 30 NDPs. This is a preliminary result, applied on a pool of NDPs. This research aims to increase the number of NDPs to improve the reliability of the results of the statistical analysis.
Independent variables, i.e. the NDP characteristics
Correlation of the independent variables with the dependent variable "50% cost overrun"
The country scores a corruption perception index > 60 2
The fact that the corruption perception index in a country is less than 60 is correlated with the presence of 50% of cost overrun. The p-value is lower than 10%, showing a correlation. The legal timeframe for review of decommissioning plans is less 2 years
The fact that the legal timeframe for review of decommissioning plans is less 2 years is strongly correlated to the absence of 50% of cost overrun. The p-value is lower than 10%, showing a correlation.
There are other nuclear facilities still operating in the country
The fact that there are other nuclear facilities operating in the country is not correlated to the absence of 50% of cost overrun. The p-value is >>15%, showing no correlation.
The NDP is state owned
The fact that the NDP is state owned is not correlated with the absence of 50% of cost overrun. The p-value is >>15%, showing no correlation. Table 4 . Example of independent variables statistically correlated to 50% cost overrun
Discussion and Conclusion
Due to their techno-economic, political and social magnitude, megaprojects have risen significant interest not only among practitioners, but also among academics. However, it is still extremely hard to gather good practices and develop empirically-based guidelines in a systematic way. This paper presents an innovative methodology based on benchmarking, that combines qualitative and quantitative analysis to collect, select and investigate good and bad practices and learn from a portfolio of projects. This methodology is exemplified using the case of decommissioning projects (and nuclear ones in particular), which are still remarkably under investigated, although extremely significant in terms of complexity and budget.
The methodology proposed in this paper starts with the selection of representative case studies (megaprojects) and the listing of the project characteristics that impact on the project performance, according to the literature. This is supported by semi structured interviews, and the cross-comparison and qualitative analysis of the information collected. Then, this methodology suggests to apply statistical analysis to assess the correlation and causation between project characteristics and their performance and to validate the correlation through pilot projects.
In particular, the Fisher Exact Test is envisaged to be applied as the first statistical method, as it is able to identify correlations within small data sets and to evaluate whether or not a single independent variable (e.g. a project characteristic) is associate with the presence (or absence) https://www.gov.uk/government/uploads/system/uploads/attachment_data/file/4 3408/frigg-dp.pdf. According to (Anand & Kodali 2008) , the definition of benchmarking vary. Key themes include measurement, comparison, identification of best practices, implementation and improvement. Anand & Kodali (2008) highlight that there are many kinds of classification schemes for benchmarking and provides an overview of different classification schemes and types of benchmarking. In total, Anand & Kodali (2008) have investigated 35 published models. The author provides a taxonomy for benchmarking models, dividing them into consultant/expert-based models, academic/research-based models and organization-based models, and finally states that benchmarking should at least be classified into internal and external benchmarking. Anand & Kodali (2008) reveal the presence of 71 benchmarking steps in the 35 different publications analysed. In those, around 13 steps have been addressed by many researchers (>40% of them) and are therefore called "common steps" of benchmarking. Excluding the "common steps", Anand & Kodali (2008) additionally lists 18 practices, that had an occurrence between 14% and 45%. Lastly, Anand & Kodali (2008) propose a 12-phases that include 54-detailed-step benchmarking model. Anand & Kodali (2008) highlight the 13 common steps of the benchmarking process: 1. Identify the benchmarking subject 2. Identify benchmarking partners 3. Perform benchmarking study 4. Determine current competitive gap 5. Establish functional goals 6. Develop action plans 7. Implement of action plans to bridge the gap 8. Recalibrate the benchmark 9. Understand the current situation by collecting and analysing the existing information on the subject to be benchmarked 10. Monitor results of the implemented actions 11. Identify the critical success factors or indicators of the subject to be benchmarked 12. Measure the existing state of the subject to be benchmarked with respect to the critical success factors/indicator 13. Form a benchmarking team and identify a leader of the team to carry benchmarking study "Benchmarking as an action research process" (Kyro 2004) "Even though definitions vary between scholars, the aspects of evaluation and improvement by learning from others are embedded in the definitions regardless of the definer" (Kyro 2004) Adopting an interpretative, comparative concept analysis, Kyro (2004) suggests that benchmarking can be regarded as a special kind of action research. If so, the author affirms that, more attention should be put on "preliminary planning, observation, reflection and the use of theoretical frames". Kyro (2004) also provides a detailed comparison of benchmarking and action research, focusing on:
(1) the similarity of their purpose, i.e. to improve practices, (2) the researcher's role, (3) how the processes take place and how they can be either adapted or created, (4) the phase of action research vs the phases of benchmarking. Kyro (2004) provides a review of benchmarking models and a classifications of benchmarking phases compared to action research. Kyro (2004) approaches the benchmarking process as a "two-cycle spiral, where the actual data collection phase is regarded as an action of the first cycle […] and at the same time is generic enough to be adopted for different forms of benchmarking"
"An evolutionary approach to Benchmarking" "Benchmarking is the process that facilitates learning and understanding of the organization and it processes. It Fernandez et al. (2001) propose an evolutionary classification method called cladistics, that distinguishes between different organisational types according to how they evolve and develop new ways of working. The authors firstly list the benchmarking styles (classified into internal, competitive, functional and generic Fernandez et al. (2001) provide a structured literature review of 6 earlier publications on benchmarking models, highlighting the five generic steps of benchmarking models: 1. Planning (Fernandez et al. 2001) enables organizations to identify the key processes that need improvement, and to search for applicable solutions for the best in class" (Fernandez et al. 2001) and strategic), highlighting their advantages and disadvantages. Fernandez et al. (2001) also affirm that the benchmarking process is not "a universal yardstick, as it is impossible to establish an absolute measurement in the benchmarking process". The author also state that benchmarking provides a "situational analysis", but not necessarily a "strategic roadmap". Of interest is the consideration that benchmarking models can be used to benchmark "both single functions and an entire organization" and that the reductionist approach (in opposition to the systemic approach) seeks to understand systems by reducing them into manageable individual parts 2. Analysis and data collection 3. Comparison and results 4. Change 5. Verification and maturity "Benchmarking in the UK: an empirical study of practitioners and academics" (Longottom 2000) Longbottom (2000) highlights respectively Camp's definition of benchmarking, as the "search for industry best practices that will lead to superior performance" (Camp 1989) Longbottom (2000) investigates the status of benchmarking within the UK through the analysis of answers to questionnaires (1,020 questionnaires were issued over a period of nine months, achieving a total response of 560). This study revealed that benchmarking is not so well-established as suggested by the literature, highlighting four major areas that require further discussion, i.e.: (1) the link between benchmarking and the strategic planning process; (2) the development of customer benchmarking methods; (3) the critical factors for transferring best practices across organizations, (4) the adaptation to post-modern attitudes to benchmarking Longbottom (2000) identifies four major stages of the benchmarking process: 1. Planning 2. Analysis 3. Implementation 4. Review "Benchmarking process formalization and a case study" (Büyüközkan & Maire 1998) "Benchmarking is the continuous process of evaluation of products, services and practices, with respect to those of the strongest competitors or of the enterprises recognized as leaders" (Büyüközkan & Maire 1998 , quoting Camp (1995 ) "In a direct way, benchmarking is a process of evaluation and improvement of performance" (Büyüközkan & Maire 1998) Büyüközkan & Maire (1998) state that benchmarking is one of the most efficient and effective management tools to help an enterprise to improve its performance. The author also points out some of the obstruction against the benchmarking approach, e.g. industrialists that think that their business processes are very company specific and that it is not ethical to look at other companies' technology and manufacturing methodology, and the lack of formal benchmarking methodology. Büyüközkan & Maire (1998) define a general benchmarking process to cover the different types of benchmarking (i.e. internal, external, industry, competitive, and generic benchmarking). This process is divided into the following 5 phase, divided into 15 steps and is a cyclical, "never-ending and learning" process. Büyüközkan & Maire (1998) also state the serious difficulties of implementing a continuous improvement activity is that "there are no standard performance metrics to be utilized in such studies". The author then illustrates the methods and tools for the first 5 steps of the benchmarking process through a case study. 
