This paper explores and compares the empirical distribution of the US dollar-deutsche mark exchange rate returns with well-known continuous-times processes at di erent frequencies. We use a variety of parametric models to simulate the unconditional density of the exchange rate returns at di erent frequencies, and show that the studied models do not ÿt the empirical distribution of exchange rate returns at both the high and low frequencies.
Introduction
Many models in continuous-time ÿnance rely on the assumption of a speciÿc stochastic process, while little attention is paid to the empirical ÿt of an assumed process to the actual data across di erent time scales. Consequently, the application of such statistical models to ÿnancial data would result in speciÿcation errors when the underlying data-generating process scales di erently across time. This assumption can also lead to mispricing of ÿnancial assets, and can have serious implications on portfolio selection and risk management. There is now evidence that investors do have heterogeneous expectations di erentiated according to their time dimensions (see Ref. [4] ). The co-existence of short-term as well as long-term traders indicates that there are di erent time scales for di erent traders in the market. Therefore, di erent time scales can lead to di erent price formation processes, which have other e ects such as volatility clustering and foreign exchange adjustment. However, investigating the scaling properties of foreign exchange returns and modelling its dynamics is far away from being trivial, and one recent promising attempt is the wavelet multi-scaling approach (see Ref. [7] ).
The aim of this study is to investigate the performance of the well-known stochastic processes in ÿtting the empirical distribution of the exchange rate returns at di erent time scales. We start with estimating the parameters of the candidate processes at di erent time scales and proceed with simulating the empirical distributions of exchange rate returns from selected candidate processes. The theoretical distributions are then compared with the empirical distribution via a Kolmogorov-Smirnov goodness-of-ÿt test.
Candidate processes for the exchange rate returns

Random walk GARCH(1,1)
Consider the following representation of the continuous-time logarithmic price process P t , where P t is a dollar price of the foreign currency at time t:
where t ¿ 0 and W t denotes a standard Brownian motion. The mean, , and the variance, , are both deÿned per unit time. Moreover, consider the following continuoustime representation of the returns, deÿned as X t = ln P t − ln P t0 :
The drift part in Eq. (2), = − 1 2 2 , can be omitted since the expected returns are equal to zero for all return horizons. Our estimation shows further that the drift is signiÿcantly equal to zero. In fact, Andersen et al. [1] argue that it is straightforward to allow for a drift or more general forms of conditional mean predictability but the assumption of no conditional mean provides a very good approximation for the high-frequency returns over 20 min. In order to capture volatility clustering, we use the GARCH process for conditional volatility. Therefore, the random walk model with GARCH(1,1) speciÿcation for the exchange rate returns is presented as follows:
where t is assumed to follow a probability distribution with zero mean and unit variance, such as the standard normal distribution or the Student-t distribution.
Random walk with stochastic volatility
The next model considered is the random walk with stochastic volatility. The volatility of the returns is assumed to follow an Ornstein-Uhlenbeck process, hence the returns This table provides estimates of the ÿrst four moments of the unconditional distribution at di erent time intervals for the USD-DEM returns for the period from January 2, 1995 to November 27, 1996. The original data consist of continuously recorded 5-min bid and ask prices obtained from the Olsen & Associates database. The 5-min returns are calculated as the log di erence of the prices and for each time interval, the returns are generated by aggregating the 5-min returns. We present the mean, the standard deviation, the skewness, and the kurtosis along with each time interval of 30 min, 6, 12, 24 h and 1 week. The USD-DEM returns are skewed to the right and exhibit an excess kurtosis decreasing from the 30 min to the weekly horizon.
are deÿned as follows:
where a ¿ 0; b ¿ 0; v is the variance of the volatility, and the Wiener processes, W t and Z t , are independent.
Jump-Di usion process
The last process we consider is the parametric Jump-Di usion process deÿned as
where Ä t is the jump and assumed to be identically and independently distributed and lognormal with mean Â and variance 2 . N t is a Poisson arrival process with parameter as a mean number of information arrivals per unit time. It is assumed that upon the arrival of "abnormal" information, there is an instantaneous jump in the exchange rate of size Ä t , independent of W t .
The empirical data
We use the US dollar-deutsche mark (USD-DEM) spot exchange rate since it is the most actively traded and quoted foreign currency. The USD-DEM spot rates are obtained from Olsen & Associates database. The sample consists of continuously recorded 5-min bid and ask prices from January 2, 1995 through November 27, 1996 for a total of 138,816 observations. Each quote consists of a bid and ask price with a time stamp Fig. 1 . Autocorrelation coe cients of the empirical returns. The ÿgure present the autocorrelation coe cients of the USD-DEM returns from January 2, 1995 through November 27, 1996, for di erent time horizons, along with the corresponding autocorrelation coe cients of the realized absolute returns, the squared returns and the 95% signiÿcance level. The original data consists of continuously recorded 5-min bid and ask prices obtained from the Olsen & Associates database. The 5-min returns are calculated as the log di erence of the prices and for each time interval, the returns are generated by aggregating the 5-min returns.
to the nearest even second. The prices at each 5-min interval are obtained by linearly interpolating from the logarithmic average of the bid and ask for the two closest ticks as in Refs. [9, 5] . The continuously compounded prices are the average of the logarithm of the bid and ask prices:
[ln P(bid) t + ln P(ask) t ] for t = 1; : : : ; 138; 816 :
Not to confound the evidence of slow trading patterns over weekends (see Ref.
[3]), we removed the weekend quotes from Friday 22:00 GMT to Sunday 22:00 GMT. The continuously compounded 5-min returns are calculated as the log di erence of the prices:
X t5 = P t − P t−1 for t 5 = 1; : : : ; 138; 815 : maximum likelihood estimation of the parameter (t-statistics are presented in parantheses) of a di usion process with Gaussian errors for the USD-DEM returns from January 2, 1995 through November 27, 1996, at di erent time intervals. The original data consist of continuously recorded 5-min bid and ask prices obtained from the Olsen & Associates database. The 5-min returns are calculated as the log di erence of the prices and for each time interval, the returns are generated by aggregating the 5-min returns. The continuous-time return process is speciÿed as dXt = dt + dWt , and the loglikelihood function is given by
The drift is highly insigniÿcant at the 5% signiÿcance level showing that the return process is equivalent to a simple random walk.
To eliminate the seasonality, we ÿltered the raw 5-min returns by removing holidays as in Ref. [1] , and to avoid the bias that can be caused by the buying and selling intensions of the quoting institutions on the price changes observed at high frequencies (see Ref. [4] ), we opted to work with 30-min aggregated returns and aggregate for other frequencies:
X t5−i for t 30 = 1; : : : ; 23; 135 :
We also construct the realized volatility from returns deÿned as the absolute returns at a certain time horizon. For instance, the 30-min realized volatility is deÿned as follows:
for t 30 = 1; : : : ; 23; 135 : Table 1 gives an empirical estimation of the ÿrst four moments of the unconditional distribution at di erent time intervals for the empirical exchange rate returns. The returns are not normally distributed. They are skewed to the right and exhibit excess kurtosis consistent with the existence of fat tails of the empirical distribution. Clearly, the distribution of returns is increasingly fat-tailed as data frequency increases and hence shows instability. Fig. 1 represents the autocorrelation coe cients of the empirical exchange rate returns at di erent frequencies up to 150 lags corresponding to more than 3 days. One 
The parameters are signiÿcant at the 5% signiÿcance level with an exception at the weekly time interval. Moreover, as the frequency increases, the estimates for 1 + 2 are close to unity, and thus approaching the long-term volatility model of an integrated GARCH process.
can observe that the absolute and the squared returns for the empirical return series have a signiÿcant autocorrelation for small time lags (until 6 h), indicating the existence of volatility clustering. Moreover, there is a positive autocorrelation in the 30-min returns (see Fig. 1 ) showing that the trades are positively correlated, i.e. a trade at the ask is likely to be followed by another at the ask (see Ref. [8] for more details). Table 2 provides the maximum likelihood estimation of the parameters of the diffusion process with Gaussian innovations (Eq. (2)). The drift is highly insigniÿcant, conÿrming our assumption that the expected returns are equal to zero for the time intervals studied, namely 30 min, 6, 12, 24 h and weekly interval. This comes to support the assumption of Andersen et al. [1] of no dynamics in the mean of the intraday returns at 30-min time horizon. In Tables 3 and 4 , we estimate, respectively, the parameters of the random walk-GARCH(1,1) with Gaussian errors and the random 
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where v is the degree of freedom. With an exception of the weekly time horizon, all of the parameters are signiÿcant at the 5% signiÿcance level, and the sum of the ARCH and GARCH terms ( 1 + 2 ) is close to unity, approaching the long-term volatility model of an integrated GARCH process.
walk-GARCH(1,1) with Student-t innovations. We notice that the estimates for 1 + 2 are close to unity as frequency increases, thus approaching the long-term volatility model of Engle and Bollerslev [6] . 1 This indicates the presence of di erent market components corresponding to di erent time horizons. Therefore, we can argue that the standard GARCH volatility model may not be able to capture the heterogeneity of traders at di erent frequencies. Table 5 presents the coe cient estimates of the Jump-Di usion process for di erent time horizons. 2 We ÿnd that the intensity of jumps varies signiÿcantly from 0.17% for 30 min to 0.05% for 12 h, and disappears for 1 day and 1 week time intervals. This This table gives the maximum likelihood estimation of the parameters (t-statistics are presented in parantheses) of a Jump-Di usion process for the USD-DEM returns from January 2, 1995 through November 27, 1996, at di erent time intervals. The original data consist of continuously recorded 5-min bid and ask prices obtained from the Olsen & Associates database. The 5-min returns are calculated as the log di erence of the prices and for each time interval, the returns are generated by aggregating the 5-min returns. The continuous-time return process is speciÿed as dXt = t dWt + Ät dNt , where Ät is the jump and assumed to be identically and independently distributed and lognormal with mean Â and variance 2 . Nt is a Poisson arrival process with parameter as a mean number of information arrivals per unit time. It is assumed that upon the arrival of "abnormal" information there is an instantaneous jump in the exchange rate of size Ät , independent of Wt . The loglikelihood is given by
The intensity of jumps ( ) varies signiÿcantly from 0.17% for 30 min to 0.05% for 12 h, and disappears for 1 day and 1 week time interval. This shows that, at daily and weekly frequency, the Jump-Di usion process behaves as a simple di usion process.
concludes that the impact of news on traders, such as the fundamental macro-economic information or the intervention of domestic and foreign central banks, di ers according to the time horizon. Finally, Table 6 presents the coe cient estimates of the Ornstein-Uhlenbeck volatility process. The table shows the signiÿcance of the mean reverting coe cients and shows the speed of reversion ranges from 0.06% for the 30 min horizon to a higher value of 1% for the weekly horizon.
Simulations and tests
The simulated return distributions of the four candidate process are obtained using a Monte Carlo simulation procedure with the parameter estimates from the empirical data. This table gives the maximum likelihood estimation of the parameters (t-statistics are presented in parantheses) of an Ornstein-Uhlenbeck process for the realized volatility. The volatility is deÿned as the absolute USD-DEM returns from January 2, 1995 through November 27, 1996, at di erent time intervals. The original data consist of continuously recorded 5-min bid and ask prices obtained from the Olsen & Associates database. The 5-min returns are calculated as the log di erence of the prices and for each time interval, the returns are generated by aggregating the 5-min returns. The returns process is deÿned as dXt = t dWt , the volatility process as d t = a(b − t ) dt + v dZt , where t 0 = 0 ; a ¿ 0; b ¿ 0; v is the variance of the volatility, and the Wiener processes, Wt and Zt , are independent. The loglikelihood function for the volatility process is given by
All the parameters at di erent frequencies are signiÿcant at the 5% signiÿcance level. For instance, the mean reverting coe cient (a) is highly signiÿcant, and the speed of reversion (b) ranges from 0.06% for the 30 min horizon to a higher value of 1% for the weekly horizon.
The simulated distributions are contrasted against the empirical distribution in terms of their autocorrelation plots and via a Kolmogorov-Smirnov goodness-of-ÿt test. Fig. 2 shows the autocorrelation coe cients estimated from the simulated 30-min returns from, respectively, a random walk-GARCH(1,1) with Gaussian errors, a random walk-GARCH(1,1) with Student-t error, a Jump-Di usion and a random walk with stochastic volatility, along with the corresponding autocorrelation coe cients of the realized absolute returns, the squared returns and the 95% signiÿcance levels. We observe signiÿcant autocorrelation in the simulated absolute and squared returns for the random walk-GARCH(1,1) with Gaussian and Student-t errors up to certain lags and then damping for further lags up to 3 days. For the Jump-Di usion and the random walk with stochastic volatility, we observe that the autocorrelations for di erent return series are alternating between signiÿcant and insigniÿcant coe cients. We can prematurely state that only the random walk-GARCH(1,1) process ÿgure as a good candidate for the exchange rate returns.
In Table 7 , we present the Kolomogorov-Smirnov goodness-of-ÿt values to test whether the simulated return distributions and the empirical distribution are signiÿ-cantly di erent. If two empirical cumulative distribution functions, F 1 and F 2 , are to Fig. 2 . Autocorrelation coe cients of the simulated returns. The ÿgures plot the autocorrelation coe cients estimated from simulated half-hour return series generated from, respectively, a random walk-GARCH(1,1) with Gaussian errors, a random walk-GARCH(1,1) with Student-t errors, a Jump-Di usion and a random walk with stochastic volatility model, along with the corresponding autocorrelation coe cients of the realized absolute returns, the squared returns and the 95% signiÿcance levels. The simulated return distributions are obtained using a Monte Carlo simulation procedure with the estimated parameters from the empirical data.
be compared, the two-sided test is deÿned as
As Table 7 demonstrates, none of the distributions, at di erent time intervals, capture the properties of the empirical distribution of returns at a 5% signiÿcance level. The exception can be seen with the 1 week time interval and where the random walk-GARCH(1,1) with Student-t errors and the Jump-Di usion process can be considered good candidates for the empirical distribution of the exchange rate returns (p-value greater than 0.05). This table gives the Kolmogorov-Smirnov goodness-of-ÿt statistic to test whether the cumulative frequency distribution of the USD-DEM return distribution is signiÿcantly di erent to the cumulative frequency distributions of the simulated returns generated from the di erent stochastic processes. The simulated return distributions are obtained using a Monte Carlo simulation procedure with the estimated parameters from the empirical data. For di erent time horions, the two-sample Kolmogorov-Smirnov statistics are given and their p-values are in parantheses. Obviously, none of the distributions, at di erent time intervals, capture the properties of the USD-DEM distribution of returns at a 5% signiÿcance level. The exception can be seen with the 1 week time interval and where the random walk-GARCH(1,1) with Student-t errors and the Jump-Di usion process can be considered good candidates for the empirical distribution of the exchange rate returns (p-value greater than 0.05).
Conclusions
This paper presents evidence that the empirical distribution of returns behaves di erently at di erent frequencies. In fact, di erent traders who exist in the market do not react the same way to di erent ows of information. Furthermore, we see that the simulated return distributions do not replicate the empirical distribution according to the Kolmogorov-Smirnov goodness-of-ÿt test at the 5% signiÿcance level, with an exception for the random walk-GARCH(1,1) with student-t errors and the Jump-Di usion model at weekly frequency. Finally, none of the studied models ÿt the empirical distribution of exchange rate returns at both the high and low frequencies. Broadening the analysis to several di erent exchange rates would determine whether the results of this paper could be generalized to the currency market in its entirety.
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