In this paper, we give a necessary and sufficient condition for the existence of a nonnegative solution for the equation
with W r σ = f is the Wolff's potential. Equations of this type arise in applications of Schrödinger operators and harmonic analysis ( see [CWW] , [?] , [KS] ) to the problem of the existence of nonnegative solutions for the nonlinear inhomogeneous integral equation
where q > 1 and f is a nonnegative measurable function on R d . This type equations has been treated by P. Barras and M. Pierre in [BP] . A necessary and sufficient condition for existence of solutions ( in a weak sense) was given in terms of a certain nonlinear functional. Later, Adams and Pierre [AP] showed that (1) has a solution for sufficiently small λ > 0, if and only if, for all compact sets e ⊂ R d , σ(e) ≤ C.Cap e,
where p > 1. The proof is based on capacitary estimates and certain estimates weighted L p -estimates. The approach we present has several advantages of its own and is based on pointwise inequalities and dyadic version of W r .
Introduction
In this paper, we are interested with nonlinear inhomogeneous integral equations of the type
where f ∈ L 2 loc R d and W r σ = f is defined below with 0 < r < d 2 . Barras and Pierre [BP] showed that under the assumptions f ∈ L 1 loc R d , f ≥ 0 and T satisfies some conditions, the equation (2) has a nonnegative solution.
The main tools uses the notion of Wolff's potential introduced in [HW] by L. Hedberg and T. Wolff in their theory to the spectral synthesis problem for Sobolev spaces. Now, we intoduce the functional spaces relevant to our study of solutions of equation (3).
Pointwise multipliers
.
X r
In this section, we give a description of the multiplier space . X r introduced recently by P.G. Lemarié-Rieusset in his work [Lem] . The space 
The norm of . X r is given by the operator norm of pointwise multiplication :
Similarly, we define the nonhomogeneous space X r for 0 ≤ r < d 2 eqquipped with the norm f X r = sup
We have the homogeneity properties :
The following imbedding
holds. We now turn to another way of introducing capacity.
Definition 1.2 The Bessel capacity cap (e; H r ) of a compact set e ⊂ R d is defined by [AH] cap (e;
The Bessel kernel G r , r > 0 is defined as that function whose Fourier transform is G r (x) = (2π)
It is known that G r is a positive, integrable function which is analytic except at x = 0. Similar to the Riesz kernel, we have [St] .
The Riesz capacity cap e;
. H r of a compact set e ⊂ R d is defined by [AH] cap e;
, it follows immediately from definitions that for 0 < r < d, there exists a constant C(d, r) such that
We shall show the following theorem.
Theorem 1.3
There is a positive constant C depending only on d such that
This theorem was established first by Hansson [H] . Later Maz'ya ( [M] , th.8.2.3) and Adams ([A] , th 1.6). Maz'ya and Adams used the joint measurability of G r * µ t on R d where µ t is the capacitary measure for the set x ∈ R d : u(x) ≥ t . However, the measurability does not seem to be obvious. We shall give an elementary proof which gets around this difficulty.
An easy corollary to theorem 1.3, we obtain the following characterization of Carleson types measures. For any f ∈ L 2 + R d , we have
For any compact set e ⊂ R d , we have
Moreover, we have the following characterization :
Before to prove this theorem 1.3, we prove the corollary 1.4 (and thus the theorem 1.3) gives the characterization of the multipliers spaces. Proof.
(1)⇒(2). This part can be proved without the capacity inequality. Let e be a compact set. Take
Taking the infinimum with respect to f , we obtain
(2)⇒(1). By the capacitability, we have
for every Borel set e. Let f ∈ L 2 + R d and apply the above inequality to
By theorem 1.3, we have
To proof theorem 1.3, we will need several lemmas.
The proof is immediat.
Lemma 1.6 Suppose µ j are measures function such that
Proof. Apply the equilibrium potential of µ j
Hence,
The lemma follows..
Lemma 1.7 Let f be a nonnegative continuous function of compact support and e a Borel set. Let
and let µ j be the capacitary measure for
Proof. By definition
The left hand side is equal to
which implies the first required inequality, i.e.,
The right hand side is equal to
Adding this, we obtain
Hence Hölder's inequality yields
We are now in position to prove the theorem 1.3. For the preceding corollary, we are immediately deduce the main result. Proof. In view of the monotone convergence theorem, it is sufficient to show that
and C is independent of R and f . Since G r * f = u is bounded, it follows that {x : u(x) ≥ t} = ∅ for large t, say t > T, so that
Lett µ j be the capacitary measure for A j
By lemma 1.6 with A = B (0, R), we have
Then lemma 1.6 yield
Since I < ∞, it follows from (23) that
The theorem is proved.
Remark 2 Under this conditions and the preceding results, let
and hence
Then, we define the norme
Throughout the section, the letter D will denote the family of all dyadic cubes Q in R d , |Q| will denote the Lebesgue measure of Q. In order to more precise, we now list some relevant definitions.
where χ Q is the characteristic function of Q ∈ D.
Let ω be a locally finite positive Borel measure on R d and let g ∈ L 1 loc (dω). We define the dyadic integral operator :
In case g = 1, we set
Given x ∈ R d and a cube Q in D which contains x, define P (Q, x) to be the next smaller cube in D which contains x, if no such cube exists ( i.e., if Q is a minimal cube in D), define P (Q, x) to be empty. Of course, P (Q, x) also depends on D, but we shall not display this dependence in the notation.
Another dyadic version of W r (g) which will play an important role in our results is defined by
for g ≥ 0, where β Q is defined by
Remark 3 Clearly, P (Q, x) ⊂ Q, due to the dyadic structure of D.
We recall the definition to the dyadic version of the Wolff's potential.
Definition 2.2 The dyadic Wolff 's potential W r is then defined by
such that |Q| ω = Q dω will stand for the Lebesgue measure of Q.
This kind of potential W r ω was used by Hedberg and Wolff [HW] and is called sometimes a Wolff potential.. Its kernel can be written as
One of the immediate consequences of definition 2.2 is the following useful fact.
Lemma 2.3 W r is self-adjoint operator.
Proof. Note that if x, y ∈ Q, then the statements y ∈ Q\P (Q, x) and x ∈ Q \P (Q, y) are equivalent. Hence, for any g, h ≥ 0,
For technical reasons, we introduce a dyadic maximal operator. For g ≥ 0, we define
where the supremum is taken over all cubes containing x. We have to prove
where C 1 is positive constant.
Proof. To prove this, fix x and a cube in D which contains x. Write
where Q m is the cube of level m containing x, and Q = Q k . We will use the fact that if I and J are cubes in D with I ⊂ J, then β J ≤ Cβ I . Thus
where C = C(d) is a fixed constant which depends only on d such that if Q j ⊂ Q then β Q ≤ Cβ Q j for all j with m ≤ j ≤ k. This completes the proof of lemma. Now, we introduce a nonlinear operator T associated with the equation (3) defined by
so that (3) can be rewritten as
We solve this equation for T = W r where we use the dyadic version of the Wolff's potential and week-type inequality in Lorentz spaces. The following properties of T are easy to check and will be used in this paper.
Proposition 2.5 Let T be an operator defined by (7). The following statements are holds.
(1) T is monotonic, i.e., T (u) ≤ T (v) whenever 0 ≤ u ≤ v a.e.
(2) For all λ > 0 : T (λu) = λ 2 T (u). 
For a positive locally finite measure ω, we denote by L q,∞ (dω) the "weektype" L q (ω) space, i.e., F ∈ L q,∞ (dω) if and only if
for all 1 < q < ∞. These spaces are important not only because of the ubiquitous nature of weak-type inequalities, but also because experience shows that sharp versions of results initially involving the L q (ω) spaces are expressible in terms of the Lorentz spaces.
The following lemma plays a central role in the sequel.
Lemma 2.6 For λ > 0, let
Then B λ is the union of cubes in D.
Proof. To prove this we suppose that x ∈ B λ such that {Q j } j≥1 is the sequence of cubes in D, satisfying x ∈ Q j , Q j ⊂ Q j+1 and Q 0 = ∅. Then, we have
For fixed λ > 0 and a large positive number θ to be choosen, we write
. In order to prove our main result, we shall use the following result.
Lemma 2.7 For λ > 0, we have
for all x ∈ Q k .
Proof.
There are two cases of cubes among the Q k 's. In order to classify them, we consider Q k happens to be one of the top level cubes in D.
Then if x ∈ Q k , we have W r χ Q c k g (x) = 0, and so (10) is then obvious. On the other hand, if Q k is not a top level cube in D, let Q k be the next largest cube in D which contains Q k . By maximality, there is a point y ∈ Q k ∩ B c λ θ so that if x ∈ Q k , we have
Since y ∈ Q k , it follows that
and so
On the other hand, it is not difficult to prove that the assumption on Q k Q and x ∈ Q k give that P (Q, x) = P (Q, y). Therefore, for x ∈ Q k and θ > 1, we have
Hence, for θ >> 1 and x ∈ Q k ,
and (10) is proved in all cases. The proof of lemma 2.7 is complete.
Remark 4 This is the reason why we need to study this dyadic maximal operator.
In the following proposition, we give sufficient condition in order to prove that the equation (3) has a solution.
for all dyadic cubes P.
In order to prove the proposition 2.8, it is enough by the weak-type statement to show that
with C independent of D and g. Some motivation for inequalities of this type, and the L 2,∞ (dω) estimates they imply, will now be discussed.
Lemma 2.9 (Equivalence formulation for the weak-type inequality) Suppose that ω is nonnegative measure and W r (g) is the dyadic operator defined by (6) . Then the weak-type inequality
holds for all g ≥ 0, with C independent of D and g, if and only if
for all P in D with C ′ independent of P . The constants C and C ′ are equivalent.
Proof. Assume that (13) holds. Then for Q fix, we have
Then (14) follows by taking C ′ = 2C.
To prove the converse, we suppose that g ∈ L 2 R d is nonnegative. We may assume without loss of generality D is a finite collection consisting of a finite number of cubes at a certain level together with all dyadic subcubes of these. Since D is a finite,
Since W r (g) (x) > λ, it follows that
By integrating over B λ ∩ Q k , we get
Since
Thus,
Therefore, since W r is self-adjoint we obtain in particular
By Hölder's inequality and (14), we get
since the Q k are pairwise disjoint and ∪Q k = B λ θ . Therefore,
and then for any M > 0, since 0 < λ < M implies that 0 < λ θ < M , we obtain
Since B λ is a union of cubes in D and D is finite,
and so sup
Thus, by dividing in (17), we obtain
and (13) follows with C = 2cθ by letting M → ∞ and the number of cubes in D increase. This complete the proof of lemma.
We can now prove the proposition 2.8. Proof. Suppose that u ∈ L 2 loc R d is a solution of (11). Since
it follows that for all
Let dω = u 2 dx, then we get
for all P which is equivalent to the weak-type inequality
for any g ∈ L 2 R d , g ≥ 0.
So by (11), dω ≥ η 2 f 2 dx = η 2 dσ, we deduce from (19)
By duality, we observe that this is equivalent to (12). The proof of proposition 2.8 is complete.
We can now prove the following proposition.
Proposition 2.10 Under the same assumptions of proposition 2.8, suppose that the inequality (12) holds for all dyadic cubes P , i.e.,
There exists a constant C such that
We will need with the following lemma.
Lemma 2.11 We have
for all dyadic cubes P .
Proof. This is obvious. We can verified by using (12) and the obvious estimate
Our criterion for the solvability of (11) can be stated in the form of the pointwise condition involving Wolff's potentials :
which is necessary with C = C 1 (d) and sufficient with another constant C = C 2 (d). Moreover, in the later case there exists an admissible solution u to (11) such that
The iterated Wolff potential condition (21) plays a crucial role in our approach. It follows that every admissible solution u to (11) on R d obeys the inequality
for all compact sets e ⊂ R d . Proof. In proving (21), we may going to introduce a certain decomposition of the dyadic Wolf potential W r ω. We define
and
This implies that
The inequality (12) may be rewritten as :
for all dyadic cubes P . Recall that dσ = f 2 dx. The desired pointwise inequality (21) can be restated as
From this, we have for t ∈ P ,
while from the inequality (24)
Therefore, to prove (24) it enough to prove
Note that for t ∈ P ,
We then use the classical estimate that for any sequence of positive real
Now, we use the inequalities (26) to conclude
Changing the order of summation, we see that it is equal to
By (22), the expression in the curly brackets above is uniformly bounded. Thus, proposition 2.10 is proved. The main result of this section is the following theorem.
Theorem 2.12 Let 0 < r < (ii) There exists a constant C > 0 such that for any x ∈ R d ,
Proof. It just show that the "only if" part of theorem because the "if" part of theorem is proved. We begin by rewriting (21) as
where T is the operator defined by (7). We are lead to solve the fixed-point problem (11) by using simple iterations :
starting from u 0 = 0. Then, by proposition 2.5, the nonlinear operator T is monotonic and it is easy to see that u k is increasing. Therefore η 2 T f + ηf ≤ u k for all k ≥ 2. Let a 1 = 0, a 2 = η 2 and
where C is the constant in (21). Choosing η > 0 such that 2ηC 
The proof is the same in [MV] which omit the details here. The potential W r σ can be replaced by I r σ in (27) and (28).
As a consequence of theorems 2.12 and 1.3, we obtain the following result Corollary 2.14 Let σ ∈ M + R d and let u be a solution of (1) such that
