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We study the scaling behavior of the relaxation dynamics to thermal equilibrium when a quantum
system is near the quantum critical point. In particular, we investigate systems whose relaxation
dynamics is described by a Lindblad master equation. We find that the universal scaling behavior
not only exhibits in the equilibrium stage at the long-time limit, but also manifests itself in the
non-equilibrium relaxation process. While the critical behavior is dictated by the low-lying energy
levels of the Hamiltonian, the dissipative part in the Lindblad equation also plays important roles
in two aspects: First, the dissipative part makes the high energy levels decay fast after which the
universal behavior controlled by the low-lying modes emerges. Second, the dissipation rate gives
rise to a time scale that affects the scaling behavior. We confirm our theory by solving the Lindblad
equation for the one-dimensional transverse-field Ising model.
Quantum critical dynamics near the quantum phase
transitions has attracted a lot of attentions recently [1, 2].
These studies are motivated by the progress of detecting
and manipulating dynamic phenomena in cold atom sys-
tems [3, 4]. While it is well known that a D-dimensional
quantum phase transition can be mapped into a corre-
sponding D+1-dimensional classical phase transition [5],
to what extent the non-equilibrium scaling behavior is
shared by the classical and quantum phase transitions,
however, is still an open question. One positive example
is the Kibble-Zurek mechanism, which was originally pro-
posed in the context of classical phase transitions to de-
scribe the scaling of the production of the topological de-
fects in a driven process crossing the critical point [6, 7].
Recently it has been proved that the same mechanism
is also applicable in quantum critical dynamics [1, 2].
On the other hand, the relaxation dynamics after a sud-
den quench is an example, in which the critical behav-
iors differ in classical and quantum cases. In classical
phase transitions, the dissipative nature of thermody-
namics makes the high-energy modes decay fast [8]. Con-
sequently after a transient time, the critical system enters
the universal stage dominated by low-energy modes. In
this universal stage, observable demonstrates power-law
decay behavior. This is the well-known critical-slowing-
down behavior [9]. In contrast for quantum dynamics of
closed systems, the distribution in different energy levels
is completely determined by the initial state and is un-
changed during the evolution due to the unitary property
of the Schro¨dinger equation. As a result, the relaxation
dynamics does not show critical-slowing-down in closed
quantum systems [1, 2, 10].
Although recent experimental technologies can isolate
a quantum system quite well from the environment [11],
in general, quantum systems are inevitably coupled to
the environment in real situations. This gives rise to
the concept of open quantum systems [12, 13]. The most
common case is a quantum system, which is coupled to an
infinitely large heat bath at temperature T . According to
the zeroth law of thermodynamics, the system will reach
a thermal equilibrium state characterized by the same
temperature T . While for close system it is known that
the equilibrium state dictates the equilibrium scaling be-
havior when the parameters of the system Hamiltonian
are near their critical values, the scaling properties of
the open quantum critical system’s relaxation process ap-
proaching the thermal equilibrium state remain elusive.
This work is also motivated by another important issue in
quantum phase transition, that is, the quantum critical
dynamics at finite temperatures [5, 14, 15]. Due to the
interplay between the thermal fluctuation and the long-
range entanglement this issue is difficult to tackle. Effec-
tive methods, both in analytic and numerical aspects, are
hence desired to understand the dynamic quantum crit-
icality at finite temperatures. For closed systems, both
relaxation dynamics and driven quantum critical dynam-
ics have been investigated [5, 16–19]. For open systems
connected to a heat bath, it has been shown that both
the temperature [20–22] and the dissipation rate [20] af-
fect the scaling behavior in driven dynamics. Relaxation
dynamics has also been studied for the case of thermal
quench in the anisotropic Ising model interacting with a
bosonic bath [23]. However, a more comprehensive un-
derstanding is still called for.
To shed some light on these issues in this work we
address the following questions: Does the relaxation dy-
namics in the presence of a heat bath demonstrate scal-
ing behavior near the quantum critical point? Further-
more, how to characterize it if such a scaling behavior
does exist? To answer these questions, we study the re-
laxation dynamics described by the master equation of
the Lindblad form [12, 13, 24]. We shall show that the
non-equilibrium relaxation process demonstrates scaling
behaviors. The reason for the emergence of these non-
equilibrium scaling properties is closely related to the dis-
sipative nature of the dynamics. Because of the dissipa-
tion, the high-energy modes decay fast and the surviving
low-energy modes give rise to the universal scaling behav-
ior. Based on the scale transformation in the Lindblad
equation, we propose a scaling theory to describe the uni-
2versal behavior in the relaxation dynamics. We verify the
scaling theory by solving the Lindblad equation for the
one-dimensional (1D) transverse-field Ising model. We
will also discuss the condition for the emergence of the
critical-slowing-down induced by the dissipation.
The master equation in the Lindblad form describes
the dynamics of an open quantum system which is weakly
coupled to an environment [12, 13]. For different environ-
ments, the master equation could have different operators
in it [25–27]. When the environment is a heat bath, the
Lindblad equation is [12, 13, 24]
∂ρ
∂t
=− i[H, ρ]−
∑
m 6=l
clmWl→m(V
†
l→mVl→mρ
+ ρV †l→mVl→m − 2Vl→mρV
†
l→m),
(1)
in which ρ is the density matrix of the system, H is
the Hamiltonian of the system, clm ≡ cml is the dissi-
pation rate, which generally depends on the energy lev-
els, Vl→m ≡ |m〉〈l| is the jump matrix from the mth
energy level to the lth one, and Wl→m is the transi-
tion probability satisfying the detailed balance condition,
Wl→m/Wm→l = exp[−(Em −El)/T ]. This condition en-
sures that thermal state will be reached in the long time
limit, independent of the detailed form of Wl→m.
In addition, the Lindblad equation has an adjoint form.
For any local operator Y whose time-dependent expec-
tation value is 〈Y 〉(t) ≡ Tr[ρ(t)Y ], it is convenient to
define a time-dependent operator Y (t) which satisfies
Tr[ρ(t)Y ] ≡ Tr[ρ(0)Y (t)]. It has been proved that Y (t)
satisfies the adjoint Lindblad equation [12]
∂Y (t)
∂t
=− i[H, Y (t)]−
∑
m 6=l
clmWl→m[V
†
l→mVl→mY (t)
+ Y (t)V †l→mVl→m − 2V
†
l→mY (t)Vl→m].
(2)
In the long-time limit, i.e., t → ∞, the steady so-
lution of Eq. (1) is the canonical distribution, ρE =
exp(−H/T )/Tr[exp(−H/T )] [12, 13, 24]. For Eq. (2), the
equilibrium solution gives the expectation value of Y in
the canonical distribution. That is 〈Y 〉E = Tr(ρEY ) [12].
We note that these equilibrium solutions are independent
of the initial conditions and the dissipation rate. There-
fore, the equilibrium scaling behavior, controlled by this
distribution, is also independent of the initial condition
and the dissipation rate.
The dynamics described by the Eqs. (1) and (2) in-
cludes contributions from both the quantum and classical
thermal fluctuations. The first part in the right hand side
of Eq. (1) shows the quantum unitary evolution; while the
second part of the right hand side gives the master equa-
tion describing the classical stochastic process [28]. In
particular, when we set the temperature of the environ-
ment to be zero, Eqs. (1) and (2) describe the dynamics
of the spontaneous emission process.
To study the non-equilibrium scaling behavior de-
scribed by Eq. (1), we impose a scale transformation with
a scaling factor b on Eq. (1). Under this transformation,
t → t˜ = tb−z, H → H˜ = Hbz, T → T˜ = Tbz, where z
is the dynamic exponent, while the dimensionless quan-
tities, ρ, Vl→m and Wl→m are unchanged. Consequently,
Eq. (1) becomes
∂ρ
∂t˜
=− i[H˜, ρ]− bz
∑
m 6=l
clmWl→m(V
†
l→mVl→mρ
+ ρV †l→mVl→m − 2Vl→mρV
†
l→m).
(3)
The scale invariance of Eq. (1) requires the scale trans-
formation of the dissipation rate to be c˜lm ≡ clmb
z. This
demonstrates that clm has the dimension of z. As the
dissipation rate does not affect the equilibrium scaling
behavior as we discussed above, it is called a dynamically
relevant scaling variable. This property of the dissipation
rate has been shown in the driven critical dynamics [20].
To explicitly show the scaling behavior of the relax-
ation dynamics, we solve Eq. (1) in the low-lying energy
levels at zero temperature. In this case, Eq. (1) actually
characterizes the dynamics of the spontaneous emission.
In general due to the dissipative nature of Eq. (1), after
a transient time scale the high-energy modes decay fast
and only the low-lying energy modes survive. Under this
condition, the diagonal part of Eq. (1) is
∂ρll
∂t
= −cl0ρll, (4)
In this part, we find that the unitary commutator in
Eq. (1) has no contribution. The off-diagonal part shows
∂ρl0
∂t
= −i(El − E0)ρl0 −
1
2
cl0ρl0, (5)
and the solution is
ρl0(t) = ρl0(0)exp[−i(El − E0)t−
1
2
cl0t]. (6)
Equations (4), (5) and (6) explicitly demonstrate that
at the zero temperature, non-equilibrium universal be-
havior of the spontaneous emission is dominated by the
interplay of the following two time scales: One is the in-
verse of the energy gap, (El − E0)
−1, the other is the
dissipation rate c−1l0 . Equation (6) also shows that the
off-diagonal elements of the density matrix demonstrate
damped oscillation behavior. The period of oscillation is
the inverse of energy gap, while the damped time scale
is the inverse of the dissipation rate.
Near the critical point, for an operator Y , whose trans-
formation is Y → Y˜ = Y bs under a scale transformation
with a scaling factor b, Y˜ (t) satisfies the rescaled adjoint
Lindblad equation
∂Y˜ (t)
∂t˜
=− i[H˜, Y˜ (t)]−
∑
m 6=l
c˜lmWl→m[V
†
l→mVl→mY˜ (t)
+ Y˜ (t)V †l→mVl→m − 2V
†
l→mY˜ (t)Vl→m].
(7)
3Accordingly, we obtain scale transformation of 〈Y 〉,
〈Y 〉(t,H, T, clm) = b
−s〈Y˜ 〉(tb−z ,Hbz, T bz, clmb
z). (8)
We note that in Eq. (8), clm only involves the low energy
contributions. Equation (8) describes the scaling behav-
ior of 〈Y 〉 in the universal relaxation stage. Comparing
with the classical critical dynamics, which generally only
includes time t as its additional scaling variable, here we
find in the present class of relaxation quantum critical dy-
namics, the dissipation rate must be a scaling variable.
After entering the equilibrium stage, clm must vanish as
the equilibrium final state is independence of the dissi-
pation rate and Eq. (8) recovers the equilibrium scale
transformation.
In particular, we consider a Hamiltonian with g being
the distance to the critical point, h being the symmetry
breaking field, and L being the lattice size. For the order
parameterM , when the evolution starts with a saturated
state, the order parameter should satisfies
M(t, g,h, T, clm, L) =
b−β/νM˜(tb−z, gb1/ν , hbβδ/ν, T bz, clmb
z, Lb−1),
(9)
in which β is defined in M ∼ (−g)β for g < 0 and h =
0 [5], δ is defined in M ∼ h1/δ at g = 0 [5], and ν
is defined in ξ ∼ |g|−ν (ξ is the correlation length) [5].
In the following, we will consider the finite-size scaling
(FSS) [29]. By assuming Lb−1 = 1, we get the FSS form
of the order parameter M ,
M(t, g,h, T, clm, L) =
L−β/νf(tL−z, gL1/ν , hLβδ/ν, TLz, clmL
z).
(10)
To verify the scaling theory, we take the 1D transverse-
field Ising model as an example. The Hamiltonian is [5]
H = −
L−1∑
i=1
σzi σ
z
i+1 − hx
L∑
i=1
σxi − h
L∑
i=1
σzi , (11)
where σxi and σ
x
i are the Pauli matrixes at site i in
the x and z directions respectively, while hx and h are
the transverse-field and symmetry-breaking field respec-
tively. The critical point of model (11) is located at
hx = hxc ≡ 1 [5]. The exact critical exponents are
β = 1/8, ν = 1, δ = 15, and z = 1 [5]. This model
has been realized in CoNb2O6 [30].
We solve directly Eq. (1) by using the finite difference
method with periodic boundary condition. The time in-
terval is chosen as 0.0004. Smaller intervals have been
checked to produce no appreciable changes. The lattice
sizes used are L = 6, 7, 8, 9, and 10. It has been shown
that the critical dynamics for these sizes can be described
by the finite-size scaling [20]. We shall choose Wl→m as
Wl→m = exp[−(Em − E0)/T ] [20]. Since Wl→m is di-
mensionless, its detailed form will not affect the universal
scaling properties. To eliminate initial effects induced by
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FIG. 1. (Color online) Evolution of M for L = 7 in various
cases. Initial magnetization is chosen as M0 = 1. Inset:
Fitting of curve for the pure dissipative case.
the initial magnetization, we also choose a initial state
with M0 = 1 since the saturated magnetization is an
apparent fixed point of M0 [9]. In the following we use
two specific forms of the dissipation rate to verify the
proposed scaling behaviors.
Case A: clm depends on energy levels. In this case we
choose clm = A|El − Em|. This is motivated by the fact
that in general this term is the lowest order term for the
dependence of the dissipation rate on the energy levels.
Near the critical point, as the energy gap tends to zero,
this linear term will dominate because the higher-order
terms, if they exist, will be much smaller than this linear
term. Furthermore, even if the leading term is a higher-
order term, the scaling behavior will be similar to the
present situation, and the only modification is to take
the dimension of the coefficient into account.
Figure 1 shows the evolution of the order parameter
for L = 7 at g = 0, h = 0, and T = 0. For a finite-
size system, a energy gap will be induced by the lattice
size. At zero temperature, the main low-lying modes
are the degenerate first excited states and the ground
state. Consequently, the scaling behavior is dominated
by ∆ ≡ E1−E0 and c10. From Fig. 1 we find that the pe-
riod is indeed 2pi/∆. We also find that the amplitude of
the curve decay according to the pure dissipative dynam-
ics, which is obtained by ignoring the unitary part in the
Lindblad equation. By fitting the pure dissipative curve,
we find that the curve is proportional to exp(−c10t/2)
after t ≃ 100. These results confirm that the dynam-
ics is described by Eq. (6). Additionally by comparing
the curves for different coefficients A in dissipation rates,
we find that the period of the oscillation is independent
of the dissipation rate. This is because the the oscillat-
ing effects is only determined by the unitary part of the
Lindblad equation.
In figure 2(a) we show the evolution of the order
parameter of various lattice sizes at zero temperature,
h = 0, and A = 0.1. We observe that the period of the
oscillation increases as the lattice size increases. This is
because the period is proportional to 1/∆ ∼ Lz. In fig-
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FIG. 2. (Color online) At the zero temperature, the curves
M versus t for various lattice size in (a) overlap well in (b)
when M and t are rescaled with L. A = 0.1 for different
lattice sizes.
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FIG. 3. (Color online) In the presence of symmetry-breaking
field, the curves M versus t for various lattice size and fixed
TL
z
≃ 2.1 and hLβδ/ν ≃ 0.573 in (a) overlap well in (b) when
M and t are rescaled with L. A = 0.1 for different lattice sizes.
ure 2(b) we plot the rescaled order parameter MLβ/ν as
a function of the rescaled time tLz. We find that there
is a transient time within which the collapse is less than
ideal. This is because the high-energy modes make sig-
nificant contributions in this non-universal stage. After
that an excellent collapse is observed and the universal
behavior, controlled by the low-energy modes, emerges.
These results clearly confirm the scaling form of Eq. (10)
at T = 0 and parameters are at their critical values.
We next investigate if Eq. (10) is still robust when the
temperature is nonzero and the parameters in the Hamil-
tonian deviate from their critical values. In Figure 3(a)
and Figure 3(b) we plot the evolution of the order param-
eter without and with rescaling respectively for a fixed
TLz and hLβδ/ν. Similar to the case of T = 0, excel-
lent collapse is reached in the universal regime after the
transient time. Since when h 6= 0, the integrability of the
transverse-field Ising model breaks down, our results also
demonstrate the integrability of the model is irrelevant
to the present scaling theory.
Case B: clm is a constant c. When the dissipation rate
is a constant, universal behavior controlled by the low
energy levels is still described by Eq. (9). However, in
this particular case, all excited modes decay at the same
rate. Consequently when the system is near the equi-
librium state, while the low energy levels contribute the
scaling behavior, the high energy modes also take part in
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FIG. 4. (Color online) (a) The curves M versus t for various
lattice size and fixed TLz ≃ 2.1, hLβδ/ν ≃ 0.573 and cLz ≃
1.2. (b) After rescaling, the outlines of these curves collapse
well, but the high frequency part cannot collapse.
the dynamics. In this scenario we call the relaxation dy-
namics showing a weak scaling behavior. Figure 4 shows
the relaxation dynamics of model (11) without and with
rescaling for fixed hLβδ/ν, TLz and cLz. According to
the discussion above, the oscillation of the outlines is
dictated by the low-energy modes, which are controlled
by the finite-size effects. On the other hand the high-
frequency oscillations riding on the outline are brought
by the high-energy levels. Although the outlines collapse
together, the high-momentum oscillations do not match
with each other after rescaling. This illustrates the weak
scaling behavior.
Finally, we discuss the condition for the emergent
critical-slowing-down of the relaxation process in the
thermodynamic limit. When L → ∞, T = 0, h = 0
and g = 0, Eq. (9) becomes
M(t, cl0) = b
−β/νM(tb−z, cl0b
z). (12)
Although Eq. (12) gives a general description of the crit-
ical dynamics in the thermodynamic limit at the crit-
ical point, the relaxation behavior will depend on the
detailed information of cl0. To see this, we return to
Eqs. (4) and (5) and consider a relaxation dynamics with
cl0 = A|El − E0|. For a specific low energy mode, w, its
energy scale is ∆w = Ew − E0. This mode decays in a
time scale tw ∼ ∆
−1
w after which the system will enter
the next stage dominated by the modes with lower ener-
gies. Since in the thermodynamics limit the gap between
the first excited state and the ground state approaches
zero at the critical point, the decay time for the first
excited state will tend to infinity. We call this phenom-
ena the critical-slowing-down induced by the dissipation.
This phenomena also manifests itself in the oscillation
behavior, as the period of oscillation will become longer
and longer since lower and lower energy modes dominate
in the relaxation process. However, when the dissipation
rate is a constant c, all high energy modes decay in the
same time scale and the system reaches the ground mode
in a scale characterized by c. Consequently there is no
critical slowing down for the case of a constant dissipa-
tion rate.
5In summary, we have studied the scaling behavior of
the relaxation dynamics described by the Lindblad equa-
tion, at both zero and finite temperatures. By analysing
the scale transformation in the Lindblad equation and
its adjoint form, we have proposed a general scaling the-
ory to describe the relaxation dynamics in the universal
stage dominated by the low-lying energy levels. In this
scaling theory, we have explored the role played by the
dissipation rate. We verify the scaling theory by solving
the Lindblad equation analytically and numerically. We
have also argued that the critical-slowing-down induced
by the dissipation can appear for a class form of the dis-
sipation but not for the case of a constant dissipation
rate.
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