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Abstract 
 
 In the last years, Multi-Robot Systems (MRS) have 
been receiving great attention, as they can be 
effectively employed in several fields. Generally, for 
a collaborative behaviour to be successful, a precise 
localization strategy is required. A number of 
collective positioning schemes are available in 
literature, which mainly differ depending on the 
sensors and on the cooperation strategies adopted. 
In this work, we propose a model-based relative 
localization method using stereo vision, which 
enables a complex agent, equipped with a stereo 
head, to simultaneously detect and localize several 
small robots, navigating in a coordinated manner 
for a common task. The paper describes the method 
in detail and presents experimental tests performed 
on a real multi-agent system, proving the method to 
be accurate and effective for multi-robot 
localization, and environment exploration and 
mapping.  
 
 
1 Introduction 
 
Multi-Robot Systems (MRS) constitute, nowadays, an 
important field of investigation within Robotics and 
Artificial Intelligence, as they can be effectively 
employed in several domains. Exploration of hostile 
environments, terrain mapping, as well as space, military 
and rescue operations are only a few examples of real 
world applications [5].  
Generally, for a MRS to successfully accomplish an 
assigned task, a reliable localization method of each 
member is needed ([2], [3]).  
When dealing with team-oriented behaviours, two 
positioning problems can be distinguished: absolute 
localization, in which each robot determines its pose with 
respect to some external global reference frame, and 
relative localization, in which each robot estimates the 
pose of every other robot in the team relative to itself [8].  
Absolute localization, using either GPS or landmark 
methods, is a well-studied topic ([2], [4], [11]) and will be 
not addressed here.  
This work focuses, instead, on relative localization, 
which is more important for many cooperative behaviours 
[14]. Specifically, a method for getting relative 
observations is proposed, employing a stereo vision 
device and a visual model of the robots.  
The method fits very well in the context of a 
heterogeneous multi-robot system, where a team of 
several small vehicles navigates in a coordinated manner 
to achieve a common goal, supervised by a complex 
agent, equipped with a stereo head. Using the proposed 
localization strategy, the supervisor is able to 
simultaneously detect and localize all the small robots 
with respect to itself. This provides a reliable surveying 
system, without error growing phenomena, which can be 
usefully exploited for cooperative behaviours, like 
flocking and formation maintenance [5], and in all 
situations in which each member of the team of simple 
vehicles has to be precisely localized. 
Real world applications include target localization in 
dangerous environments where the simple and cheap 
robots can be sacrificed while the advanced and 
expensive agent must remain in safe areas.  
The problem of measuring the relative configuration 
between two robots for cooperation purposes has been 
addressed by some authors. Most of the proposed 
solutions employ range sensors ([7], [10], [12], [15]), 
video sensors ([12], [18], [19], [21]), or their combination 
[8]. The observed robot is usually equipped with some 
target pattern, such as retro-reflective fiducials or visually 
distinguishable landmarks, so as to be uniquely identified 
and localized by the observer.  
For instance, in [10] each robot is provided with a laser 
range finder that automatically searches and traces corner 
cubes located on the top of the other robots, thus 
determining relative distances and azimuth angles. In 
[18], a monocular camera is mounted on the observer, 
while the observed brings a helix target pattern that 
allows estimating relative position and orientation using 
visual line detection methods. An omnidirectional camera 
is proposed in [21] for precise bearing angle 
measurement. Coloured lights positioned on the robots 
are tracked employing colour segmentation and region 
merging algorithms. Finally, a system combining a single 
camera and a laser range finder can be found in [8]. 
Fiducials that are both retro-reflective and colour-coded 
are opportunely placed on the robots, in order to 
determine range, bearing, orientation, and identity of each 
of them.  
The use of target patterns simplifies the segmentation 
of the scene and reduces the computational time. 
However, it often entails elaborated setup. Also, in the 
case of vision-based methods, standard colour 
segmentation algorithms do not provide sufficient 
robustness. Systems combining laser range finders and 
video sensors are more reliable, but they result in 
expensive and complex devices. Hence, more efficient 
and flexible relative localization methods need to be 
researched, yet. 
In this work, we describe a relative localization 
strategy, which uses a combination of feature-based and 
appearance-based approaches for robust robot tracking, 
with 3D stereo information for robot pose estimation.  
While most of the existing schemes employ landmarks 
opportunely placed on the robots or some knowledge of 
the environment, our method does not require any 
particular setup of the robots, nor previous information 
about the surroundings. The only assumption is that the 
supervisor is always able to keep the visual contact with 
the small vehicles, based on some coordinated navigation 
strategy. The proposed scheme involves three main steps: 
1) Automatic visual learning, 2) Multi-robot recognition, 
and 3) Multi-robot localization.  
The first phase aims at constructing a model of the 
small robots. Generally, two principal approaches to 
visual object modelling can be distinguished ([13], [22 
Trucco and Verri]): feature-based and appearance-based. 
Feature-based modelling uses features, such as 
geometrical primitives, object contours or regions of 
interest. The advantage of these methods is that they rely 
on compact object descriptors, they are relatively robust 
against occlusions and they provide some invariance to 
illumination and pose variations. Disadvantages include 
the fact that they require robust feature extraction. 
Conversely, appearance-based models represent an object 
through one or more images. Therefore, they allow the 
direct comparison of images and models, and complex 
objects can also be modelled in a quite simple manner. A 
drawback is that illumination and pose variations alter the 
images.  
Here, an effective combination of both approaches is 
adopted. The model of the robots is, in fact, automatically 
generated extracting significant shape features and 
appearance characteristics from a database of images, 
which depict a sample vehicle at different orientations 
and distances from the sensor. The learning process is 
accomplished off-line, just one time. As it only requires 
the acquisition of a set of images of the object, this 
process is flexible and can be easily applied also in the 
case of heterogenous teams and complex shaped robots. 
The model is used for real-time robot recognition. A 
combination of a minimum distance classifier [6 Gonzalez 
and Woods] based on shape information and of the PCA 
recognition method ([16], [17], [22 Trucco and Verri]) is 
implemented. Image processing is accomplished in HSV 
colour space, as that allows exploiting colour information 
more efficiently. Robustness is achieved by processing 
separately the left and right images of each acquired 
stereo pair, and using the epipolar constraint to find 
corresponding objects.  
Once all the robots have been recognized, a dense 
disparity map [9] is computed for each of them, and 
finally the position of every robot relative to the 
supervisor is estimated. 
Experimental results obtained with a real multi-robot 
system are presented, proving the effectiveness of the 
recognition algorithm, as well as the accuracy of the 
localization module. The potential capability of the 
method to reconstruct the trajectory of each robot and 
eventually provide a map of the surroundings is also 
shown. Finally, a practical application in which the robot 
team explores an indoor environment is described.  
The paper is structured as follows. Section 2 details the 
various steps of the method. Section 3 reports 
experimental results. Section 4 shows the multi-robot 
application. Finally, section 5 contains the conclusions of 
the presented work. 
 
 
Fig 1.  The Biba Robot (left) and the Smartease 
Robots (right) 
 
2 Description of the method 
 
In this section, a relative localization method for 
cooperative mobile robots is presented, which enables a 
complex agent, equipped with a stereo head, to supervise 
a team of small vehicles, navigating in a coordinated 
manner for exploration and mapping tasks.  
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Fig 2.  Block diagram of the method 
 
The proposed method consists of three main phases: 1) 
Automatic visual learning, 2) Multi-robot recognition, 
and 3) Multi-robot localization. In the first phase, a visual 
model of the small vehicles is constructed in an automatic 
way, i.e. with limited human intervention, based on image 
processing techniques. The second phase aims at 
recognizing the small robots within the scene, using the 
visual model. Finally, in the third phase, the pose of each 
robot relative to the supervisor is estimated, exploiting 3D 
stereo information. 
A detailed description of each step is given in the 
remainder of this section for a team of multiple robots, 
namely the Smartease robots, supervised by the so-called 
Biba robot equipped with a Videre Design stereo head. 
The robotic platforms are shown in Fig 1. A flowchart 
of the whole localization method is instead illustrated in 
Fig 2. 
 
2.1 Automatic visual learning 
 
The first step of the method is an automatic visual 
learning process, which allows generating a model of the 
small robots, using a set of images depicting a sample 
vehicle at several configurations in the environment. In 
this phase, a fixed background is used, so that the image 
portion which contains the robot can be easily extracted 
by background subtraction. HSV colour coding is 
employed, for improving image segmentation. Assuming 
that the left and right cameras of the stereo device have a 
very similar field of view, only the left (or the right) 
images can be used. 
The learning process is as follows. For each robot 
image, a histogram is, first of all, traced in the hue and 
saturation colour planes, to obtain mean values and 
standard deviations for colour representation.  
Then, a vector of shape-descriptors is built for each 
binary image of the object that we denote as SVi, for i=1, 
2, …, P, where P is the number of images, i.e. of poses of 
the object. Descriptors have to be chosen depending on 
the specific form of the object to model. Here, due to the 
simple geometry of the vehicle only the percentage ratio 
of the object area to the total image area, the Heywood 
circularity factor, and the aspect ratio are taken into 
account [20 Russ].  
Successively, images are rearranged to form a set of 
vectors normalized with respect to scale (see Fig 3) and 
brightness, and the Principal Component Analysis 
technique ([16], [17], [22 Trucco and Verri]) is employed 
to store the principal appearance characteristics of the 
object at each configuration.  
This technique, also known as Karhunen–Loeve 
transform, uses the eigenvectors of the set of images as 
orthogonal basis for representing each image in a 
compressed manner. It will be shown later that the 
eigenspace compressed representation is a great 
advantage for object recognition purposes. 
The key idea for compression is that, though a great 
number of eigenvectors are needed to represent images 
exactly, only a few are sufficient for capturing the gross 
appearance characteristics of the object. These are the K 
eigenvectors corresponding to the K largest eigenvalues, 
and constitute the so-called eigenspace. As K is usually 
much less than N, where N is the dimension of an image 
vector, the eigenspace provides for a compressed 
representation of the original image set. 
For colour images, different solutions can be adopted 
[17]. Here, the colour bands in HSV colour space are used 
separately. Specifically, two eigenspaces are built, in the 
hue plane and in the saturation plane respectively, so that 
two sets of P eigenspace images are in the end available, 
one for each colour band.  
Denoting with Ehue and Esatur the KxN matrices 
constituting the hue eigenspace and the saturation 
eigenspace, each robot image can be represented in a 
compressed manner by two K-dimensional vectors, hi and 
si, defined as: 
              )A(HEh hueihuei −=  (1) 
              )A(SEs saturisaturi −=  (2) 
where Hi is the N-dimensional image vector in the hue 
plane, Ahue is the mean vector of all the hue image 
vectors, Si is the N-dimensional image vector in the 
saturation plane, and Asatur denotes the mean vector of all 
the saturation image vectors. Fig 4(a) and 4(b) show the 
first three eigenvectors obtained in the hue and saturation 
planes, respectively. 
 
 
Fig 3.  Four HSV model images of the Smartease 
robot normalized with respect to scale 
 
       
(a) 
       
(b) 
Fig 4.  (a) First three eigenspace vectors in the 
hue plane, and (b) in the saturation plane 
 
2.2 Multi-robot recognition 
 
The information inferred in the learning phase can be 
effectively employed for real-time robot recognition. The 
following process is applied independently to the left and 
right images of each stereo pair. 
1. RGB to HSV colour space conversion (Fig 5(a)-5(b)), 
in order to enhance the thresholding operation described 
below. 
2. Independent thresholding in the hue and saturation 
planes, based on colour information acquired in the 
learning phase.  
3. Application of Boolean and morphological operations 
for binary shape reconstruction, followed by a labelling 
algorithm. 
4. Selection of the labelled objects using shape 
information (Fig 6(a)): a first selection is accomplished 
based on the computation of a shape distance factor 
(SDF), defined as the Euclidean distance between the 
shape-descriptor vector of the l-th labelled object, SVl, for 
l=1, 2, …, L, where L is the number of labelled objects, 
and each shape-descriptor vector, SVi, stored in the 
database. The condition for the object to be selected as a 
possible candidate is that:  
            ( ) SDFili TSVSVmin ≤−  (3) 
where TSDF is a user-defined threshold value.  
5. Selection based on the PCA recognition method (Fig 
6(b)): objects selected according to the feature-based 
model are further analysed using the PCA recognition 
method. The key idea is that the Euclidean distance in 
eigenspace is equivalent to image correlation, with the 
advantage that the eigenspace vectors have a much 
smaller dimension than image vectors. Specifically, 
maximizing correlation corresponds to minimizing 
distance [22 Trucco and Verri]. Based on this criterion, 
the image of each candidate object is firstly separated into 
its colour bands. Let us denote with Hl the hue image 
vector of the l-th object and with Sl its saturation image 
vector, both normalized with respect to scale and 
brightness. These vectors are projected onto the hue and 
saturation KxN eigenspaces, thus obtaining the K-
dimensional vectors hl and sl, according to (1) and (2). 
For an object to be finally considered as an instance of the 
robot, the following conditions have to be both verified: 
            ( ) hueili Thhmin ≤−  (4) 
            ( ) saturili Tssmin ≤−  (5) 
where Thue and Tsatur are user-defined thresholds. 
 
    
(a) (b) 
Fig 5.  (a) Left image of a stereo pair in RGB; (b) 
the same image in HSV  
 
    
(a) (b) 
Fig 6.  (a) Objects selected using colour and 
shape information; (b) object recognition using 
PCA 
 
2.3 Multi-robot localization 
 
After one or more instances of the robot have been 
identified in the left and right images of the stereo pair, 
the epipolar constraint is exploited to find corresponding 
objects. A disparity map is also computed for each of 
them, using the SRI Stereo Engine algorithm [9]. It 
consists of an area correlation-based matching process, 
followed by a post-filtering operation which uses a 
combination of a confidence filter and left/right check. 
That allows obtaining a 3D point cloud, which can be 
exploited for localizing the object with respect to the 
supervisor. 
In general, the 3D pose of the robot relative to a 
reference frame attached to the camera, i.e. to the 
supervisor, can be computed employing a registration 
method to align the 3D point cloud with a geometric 
model of the robot [1].  
In this case, the problem can be simplified by making 
some assumptions, which are reasonable for many indoor 
multi-robot applications: first, it is supposed that all the 
robots move on a plane and that the orientation of this 
plane with respect to a reference frame attached to the 
supervisor is known; then, it is assumed that the small 
robots have a simple geometric shape, that can be 
approximated by a circular shape in the plane of motion. 
Based on these hypotheses, the projection of the 3D 
points on the plane of motion is considered, and the 
position of a small robot relative to the supervisor is 
estimated as the position of the centre of the minimum 
enclosing circle that can be computed for these points.  
Fig 7 gives a schematic representation of the 
positioning system. In this figure, (c, Xc, Yc, Zc) denotes 
the camera reference frame, (o, Xr, Yr, Zr) indicates the 
reference frame attached to the small robot, α is the 
known orientation of the camera relative to the plane of 
motion of the vehicles, and p represents the position of 
the small robot relative to the camera that has to be 
estimated. 
 
Fig 7.  Model of reference frames 
 
In Fig 8(a), the minimum enclosing circle and its 
centre are represented, reprojected onto the image plane, 
for a detected robot, showing the method to work 
properly. Fig 8(b) reports instead the 3D reconstruction of 
the robot.  
Finally, the application of the method for the case of a 
multi-robot system is illustrated in Fig 9, where three 
Smartease robots are simultaneously localized, in the left 
and right images of a stereo pair. A name (R0, R1, R2, 
…) is automatically assigned to each robot, showing that 
corresponding objects have been fairly recognized. The 
centres of the circles computed for each robot are also 
shown, reprojected onto the left frame. 
 
    
(a) (b) 
Fig 8.  (a) Minimum enclosing circle reprojected 
onto the image; (b) 3-D robot reconstruction 
 
 
Fig 9.  Multi-robot recognition and localization 
 
3 Experimental results 
 
In order to evaluate the effectiveness of the proposed 
method, several tests were carried out. First of all, a 
model of the Smartease robots was stored using 30 
images, according to the process described in Section 2.1.  
Then, a set of experiments was performed to verify the 
robustness of the recognition module against variations of 
the robot’s pose and of the lighting conditions. 
Specifically, these tests aimed at evaluating the capability 
of the method to properly detect the robot while the latter 
is moving, assuming different configurations with respect 
to the stereo device, under various lighting conditions.  
To this purpose, a sample vehicle was guided to reach 
several positions within different indoor environments. 
Various orientations of the camera relative to the plane of 
motion were also considered. The vehicle was properly 
recognized in 97% of cases. Failures occurred due to 
sharp shadows or in presence of large occlusions.  
Fig 10(a) shows some images of the vehicle, detected 
at various distances and orientations with respect to the 
camera. Fig 10(b) shows that the recognition module 
continues to work correctly even for lighting reduction as 
much as 80% (L=0.2) of the optimal value (L=1). 
Another set of experiments was realized to test the 
accuracy of the localization module. The vehicle was 
placed at several known locations, spread over a 
rectangular area of 0.6 x 1 m. At each location i, for i=1, 
2, …, n, where n is the number of positions (n=50), the 
percentage relative error Ei between the actual position pia 
and the estimated position pie was computed as: 
              100
p
pp
E
i
a
i
a
i
e
i ×
−=  (6) 
Fig 11 reports a graph of the estimated errors: an 
average error of 4.4% with a standard deviation of 3.4% 
was obtained.  
Finally, the potential capability of the method to 
reconstruct the trajectory of each robot and eventually 
build a map of the environment was investigated, guiding 
one small robot to follow various paths.  
Here, results for a rectangular path are reported. Fig 12 
shows, the trajectory of the vehicle as estimated by the 
vision system, compared with that derived from the 
encoders mounted on onboard the small vehicle, during 
one run. A mean percentage relative error between 
encoder measures and vision-based measures at the j-th 
run, for j=1, 2, …, m, where m is the number of repeated 
runs (m=5), was defined as:  
            ∑
= 




 ×−=
jn
1i ij,
ij,ij,
j
j 100e
ve
n
1E  (7) 
where nj is the number of samples, ej,i is the i-th encoder-
derived position, and vj,i is the i-th vision-derived 
position. Table 1 reports the average errors at each run 
along with their statistical spread, showing that the 
average errors were always within 7%. 
 
    
(a) (b) 
Fig 10.  (a) Robustness of the recognition 
algorithm to variations of robot’s pose, and (b) of 
lighting conditions 
 
0
3
6
9
12
15
1 6 11 16 21 26 31 36 41 46
Robot Positions
Er
ro
r %
 
Fig 11.  Percentage relative position errors 
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Fig 12.  Robot trajectory: comparison between 
encoder data and camera data 
 
Run Average Error (Ej %) 
Standard 
Deviation (%) 
1 6.6 5.2 
2 5.7 5.6 
3 6.1 5.9 
4 4.5 6.0 
5 4.9 5.0 
Table 1.  Relative errors between encoder and 
camera data for a rectangular path over 5 runs 
 
4 Coordinated multi-agent exploration  
 
The method was successfully integrated in the context 
of a practical application, in which a team of Smartease 
robots supervised by a Biba robot explores an indoor 
environment made up of rooms and corridors. The Biba 
robot is able to localize itself precisely in the 
environment. Smartease robots are then localized 
relatively to the Biba robot, using the method described in 
this paper.  
Smarteases are cylindrical robots with differential 
drive embedding a PC104 board running RTAI Linux on 
a Pentium 166MHz. Remote control was performed 
through a 802.11b ad-hoc wireless network between the 
robots and a control laptop. 
The Biba robot embeds a PowerPC 750 clocked at 
400MHz running RTAI Linux, a Pentium III running 
Windows and two SICK laser range finders mounted back 
to back. The navigation and localization software runs on 
the PowerPC, while the image processing method 
presented in this paper is executed on the embedded PC. 
The Biba robot relies on odometry data, an a-priori 
known map of the environment, and SICK laser scanner 
data to localize itself in the environment. 
Fig 13(a) is a picture of the robot team; Fig 13(b) and 
13(c) show instead the Smartease robots, localized while 
exploring two different rooms. In this experience, the 
small vehicles were remote-controlled, while a navigation 
strategy allowed the supervisor to modify its trajectory 
based on relative position information so as to keep the 
visual contact.  
Finally, Fig 14 illustrates the application of the method 
for robot trajectory reconstruction and environment 
mapping. Specifically, Fig 14(a) reports the vehicle 
detected in one frame, while moving surveyed by the 
Biba robot maintained in a stationary condition. The 
estimated positions are also represented, reprojected onto 
the image plane in Fig 14(a), and plotted in real world in 
Fig 14(b).  
 
 
         
(a) (b) (c) 
Fig 13.  (a) The multi-robot team; (b, c) Smartease robots exploring two different environments  
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                                (a)                                    (b) 
Fig 14.  (a) Robot trajectory reprojected onto the image plane, and (b) in real world  
 
5 Conclusions 
 
A method of relative localization for multi-robot 
systems was presented, which was demonstrated 
successfully with a team of small vehicles navigating in a 
coordinated manner, supervised by a complex agent.  
The method allows the supervisor to simultaneously 
detect and localize all the small robots, providing a 
reliable surveying system. It employs an effective 
combination of feature-based and appearance-based 
visual modelling and tracking algorithms for robot 
recognition, and 3D stereo information for multi-robot 
localization.  
Experimental tests, performed on a real multi-agent 
system, proved the method to be accurate and effective 
for multi-robot localization and environment exploration 
and mapping tasks.  
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