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Abstract 
Vehicles on roads are excited to vertical vibrations and velocity fluctuations as the consequence of the random up and down of 
road surfaces. For resonant car vibrations in case of critical velocities  effected by the constant driving force, the one-modular 
velocity density bifurcates into bi-modular distributions with two peaks; i.e. the car velocity is fluctuating around two mean 
values with permanent jumps between both. These effects are derived by means of quarter car models and second order 
stochastic roads which are non-linearly coupled to the along and across dynamics of the vehicle.  
© 2016 The Authors. Published by Elsevier Ltd. 
Peer-review under responsibility of the organizing committee of ICOVP 2015. 
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1. Introduction into dynamic road models 
Figure (1) shows spectral evaluations of one-dimensional road profiles [1] measured in the way domain. The 
obtained power spectral densities are plotted versus the way frequency in double-logarithmic scales. In this 
representation, densities are almost linearly distributed with one strong perturbation in the middle frequency range 
caused by plastic deformations through heavy traffic when cars are slowing down e.g. in front of traffic lights. These 
plastic deformations are even stronger on dirt roads or byways with not-fixed sandy surfaces. To approximate such 
densities at least in limited frequency ranges, it is proposed in [2, 3] to utilize the theory of stochastic differential 
equations e.g. by means of the increment equations  
 ,           2  , s s s s s sdZ U ds dU U Z ds dWG V    ˟ ˟




* Further author information:  
E-mail: wwedig@t-online.de  
E-mail: wedigwalter08@googlemail.com,  
 2016 Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license 
(http://creativecommon .org/l censes/by-nc-nd/4.0/).
Peer-review under responsibility of the organizing committee of ICOVP 2015
1077 Walter V. Wedig /  Procedia Engineering  144 ( 2016 )  1076 – 1085 
where ܼ௦ and ௦ܷ represent the road level profile, respectively its derivative in dependence on the way coordinate 
ݏ, πis the center road frequency with inverse length dimension and ߜ is a dimensionless damping measure. Eqs. (1) 
are driven by the Wiener increment process ݀ ௦ܹ which is homogeneous and normally distributed with zero mean 
and square meanܧሺ݀ ௦ܹଶሻ ൌ ݀ݏ. The parameter ߪ determines the intensity of ݀ ௦ܹǤThe homogeneous solutions of 
Eqs. (1) are investigated by means of the Fourier transform multiplied by its conjugate complex version in order to 
obtain the road spectrumܵ௭ሺݓሻ and its mean square ߪ௭ଶ, as follows: 
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Fig. 2 shows the power spectrum ܵ௭ሺݓሻrelated to its square mean ߪ௭ଶǤIt is plotted versus the spectral frequency 
ݓin double-logarithmic scales for two center frequencies and bandwidth values. The obtained plots are marked by 
smooth colored lines and overlaid by rough black lines calculated by means of numerical solutions [3] of Eqs. (1) 
applying the scan rate οݏ ൌ ܮȀܰ and FFT-routines with ܯ  way pieces of length ܮ  and ܰ simulation points. 
Accordingly, the spectral step size is οݓ ൌ ʹߨȀܮǤMore details are given in [4].  
           
Fig.  1. Measured spectra of road profiles plotted            Fig.  2. Power spectra of second order road models   
versus way frequency in double-logarithmic scales             simulated for two frequencies and bandwidth values    
When vehicles are riding with non-negative velocitiesݒҧ ൒ Ͳ, the contact point between road and vehicle is 
moved with the same velocity so that the road equations (1) must be transformed from way to time by means of the 
way and noise increments 
,                ,                    for  0.s tds vdt vdW dW v  t           (3)
    
Note that the noise increment is scaled by the square root of the same velocity. This is based on the theorem of 
Itô [5] in order to ensure that the squared equation of the noise increments coincides with݀ݏ ൌ ݒҧ݀ݐ for vanishing 
way-time increments. The increments (3) are inserted into the differential equations (1) that leads to the transformed 
time equations  
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Their stationary solutions possess the corresponding time spectrum and variance   
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2. Co-variance analysis of road-vehicle models 
The dynamic road equations (4) are applied in oder to generate the velocity-dependent ground excitation of the 
quarter car model, shown in Fig.  (3). The road process excites the car mass to vertical vibrations which are 
described by the equation of motion 
   21 12 ω 0t t t t tY D Y Z Y ZZ       (6) 
where ʹܦ߱ଵ ൌ ܾ ݉Τ  determines the car damping and ߱ଵ is the natural car frequency given by ߱ଵଶ ൌ
ܿ ݉ǤΤ Under the assumption, that the car velocity ݒҧis constant, this road-vehicle system is described by the two 
linear oscillator equations (4) and (6). They are investigated by means of the classical spectral method. The car 
spectrum obtained, is integrated over the spectral time frequency in order to obtain the mean-square ratio 
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where ߥ denotes the related car velocity ߥ ൌ ݒҧπȀ߱ଵ and ߪ௭ is given by ߪ ξͶߜπΤ Ǥ 
          
         Fig.  3. Across and along dynamics of quarter                 Fig.  4. Root-means-square ratio of response      
          car model riding on random roads for ߤǡ ݃ ൌ Ͳ                  and excitation plotted versus the related speed    
 
In Fig.  4, the root mean square ratio of response and excitation is plotted versus the related velocity applying the 
linear scale ߥூ ൌ ߥҧ in the first half part Ͳ ൑ ߥҧ ൑ ͳand the hyperbolic scaling ߥூூ ൌ ͳȀሺʹ െ ߥҧሻ in the second part for 
ͳ ൑ ߥҧ ൑ λ. Blue and red lines belong to the damping values ܦ ൌ ǤͳͲͷand ܦ ൌ ͲǤ͹ʹǡrespectively. Note that for 
vanishing excitation bandwidthߜ ൌ Ͳ, the related mean square car response coincides with the resonance diagram 
of car riding on harmonic wave road surface. For stochastic roads ߜ ൐ Ͳǡ as well, the induced vertical car vibrations 
vanish for infinitely increasing speed and there are no magnifications when the car slows down; i.e. for ݒҧ ൌ Ͳǡthe 
car follows the road unevenness, identically. Between both limiting cases, there is a resonance peak when the car 
speed times the road frequency approaches the natural car frequencyǤFor good cars and smooth roads e.g. with the 
damping and bandwidthܦ ൌ ߜ ൌ ͲǤ͹ʹ, drivers have difficulties to detect resonant vibrations in practice since the 
resonance magnification is reduced to 20 %, only.  
The investigation of constant car velocity is extended to the along dynamics of the quarter car model. When 
gravity and dry friction are neglected, the vertical component ܰߙof the contact force is determined by the spring 
and damping forces, so that the horizontal component ܰߙ  enters into the horizontal dynamic equilibrium 
equation, as follows: 
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Obviously, the slope in the contact point is given by ߙ ൌ ݀ݖȀ݀ݏwhich is equal to the center frequency Ω 
times the vertical road velocity ௧ܷ ǤEq. (8) is utilized to calculate the expected value ܧሺܨ௧ሻof the fluctuating driving 
force needed to maintain the car velocity ௧ܸ ൌ ݒҧ ൌ ܿ݋݊ݏݐǤ In this case, the covariance analysis applied to Eqn. (4, 6, 
8), leads to 
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In Fig. 5, this result is plotted versus the velocity-frequency ߥ ൌ ݒҧΩȀ߱ଵ  for the road intensity πߪଶ ൌ ͳǡthe 
damping measure ܦ ൌ ͲǤͳͷ and the bandwidth valueߜ ൌ ͲǤ͵. The related mean driving force ࢓ࡲcalculated in Eq. 
(9), is marked by red line. It is overlaid by measured mean values marked by green circles obtained as simulation 
results applying the scan rate ο߬ ൌ ߱ଵοݐ ൌ ǤͲͲͳfor ܰ ൌ ͳͲ଻ samples. Additional simulation results, shown in Fig. 
5, represent the probability density distribution  ݌ of the stationary driving process ௧݂ ൌ ܨ௧ΩȀܿ. They are marked by 
blue lines and plotted for constant velocities of the vehicle. The obtained  distributions ݌ሺ݂ሻhave the typical form of 
Gaussian product-processes. Accordingly, the force process is less in the breaking mode and much more in the 
tracking mode. Moreover, the force distributions are less concentrated than Gaussian because big forces are needed 
to keep the vehicle velocity constant in case of steep slopes of the road surface.   
Note that in Eq. (9), it is again possible to pass to the limiting case ߜ ൌ Ͳ of harmonic wave roads by replacing 
the expected value ܧሺܨ௧ሻ of the driving force by its time average ൏ ܨ௧ ൐ and the excitation variance ߪ௭  by the 
amplitude ݖ଴ of the harmonic road in order to obtain  
     22 25 2/ 2 / 1 2Dν     F t om F c D z Q Qª º   « »¬ ¼˟ ˟  (10) 
Note that this special mean value of the car driving force coincides with the corresponding result in the dynamics 
of unbalanced rotors where the time average of the driving motor moment is calculated in dependence on the 
angular rotor velocity assumed to be constant.  More details are given in Fig. 10 at the end of this paper. 
3.  P-Bifurcations of Velocity Densities  
The inverse problem that the driving force is assumed to be constant with ܨ௧ ൌ ܨ଴ ൌ Ǥmeanwhile the 
vehicle velocity ௧ܸ is fluctuating, is investigated by means of slightly adapted Eqs. (4,6,8) as follows: Eq. (8) is 
completed by the acceleration term ሶܸ௧ and Eq. (4) is modified by the introduction of the absolute velocity value in 
the excitation and damping terms. The latter don’t change the frequency behavior of the road equation. However, it 
is necessary for the existence and stability of the road simulation when negative velocities of the vehicle are 
occurring. Finally, dimensionless state-processes are introduced by means of ሺܼ௧ǡ ௧ܷ ǡ ௧ܻ ǡ ܺ௧ሻ ൌ ߪ௭ሺ ҧܼ௧ǡ ഥܷ௧ǡ തܻ௧ǡ തܺ௧ሻǡ as 
well as ௧ܸ ൌ ߱ଵ തܸ௧Ȁπ  and ܨ௧ ൌ ܿܨത௧Ȁπ of the dimensionless vehicle velocity and driving force. Moreover, time and 
noise are scaled by ݀߬ ൌ ߱ଵ݀ݐand݀ ఛܹ ൌ ξ߱ଵ݀ ௧ܹ, respectively, so that Eqs. (4, 6, 8) take the increment forms   
   ,      2 2  dZ V d dUU V ZU dVV d WW W W W W W W W W WW G W Gª º    ¬ ¼  (11) 
  ,            2dY X d dX D V dX Y ZUW W W W W W W WW Wª º     ¬ ¼  (12) 
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where ܦǡ ߜ and  ሺΩߪ௭ሻଶ ൌ πߪଶȀሺͶߜሻ are three dimensionless parameters determining the damping of the car, the 
bandwidth and the intensity of the road excitation.  
          
Fig.  5.  Simulated driving force distributions                     Fig.  6. Simulated velocity distributions with   
with calculated mean values marked by red line                          calculated mean forces marked by blue line   
 
In Fig. 6, probability density distributions of the vehicle velocity are plotted for different driving forces and for 
the same parameters, already applied in Fig. 5. The densities are obtained by means of numerical simulations 
performed with the time step ο߬ ൌ ͲǤͲͳand ܰ ൌ ͳͲ଺samples. Thick red circles represent measured mean values of 
the simulated velocity processes. The blue back bone curve follows from Eq. (9). The application of the force sweep 
2(-0.25)0 leads above to velocity densities which are narrowly distributed with one peak, only. For decreasing 
driving force, the velocity distributions become broader and bifurcate into bi-modular probability densities with two 
peaks when the driving force approaches the critical value ݂Ω ܿ ൌ ͳΤ where the vertical vehicle vibrations are 
resonant. In this case, the global mean value is split into two separated mean values; i.e. the car velocity is 
fluctuating around two mean values with permanent jumps between both. For further decreasing driving force into 
the under-critical range, the velocity regains its original distribution with one peak and one mean value, but with 
increasing realizations into negative direction so that judder is possible when negative vehicle velocities are 
occurring. Note that for decreasing driving forces there are minor numerical difficulties which are reducible e.g. by 
the smaller step size ο߬ ൌ ͲǤͲͲͳ to obtain smaller deviations between measured and calculated means values.     
According to [4], Eqs. (9, 10) of road and vehicle are rewritten into forms, as follows: 
     '    ,  ,  , ,              U XZ VY d dWVdW W W W W W W W W WW  Y Y A Y g
 (14) 
         .  d d dWW W W W WW  c c c  ' ' ' 'τ τ τ τY Y AY Y Y Y A gg Y g gY  (15) 
Eq. (14) represents the vector form of Eqs. (9, 10) applied to derive the matrix equation (15) of 4x4 co-variances 
of the road and car processes. Since the velocity equation (13) contains squared state-processes only, it is more 
accurate to calculate the squared solutions by means of Eq. (15) directly, instead to integrate Eq. (14) and to square 
its approximations what  numerical errors will square, as well.  Eq. (14) is only applied to calculate the state vector 
needed in the noise term of the covariance equation. Accordingly, Eqs. (13, 14, 15) are integrated by means of Euler 
schemes. The numerical solutions obtained, are utilized to evaluate the mean values and probability densities, shown 
in Fig. 6.  
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Since the time-integration and time-averaging are linear, both operators can be interchanged in order to apply 
first the expectation and the numerical integration, afterwards.  Because of the independency of the state processes 
andܧሺ݀ தܹሻ ൌ Ͳ, the diffusion-term in Eq. (15) is vanishing and it remains the drift, only. Hence, for ݀ ఛܹ ൌ Ͳǡthe 
covariance matrix equation (15) takes the noiseless deterministic form  
                .     dV Vd V VW W W W W W W Wª º  ¬ c ¼c' ' 'τ τ τY Y A Y Y Y Y A g g  (16) 
Together with Eq. (13), it is investigated by means of deterministic fix-point iterations.  In Fig. 6, iterated 
stationary solutions obtained, are marked by small red circles. They are plotted versus the velocity values for back- 
and forward force sweeps performed for the same parameter, as before. In the forward sweep, the growth behaviour 
of the vehicle velocity is retarded by the resonance blockade up to the maximal force value where the velocity jumps 
forward to approach the next possible dynamic equilibrium in higher velocity ranges.  
4. Bi-modular Densities of Kramers oscillators  
The stochastic counterpart of the Duffing oscillator is called Kramers oscillator where the harmonic excitation is 
replaced by white noise. For suitably selected parameters, this stochastic oscillator possesses a bi-modular density 
distribution which is similar as before but with the advantage that its stationary density can easily be calculated as 
the strong closed-form solution of the associated Fokker-Planck equation.  In the following, these properties are 
utilized to test simulation results and their evaluations in form of stationary density distributions. For these purposes, 
consider the extended Kramers oscillator   
 2 3 51 1 12 , t t t t t tX D X X X X WZ Z D E J VZ      (17) 
where the cubic restoring of the Kramers oscillator is supplemented by a corresponding 5th degree term. For 
numerical simulations by means of Euler schemes, the oscillator velocity is introduced by ௧ܻ ൌ ሶܺ௧Ȁ߱ଵ with which 
Eq. (17) is rewritten into the first order form   
 3 5,     2 2dX Y d dY DY X X X d DdWW W W W W W W WW D E J W        (18) 
where time and noise increments are scaled by ݀߬ ൌ ߱ଵ݀ݐ  and ݀ ఛܹ ൌ ξ߱ଵ݀ ௧ܹ , respectively, new state 
processes are introduced by means of ሺܺ௧ǡ ௧ܻሻ ൌ ߪ௟௜௡ሺ തܺఛǡ തܻఛሻ with ߪ௟௜௡ ൌ ߪ ඥͶܦ߱ଵΤ  and the parameters are related 
by ߙ ൌ ߙതǡ ߚ ൌ ߚҧߪ௟௜௡ଶ  and ߛ ൌ ߛҧߪ௟௜௡ସ . The stationary solutions of Eq. (18) possess the two-dimensional density 
distribution  
  2 2 4 6, exp
2 2 4 6
y x x xp x y C D E Jª º    « »¬ ¼   (19) 
where normalization is possible by means of the constant C provided that ߛ ൐ Ͳ.  
In Fig. 7, the red line marks the symmetric one-dimensional density distribution of the nonlinear displacements of 
the extended Kramers oscillator calculated by means of  Eq. (19). Digital simulations are performed for the damping 
value ܦ ൌ ͲǤʹ applying the Euler scheme for ܰ ൌ ͳͲ଻ samples with the time steps  ο߬ ൌ ǤͲͳǡ ǤͲͲͳͷǤͲͲͳǤ The 
density distributions obtained, are marked by olive, yellow and blue colors, respectively. In comparison with the 
strong solution (19), they lead to the relative errorsߜ ൌ ͳͳǤͲͲΨǡ ͺǤͻʹΨ͵͸ǤͲΨthat shows that the accuracy 
of the simulation results becomes better with decreasing time steps up to a certain step size where the accuracy 
becomes worse. Further decreasing time steps produce an increasing probability concentration around the second 
peak. Realizations around the first peak are becoming seldom. Obviously, this is a stochastic paradox which can 
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only be avoided by means of a certain separation and gluing technique which leads to the dark blue density 
distribution with the much better accuracy of ߜ ൌ ͶǤͺΨ  in comparison with the light blue results where the same 
ο߬ ൌ ǤͲͲͳ is applied.  
.             
 
        Fig.  7.  Symmetric density distribution of the             Fig.  8. Kramers asymmetric density marked by     
         extended  Kramers oscillator marked by red line               red line and its estimation by gluing techniques 
  
The separation and gluing technique is explained by means of the asymmetric Kramers oscillator described by 
the nonlinear equation of motion    
 2 2 31 1 12t t t t t tX D X X X X WZ Z D E J VZ       
Similar as before, this nonlinear oscillator equation is rewritten into the first order form   
 2 3,       2 2 ,     dX Y d dY DY X X X d DdWW W W W W W W WW D E J W        (20) 
where the scaling is performed byሺܺ௧ǡ ௧ܻሻ ൌ ߪ௟௜௡ሺ തܺఛǡ തܻఛሻ and ߙ ൌ ߙതǡ ߚ ൌ ߚҧߪ௟௜௡  , ߛ ൌ ߛҧߪ௟௜௡ଶ ǡ respectively. The 
associated Fokker-Planck equation is solved by the stationary density  
   2 2 3 4, exp ,     for   , 
2 2 3 4
y x x xp x y C x yD E Jª º      f« »¬ ¼  (21) 
which is normalized by the constant C provided that ߛ ൐ ͲǤ In Fig. 8, the red line represents  the one-dimensional 
density distribution of the asymmetric Kramers oscillator calculated by Eq. (21) for the parameter values ߙ ൌ ͳǡ
ߚ ൌ െͶȀ͵and ߛ ൌ ͳȀ͵Ǥ  Digital simulations are performed for the damping value ܦ ൌ ͲǤʹ  applying the Euler 
scheme to Eqn. (20) for ܰ ൌ ͹ ή ͳͲ଺ samples with the time step  ο߬ ൌ ͲǤͲͲͷǤ  
The digital realizations obtained, are separated into two signals that are the left or right of minimum. Both signals 
are evaluated in order to obtain the densities ݌ଵሺݔሻ݌ଶሺݔሻwhich are marked by light and dark blue color on the 
left and right side in Fig. 8, respectively. Note that both densities are estimated by the same total number of 
realizations and normalized with probabilityͳȀʹ so that the sum of both density integrations over the left and right 
side leads to 1. In order to fit both densities together to one, the linear combination݌ሺݔሻ ൌ ܿଵ݌ଵሺݔሻ ൅ ܿଶ݌ଶሺݔሻ of 
both densities is introduced where the constants ܿଵ  and ܿଶ  are determined by means of the mean square and 
normalization conditions, as follows: 
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The stationary means ܧሺ തܺఛ തܻఛሻ ൌ Ͳand ܧሺ തܻఛଶሻ ൌ ͳas well as the mean square condition (23) follow from Eqs. 
(20) when the associated mean square equations are derived.  Knowing both densities, the moments ݉௜௝  are 
numerically calculated and inserted into Eqs. (22, 23) which lead to ܿଵ ൌ ͲǤͷͻand ܿଶ ൌ ͳǤͶͳǤ  Therewith, the 
resulting density ݌ሺݔሻ is plotted in Fig. 8. Accordingly, light blue line of ݌ଵሺݔሻ is lowered to the yellow one and the 
dark blue line of ݌ଶሺݔሻ is lifted to the green one. The comparison with the exact density marked by red line, leads to 
the relative error ߜ ൌ ʹΨǤ   
5.  Sommerfeld effects in Rotor Dynamics 
In the dynamics of unbalanced rotors, jumps of the angular velocity are known as so-called Sommerfeld effects. 
They are occurring when the rotor is visco-elastically supported as shown in Fig. 9. Accordingly, the rotor is 
described by the two equations of motion  
 2 21 12 cos sinD[ Z[ Z [ P M M M M      (24) 
 2 sin ,            /g aI mr M x rM [ M M [     (25) 
where ߦ is the dimensionless displacement of the rotor and ߮ is the angle of rotation. The rotor possesses the 
mass ratio ߤ ൌ ݉Ȁሺܯ ൅݉ሻǡthe damping ʹܦ߱ଵ ൌ ܾȀሺܯ ൅݉ሻ and the natural circle frequency ߱ଵ given by ߱ଵଶ ൌ
ܿȀሺܯ ൅݉ሻ whereܯ  is the rotor mass and ݉is the unbalanced mass with radius ݎ . The parameter ܯ௔ሺ ሶ߮ ሻȀܫ௚ 
denotes the dimensionless driving moment of the rotor related to the total mass of inertia ܫ௚. In a first investigation, 
it is assumed that the driving moment is variable and controllable such that a constant angular velocity is 
maintained. For ሶ߮ ሺݐሻ ൌ ߱௘ , Eq. (24) is linear and leads to the squared amplitude     
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  (26) 
of the stationary rotor vibrations ߦሺݐሻ ൌ కܸሺ߱௘ݐ ൅ ߝకሻ. This solution is inserted into Eq. (25) in order to 
calculate the dimensionless mean value ݉௔of the driving motor  
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 (27) 
Obviously, the mean driving moment (27) of the unbalanced motor coincides with mean driving force (10) of the 
quarter car model for the special case of harmonic ground excitations when ߱௘Ȁ߱ଵ  is replaced by ݒҧπȀ߱ଵǡ the 
squared mass ratio ߤଶby ʹሺπݖ଴ሻଶ and the mean value ൏ ܯ௔ሺ ሶ߮ ሻ ൐Ȁሺܿݎଶሻby ൏ ܨఛ ൐ πȀܿǤ In Fig. 10, both results 
(10, 27) are plotted versus the frequency ratio ߥ ൌ ߱௘Ȁ߱ଵfor ߤ ൌ ʹand the damping values ܦ ൌ ͲǤʹͲǤͶ 
marked by red and cyan colors, respectively. 
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     Fig.  9: Dynamics of an unbalanced rotor                      Fig.  10: Mean driving force to maintain a      
                 which is visco-elastically supported                          constant velocity of the quarter car model 
A similar interrelationship between rotor- and vehicle dynamics is derivable for the corresponding angular 
equations of motion when the new coordinate ݕሺݐሻdefined by  
          ,            cosy t t z t z t t[ P M     (28) 
is introduced into Eq. (24)  that leads to the new rotor equation of motion 
 2 21 1 1 12 2y D y y z D zZ Z P Z Z      (29) 
where the time derivatives of zሺݐሻ are given by ݖሶ ൌ െ ሶ߮ ߮and ݖሷ ൌ െሺ ሷ߮ ߮ ൅ ሶ߮ ଶ߮ሻǤ Obviously, Eq. (29) 
obtained, coincides with Eq. (6), the equation of motion of the quarter car model, up to the fact that base excitations 
through the spring and damper are only possible for a positive mass ratio ߤ ൌ ݉Ȁሺܯ ൅݉ሻǤ When ߦሷ ൌ ݕሷ െ ߤݖሷand 
߮ ൌ െݖሶȀ ሶ߮  are introduced into Eq. (25), the moment equation of the rotor takes the form 
     21 12 2 2  g aI M zz D y z y z
mr mr
MM P Z P Z P Mª º     ¬ ¼  (30) 
In the stationary case that ሷ߮ ൌ Ͳǡthe time average ൏ ݖሷݖሶ ൐ is vanishing so that the mean value of the driving 
moment in Eq. (30) coincides with the mean driving force in Eq. (8) when the 
angular velocity ߮ሶ is replaced by vehicle velocity ݒҧand the driving moment ܯ௔ሺ ሶ߮ ሻȀሺ݉ݎଶሻ in Eq. (30) by the 
driving force ܨ௧Ȁ݉ǡcorrespondingly. For the non-stationary case, Fig. 10 shows some additional mean value results 
marked by circles in coincidence with the red and cyan lines obtained from Eq. (10) for the damping values ܦ ൌ
ͲǤʹͲͶǤ. These represent simulation results calculated by means of fix-point iterations of Eqs. (11, 12, 13) for 
the bandwidth ߜ ൌ Ͳof harmonic ground excitations applying the scan rate  ο߬ ൌ ͲǤͲͳ with ܰ ൌ ͳ ή ͳͲସ samples 
where Eq. (13) is solved by means of a Euler scheme and Eqs. (11, 12) by means of a 6th order Taylor expansion.  
Again, the growth behavior of the vehicle velocity is retarded by the resonance blockade up to the maximal force 
value where the velocity jumps forward to approach the next possible dynamic equilibrium of considerably higher 
velocity. 
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6. Summary and Conclusion  
First investigations in road-vehicle dynamics are restricted to linear systems [6, 7] where spectral representations 
of the road excitation and the vehicle response are applied. To overcome these restrictions, dynamic road profiles 
are introduced in [2, 3] by means of linear stochastic filter equations under white noise. These road-vehicle models 
become highly nonlinear when the velocity of the vehicle is fluctuating because of a strong coupling of the along 
and across dynamics [4].   
New effects which are derived in this paper are p-bifurcations of stationary vehicle velocities. The one-modular 
velocity density bifurcates into a bi-modular distribution with two peaks when the driving force approaches the 
critical range where the vertical car vibrations become resonant. In this case, the velocity process of the vehicle is 
fluctuating around two mean values with permanent jumps which become rarer for decreasing bandwidth of the road 
excitation with suitably small intensity.    
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