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ABSTRACT
Risks and costs associated with aging infrastructure have been mounting,
presenting a clear need for innovative damage monitoring solutions. One of the more
powerful damage monitoring approaches involves using ultrasonic guided waves which
propagate through a structure and carry damage-related information to permanently bonded
sensors. Ultrasonic fiber-optic sensors are one of the most promising technologies for this
application: they are immune to electromagnetic interference, present no ignition hazard,
and transmit their data over tens of kilometers. However, before they can be widely
employed, several limitations need to be overcome: poor sensitivity, unidirectional
sensing, and loss of ultrasonic functionality due to static loading.
In this dissertation, these limitations were addressed using a mechanical design
approach, combining a mechanical resonator with a fiber-optic sensing element. Based on
this principle, two fiber-optic sensors were developed: a ring sensor and a wave-absorbing
acoustic black hole sensor. Sensitivity improvements up to 28 dB were achieved through
mechanical resonance. Prototypes were shown to be insensitive to static loads and detected
waves omnidirectionally. The sensors were also miniaturized and designed to be sensitive
to different types of wave motion; the ring sensor was sensitive to out-of-plane motion
only, and the acoustic black hole sensor was sensitive to both in-plane and out-of-plane
motion. The sensor development process is presented from concept sketch to modeling,
design, verification, optimization, and calibration.
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CHAPTER 1
INTRODUCTION
1.1 MOTIVATION
Risks and costs have been mounting with the prolonged use of aging infrastructure,
presenting a clear need for innovative damage monitoring technologies. These same
technologies present opportunities within the aerospace industry to monitor aging fleets
and to support the usage of composite materials in the next generation of aircraft. To name
a few prominent cases:
•

Almost one quarter of US bridges are classified as structurally deficient or
functionally obsolete, with an estimated $31.6 trillion needed for
remediation (U.S. Federal Highway Administration, 2014). Technology
which ensures structural reliability with prolonged use can increase safety
and reduce remediation costs

•

Postponement of the United States national nuclear waste repository has
necessitated extensions of on-site nuclear storage. Monitoring of nuclear
dry cask storage canisters will be necessary to mitigate failure risk since
their use has been extended past their intended design lifespans (Hamilton
et al. 2012; Sun 2015)

•

There is a trend towards increased usage of composite materials in
aerospace vehicles, such as the Boeing 787 which is comprised of 50%
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composites by weight. However, inspection costs of aerospace composites
are very high, representing approximately a full third of their lifecycle costs
(Diamanti and Soutis 2010).
The emerging field of structural health monitoring (SHM) seeks to address such
concerns by supplementing manual scheduled inspection with continuous in situ
monitoring (Giurgiutiu 2014). Many technologies have the potential for use in SHM
applications, many of them transitioned from the well-established field of nondestructive
evaluation (NDE). The distinction between the two fields relates to the development and
use of damage detection technology for continuous monitoring in SHM, or for periodic
inspection in NDE.
SHM is incredibly demanding in its scientific and technological challenges.
However, there is a strong case for its development and application. In some cases,
conventional inspection approaches are difficult or impossible (e.g. in extreme
temperatures, explosive environments, and space applications). Continuous monitoring
presents the potential to increase assurances of reliability, reducing structural downtime
and high costs by decreasing the requisite number of manual inspections. SHM also has
the potential to catch unexpected damage in-service with potential savings in money,
structures, and lives. From a long-term outlook, SHM can enable advanced design
paradigms such as the digital twin, where damage information is used to update a highfidelity model of an aerospace vehicle. This would allow digital testing of operations and
maneuvers prior to execution during flight (Glaessgen and Stargel 2012).
One of the most prominent SHM techniques involves the use of ultrasonic guided
waves. These are waves that propagate through a solid medium along free surfaces or
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material interfaces, traveling long distances to interact with damage and carry damagerelated information. In some cases, guided waves can be initiated by damage events itself
such as impacts and acoustic emissions from crack growth. These waveforms are detected
by an ultrasonic sensor and can be subsequently interpreted to obtain information about the
damage state.
Over the past several decades, there has been a great deal of interest in advancing
fiber-optic sensors for ultrasonic sensing as an alternative to conventional piezoelectric
sensors. This is because fiber-optic sensors possess many inherent advantages that
piezoelectric sensors do not. Fiber-optic sensors are immune to electromagnetic
interference and ideal for monitoring in explosive environments. They are corrosion
resistant, lightweight, and possess an exceptional form factor. They also possess the
advantages inherent in fiber-optic telecommunication technologies such as multiplexing
and remote interrogation.
Despite their advantages, fiber-optic technology is not yet mature enough to be in
widespread use for ultrasonic guided wave applications. Currently, there are several
technical limitations associated with fiber-optic sensors. Some of the most pressing
limitations are:
1. Ultrasonic fiber-optic sensors have lower sensitivity and higher noise than their
piezoelectric counterparts. This inhibits their ability to detect waveforms associated
with small flaws before they begin to cause problems with structural reliability
2. For ultrasonic strain or displacement sensing, fiber-optic sensors tend to only detect
the component of motion unidirectionally along the fiber’s axis. This is a hindrance
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in guided wave applications where waveforms can arrive from any number of
incident angles
3. Some of the most promising fiber-optic sensing configurations cease to operate in
the presence of static strain. For common implementations such as surface-bonded
fiber-optic sensor, this precludes their use for monitoring a structure in-service.
Developments in fiber-optic sensing technology which mitigate these limitations help shift
the cost-benefit analysis towards feasibility in SHM applications.
1.2 RESEARCH SCOPE AND OBJECTIVES
1.2.1 Research Scope
The scope of the research presented in this dissertation is to address fundamental
limitations of ultrasonic fiber-optic sensors through a mechanical design approach, where
a fiber-optic sensing element is combined with a mechanical resonator. This includes the
steps necessary to design, model, verify, characterize, and optimize these mechanically
amplified fiber-optic sensors. The emphasis is on guided wave sensing due to its potential
for SHM applications.
1.2.2 Research Objectives
In terms of the sensors themselves, one objective of the work presented in this
dissertation is to work towards the development a mechanical fiber-optic sensor which
would perform reliably in a variety of guided wave applications. This work should move
towards allowing an end-user to just “bond the sensor to their structure” to obtain reliable
results, decreasing the current level of cross-domain expertise required for fiber-optic
sensing. In terms of specific performance characteristics, the following performance
characteristics are sought:
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•

Mechanical resonance amplification to increase sensitivity as compared to
a surface-bonded fiber-optic sensor

•

Omnidirectional sensing, i.e. ability to sense waves from any incident angle

•

Insensitivity to quasi-static strain

•

Sensitivity to in-plane motion, out-plane motion, or both by design

•

Small sensor size

Since this dissertation started with a sensor candidate in-hand, the first goal was to
develop a proof of concept for a resonant mechanical fiber-optic sensor. This involved
calibration of a fiber-optic sensing system as well as experiments on both the free sensor
and Lamb wave sensor response experiments. The next objective was to characterize the
sensor experimentally, guided by theories of guided wave propagation.
A finite element modeling (FEM) framework was a key feature of this project, both
for understanding a sensor’s mechanism of action and improving the sensor performance.
A FEM-based design exploration and optimization framework was performed for each
sensor developed, with the goal of maximizing sensitivity through mechanical
amplification.
Towards the end of the development process for the first fiber-optic sensor, the
second sensor was developed from the point of view that the best approach was not just to
use an arbitrarily chosen resonant geometry. Rather, the approach taken was to exploit
novel applications of physics and provide high amplitude and desired sensing features. A
wave trapping geometry was identified and worked into several sensor configurations to
try to provide both high amplification and sensitivity to the desired type of wave motion.
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Finally, one of the biggest gaps identified in a review of fiber-optic mechanical
sensors (Chapter 6) was the lack of measured or transferrable performance standards with
respect to sensitivity. To this end, one objective of this work was to calibrate the sensors
in this work, developing quantitate metrics of sensor performance that both allow for
internal comparisons and refer sensor motion back to surface motion of its host structure.
It should be noted that intent of the work presented in this dissertation is to develop
mechanical fiber-optic sensors which are generally suited for the detection of ultrasonic
guided waves. Some of the research framework presented herein may be skewed more
towards AE applications. However, that is because its long history and development
provide powerful tools for sensor characterization which are broadly applicable to
ultrasonic guided wave sensing.
1.3 ORGANIZATION OF THIS DISSERTATION
Chapter 2 of this dissertation presents a review on structural health monitoring and
ultrasonic guided waves. Chapter 3 provides a review of acoustic emissions.
Chapter 4 presents a review of ultrasonic NDE and SHM sensors, with an emphasis
on piezoelectric wafer active sensors (PWAS), conventional ultrasonic transducers, and
acoustic emission sensors.
Chapters 5 and 6 present information in fiber-optic sensors. Chapter 5 presents
general principles of fiber optics and fiber-optic sensors to help provide a reader with a
background on the topic as applied to ultrasonic sensing. Chapter 6 presents a survey on
fiber-optic guided wave sensing with an emphasis on mechanical fiber-optic attachment.
Chapters 7-11 present the experimental work performed in this dissertation. In
Chapter 7, a proof-of-concept for a ring sensor is developed, where a ring resonator is
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combined with a fiber Bragg grating (FBG) sensor and PWAS. Chapter 7 also includes
optical system characterization and calibration.
Chapter 8 presents the use of FEM simulations for free sensors and Lamb wave to
investigate the ring sensor mechanisms of action. FBG placement, and PWAS placement
and type were studied.
In Chapter 9, a design optimization was performed for both miniaturization and
sensitivity enhancement of the ring sensor. The miniature ring sensor prototype is verified
experimentally.
In Chapter 10, a wave trapping acoustic black hole (ABH) concept is adapted for
sensing applications. A concept of a point-contact bonded optical fiber waveguide is
combined with the ABH local vibration. Preliminary experimental investigations were
performed.
In Chapter 11, a review on AE sensor calibration methodology is performed,
followed by calibration experiments for the sensors developed in this dissertation to put
the work performed herein on a better absolute quantitative and transferrable footing.
Chapter 12 presents summary, conclusions, and recommendations for future work.
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CHAPTER 2
STRUCTURAL HEALTH MONITORING AND GUIDED WAVE REVIEW
2.1 ULTRASONIC STRUCTURAL HEALTH MONITORING
The developments of this dissertation fall within the scope of ultrasonic SHM, one
of the most prominent and promising approaches for damage monitoring. In ultrasonic
SHM, permanent structurally embedded transducers transmit and receive ultrasonic guided
waves. These waves have the potential to propagate over large areas to interact with
damage. Waves that have interacted with damage propagate to a sensor; the detected
waveform can be analyzed to determine damage location, type, severity, and even
geometry. In some cases, the energy that constitutes the waves can originate from the
damage itself, such as from impact and acoustic emission (AE) events.
Interpreting waveforms to characterize damage is fundamentally an inverse
problem. This has motivated a growing body of research to develop high fidelity models
which represent the forward problem of wave propagation and wave-damage interaction
(Poddar and Giurgiutiu 2016). This is further supplemented by data-driven waveform
analysis approaches trying to bypass the physics of the problem by using machine learning,
parametric correlation, and baseline signal comparison.
A conceptual framework for an SHM system can be understood by analogy to a
human nervous system. A human nociceptor (“pain receptor”) detects internal damage.
Neurons transmit the signals to the brain where signals are interpreted and associated with
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damage. Analogously for the SHM system, elastic waves are detected by a structurally
embedded sensor, and optical or electrical connectors transmit the information to a
computer which interprets the signals as damage-related through data processing
algorithms. For the SHM system to be successfully, the embedded sensor must be
sufficiently sensitive to damage-induced waves, and the algorithms must be able to
judiciously segregate damage-related from non-damage-related events.
2.1.1 Active and Passive SHM Approaches
SHM methods can be divided into two broad categories: passive SHM and active
SHM. In passive SHM, no energy from a transducer is input into the structure; rather
sensors just “listen” to the structure and are used to infer structural health. In active SHM,
an embedded transducer inputs energy into the structure. This excites a wave which
interacts with damage, and is subsequently detected by the same or another transducer. A
conceptual sketch of several common active and passive ultrasonic guided wave SHM
methods is shown in Figure 2.1 (Giurgiutiu 2016). In this figure, the emphasis is on a
prominent SHM sensor called a piezoelectric wafer active sensor (PWAS) which is
described in more detail in Chapter 4.
2.1.2 Active SHM – Pitch-Catch, Pulse-Echo, and Phased Array
Active SHM methods are categorized through the transmitter and receiver setup.
These include pitch-catch, pulse-echo, and phased array. Each method uses guided waves
for far-field damage monitoring. The distinction is in the transmitter and receiver
configuration. In a pitch-catch configuration, one transmitter generates a waveform which
interacts with damage, and a separate receiver senses the waveform. In a pulse-echo setup,
a single transducer acts as transmitter and receiver; upon interaction with damage, the back-
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scattered portion of the wave is sensed by the same transducer. In a phased array setup, a
group of transducers are placed in distinct spatial locations, and multiple transducers are
excited to act as spatial filters using beamforming algorithms. This allows for the scanning
of regions across space.

Figure 2.1: Methods of PWAS damage monitoring (Giurgiutiu 2010)
2.1.3 Passive SHM – Impact and Acoustic Emission Methods
Impact and acoustic emission (AE) damage detection methods differ in that the
energy input comes from the damage source. Impact is of concern in composite structures
since they are prone to low-velocity impact damage, e.g. from dropping a hand tool onto a
thin composite part. In composites, the damage often occurs within the lamina, e.g.
delamination, and results in barely visible damage. Impact detection can include detecting
the waveform associated with the impact itself; this waveform does not necessarily indicate
damage, but simply indicates that an impact occurred. When a damage event occurs,
waveforms released from the damage propagate, typically at different frequencies and
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wave speeds. In composites, the frequency components can correlate to characteristic types
of damage. Although this could be considered impact detection (detecting damage
associated with impact), it can also be considered a form of AE sensing as the damageinduced waveform itself is an AE.
AEs are elastic waves generated when a material incurs changes in its internal
structure, often associated with damage. They can be associated with cracks, plastic
deformation, delamination, fretting, etc. AE is considered a field in its own right, with its
own equipment, terminology, analysis methods, and commercial applications. AE sensing
is challenging in understanding and interpretation. Application of AE techniques often has
components of statistical parametric analysis, clustering algorithms, and damage
localization; the question of the exact dynamics of wave propagation is often not assessed.
Although recently, there have been trends to characterize source mechanics and wave
dynamics in AE for better understanding and predictive power. Improving the forward
modeling process is a critical step in advancing the use of AE for SHM sensing, as it allows
for a quantitative assessment of the AE-damage relationship, particularly for use in
advanced materials such as composites. The theory and application of AE is central to this
work and is presented in detail in Chapter 3.
2.2 REVIEW OF ELASTIC WAVE PROPAGATION
2.2.1 Axial and Flexural Waves in Bars and Beams
Axial and flexural wave capture many fundamental aspects of wave propagation
phenomenon, and their resulting equations repeat in more complex cases (see Chapter 10
for a similar analytical workup for flexural waves in variable thickness structures). The
frequency dependence of flexural waves in beams serves as a good starting point for
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discussion of dispersion phenomenon. An important note is that axial and flexural wave
formulations are approximations to the more accurate elastic wave formulations.
Axial waves: For an axial wave in a bar, assume a uniform, elastic, isotropic bar
undergoes motion u( x, t ) along the bar’s axial direction. The motion in the bar is prescribed
by the wave equation

c 2u  u
where the wave speed in the bar
being the elastic modulus,

c is given by c 2 

(2.1)

EA
E
or c 2 
for a uniform bar, E
m


m being the mass per unit length, and  being the mass density

of the bar.
A method of solving (2.1) is given by the d’Alembert solution where the
displacement is equal to the superposition of a forward and backward propagating wave,
i.e.

u( x, t )  g ( x  ct )  f ( x  ct )

(2.2)

The initial value problem consists of finding the solution to (2.1) subject to initial
conditions

u ( x, 0)  u0 ( x)
u ( x, 0)  v0 ( x)

(2.3)

where applying the d’Alembert solution results in

u ( x, t ) 

1
1 x ct
u0 ( x  ct )  u0 ( x  ct )  xct v0 ( z  )dz 
2
2c

(2.4)

Flexural waves: For a flexural wave in a beam, assume a uniform, elastic, isotropic
beam undergoes vertical displacement w( x, t ) . The equation of motion for flexural wave
in a beam is given by
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a4 w ''''( x, t )  w  0
where the constant

a is given by a 4 

moment of inertia, and

(2.5)

EI
, E being the elastic modulus, I being the area
m

m being the mass per unit length.

ˆ ( x)eit , a separation of variables solution
Assuming harmonic motion w( x, t )  w
yields the general solution

w( x, t )  Aei ( xt )  Bei ( xt )  Ce xeit  De xeit
where the wavenumber  is given by  4 

(2.6)

2
. Following the relation between wave speed
a4

and wavenumber




c

(2.7)

the flexural wave speed cF is given be

cF (  


a 


(2.8)

2.2.2 Dispersion Phenomenon and Group Velocity
When the speed of a wave is a function of frequency, that wave is considered
dispersive. Consider that a typical propagating wave does not consist of a single frequency,
but can be broadband, or at least have a spread about a single carrier frequency (e.g. a tone
burst). Different frequency components of this wave will travel at different speeds. Because
of this, a dispersive wave will tend to “spread out” (i.e. disperse) as it travels further away
from the source. Waves with velocities that are not a function of frequency are considered
nondispersive; they travel as a coherent package without spreading out.
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In practice, waves have the tendency to travel in discrete “packets” of localized
waves traveling as a unit. If the wave is dispersive, then the wave packets travel at a
velocity called the group velocity cg which is defined by

cg 

d
d

(2.9)

Note that the group velocity differs from the wave speed c . Solving equation (2.8)
for  and differentiating as in equation (2.9), the group velocity for a flexural wave in a
beam is given by cgF (   2cF (  , such that the flexural group velocity is twice as fast as
the flexural wave speed.
The concepts of dispersion, wave packets, and group velocity are of particular
importance for guided waves, as dispersive guided waves (e.g. Lamb waves) naturally
break down into a number of separate packets each with their own distinct characteristics.
2.2.3 Straight-Crested Axial and Flexural Waves in Plates
Axial and flexural waves in plates are approximations to elastic plate waves which
are useful for their simplicity. The tradeoff is that the conditions of the assumptions must
be valid, so their scope is limited in applicability. Straight-crested axial and flexural waves
serve as approximations to straight-crested S0 and A0 Lamb wave modes at low frequencythickness products. Their formulations are presented here in further detail as they serve as
a foundation for modeling the wave propagation in variable thickness plates presented in
Chapter 10.
To formulate the equations for straight-crested axial and flexural wave, start with
the 3D elasticity equations using engineering constants E ,  , and G in a compliance
formulation:
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 xx   yy   zz
 xy 
 xy
E
E
E
2G

1

1
 xy   xx   yy   zz ,  yz 
 yz
E
E
E
2G


1
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 zz   xx   yy   zz
 zx 
 zx
E
E
E
2G

 xx 

(2.10)

where

G

1
E
2(1  )

(2.11)

Plate waves are formulated under plane stress assumptions (  zz  0 ), such that the
3D elasticity equations reduce to
1

1
 xx   yy
 xy 
 xy
E
E
2G

1
1
 xy   xx   yy ,  yz 
 yz
E
E
2G


1
 zz   xx   yy
 zx 
 zx
E
E
2G

 xx 

(2.12)

Solving equations (2.12) for  xx ,  yy , and  xy we obtain

E
( xx  yy )
1  2
E

( xx   yy )
1  2
 2G xy

 xx 
 yy
 xy

(2.13)

Under small strain approximations, the strain-displacement relations relating to equation
(2.13) are

 xx 

u
x

 yy 

v
y

1  u

v 

 xy    
2  y x 
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(2.14)

Taking an infinitesimal element of a plate with force resultants (force per unit
width) N x , N y , N xy , the force resultants can be obtained by integrating the stresses across
the thickness and using equations (2.13) and (2.14)

Nx  

h2

Ny  

h2

h 2

h 2

 xx dz 

Eh  u
v 
 
2 
1   x
y 

 yy dz 

Eh  u v 
 

1  2  x y 

(2.15)

 u v 
 xy dz  Gh   
h 2
 y x 

N xy  

h2

And, applying Newton’s second law to the infinitesimal element results in
N x N xy
 2u

 h 2
x
y
t
N y N xy
 2v

 h 2
y
x
t

(2.16)

Under the conditions of a straight-crested wave, the motion is constant across a single wave
front (taken here as the y direction) such that

u ( x, y , t )  u ( x, t )
v ( x, y , t )  0
where

(2.17)

u is the displacement in the x -direction perpendicular to the wave front and v is

the displacement in the y -direction along the wave front. Thus, equations (2.15) reduce
to

Eh u
1  2 x
Eh u
Ny 

1  2 x
N xy  N yx  0
Nx 

(2.18)

The second of equations (2.16) is satisfied, and the first of equations (2.16) becomes
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N x N xy
Eh  2u
 2u




h
x
y
1  2 x 2
t 2

(2.19)

This can be rearranged to obtain the wave equation
cL

 2u  2u

x 2 t 2

(2.20)

where cL is the longitudinal wave speed in a plate given by
cL2 

1 E
1  2 

(2.21)

Thus, the analysis of a straight-crested axial wave of a plate follows the analysis of a
straight-crested axial wave in a bar, only with a different wave speed cL .
For flexural waves in a plate, the assumptions of Kirchoff-Love plate theory are
followed; the plate thickness does not change; straight lines normal to the mid-plane of the
plate remain straight and normal after deformation. Under these kinematic assumptions,
displacements at any location z along the plate thickness are given by
w
x
w
v  z
y
ww

u  z

where

(2.22)

w is the displacement along the z -direction along the mid-surface of the plate.

Applying equations (2.22) to (2.14), the relevant strains are

2w
 xx   z 2
x
2w
 yy   z 2
y

 xy   z

2w
xy
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(2.23)

Substituting (2.23) into (2.13) yields

E  2w
2w 




1  2  x 2
y 2 
E  2w 2w 
 z



1  2  x 2 y 2 

 xx   z
 yy

 xy  2 zG

(2.24)

2w
xy

The moment resultants (moment per unit width) can be obtained by through integration
across the plate thickness h :

 2w
2w 



2
h 2
y 2 
 x
h2
 2w 2w 
M y    yy zdz   D  2  2 
h 2
y 
 x
Mx  

h2

M xy  

 xx zdz   D 

h2

h 2

 xy zdz  (1  ) D

(2.25)

2w
xy

where D is the plate flexural stiffness, i.e.
D

Eh3
12(1  2 

(2.26)

Taking an infinitesimal plate element subject to moments and vertical forces,
Newton’s second law can be applied to obtain

Qx Qy
2w

 h 2
x
y
t
M x M xy

 Qx  0
x
y
M y M xy

 Qy  0
y
x

(2.27)

where Qx , Qy are the transverse shear force resultants on the lateral faces of the differential
element. Upon simplification (2.27) becomes
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2
2
 2 M x M xy  M xy  M y
2w





h
x 2
xy xy
y 2
t 2

(2.28)

Substituting (2.25) into (2.28):
 2w
4w
4w 
2w
D  4  2 2 2  4   h 2  0
x y
y 
t
 x

(2.29)

which can be further simplified using the biharmonic under z -invariant conditions
4 

4
2
4

2

x 4
x 2y 2 y 4

(2.30)

resulting in
D 4 w   h

2w
0
t 2

(2.31)

This is the general equation of motion for a flexural wave propagating in a plate. Note that,
although Cartesian coordinates were used in the formulation, in general equation (2.31) is
not limited to the use of Cartesian coordinates.
When the conditions of straight crested waves are imposed, i.e.
w( x, y, t )  w( x, t )

(2.32)

Dw ''''  hw  0

(2.33)

equation (2.31) simplifies to

This is analogous to the flexural vibration of a beam, admitting the solution

w( x, t )  Aei ( F xt )  Bei ( F xt )  Ce F xeit  De F xeit

(2.34)

where the flexural wave speed in a plate is given by
14

 D
cF  

 h 

and the flexural wavenumber in a plate is given by
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(2.35)

 F   / cF

(2.36)

2.2.4 Bulk waves
In an unbounded medium, waves propagate in all directions. This can be modeled
using 3D elasticity theory, where a plane wave propagating along a direction

n  n1e1  n2e2  n3e3 can be represented by a displacement
u  Af (n  r  ct )

(2.37)

where the amplitude vector A is given by A  A1e1  A2 e2  A3e3 . Using the 3D linear
elastic equations of motion in an isotropic medium, i.e. the Navier-Lamé equations:

(     u )  2u  u

(2.38)

Substitution of (2.37) into (2.38) and subsequent manipulation yields an eigenvalue
problem
       c 2      c 2   0
2

(2.39)

The solution to which is three eigenvalues, two being identical

c1  cP 

  2



c2  c3  cS 


(2.40)

The first eigenvalue has motion parallel to the direction of propagation, i.e. a pressure
wave. The second and third eigenvalue have motion perpendicular to the direction of
propagation, i.e. shear waves. The two shear waves are mutually orthogonal.
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2.2.5 Wave Potentials
Using Helmholtz decomposition, or Helmholtz’s theorem, a sufficiently smooth
vector field can be expressed in terms of a scalar potential  and a vector potential H
such that

u     H

(2.41)

This is accompanied by the uniqueness condition

 H  0

(2.42)

Application of Helmholtz decomposition is a useful tool in the derivation of many
fundamental wave propagation methods, in particular those for guided waves. For bulk
waves, equations (2.41) can be substituted into the Navier-Lamé equations (2.38) to
express wave propagation in unbound media in terms of wave potentials, i.e.

cP  2  
cS  2 H  H

(2.43)

In this sense, it can be considered that both the scalar and vector wave potentials follow
the wave equation, propagating at the pressure speed and shear speed of the medium,
respectively.
2.2.6 Rayleigh Waves
Guided waves are waves which propagate along interfaces in a structure. A guided
wave which propagates along a traction free surface in a half-space is called a Rayleigh
wave. Rayleigh waves travel at the Rayleigh wave speed, which is the sole real root of the
solution
3

2

2
 c2 
 c2 
2  c 
2

8

24

16
k

 2
 2 
 2   16 1  k   0
 cS 
 cS 
 cS 
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(2.44)

where cS is the shear wave speed and k is the ratio of wave speeds in the medium, i.e.

k2 

cP2 2(1  

cS2 1  2

(2.45)

A common approximation to the Rayleigh wave speed is given by

 0.87  1.12 
cR (   cS 

1 



(2.46)

Modeling Rayleigh waves under z-invariant conditions, the particle motion is given by
ux ( x, y, t )  uˆ x ( y )ei ( x t )
u y ( x, y, t )  uˆ y ( y )ei ( x t )

(2.47)

where x is the propagation direction, and y is along the thickness of the half space. The
component ei ( xt ) represents the forward propagating component of the wave. The mode
shapes are given by


 2   2  y 
uˆ x ( y )  Ai   e  y 
e 
2


2
2

    y 
uˆ y ( y )  A  e  y  i
e 
2



(2.48)

 c2 
 2   2 1  2 
 cP 
 c2 
   2 1  2 
 cS 

(2.49)

with the parameters

and c is the real root of equation (2.44).
From analysis of the equation (2.48), the amplitude of the particle velocity decays
exponentially away from the surface, which is why the wave is considered to be guided
along the surface. This condition can also be approximated by high frequency-thickness
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products in finite thickness plates. Secondly, the polarization of the particle motion is
elliptical in nature; that is, the direction of displacement caused by both ux and u y rotates
in a retrograde fashion (counterclockwise for a wave traveling to the right). An interesting
characteristic of Rayleigh waves is that at the surface, the ratio between in uˆx and uˆ y is
constant for a given material (although below the surface, the ratio is frequencydependent). This constant ratio between in-plane and out-of-plane displacements becomes
important for calibration in Chapter 11.
2.2.7 Shear Horizontal Waves
Shear horizontal waves are the simplest elastic plate waves to model, as they do not
couple with the pressure or shear vertical waves. SH waves are modeled with propagation
along the x-axis, straight-crested with z-invariance, and the thickness along the y-axis. The
plate surfaces are traction free at the plate top and bottom surfaces y  d . The particle
motion only has the uz component, and is given by

uz ( x, y, t )  h( y)ei ( x t )

(2.50)

where h( y) is a standing wave across the plate thickness, and ei ( xt ) represents the
forward propagating component. The characteristic equation for SH waves is

sin d cos d  0
where  

2
cS2

(2.51)

  2 . Equation (2.51) admits solutions which are both symmetric and

antisymmetric about the plate midline. The solutions are symmetric under the condition
sin d  0

which has eigenvalues
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(2.52)

 S d  0,    n 


2

, n  0,1,...

(2.53)

Each eigenvalue admits a value of  , each representing a separate mode in the general
solution, which for symmetric modes becomes
uzS ( x, y, t )  C2 cos  y  ei x t 

(2.54)

The solutions are antisymmetric under the condition
cos d  0

(2.55)

which has eigenvalues

 Ad 









,  ,5 ,..., (2n  1) , n  0,1,...
2 2 2
2

(2.56)

Each eigenvalue admits a value of  , each representing a separate individual propagating
mode in the general solution, which for antisymmetric modes becomes
uzA ( x, y, t )  C1 sin  y  ei x t 

(2.57)

It should be noted that because     , shear horizontal modes are dispersive
(except for the first symmetric shear horizontal S0 mode, which has an eigenvalue of 0). At
high frequency-thickness products, the phase velocity and group velocity of both the
symmetric and antisymmetric modes asymptotically approach that of the S0 mode.
Not all shear horizontal modes propagate in a plate at a given frequency-thickness
product. For low-frequency-thickness products, some wave modes have wave speeds
which become imaginary and indicate non-propagation. The lowest frequency-thickness
product at which a mode propagates is called the cut-off frequency, and is given by

cr 

cS
 d 
d
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(2.58)

Imaginary modes do not propagate, but exist in a non-propagating form called
evanescent modes. These modes form around local discontinuities and serve to meet local
boundary conditions, but do not transmit energy or information. For elastic waves, a
complete solution must involve purely real modes which propagate, purely imaginary
modes which do not propagate, and complex modes which propagate with decaying
amplitude.
2.2.8 Lamb Waves
Lamb waves are elastic waves which propagate in finite thickness plates. Unlike
axial and flexural plate waves, Lamb waves do not require a low frequency-thickness
approximation; rather, they are a direct result of applying linear elastic theory to an
isotropic plate with the top and bottom surfaces traction free at y  d . This review of
Lamb waves in this section assume straight crested propagation along the x-axis with zinvariance, although solutions are readily available for circular crested waves. Lamb waves
are more complex in their formulation than shear horizontal waves, as they are formed by
coupled pressure and shear vertical waves. Lamb wave are comprised of symmetric and
antisymmetric wave modes, analogous to axial and flexural waves, respectively.
Symmetric wave modes are symmetric about the plate midline ( u y is equal and opposite),
and antisymmetric wave modes are antisymmetric about the plate midline ( ux is equal and
opposite). For the symmetric modes, the displacements are given by

u xS  iC S  2 2 S cos s d cos P y   S  2   S2  cos P d cos S y  ei x t 
i  x t 
u yS  C S   2 p S cos s d sin  P y   2   S2  cos P d sin  S y  e 
where C S is an arbitrary constant, P ,S are given by
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(2.59)

P

2

2
 2  2
cP

(2.60)

2
S  2   2
cS
2

The wavenumbers  of each symmetric mode are eigenvalues from the symmetric
Rayleigh-Lamb equation

( 2   S 2 ) 2
tan  P d

tan  S d
4 2 P S
where the phase velocity of each mode is given in general by c 

(2.61)


. Similarly, the


displacements for the antisymmetric modes are given by
u xA  iC A S  2 2 sin  s d sin  P y   2   S2  sin  P d sin  S y  ei x t 
i  x t 
u yA  C A  2 p S sin  s d cos P y   2   S2  sin  P d cos S y  e 

(2.62)

The wavenumbers  A of each antisymmetric mode are eigenvalues given by the
antisymmetric Rayleigh-Lamb equation

4 2 
tan  P d
  2 P 2S 2
tan  S d
(   S )

(2.63)

A dispersion curve for a Lamb wave is shown in Figure 2.2. Like shear horizontal
waves, Lamb waves have cutoff frequencies, frequency-thickness products below which
wave modes become imaginary and do not propagate. All symmetric and antisymmetric
Lamb wave modes are dispersive, each approaching the Rayleigh wave speed at high
frequency-thickness products. The first symmetric mode (S0) and first antisymmetric mode
(A0) at low frequency-thickness products can be approximated by axial and flexural waves,
respectively. Just as with shear horizontal modes, a complete solution requires must
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involve all complex modes. This involves the superposition of symmetric and
antisymmetric real (propagating), imaginary (evanescent), and complex (propagating with
decaying amplitude) modes.

Figure 2.2: Lamb wave symmetric and antisymmetric
dispersion curves (“Lamb Waves,” n.d.); used under CC
license https://creativecommons.org/licenses/by/3.0/
2.2.9 Longitudinal Elastic Waves in Cylindrical Rods
Contrasting with the approximate axial wave solutions for bars and beams, there is
a closed form solution for elastic waves in circular rods (Graff 1975) which are better
applicable to some wave propagation cases such as wave propagating along an optical fiber
waveguide.
The formulation is via the Navier-Lamé equations in cylindrical coordinate r ,  z
with waves propagating in the longitudinal z axis of the rod. Boundary conditions are
traction free, with  rr   r   rz  0 at

r  a for a rod with radius a . Just as in the Lamb

wave formulation, there is a separate characteristic equation for multiple modes of motion;
in this case the modes are longitudinal, flexural, and torsional. Relevant to the sensor
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development work in this dissertation, the interest is in wave modes which produce a
longitudinal motion uz at the center of an optical fiber modeled by an elastic rod. The
torsional mode has only a u component and the flexural mode has a zero uz component at
the center of the rod where r  0 . Because of this, the torsional and flexural elastic wave
formulations are omitted. A detailed analytical workup can be found in the work of Graff
(1975).
The radial and longitudinal displacements for the longitudinal modes are given by

 A
 i  x t 
ur  B2   P J1  P r   i J1  S r   e 
 B2

A

u z  B2  i J 0  P r    S  J 0  S r   ei x t 
 B2


(2.64)

 S  S2   2 J1 S a 
A
  
2
B2
J1  P a 
  P  2

(2.65)

where
2

and P ,S are the same as for Lamb waves from equation (2.60). The characteristic
equation for the longitudinal modes is given by
2
2 P 2
S   2  J1  P a  J1 S a   S2   2  J 0  P a  J1 S a 

a
4 2 PS J1  P a  J 0 S a   0

(2.66)

which is known as the Pochhammer frequency equation for longitudinal modes, developed
by Pochhammer in 1876. J 0 , J1 represent the Bessel equation of the first kind for 0th and
1st order, respectively. The wavenumber is given by  , and P ,S are the same as those
of the Rayleigh-Lamb equation from (2.60). Noting that J 0 is a maximum at J 0 (0) and
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J1 is zero at J1 (0) , analysis of (2.64) indicates that ur

r 0

 0 and only the uz component

is present at the center of the rod. In the context of an optical fiber, the u z

r 0

component

of the longitudinal modes provide strain to the optical waveguide portion at the very center
of an optical fiber, which is what is detectable by in-fiber strain sensors such as the fiber
Bragg grating sensor presented in Chapter 5.
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CHAPTER 3
REVIEW OF ACOUSTIC EMISSIONS
3.1 INTRODUCTION
Acoustic emissions (AE) are elastic waves which emanate from a source which has
undergone irreversible material changes. Examples of such irreversible changes include
crack initiation, crack growth, and plastic deformation in metals; in composites, examples
include delamination, matrix cracking, debonding, fiber cracking, and fiber pullouts
(Unnþórsson 2013).
Just as in the theory of fracture mechanics, the wave energy originates from the
loading of the structure itself to cause an irreversible material change (e.g. crack growth).
Contrasting from fracture mechanics, in the theory of AE, the process is treated as transient.
In a transient context, the material change effects a rapid change in boundary conditions
and stress field (i.e. a stress drop in a given volume); these changes inherently provide the
source of an elastic wave. From there, the waves then radiate outwards according to the
wave mechanics of the underlying media, such as Lamb waves, Rayleigh waves, bulk
waves, etc. as discussed in Chapter 2. Since AE waveforms are integrally connected with
the origin of a damage event, they can be judiciously post processed to obtain information
such as the source location, damage type, and damage characteristics. Methods of
analyzing AE waveforms are discussed further in Section 3.2.
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The history of AE is closely tied with the advent of modern computational
resources. The first observations of acoustic emissions were in the 1950s, attributed to
Kaiser (Kaiser 1950). In the 1970s, storage and processing of waveform parameters
became feasible with advancements in microprocessor technology (Hardy 2005); around
the same time, the first AE sensors were being developed (see Chapter 4 for details). In the
1980s to 1990s, the use of computer-based data acquisition systems allowed for mass
storage of waveforms and better processing capabilities (Drouillard 1996). To better make
use of the ability to capture and store AE waveforms, there have been continual
advancements in the theory of AE from the 1980s continuing through present day,
discussed further in Section 3.3.
There have been extensive studies to assess AE mechanics and support AE as a
damage assessment tool in various engineering materials and associated structures. In
metals, AE characteristics due to fatigue cracks and plastic deformation has been studied
extensively (Scruby, 2009). Crack-initiated AE events in metals tend to produce burst-type
AE events with energy highly localized in the time domain on the order of tens to hundreds
of microseconds. Plastic deformation in metals tends to produce continuous-type AE
events with consistent amplitude over a relatively longer timeframe (Ono 2005). In carbon
fiber reinforced composites, different failure mechanisms such as fiber cracking fiber
pullout, matrix cracking, and delamination have been shown to produce characteristic AE
frequency spectra which can be used for identification (de Groot, Wijnen, and Janssen
1995; Giordano et al. 1998). Acoustic emission has been studied extensively in concrete
and reinforced concrete, with applications such as microcrack characterization (Ouyang,
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Landis, and Shah 1991), correlation of AE parameters with concrete damage (Sagar and
Prasad 2012).
AE has been widely proposed and used in commercial SHM and NDE applications.
A few examples include aircraft monitoring (Holford et al. 2009), bridge monitoring (Nair
and Cai 2010; Abdelrahman, ElBatanouny, and Ziehl 2014; ElBatanouny et al. 2014), leak
detection (ASTM E1211), manufacturing process monitoring (Inasaki 1998), bucket truck
testing (ASTM F914), and pressure vessel testing (ASTM E1419).
3.2 ACOUSTIC EMISSIONS ANALYSIS METHODS
In practice, the theory of AE is complex in nature, and it takes a strong base of
theoretical knowledge of AE, fracture mechanics, and wave propagation to associate an
AE waveform with its source. This is confounded by signal analysis complexities;
receiving tens of thousands to hundreds of thousands of waveforms over the course of a
few hours is typical when monitoring a damage process. Because of this, a natural
bifurcation in analysis methods is present in the field of AE: parametric AE analysis and
waveform-based AE analysis.
In parametric AE analysis, parameters are extracted from the waveform and used
to correlate with damage. The waveform itself is not stored, reducing data storage and
analysis complexity. Examples of parameters extracted include maximum amplitude, rise
time, duration time, energy, and cyclic counts. The number of hits, i.e. the number of
individual waveforms is also used as a parameter (Figure 3.1). The work of Sagar (Sagar
and Prasad 2012) reviews numerous approaches to using parametric AE for identifying
damage in concrete and reinforced concrete. Plots of AE hits and hit rate can be used to
assess fatigue crack initiation, growth, and stage (Huang et al. 1998; Roberts and
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Talebzadeh 2003). Parametric AE can also be used for preliminary sorting of AE
waveforms prior further analysis, and machine learning and pattern recognition techniques
have been applied to this end (Anastassopoulos and Philippidis 1995; Crivelli et al. 2014).
The advent of modern computational resources allows for storage and analysis of
each of the received waveforms, permitting analysis using the waveforms themselves.
These approaches are sometimes termed modal AE analysis methods, but the term
waveform-based AE analysis is used herein to underscore the use of wave propagation
rather than vibrational modes. In waveform-based AE analysis, wave propagation
mechanics can be used to infer information about the AE event. These methods draw on
the large body of work since the 1980s on AE source mechanics and propagation, described
in Section 3.3. Waveform-based AE has been applied to source identification in fatigue
cracks in metals through moment tensor models (Roberts and Talebzadeh 2003; Bhuiyan
and Giurgiutiu 2017), separation of AE from non-AE waveforms (Hamstad and
McColskey 1997), and identification of carbon fiber reinforced composite damage modes
(2012, Sause).
Damage localization plays an essential role in both parametric and waveform-based
AE analysis methods. It is the most common application of AE, as any SHM or NDE
method that identifies damage must be able to locate it for external validation and repair.
AE source localization has been performed in isotropic plates using Lamb waves (Maji,
Satpathi, and Kratochvil 1997). In carbon fiber overwrapped pressure vessels, AE source
localization has been performed using classical time of flight localization methods and
neural network localization techniques (Kalafat and Sause 2015). A single-sensor AE
source localization has also been performed in finite isotropic plates using arrival time of
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various reflections (Ernstet, Zwimpfer, and Dual 2016). In general, source localization
algorithms applicable in the broader field of ultrasonics and guided waves apply to AE, as
the wave propagation mechanics are an integral component of the medium.

Figure 3.1: Conceptual sketch of an acoustic emission
waveform and various signal parameters (Sagar and Prasad
2012)
3.3 THEORY OF ACOUSTIC EMISSION
3.3.1 Transfer Function Approach to AE Signal Analysis
The signal recorded by an AE event depends on many factors: AE source, wave
propagation, sensor response, and electrical response. The voltage sensed by the data
acquisition can be obtained as a convolution of a source function S (t ) , Green’s function
for the media G(t ) , sensor function T (t ) , and electrical transfer function E (t ) (J.
Michaels, T. Michaels, and Sachse 1981):
V (t )  S (t )  G(t ) T (t )  E(t )

(3.1)

Convolution in the time-domain is equivalent to multiplication in the frequency
domain, which is enabled using the FFT. In practice, deconvolution, i.e. dividing by the
transfer function response at each frequency, can be used to obtain absolute measurements
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of surface motion or source functions if the relevant transfer functions are known. This
transfer function approach is used extensively in Chapter 11, as appropriate application of
convolutions and deconvolutions are necessary to calculate a sensor calibration curve.
3.3.2 Analytical Modeling of Acoustic Emission Sources
It has been shown that the moment tensor formulation adapted from seismology
can model type I, II, and III crack growth. In what has been called a moment tensor
inversion scheme, the moment tensor source (and its associated damage type) is recovered
by deconvolution between the sensor and structural transfer function (Rice 1980; Ohtsu
1995; Grosse and Finck 2006). Ono (Ono and Ohtsu 1984) presented a framework for
modeling AE events and their wavefields based on a Green’s function solution in a half
space. Lysak (Lysak 1996) developed an analytical model for an AE in an unbounded
medium by directly solving the Navier-Lamé equations subject to a localized step in a
stress response. He was able to use this to create some simple relationships between the
AE waveform bandwidth and crack length. Andreykiv (Andreykiv et al. 2001) used a
model of a penny shaped crack to model AE waves associated with crack nucleation and
growth, studying the relative influence that free surfaces and waveguides have on AE
waves.
3.3.3 Finite Element Modeling with Fracture-Driven Acoustic Emission Source Models
Gary, Hamstad and O’Gallagher (Gary and Hamstad 1994; Hamstad, Gary, and
O’Gallagher 1996) developed an FEM approach to modeling AE events propagating as
Lamb and Rayleigh waves in thin and thick plates. Numerical calculations of waveforms
that propagate in response to an explicitly prescribed source force function were
comparable to experimental measurements. Factors such as element size, source diameter,
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and source rise time factored into the veracity of the FEM. Hamstad (1999) found that a
pair of force dipoles with a prescribed rise time could represent the motion of both faces of
a crack and model crack growth-excited AE waveforms. Source localization and
characterization can be based on an inverse approach using dipole methods; it has been
shown that both rise time and dipole depth are associated with frequency spectrum and
different ratios of symmetric and antisymmetric Lamb wave modes (Hamstad 2010).
Sause and Horn (2010) performed FEM of AE in composite materials. The use of
a cross-shaped pseudo-crack allowed for directly imposing a crack face displacement in
any of three directions. With appropriate variations in source rise time, crack depth, and
direction, AE waveforms agreed with experimental AE waveforms associated with matrix
cracking, fiber breakage, and matrix-fiber interface failure. Vibration of crack faces was
observed as a natural phenomenon of the elastic properties and crack geometry.
3.3.4 Fracture Model Initiation of Computational AE Waveforms
Recently, the direct coupling of fracture models with AE events has been
demonstrated. In this approach, rather than an explicitly defined source function, a fracture
model is solved dynamically using FEM, or otherwise used to initiate a dynamic FEM
where the propagation of the AE wave is modeled. Sause and Richler (2015) demonstrated
that a cohesive zone crack extension model could predict AE waveforms time-frequency
response and even amplitude very closely with actual AE events obtained by matrix
cracking and fiber breakage. Cuadra (Cuadra et al. 2015) used a data-driven approach of
using digital image correlation to construct cohesive zone and finite element fracture
models in aluminum. These models were coupled directly into a dynamic solver to
calculate the wavefield of the AE event. These approaches show significant promise in
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extending theoretical knowledge of AE. Rather than considering AE as separate from
fracture, it can be understood as a natural extension of modeling fracture as a dynamic
phenomenon.
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CHAPTER 4
ULTRASONIC SHM AND NDE SENSORS
4.1 INTRODUCTION
To provide a broader context for our sensor development in this work, this chapter
is dedicated to the discussion of SHM and NDE sensors which rely on ultrasonic principles.
Although the emphasis is on SHM, both SHM and NDE are presented as there is some
merging of the enabling sensor technologies between the two fields. The development of
ultrasonic sensors and AE sensors historically falls into the category of NDE. PWAS and
fiber-optic sensors are typically used in SHM applications. This is not a hard and fast rule;
there is a trend towards permanently embedding AE sensors for SHM applications, and
some configurations of fiber-optic AE sensors are best-suited for NDE.
Both SHM and NDE sensors generally convert electromagnetic, mechanical, or
thermal energy into an electrical signal which can be conveyed to data acquisition
equipment for storage and further analysis. For ultrasonic sensors, factors such as wave
focusing, guiding, and attenuation of the energy affect their applications. The sensors
discussed in this chapter are PWAS, ultrasonic NDE transducers, AE sensors, and LDV.
There are several types of fiber-optic ultrasonic sensors, most prominently the fiber Bragg
grating sensor and the Fabry-Pérot interferometer. Since fiber optics are the key sensing
technology used in this dissertation, they are treated separately in Chapters 5 and 6.
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The list of sensors and associated damage detection methods in this chapter is not
exhaustive, and many methods have been omitted such as the categories of electromagnetic
and radiographic NDE. Other prominent NDE inspection approaches not discussed here
include visual inspection, mechanical impedance, liquid dye penetrant, terahertz imaging,
microwave imaging, and X-Ray computational tomography (Bøving 2014).
4.2 PIEZOELECTRIC WAFER ACTIVE SENSORS
Piezoelectric wafer active sensors (PWAS) are broadband transducers which enable
the generation and detection of ultrasonic guided waves. A representative photo of PWAS
used in this research is shown in Figure 4.1. They consist of a piezoelectric disc polarized
in the thickness direction and sandwiched between a pair of electrodes. PWAS are small,
inexpensive, lightweight, and simple to bond, making them ideal for SHM. They have
proven extremely useful as broadband strain exciters and receivers, transmitting and
receiving guided waves which can propagate over large distances. PWAS material
properties are well-characterized, and the wafer-type geometry is very simple in its form.
This makes their analytical and FEM modeling quite tractable, contrasting with
commercially available ultrasonic and AE sensors which can be black box and more
difficult to accurately model.
Piezoelectric transducers couple electrical and mechanical energy through the
piezoelectric effect. This effect can be related through the linear piezoelectric equations:
E
Sij  sijkl
Tkl  d kij Ek

D j  d jklTkl   Tjk Ek

(4.1)

Sij is the mechanical strain, Tkl is the mechanical stress, Ek is the electrical field, and D j
E
is the electrical displacement. The tensor sijkl
is the mechanical compliance measured at
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zero electric field,  Tjk is the dielectric permittivity measured at zero mechanical stress, and

d kij represents the piezoelectric coupling effect. The generation of electric charge by
application of a mechanical force is termed the direct piezoelectric effect. The generation
of mechanical force by application of an electric charge is termed the converse
piezoelectric effect.

(a)

(b)

Figure 4.1: Photographs of piezoelectric wafer active sensors
There is also an active area of research into guided wave interaction with damage
(Shen, 2016), and the determination of optimal PWAS distributions to best detect a given
damage type (Bhuiyan, Shen, and Giurgiutiu 2017). There is still consideration regarding
whether PWAS are ideal for AE applications (Yu, 2011), although that does not preclude
their usefulness in research. Presently, the limitation for AE application is electrical noise,
and there is a potential that further development such as a miniature Faraday shield and
careful attention to its electrical response may mitigate this effect. For research involving
modeling waveforms, PWAS have advantages over black box ultrasonic and AE sensors
since their geometry and properties are well-known. They also sense both the in-plane and
out-of-plane surface responses (Giurgiutiu 2014; Bhuiyan and Giurgiutiu 2017), whereas
detection of solely the out-of-plane response is more typical with conventional AE
transducers. This section provides a brief overview of PWAS. Further reading on PWAS,
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their theoretical foundation, and their SHM applications can be found in the work of
Giurgiutiu (Giurgiutiu 2014).
4.2.1 Electromechanical Impedance Spectroscopy
The attachment of a PWAS to a structure permits a local vibrational method for
near-field interrogation, called electromechanical impedance spectroscopy (EMIS). When
a PWAS is bonded to a structure, the mechanical response of the structure is directly
coupled to the electromechanical response of the PWAS. Because of this, the impedance
of the PWAS as measured by an impedance analyzer can be used to assess the damage
state. Nearfield damage changes the local vibrational characteristics which are represented
by changes in impedance and admittance peaks. Tracking these peaks allows for damage
assessment.
EMIS of a free 1-D PWAS is the simplest of the closed-form analytical solutions,
capturing some of the fundamental aspects of EMIS. Theoretical consideration of a 1-D
PWAS under electrical excitation yields its impedance and admittance as a function of
frequency, i.e.






1
Y  iC 1  k312 1 
1
1 
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1

(4.3)

where C is the capacitance, k31 is an electromechanical coupling coefficient,  is the
wavenumber, and l is the length. The impedance Z and admittance Y are related to the
complex voltage V and current I such that
Z

V
 Y 1
I

(4.4)

An interesting feature of a PWAS resonator is that their electromechanical
resonance frequencies depend only on the material properties and geometry, and not on the
electrical or piezoelectric properties. The electromechanical resonance frequencies can be
given by
f nEM  (2n  1)

c
2l

(4.5)

The PWAS electromechanical resonances are the same as the PWAS antisymmetric
mechanical resonances. This can be understood by examining the mechanical and electrical
coupling. For an antisymmetric resonance, displacement is antisymmetric, but its
derivative (strain) is symmetric. The electric field is uniform across a PWAS, which is also
a symmetric pattern. When both the strain and electric field are symmetric, the coupling
between them is a maximum and resonance occurs.
4.2.2 Tuning Phenomenon for Lamb Wave Excitation
The tuning phenomenon is one of the fundamental interaction between a PWAS
and the structure to which it is bonded. Because of the finite geometry of PWAS, there are
frequency-dependent variations in response amplitude. The amplitude is a maximum when
the PWAS length is an odd multiple of the guided wave half-wavelength. For a PWAS
ideally bonded to a plate, a Lamb wave solution for propagating strain and displacement is
given by
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e
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A

(4.6)

where 2a is the PWAS length,  0 is the amplitude of harmonic shear stress boundary
excitation, and  is the shear modulus, and

N S   S ( 2   S 2 ) cos P h cos S h
N A   S ( 2   S 2 ) sin  P h sin  S h
DS  ( 2   S 2 )2 cos P h sin  S h  4 2 P S sin  P h cos S h

(4.7)

DA  ( 2   S 2 )2 sin  P h cos S h  4 2 P S cos P h sin  S h
Just as for Lamb waves in Chapter 2, we have
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The response of individual Lamb wave modes can be separated using equation (4.6)
to obtain relations for Lamb wave mode tuning curves. Due to the dispersive phenomenon
of Lamb wave modes, some modes can be “tuned out” to a low response while other modes
retain a high degree of coupling with the structure (Figure 4.2). A similar sort of behavior
is also seen in AE sensors. For AE sensors and ultrasonic transducers this phenomenon is
termed the “aperture effect”. It is common to reduce the contact area of the transducer to
ensure that the operating frequency range is below the first node, i.e. the first zero value in
the frequency response.
4.3 ULTRASONIC TRANSDUCERS
Ultrasonic transducers use one or more piezoelectric transduction elements,
packaged with electrical and mechanical components which improve the generation and
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detection of ultrasonic waves. Although ultrasonic transducers are not directly
implemented in this work, AE sensors are a main focus, and conventional AE sensors are
built from the foundational principles of ultrasonic transducers.

Figure 4.2: Strain variation with frequency (tuning
curves) for straight created S0 and A0 Lamb wave
modes interacting with a perfectly bonded PWAS
(Giurgiutiu 2014)
Ultrasonic NDE transducers have significantly higher sensitivity and lower noise
levels than PWAS; they also present the potential for bulk wave inspections. Their
downside is that they are limited to NDE applications due to their size and weight.
Ultrasonic transducers are commonly used in the 1 – 20 MHz frequency range, although
ranges as low as 100 kHz and up into the hundreds of MHz have also been used depending
on the application.
4.3.1 Acoustic Impedance Matching
The acoustic impedance of transducer materials dictates the proportion of ultrasonic
wave energy which passes between the transducer and the medium. The ideal case is for
100% transmission, which is the case for a wave propagating between two materials with
matched acoustic impedance. Since acoustic impedance is not typically matched between

44

multiple materials used in a transducer, a matching layer can be used. An ideal
configuration of this matching layer can maintain 100% transmission for normal wave
incidence at a given frequency. The acoustic impedance of a material is given by the
product between wave speed and density, i.e.
Z  c

(4.9)

where Z is the acoustic impedance,  is the mass density, and
medium. Acoustic impedance is measured in Rayl, which is 1

c is the wave speed in the

kg
and commonly in the
m  s2

Mrayl which is 106 Rayl. The acoustic impedance of lead zirconate titanate (PZT)
piezoelectric material is relatively high, around 30 MRayl depending on the PZT type. For
reference, the acoustic impedances of aluminum 2024 T4, stainless steel 302, and naval
brass are 17.6, 45.5, and 37.3, respectively.
The effect of acoustic impedance can be observed by its effect on transmission and
reflection coefficients. These coefficients represent the proportion of wave energy that is
transmitted or reflected when a wave encounters a boundary between two media. The
transmission and reflection coefficient between two materials A and B is (Temkin, 1981)

T

2Z A
Z A  ZB

, R

ZB  Z A
ZB  Z A

(4.10)

From (4.10), total transmission in a two-material interaction can only be obtained when the
acoustic impedances of the two materials are matched ( Z A  Z B ). Otherwise, losses in
ultrasonic transducer efficiency are present via reflection of a portion of the wave.
To eliminate or mitigate these losses, a matching layer is used. The ideal impedance
matching characteristics can be found by assessing the transmission coefficient at normal
incidence for two media with a matching layer in between (Nakamura 2012):
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T

 Z A  ZB 

4Z A Z B

2

cos2    Z M  Z A Z B / Z M  sin 2 
2

(4.11)

The terms Z A and Z B refer to the acoustic impedances of materials A and B where the
term Z M refers to the acoustic impedance of the matching layer. For example, this could
be used for the case of a wave propagating through a piezoelectric layer, matching layer,
and host structure.
The parameter  is given by



2 L

(4.12)

M

where L is the thickness of the matching layer and L is the wavelength in the matching
layer. As pointed out by Nakamura (Nakamura 2012), in the case of L  L / 4 , equation
(4.11) becomes

T

4Z A Z B

 ZM  Z AZB / ZM 

2

(4.13)

To get a perfect transmission of T  1 , the matching layer must have acoustic impedance

ZM  Z AZB

(4.14)

This is a commonly used equation which represents the acoustic impedance of the ideal
matching layer, demonstrating that it can provide perfect transmission of wave energy
under these assumptions. This effect is bidirectional, improving both transmission and
reception in the context of an ultrasonic transducer.
In practice, perfect transmission is not achieved in all cases due to two limitations.
First, when the wave does not interact with the interface at normal incidence, the path
length in the matching layer is larger than the matching layer thickness L , such that an

46

ideal matching layer is only prescribed for one incident angle. Second, the wavelength L
is a function of frequency, which means that the condition L  L / 4 is only met at a single
frequency. The transmission coefficient will decrease when moving away from this
frequency. Even though perfect transmission is only obtained for an optimal case, overall
performance can still be improved when using a matching layer at sub-optimal frequencies
and incident angles. In practice, the implementation of a matching layer can be incredibly
difficult. For example, in the literature on AE sensor development, entire sensor
components such as the wear plate have been removed since the implementation of a
matching layer was insufficient to provide a repeatable, high fidelity response.
4.3.2 Ultrasonic Transducer Components
Figure 4.3 (Nakamura 2012) shows a conceptual sketch of an ultrasonic transducer.
It is comprised of the following series of primary components which directly influence the
received waveform: wear plate, piezoelectric material, damping material, and matching
layers. It is also comprised of ancillary components for protection and conveyance of the
electrical output: casing, wiring and electrical connectors.
The piezoelectric element is the key component of an ultrasonic transducer.
Piezoceramics such as PZT and barium titanate are commonly employed, whereas polymer
materials such as poly(vinylidene fluoride) (PVDF) are softer and sometimes used in
specific applications where sensing alone is sufficient. The mechanics of the energy
transduction through the piezoelectric element is governed by the same linear piezoelectric
equations as previously described for PWAS, equations (4.1).
Impedance matching layers are used to improve wave transmission for excitation
and sensing as shown in section 4.4.1. Sometimes more than one matching layer is used to
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fine-tune the transducer response, e.g. improving performance across the frequency
spectrum.

Figure 4.3 Concpetual sketch highlighting
components of an ultrasonic transducer
(Nakamura 2012)
The wear plate is the bottom surface of the transducer which is coupled to the
external media. The wear plate plays roles in impedance matching and protecting of the
piezoelectric element. If damage is suffered by the active sensing element, particularly if
it fractures a brittle piezoceramic, it could severely diminish sensor performance or render
the sensor inoperable. The wear plate prolongs the life of the transducer, allowing for a
degree of normal wear such as continual re-bonding of the sensors if they are handled with
care.
The sensor casing serves to mechanically protect sensor components. Together, the
metal casing and wear plate also act as a Faraday shield, electrically isolating the active
elements of the transducer to reduce electrical noise. To take the electrical isolation a step
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further, a preamplifier can be built within the metal case of the transducer itself. This
amplifies small currents provided by the piezoelectric element before they are exposed to
electromagnetic interference, reducing the impact of external noise. This is performed
when high sensitivity and low noise is necessary at the cost of increased transducer size.
The damping material (sometimes called the backing material) comprises a large
portion of the ultrasonic transducer’s mass. The damping of the sensor reduces resonance
effects, shortening the time-duration of the signal by reducing the number of cyclic counts
until the signal returns to zero at a given frequency. This is beneficial, as it helps the
transducer transmit shorter time-duration bursts which more accurately represent the timedomain waveform of received signals. The downside of overly increasing damping is that
any energy that is damped out is not converted into electrical energy by the piezoelectric
transducer. Note that in the conceptual sketch of Figure 4.3, the damping layer is angled.
This is to reduce the effect of back-reflections.
4.4 ACOUSTIC EMISSION SENSORS
An AE sensor is a type of ultrasonic sensor custom-designed to detect damageassociated AE waveforms. Its functional components are the same as an ultrasonic
transducer. There have been many refinements and alternative approaches to AE sensor
designs over the past four decades as discussed in Section 4.4.4. However, most
commercially available AE sensors can be conceptually represented similarly to an
ultrasonic transducer just as in Figure 4.3.
AE sensors operate on the lower end of the frequency range compared to ultrasonic
transducers; nominally AE sensors detect signals between 50 – 1000 kHz. Some AE
measurements consider a larger nominal frequency range, often up to 2000 kHz. When the
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frequency range is increased, calibration tends to be less accurate due to mechanical effects
on the low end of the range and due to electrical effects on the high end of the range.
Typically, an AE sensor is configured to work as a part of an AE data acquisition
system which contains additional hardware and software suited to preliminary signal
analysis. Two of the most prominent suppliers of such hardware and software are Vallen
Systeme and MISTRAS. On the hardware side, a preamplifier is required to increase
voltages to detectable levels; analogous to ultrasonic transducers, the use of an internal
preamplifier provides a higher fidelity signal at the cost of increased sensor size. On the
software side, parametric AE methods are used to preprocess, store, and sort, AE
waveforms. Such a software system is used to reduce the quantity of data captured, as AE
commonly produce tens of thousands to hundreds of thousands of waveforms during an
experiment. Thus, efficient algorithms to precondition, sort, and store AE data is critical to
effective implementation.
AE sensors tend not to be optimized for excitation the way ultrasonic transducers
are (Blodgett et al. 2009; Nakamura 2012). However, most still exhibit the potential for
excitation since there is a piezoelectric element (in some cases, an internal preamplifier
without bypass circuitry precludes use of an AE sensor for wave excitation). In most cases,
AE sensor excitation is used to assess bond quality and for self-diagnostics.
4.4.1 Broadband and Resonant AE Sensors
In the design of piezoelectric AE sensors, one must also consider the
electromechanical resonance of the sensor system due to the piezoelectric element response
coupled with the mechanical components of the sensor system. To provide sufficient levels
of sensitivity (voltage output per unit input), it is typical to localize a large number of
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resonance modes within a desired frequency range. If high sensitivity is desired from the
AE sensor, the damping is kept low. This is called a resonant AE sensor. In a resonant
AE sensor configuration, clear peaks and valleys are present in the frequency response, and
a longer time-domain response is observed. The benefit is that the high sensitivity can be
used to detect smaller signals, and fewer sensors are required for sensor arrays.
For many applications, the sensitivity of resonant AE sensors is already more than
sufficient, with thresholds of detection on the order of hundreds of femtometers (Scala,
1983; Scruby, 1985). Thus, unless significantly improved sensitivity levels are required,
the damping is increased through the addition of damping material. The result is termed a
broadband AE sensor. The threshold of detection reduces by approximately an order of
magnitude to the order of picometers (Ranganayakulu et al. 2016). Multiple resonance
peaks flatten and merge, thus providing a frequency response without as many peaks and
valleys, and sometimes even a flat response.
In the time-domain, a waveform detected by broadband AE sensors tends to decay
more rapidly than a resonant AE sensor. This is an important feature for AE testing since
multiple AE events can occur nearly simultaneously. In this case, a reduced decay time
allows for better time-domain resolution between multiple AE waveforms, decreasing the
chance that multiple waveforms will be overlapped and sensed as a single event.
In Chapters 7-10, fiber-optic AE sensors are designed as resonant AE sensors. This
is because for fiber-optics sensors, as later discussed in Chapter 6, sensitivity is low relative
to noise levels for ultrasonic sensing applications. For piezoelectric AE sensors, unless the
increased sensitivity is required, broadband AE sensors are generally preferred due to their
reduced signal decay time and flatter frequency response.
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The use of a sensor with a flat frequency response is beneficial; without it, a
deconvolution in the frequency domain is necessary to obtain the frequency response of
the underlying wave motion. In practice, this requires increased skill of the operator.
Additionally, the need to use the calibration curve of an AE sensor for deconvolution may
be a problem. There are very well-characterized methods and standards for AE sensor
calibration, as discussed in Chapter 11. However, there are systematic errors in current
calibration practices of many commercial AE manufacturers. These include
misrepresentation of proper use of the correct calibration standards and representation of
calibration curves in terms of surface stress, which is not physically admissible due to
traction free conditions (Ono 2016). From one perspective, if calibration standards were
better controlled for commercially available AE sensors, the only practical drawback of
using resonant sensors would be the increased data processing requirements and
antiresonances in their frequency spectrum. However, since at present calibration standards
are not precisely applied, the use of a poorly calibrated resonant AE sensor can distort
waveforms and preclude accurate quantitative analysis.
4.4.2 Early AE Sensor Development and Development of the NIST Reference Sensor
In 1975, Breckenridge (Breckenridge, Tschiegg, and Greenspan 1975) used a
piezoelectric transducer to sense AE, calibrating the transducer and identifying that the
subsequent AE events propagate as Lamb waves in a plate structure. Shortly following,
Scruby and Wadley (1978) and Breckenridge (Breckenridge and Greenspan 1981)
provided a solid foundation for AE sensor calibration by developing capacitive AE sensors.
These detected how the out-of-plane component of an AE-generated wave changed the
length of an air gap. Since the voltage-air gap calibration curve could be independently
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measured, these provided a strong theoretical and empirical foundation for calibration of
future AE sensors.
Proctor (Proctor 1982) developed an AE sensor with a conical element; shown in
Figure 4.4, this became a reference standard AE sensor known as the NBS conical
transducer (it later became known as the NIST conical transducer when the NBS changed
its name into NIST). The wear plate and casing were removed to improve the consistency
of the sensor frequency response; in AE sensor designs of that time, the use of a case and
a thick wear plate provided high variations in response associated with impedance
mismatches and geometric tolerances. A conical piezoelectric element was made to directly
contact the test surface, with a 1.5 mm diameter providing approximately a point response.
This sensor was calibrated against a capacitive AE sensor (Breckenridge and Greenspan
1981), yielding higher average sensitivity than resonant AE sensors commercially
available at the time while providing the flat frequency response of a broadband sensor.

Figure 4.4 NBS conical AE sensor (Proctor 1982)
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Proctor (Proctor 1986) developed several improvements to the NIST conical
transducer. The size was reduced, silver electrodes were replaced with nickel for better
wear characteristics, and iridium solder provided more consistent bonding characteristics
while being below the PZT curie temperature. Greenspan (Greenspan 1987) performed
analytical modeling of the NIST transducer, helping to build a case for its use as a standard
reference transducer. The NIST conical transducer eventually became widely used as a
standard reference transducer for calibration of other sensors. More recently, Sause (2012)
have performed finite element modeling of the NIST conical transducer in response to
Lamb wave propagation. This study was quite powerful, as experimental verification has
indicated the potential to determine the absolute transfer function via FEM for varies sensor
configurations in arbitrary propagation media and geometries.
Scruby (1985) developed a modified conical point-contact transducer, most
significantly adding a casing to the design which allowed for its successful testing,
including fatigue-generated AE source localization experiments. Koberna (Koberna 1993)
optimized and extended the NIST conical transducer design, adding both a brass casing
and a 20 µm thick wear plate to protect the piezoelectric element without diminishing its
response.
4.4.3 Electrical, Material, and Mechanical Advancements in Piezoelectric AE Sensing
Since the substantial development of the standard NIST conical transducer, there
have been significant advancements in AE sensor materials, electrical components, and
mechanical sensor design. Hamstad (Hamstad and Fortunko 1995) incorporated a field
effect transistor an AE sensor casing. This reduced noise from electromagnetic interference
by providing a degree of preamplification prior to the low signal voltage exiting the
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Faraday shield created by the sensor casing. This was an early predecessor of current
commercially available AE sensor designs which include the use of a fully miniaturized
preamplifier within the sensor casing. Yan (2004) developed an approach for selfcalibrating a conical sensor which is used to actively transmit a waveform. By
incorporating a second PZT sensor bonded to the far side of the backing material, the
response of this sensor provided a measure of the signal strength that was transmitted into
the medium, with applications in sensor calibration.
There has been an interest in developing sensors which detect the in-plane
component of AE waveforms. In some cases, the in-plane component of the waveform
provides a higher signal strength, or senses wave modes which are better suited for damage
identification. Complementing the NIST conical transducer, an in-plane transducer was
developed with a 0.5 mm contact size pyramidal PZT element with brass-tin backing
(Proctor 1988). Yalcinkaya and Ozevin (2013) developed an in-plane transducer based on
a cut cylindrical sensor with PZT poling along the in-plane direction. The in-plane sensor
was found to be more sensitive to the less dispersive L(0,2) mode in a cylinder, making it
better suited for pipeline leak detection than a conventional PZT AE sensor.
On the materials side, Or (Or, Chan, and Choy 2000) fabricated AE sensors with
polyvinylidene fluoride / trifluoroethylene (P(VDF-TrFE) copolymer films. Compared to
a similar AE sensor with a PZT-7A piezoceramic sensing element, the compliant
copolymer films exhibited fewer resonance peaks with only an approximate 6 dB drop in
peak

sensitivity.

Marin-Franch

(Marin-Franch

et

al.

2002)

showed

that

piezoceramic/polymer composites made of calcium modified lead titanate (PTCa) ceramic
and polyetherketoneketone (PEKK) could combine the benefit of high piezoelectric
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coefficients of piezoceramics with the mechanical sensing benefits of the more flexible
polymers.
4.5 NON-CONTACT ULTRASONICS VIA LASER DOPPLER VIBROMETRY
An LDV is a non-contact ultrasonic sensor which measures ultrasonic velocity or
displacement using the Doppler effect. A surface is excited by a coherent light source and
a portion of this light is reflected to a detector. Using an interferometer (see Chapter 5 for
further detail), frequency shifts can be measured related back to surface velocity using the
Doppler effect given by
f 

where f is the frequency,

2v



(4.15)

v is the objects velocity along the direction of the light source,

and  is the wavelength of the electromagnetic wave. With proper configuration, detection
thresholds LDV are on the order of 10 nm/s/ Hz and displacements in the sub-picometer
/ Hz (Tabatabai, 2013). Due to the high costs of LDV systems, it is best used as an NDE

tool in application, or as a research tool when noncontact measurement of ultrasonic waves
is indicated. Some modern LDV systems support not only a single-point measurement, but
allow for scanning and 3-axis sensing.
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CHAPTER 5
PRINCIPLES OF ULTRASONIC FIBER-OPTIC SENSING
5.1 FIBER-OPTIC SENSORS: TRENDS, ADVANTAGES, AND ROOM FOR GROWTH
The fundamental principle behind fiber-optic sensors is that external conditions can
be tracked by measuring their influence on light propagating through an optical fiber. These
conditions can be environmental, such as temperature or humidity, or mechanical, such as
pressure or dynamic strain (Peters 2009b).
In the 1980s and early 1990s, fiber-optic sensing was done primarily in a research
environment due to the expensive and relative immaturity of the technology. Since then,
fiber-optic sensors have piggybacked onto the growth of fiber-optic telecommunication
and optoelectronics industries. This has driven reduction in costs, enabling broad scientific
exploration and continuous product development. Fiber optics have now grown to the point
that it dominates various commercial sensor markets; current trends indicate a great deal
of continued growth (Udd, 1995).
This growth is driven in a large sense by the many advantages fiber-optic sensors
have over conventional electrical sensors. Fiber-optic sensors present no ignition hazard
and are immune to electromagnetic interference. They are extremely lightweight with an
exceptional form factor, which provides advantages in industries where weight and size is
at a premium, such as in aerospace applications. Their shape, small size, and properties
make them ideal candidates for embedment into composite materials. Optical fibers are
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easily made corrosion resistant for naval applications. For sensing, fiber optics also have
the same advantages as in fiber-optic telecommunication. Remote interrogation can be
performed with one inlet and outlet port. Dozens of sensors can be multiplexed with a
single interrogation system. Signal attenuation is extremely low, at approximately 0.25
dB/km in the 1550 nm transmission window, allowing interrogation of sensors tens of
kilometers away (Udd, 1995; Peters 2009b).
Despite the many advantages of fiber optics, they still are not broadly used in SHM
or NDE. There are two primary reasons for this:
First, the technology is not mature. Although there are many methods for high speed
acousto-ultrasonic fiber-optic sensing, none have yet been produced in commercial-offthe-shelf systems (Lin and Giurgiutiu 2014a). This means that implementation of an
embedded fiber system is prohibitive unless one is willing to suffer the cost, expertise, and
risk of custom system development and implementation.
Second, fiber-optic sensors have lower signal to noise ratios (SNRs) than their
piezoelectric counterparts, particularly for ultrasonic applications. This limits their
potential to detect damage-related signals before the damage becomes substantial. Much
of the current research in fiber-optic sensing is focused on developing high sensitivity, low
noise systems as this provides a ceiling on their practical applicability.
This chapter describes the background and principles of fiber-optic sensors
necessary to provide a reader with a background on the topic of fiber-optic ultrasonic strain
sensing. This includes the enabling aspects of fiber-optic sensors, fiber Bragg grating
sensors (FBG), Fabry-Pérot interferometers (FPI), and strain resolutions for sensing
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systems. The application of these methods for guided wave sensing will be discussed in
Chapter 6.
5.2 OVERVIEW OF OPTICAL FIBERS SENSING APPLICATIONS
5.2.1 Optical Fiber Configuration and Light Wave Propagation
Optical fibers consist of three components: core, cladding, and coating (Figure 5.1).
The purpose of the core and cladding is to guide the wave along the fiber. A relative small
(< 1%) difference in refractive index between the core and the cladding guide one or more
linearly polarized light modes along the fiber. The purpose of the coating is to increase
mechanical durability, protect from moisture, and assist in strain transfer. The term “single
mode fibers” refers to fibers which permit the propagation of only one light wave mode.
These are preferred for long distance communication due to lower attenuation (Peters
2009b).
5.2.2 Other Configurations of Optical Fibers
Polymeric optical fibers (POFs) provide alternative mechanical properties
compared conventional optical fibers. They were first used with FBG sensor by Xiong,
Peng, Wu, and Chu (1999). POFs have the advantages of a high elastic strain limit, high
bending flexibility, and low Young’s modulus. POFs are primarily available as multimode
fibers, although single mode POFs have been developed. In particular, POFs have been
designed with the purpose of embedment into host structures. They are also particularly
useful for monitoring compliant structures, where the stiffness of a conventional optical
fiber would diminish the mechanical response (Peters 2010).
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Figure 5.1: Dimensions and composition of a single mode
optical fiber
Reduced diameter optical fibers have also been developed, with applications in embedment
into a host structure (Takedaet, 2002; Takeda, 2005). By reducing the diameter of the fiber,
adverse effects of embedding an optical fiber into a host structure can be minimized.
Typically, reduced diameter optical fibers and POFs are investigated for embedment in
composite structures. They reduce the detrimental effect of embedment, counterbalancing
against the positive benefits of in situ sensing.
5.2.3 Mechanical Properties of Optical Fibers
For dynamic strain sensing applications, it is often sufficient to assume that an
optical fiber is more compliant than a host structure, where the mechanics of the optical
fiber do not overly affect the response. In cases where the optical fiber is stiffer than the
host structure, or otherwise diminishes structural strength such as during embedment, the
mechanics of the fiber must be considered.
For wave propagation purposes, the mechanical properties of the coating can be
ignored; fused silica fibers can then be treated as linear elastic, isotropic, and homogeneous
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with elastic modulus E  66 GPa , Poisson’s ratio v  0.15 , mass density   1 kg/m3
(Wee, 2017).
5.3 FIBER BRAGG GRATING SENSORS
Fiber Bragg grating (FBG) sensors are passive strain and temperature sensors
originally developed in 1978 (Hill et al. 1978). They are of great interest because they are
incorporated directly into an optical fiber and thus retain the multitude of advantages of
fiber-optic sensing. FBG sensors are capable of high-sensitivity, high-bandwidth sensing
of strain and temperature. They are most desirable for their strain sensing capabilities, and
are a potential alternative to conventional piezoelectric sensors for ultrasonic sensing.
5.3.1 Principle of FBG Sensing
An FBG, shown in Figure 5.2, is a region within the core an optical fiber where a
periodic variation in refractive index has been created via alternating bands (“gratings”).
These gratings are most often created by transverse writing, developed in 1989 (Meltz,
Morey, and Glenn 1989), where ultraviolet light is transmitted through a phase mask to
illuminate the fiber core through the side of the cladding.
These periodic refractive index variations cause that region of an optical fiber to
serve as a wavelength-dependent notch filter, reflecting light within a small wavelength
band. The point of maximum reflectivity, i.e. the Bragg wavelength B , is calculated by
(Peters 2009a)
B  2eff 

(5.1)

where  is the grating period and eff is the effective refractive index, which falls between
the refractive indices of the high-index and low-index gratings 1  eff  2 .
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(a)

(b)

(c)
Figure 5.2 (a) Illustration of an FBG within an optical fiber, (b) variation in
refractive index within fiber core, (c) spectral response of an FBG (“Fiber
Bragg Grating,” n.d.); used under CC license
https://creativecommons.org/licenses/by/3.0/
As a strain  axial along the axial direction of the fiber is applied, the grating period
 is changed, and the Bragg wavelength B is shifted. A variety of FBG configurations

are available, such as chirped or apodized FBGs which invalidate the assumption of a
constant grating period. In these approaches, the reflectivity-wavelength spectrum of an
FBG can be calculated through the transfer matrix method. The principle of equation (5.1)
still holds.
Note that the FBG is insensitive to its transverse strain component  transverse , such
that FBG sensing of off-axis signals only depends upon the projection of the strain
component in the axial direction.
The relationship between axial strain and Bragg wavelength shift is given by (Peters
2009a; Norman and Davis 2011)
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B

B

 (1  eff ) axial

(5.2)

where eff is the effective photoelastic constant for axial strain, with a typical value of
0.22 for silica optical fibers.
The relationship between temperature shift T and Bragg wavelength shift is given
by (Peters 2009a)
B

B

 (   

(5.3)

where  is the coefficient of thermal expansion and  is the thermal-optical coefficient.
6
A typical value of    for silica optical fibers is 0.66 10 / C (Peters 2009a). For

discriminating between strain and environmental temperature, one method is to use two
FBGs, one of which is subjected to the environmental temperature only for calibration. For
guided wave sensing applications, temperature changes can be ignored by intermittently
measuring the Bragg wavelength, effectively calibrating a single FBG.
5.3.2 Intensity Demodulation Approach for FBG Interrogation
To measure strain, direct tracking of the FBG spectrum or the Bragg wavelength

B is not necessarily. Through an FBG intensity demodulation approach (Figure 5.3), a
narrow linewidth tunable laser source can be used to relate spectrum shifts directly to
intensity shifts through the following steps (Lissak, Arie, and Tur 1998; Betz et al. 2003;
Norman and Davis 2011):
1. Sweeping across the wavelength spectrum of an FBG
2. Fixing the laser on a linear portion of an FBG spectrum, most commonly
the half-maximum point
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3. Measuring change in power using a photodetector

Figure 5.3: Intensity demodulation approach for FBG dynamic strain sensing
(Norman and Davis 2011)
When the strain is approximately constant across the length of an FBG, spectrum
shifts rigidly. That is, the peak wavelength shift B is equal to any wavelength shift 
. In the linear portion of the reflectivity spectrum, the wavelength shift is related to the
power of the reflected light P through the slope

m at the lasing wavelength

 axial  B    P m

(5.4)

In this manner, reflected power can be measured through a photodetector and directly
related to axial strain of the FBG. As the slope

m increases, smaller strains can be detected.

The downside of this method is that it requires the use of a tunable laser source, adding
additional expense. Additionally, the dynamic strain range is limited to the linear portion
of the FBG. The upside of this method is that it is highly sensitive and robust. This is the
method used for the FBG experimental work in later chapters of this dissertation.
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5.3.3 Pi phase-shifted Fiber Bragg Grating Sensors
Agrawal (Agrawal and Radic 1994) showed that phase pi shifts introduced into an
FBG (pi-FBGs) can be used to create narrowband transmission windows in the wavelength
spectrum. A sample reflection spectrum of a pi-FBG is shown in Figure 5.4. These
transmission and reflection windows have an extremely high slope which is useful for
sensing applications. Cranch (2008) used pi-FBGs as the reflector for a DFB laser high
bandwidth high sensitivity strain sensing system. Rosenthal (Rosenthal, Razansky, and
Ntziachristos 2011) developed a fiber-optic hydrophone based on a pi-FBG. Wu and Okabe
(2012) used a pi-FBG with a balanced photodetector which rejected the DC component
and rejected the noise from the tunable laser source.
The high slope of pi-FBGs has the potential to offer extremely sensitive strain
readings. This is apparent when used with an intensity demodulation method. In the work
of Wu (2012) the slope, and thus the pi-FBG sensitivity, was 180 times higher than its
conventional FBG counterpart with a gentler slope. The downsides of pi-FBGs are that
they have a very narrow wavelength range, making it easy to exceed their dynamic range.
Thus, some sort of wavelength calibration method, or else a mechanical isolation from
quasi-static strain is required for practical use. Additionally, if the noise comes from laser
intensity or frequency noise, which is a significant component of the noise of an optical
system (Norman and Davis 2011), then the noise is amplified along with the signal
sensitivity, leading to no practical improvement in signal-to-noise ratio.
5.4 FABRY-PÉROT INTERFEROMETERS
Besides the FBG, Fabry-Pérot Interferometer (FPI) sensors have received a great
deal of attention for high frequency acousto-ultrasonic sensing. FPIs are made of two
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opposite facing reflective surfaces, at least one of which is partially reflective. Laser light
shined through one of these surfaces, enters the gap between them, and creates an
interference pattern through multiple reflections in the optical resonance cavity. The
reflection and transmission coefficients depend on the wavelength of the light and the
length of the gap between the two reflective surfaces. As the gap length changes, this can
be sensed through changes in the reflected intensity. Contrasting the FPI sensor with the
FBG sensor, an FPI detects displacement whereas an FBG detects strain.

Figure 5.4: Spectrum of a pi-phase shifted FBG (Rosenthal,
Razansky, and Ntziachristos 2011)
A common fiber optic implementation of an FPI sensor is called an extrinsic FabryPérot interferometer (EFPI), shown in Figure 5.5. In this configuration, one fiber serves as
both transmitter and receiver of the laser light. A second fiber acts as a reflector only. The
gap between the two fibers is precisely positioned, for example using a piezo motor fiber
positioner.
Several methods of aligning the fibers have been proposed. Empty fiber-optic
jackets, glass capillaries, steel tubes, etc. have been used to hold both fibers in place for
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alignment. Two single mode fibers can be aligned, although this requires high-precision
alignment. More often, a multimode fiber is used as the reflector since it has a larger fiber
core and offers more tolerance in the alignment. However, in principle, any reflector could
be used. It is important that the two sides are not mechanically coupled, e.g. by bonding
both to the alignment housing. Typically, one side is bonded to the alignment housing,
whereas the other side is bonded to a separate fixture to keep it held in place. This allows
for relative displacement between the two fibers which can be detected through
interferometric methods.

(a)

(b)
Figure 5.5: Fabry-Pérot interferometer (a) optical resonance cavity formed
between two partially reflective surfaces (“Fabry-Pérot Interferometer,” n.d.), (b)
external Fabry-Pérot interferometer; used under CC license
https://creativecommons.org/licenses/by/3.0/
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One of the difficulties in implementing EFPI sensors is that when the displacement
exceeds the wavelength of the light, a fringe is passed over where the reflected intensity is
not monotonic, but passes over a peak value and repeats. To obtain absolute displacement
values of any significant magnitude, it is necessary to track the number of fringes passed
over by using a digital setup in post processing, or preferable in real-time. Complicating
matters, if the displacement reverses direction at a peak or valley of a fringe, this goes
unnoticed.
Several methods are available for treating this issue; Murphy (Murphy et al. 1991)
developed an EFPI with two single mode fibers reflecting off a single multimode fiber
reflector. The gap size between each fiber was different, separated by the length needed to
produce a quadrature phase shift. Thus, when one fiber is at a fringe and unable to detect
changes in direction, the other is always at the most sensitive part of the FPI spectrum.
Schmidt and Fürstenau (1999) used a less cumbersome single EFPI, with instead three
excitation wavelengths for phase demodulation. A broadband superluminescent diode was
used as the optical source, and three optical band pass filters used to transmit each of three
separately wavelengths of light to the EFPI. Since each wavelength had a different
displacement-reflection spectrum, the number of zero crossings could be monitored. Read
(Read, Foote, and Murray 2001) used this method with two wavelengths instead of three,
with good success, using FBGs as the wavelength filters.
5.5 STRAIN RESOLUTION OF VARIOUS FIBER-OPTIC SYSTEMS
One of the chief motivators influencing research in acousto-ultrasonic applications
of fiber-optic sensors is increasing the strain resolution, i.e. the smallest strain that the
sensor can resolve. Part of what motivates this is the potential for using fiber-optic sensors
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in the AE industry; AE events are extremely low in amplitude and occur as single events
which preclude averaging to increase their SNR.
Strain resolutions are often expressed as a spectral density with strain normalized
by Hz . This considers that not all measurements necessarily happen over the same
bandwidth, and factors such as digital sampling rate and filtering can reduce the overall
noise. In fact, it is a common tactic to add a filter into the data acquisition chain to reduce
the noise level for a smaller resolvable strain reading.
For EFPI sensors, Murphy (Murphy et al. 1991) reported a strain sensitivity of.
Naturally, the laser power and noise sources would factor into any eventual strain
resolution measurements. Perhaps more immediately accessible, Chow (Chow et al. 2005)
reported a strain resolution less than 1 p  Hz , although this requires one stabilized laser
per sensing cavity, precluding multiplexing. Cranch (Cranch, Flockhart, and Kirkendall
2006) reported strain resolutions of 2 n  Hz and 30 n  Hz for EFPI and FBG
sensors, respectively. Cranch’s DFB laser system in 2008 (Cranch, Flockhart, and
Kirkendall 2008) achieved an FBG strain resolution of 118 f  Hz . This system is the
best FBG strain resolution we have found in the literature. Betz (Betz et al. 2003) has
reported a better resolution at 40 f / Hz , although this figure is artificially depressed as
the signal was averaged 128 times. Norman (Norman and Davis 2011) reported submicrostrain resolution, although the bandwidth is left unspecified. Wu and Okabe (2012)
used a balanced photodetector and pi-FBG, reporting a strain resolution of 9 n / Hz .
The resolution depends largely not only upon the sensor, but on the equipment and
method used. The work of Cranch (Cranch, Flockhart, and Kirkendall 2008) has the best
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strain resolution among the sources I have seen yet, by at least one or two orders of
magnitude, although replication requires a great deal of expertise.
The intensity modulation approach used in this work is simple to implement,
although more sophisticated sensing approaches in the literature have superior strain
resolutions. The upside of this is that the sensor development components of this work are
based on the mechanical component of fiber-optic sensors; this means that the
advancements to the mechanical response of a sensor are transferrable to other sensing
systems. This is analogous to an engineer amplifying the response of a piezoelectric
ultrasonic sensor through mechanical design, which is separable from advancements in
piezoelectric materials science which can occur independently.
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CHAPTER 6
STATE OF THE ART IN FIBER-OPTIC GUIDED WAVE SENSING
6.1 FIBER-OPTIC SENSOR GUIDED WAVE APPLICATIONS
A few examples of fiber-optic sensor applications are medical ultrasound (Webb,
1996), ship hull monitoring (Wang, 2001), and embedded monitoring of reinforced
concrete (Maalej et al. 2004). Fiber-optic sensors have also been applied to bridge
monitoring (Chan et al. 2006) and embedded composite material monitoring (Kuang et al.
2001; Takeda 2002; Takeda, 2005; de Oliveira et al. 2008; Park, Peters, and Zikry 2010).
There has been a large body of research in fiber-optic sensors for acousto-ultrasonic
guided wave monitoring (Tsuda, 2006; Betz et al., 2007; Davis et al. 2014), and acoustic
emission monitoring (Perez, Cui, and Udd 2001; Chen et al. 2004; Kageyama et al. 2005;
de Oliveira et al. 2008; Tsuda, 2009). This chapter covers pertinent research on active and
passive SHM using fiber optics for guided wave sensing. It is organized into the following
sections
•

Section 6.1 covers research on applications in fiber-optic guided waves and
acoustic emission sensing

•

Section 6.2 covers the topic of mechanical attachment. This section is of
particular note, as it discusses mechanical systems that have been used to
modify and enhance an FBG response
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AE sensing and mechanical fiber-optic sensors are emphasized, as they are core to
this dissertation. There is naturally some overlap between sections 6.1 and 6.2, as novel
methods of optical fiber mechanical attachment used active SHM and AE sensing for
proof-of-concept. The choice to include material in Section 6.2 rather than Chapter 5
depended on whether mechanical attachment was novel or a critical feature of the article.
6.1.1 Fiber-Optic Sensing of Guided Waves
The development of high frequency dynamic sensing capabilities in fiber-optic
sensing has largely been motivated by guided wave sensing. The requisite sensing
frequencies are high, ranging from tens of kHz to several MHz. Strain resolutions are also
low, in the low microstrain range, and even smaller for AE signals. A single sensor is not
needed for each type of damage detection method, e.g. impact, AE, pitch-catch, etc. Rather,
a sensor must have a suitable size and strain sensitivity; it must be able to detect the motion
that propagates in the structure. This can be expressed in terms of in-plane and out-of-plane
motion; it can also be expressed in terms of responsivity to guided wave modes (e.g. Lamb
wave modes S0, A0, S1, A1, etc.) which can be resolved into the in-plane and out-of-plane
components of their motion.
It should be noted that in plates with traction free surfaces, waves propagate as
Lamb waves regardless of the source (e.g. pitch-catch, impact, or AE). This is of particular
note in AE literature, where recent trends have moved away from using axial and flexural
waves towards Lamb wave formulations, to greater predictive and descriptive success. In
practice, practical considerations such as amplitude, wave modes, frequency range, etc. are
still related to the source.
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Betz (Betz et al. 2003) demonstrated FBG intensity modulation acousto-ultrasonic
sensing in a pitch-catch configuration across a Perspex plate. A PZT actuator was used as
a transmitter, and both FBG and PZT used as receivers. Both symmetric and antisymmetric
Lamb wave modes were sensed, with a minimum detectable strain of 16 nanostrain for the
optical system; however, this research took advantage of a feature of pitch-catch SHM, in
that it allows averaging to reduce noise, and the results are from the averaging of 128
consecutive signals.
Tsuda (2006) demonstrated FBG sensing of Lamb waves in a cross-ply CFRP using
a broadband source and a narrowband tunable laser sources for FBG sensing. Only S 0
waves were transmitted using a conventional ultrasonic transducer, as the S 0 wave has a
larger in-plane component which could be sensed by the FBG; both propagation through
pristine and impact-damaged regions was assessed, with damage-related features observed.
Using the average of 512 waveforms, SNRs of over 40 and 70 dB were observed for the
broadband laser and the narrowband tunable laser, respectively.
Betz (Betz et al. 2007) used a narrowband source intensity modulation approach
for FBG Lamb wave sensing on a thin aluminum plate for damage localization. Three
FBGs were placed in a rosette configuration, where the directional properties of FBG
allowed for the direction of the incident wave to be calculated. Using two FBG rosettes
and PWAS actuators, the localization of a flaw was demonstrated.
Davis (Davis et al. 2014) established that a ratio of wavelength to FBG length must
be at least 8.8 to resolve the response of a dynamic strain field with less than 2% loss from
the true strain value. A ratio of 4.8 could be used to resolve a dynamic strain field with less
than 5% loss from the true strain value. Experimentally, these values were obtained by
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calculating the wavelength of a Lamb wave in a 0.8 mm aluminum plate, and varying the
excitation frequency in a pitch-catch configuration in a range where only the fundamental
S0 and A0 modes would propagate. The ratios held true across a range of FBG lengths from
0.2 mm to 5 mm. This research provides well-verified rule-of-thumb metrics for designing
experiments with FBGs, although the results may not necessarily be valid for higher order
Lamb wave modes.
This work shows that in a general sense, FBG sensors are well suited for active
SHM using both PWAS and ultrasonic transducer actuators. The signals obtained were
clear, with high SNRs, and could generally be used to distinguish damage-related features
and localize damage, so long as practical considerations like FBG length were
appropriately used. One of the main advantages of pitch-catch active SHM is the use of
horizontal acquisition – averaging many signals together to obtain high SNRs. Thus, these
positive results are not necessarily transferrable to passive SHM, where horizontal
acquisition is infeasible or inappropriate. Thus, suitability for passive SHM, including AE
sensing must be shown separately.
6.1.2 Fiber-Optic Acoustic Emission Sensing
AE sensing is an area of great interest for fiber-optic sensors. There is a large market
for AE sensors, and conventional AE sensors use piezoelectric sensing elements. The
advantages of fiber optics, specifically its multiplexing capabilities have a lot to offer for
AE sensors; traditional AE sensors cost hundreds of dollars, and implementation over large
structures can be bulky and costly. This is of particular importance true for the aerospace
industry and for industries where sensors must be intrinsically safe to not ignite a
flammable environment. Despite these advantages and great interest, fiber-optic sensing
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has not yet broken into the AE market, largely due to their noise and lower sensitivity than
their piezoelectric counterparts. Much of the research into fiber-optic sensing of AE has
been aimed at proof of concept demonstrations, and incrementally mitigating the noise
issues.
In fiber-optic AE sensing research, there is often a misconception of the definition
of an AE event. Generally, claims of AE sensing in the literature fall into three categories:
1. Crack-related, or other damage-induced “true” AE events. A test using a
true AE event, or a proven AE calibration method is the best indicator of
the functionality of an AE sensor
2. Simulated AE events, such as pencil-lead-break (PLB), glass rod fracture,
or even impact. PLB-simulated AE events is most commonly seen. But for
various reasons, it is distinctly different than crack-related AE events: lower
frequency range (hundreds of kHz), higher amplitude, and a monopole
versus dipole source
3. Pitch-catch configurations which are called AE events due to a desire to
continue research in AE. Although pitch-catch configurations are a good
starting point for developing and testing AE sensors and systems, ultimately
the results are not necessarily directly comparable as the waveforms are
often higher in magnitude by orders of magnitude
Fiber-optic AE sensing has been an active area of research at least since the early
2000s. For FBG sensing, Perez (Perez, Cui, and Udd 2001) demonstrated the capability for
FBG sensing of ultrasonic waves transmitted by piezoceramic active transduction, as well
as PLB-AE. This work served as a proof of concept for FBG sensing of AE-type signals.
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Read (Read, Foote, and Murray 2001) was able to detect AE during a fatigue test of a large
composite specimen made to resemble an aerospace panel. This was done using a surfacebonded EFPI sensor, with a fatigue test performed with intermittent impacts of increasing
amplitude. This can be considered highly favorable conditions for AE detection due to the
large extent of damage and the composite specimen with higher amplitude AE events.
Upon searching, this seems be the first demonstration of true damage-related AE capture
by fiber-optic sensors.
Chen (Chen et al. 2004) developed a fiber-optic sensor based on a fused-tapered
fiber two-input, two-output (2 x 2) coupler. The principle of operation is that an elastic
strain field changes the coupling coefficient through elasto-optic effects, and can be used
to track the applied strain. Mechanical strain amplification was used to increase sensor
sensitivity; for this sensor, a V-groove was used for strain concentration, and the fiber
coupler was bonded via two-points across the groove. Additionally, the tapered region at
the center of the 2 x 2 coupler acted as a strain concentrator. The AE sensing was done by
PLB only, with the fused-tapered fiber-optic sensor showing a lower signal-to-noise ratio
than a conventional piezoelectric AE sensor.
Kageyama (Kageyama et al. 2005) used a principle of a Doppler effect in a curved
light waveguide for fiber-optic sensing. Light frequency shifts were tracked in an optical
fiber, these shifts being related to motion in the fiber. A full-scale model of a reinforced
concrete railway girder was loaded to failure, and the load history tracked by piezoelectric
AE sensors and this new fiber-optic sensor. The author reports that the fiber-optic sensor
has sensitivity equal or greater than conventional AE sensors. In principle, it is difficult to
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compare this work to the rest of the literature since AE events associated with a test to
failure of such a large-scale specimen can be very high in amplitude.
de Oliveira (de Oliveira et al. 2008) assessed the response of embedded FBG and
EFPI sensors to PLB and impact excitation. The EFPI was more sensitive, but still had
limitations with a low SNR. Fu (Fu et al. 2009) used a fused-tapered 2 x 2 coupler sensor
inside a silica capillary tube for embedment into CFRP specimens. During a three-point
bending test of a composite specimen, AE events could be detected, but not until a
piezoelectric AE sensor detected large increases in AE event amplitude, nearing
catastrophic failure of the specimen. Tsuda (2009) used an intensity modulation approach
with a cantilevered FBG to sense AE events during a pressure test of a curved filamentwound CFRP tank. The AE hits started and ended around the same time during the test for
both conventional piezoelectric AE sensors and the FBG sensor, indicating that the FBG
performed well compared to the conventional AE sensor. This work underscored the
potential for an FBG to serve as mechanical waveguide which has become a new area of
research in the last few years. Yu (2016) detected AE events during quasi-static tension of
CFRP specimens using an intensity demodulation approach with a pi-FBG and a balanced
photodetector.
6.2 MECHANICAL ATTACHMENT OF FIBER BRAGG GRATING SENSORS
The mechanical attachment of fiber-optic sensors plays a large role in its eventual
efficacy. The simplest and most common approach to the use of fiber-optic sensors is by
bonding it to the surface of the host structure. However, other attachment methods are
possible, each with distinct advantages and disadvantages. The most common attachment
methods are:
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•

Surface bonding of the entire sensing region of an optical fiber. This is typically an
attempt to cause the fiber to exactly reflect the surface strain of a stiffer substrate.
Limitations of this method are the direction dependence of the fiber and the sensing
of quasi-static strain which can cause methods such as FBG intensity demodulation
to cease functioning

•

Two-point bonding of an optical fiber. Typically, the fiber is bonded across an air
gap. This is to cause the fiber to stretch as the size of the gap increases. Limitations
of this method are directional dependence and concerns about fiber buckling or
suboptimal behavior in compression

•

Single-point bonding of an optical fiber. In this case, the optical fiber itself serves
as either a flexural beam or a waveguide. There are indications that this can provide
a higher response amplitude for a sensor along the unbonded region of the fiber,
but necessitates an exposed region of fiber which may be prone to damage. Factors
such as the optical fiber mechanical properties and length of the exposed region
also begin to play a larger role in this configuration

•

Bonding an optical fiber to an external mechanical sensor (e.g. a mechanically
tuned resonant component). This configuration provides a large degree of
flexibility, customization, and potential improvement of the sensor response. The
problem is the difficulty in design. It also changes the form factor of the sensor,
precluding embedment in most cases, and making it less attractive to bond to a
surface.
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6.2.1 Embedment of Optical Fibers in Composite Structures
The shape of an optical fiber allows it to be embedded directly into polymer based
composite materials (e.g. CFRP, GFRP). This has been one of the key areas of research in
fiber-optic acousto-ultrasonic sensing, as direct embedment provides logistical advantages,
and the ability to better detect flaws buried within a laminate. There are also drawbacks in
terms of diminishing the sensing capability, compromising the performance of the
composite material.
Kuang (Kuang et al. 2001) investigated the embedment of FBG into CFRP, GFRP,
and fiber metal laminates. He found that FBGs could be used to measure residual stresses
generated during the manufacturing process due to distortion of the FBG spectrum. It was
found that the laminate stacking sequence had a large effect on the applicability of FBG
sensors. Depending on the stacking sequence, the FBG spectrum could show deviations
anywhere from a small broadening of its spectrum to the splitting of the reflectivity
spectrum into multiple distinct peaks.
Takeda (2002) investigated the embedment of small diameter (52 µm) FBG sensors
into CFRP laminates. The FBG maintained a strong single-peak spectrum upon
embedment, and the FBG was able to reflect spectral changes caused by delaminationinduced changes to the strain field. Takeda (2005) further investigated embedded small
diameter FBG sensors for Lamb wave detection in CFRP. Characteristic features of wave
delamination interaction were measured by the embedded FBG and corresponded well with
FEM simulations. De Oliveira (de Oliveira et al. 2008) investigated the embedment of FBG
and EFPI sensors in CFRP for strain and wave propagation measurements. The FBG was
capable of sensing the quasi-static strain, and the EFPI successfully detected PLB-AE
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events, albeit at a low signal-to-noise ratio. Park (Park, Peters, and Zikry 2010) investigated
the effect of optical fiber density (number of fibers per unit length) on CFRP mechanical
properties. Total energy dissipated and contact force from impact experiments were used
as a measure of the laminate lifetime and stiffness, respectively. At low optical fiber
densities, both lifetime and stiffness dropped sharply with increasing optical fiber density.
At higher densities, both parameters increased constant thresholds as the failure began to
be dominated by the mechanics of the optical fibers.
The advantages of embedment of fiber optics are clear – it allows direct
measurement within a structure at critical regions; the sensor is also intrinsically protected
from the outside environment, albeit at the cost of diminishing material performance. The
sensing limitations are primarily due to the limitations of mechanical attachment.
Embedment of an optical fiber prevents optimization of bonding. For example, a strain
concentration can be used for mechanical amplification. However, this would not be
appropriate embedded in a region of a structure so critical that it requires monitoring for
damage.
6.2.2 Two-Point Contact Bonding
Two-point bonding of an FBG is an innovative way of bonding to a host structure.
It allows the relative motion of two points to excite a sensor bonded across an air gap. This
also bypasses some of the issues with bonding the sensor itself to a substrate, for example
FBG length/wavelength conditions that are modified by use of the optical fiber itself for
the final mechanical transduction.
The biggest drawback of a two-point bonding regime is the behavior in
compression. There are concerns that a fiber may behave sub-optimally in compression,
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maybe even buckling and not transmitting a waveform (Cranch, Flockhart, and Kirkendall
2008). Factors such as the distance between the two bonded points and type of optical fiber
affect this. For example, an EFPI has a mechanical separation between two separate optical
fibers, so a two-point mechanical attachment may be ideal for this sensor configuration. A
pretension may also help prevent buckling. The two-point bonding may also be useful in
the creation of custom mechanical host structures. An example is a fork-shaped FBG
accelerometer (Stefani, 2012), where a pre-tensioned polymeric optical fiber spanned the
gap. Out-of-plane acceleration created a relative antisymmetric motion of each side of the
fork, tensioning and compressing the FBG bonded across the span.
6.2.3 Single-Point Contact Bonding with Optical Fiber Waveguide
Single-point bonding of an optical fiber has a great potential, notably for FBG
sensing. In this configuration, a single point on the optical fiber distal to the sensing region
is bonded to the host structure. The length and mechanical properties highly influence the
response. For a short length, the fiber can be considered an axially vibrating bar (this has
also been called a cantilever beam, although in principle flexural modes will not excite the
center of the optical fiber, and only longitudinal modes are sensed). One such application
is the work of Tsuda (2009) where a 45 mm cantilever was created by adhesively bonding
a fiber to the side of a cylindrical CFRP pressure vessel. In this configuration, the FBG was
insensitive to quasi-static strain. Additionally, during pressure loading, initial AE events
started at the same time for piezoelectric and FBG AE sensors, indicating high sensitivity.
The downside is a that observed waveforms continue ringing on the order of seconds,
indicating an incredibly low damping and continued vibration not generally acceptable for
practical AE sensing.
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Lee (J. Lee, S. Lee, and Yoon 2008) used multiple FBGs connected via light
intensity dividers for multipoint sensing via an intensity modulation approach. The FBGs
were attached via single-point bonding, where the optical fiber was bonded with a Teflon
insert, and the insert removed after bonding was complete to create a fiber-optic waveguide
on a plate structure. SNRs on the order of 50 dB were obtained using a frequency domain
calculation method on height from the noise floor to a signal peak.
Wee (2016) investigated Lamb wave sensing on a metallic plate via a point-bonded
optical fiber with distal FBG. Rather than a cantilever beam, due to its length the optical
fiber served as a waveguide. After accounting for geometric spreading, bonding the optical
fiber away from the FBG accounted for a 5.1 times mechanical amplification compared to
directly bonding the region of the optical fiber with the FBG. For wave transduction, both
A0 and S0 Lamb wave modes coupled into a longitudinal L01 and F11 longitudinal and
flexural modes of the fiber, with only L01 exciting the FBG. It was found that reducing the
bond length compared to the Lamb wavelength increased the signal response.
6.2.4 Mechanical Sensors with Fiber-Optic Sensing Elements
A mechanical host structure offers a number of distinct advantages for fiber-optic
sensors. It provides a large degree of flexibility, customization, and potential for
improvement of the sensor response. Mechanical amplification can be incorporated
through resonance or strain concentrations. The frequency response is tunable through the
localization of one or more resonance peaks at desired locations of the spectrum. A
unidirectional FBG or FPI sensor can become omnidirectional if it is attached to a host
structure which responds omnidirectionally. Similarly, the host structure can respond
different to wave modes, sensing out-of-plane rather than in-plane, and combining in-plane
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and out-of-plane motion (or otherwise responding differently to Lamb wave modes than
directly bonded fiber-optic sensors). The downside of mechanical host structures is in its
size, weight, and form factor. In some sense, this mitigates a few of the advantages of fiberoptic sensors. However, in consideration that they provide a means of sensing that is
otherwise unavailable, the noted faults must be tolerated. And particularly with mechanical
amplification, the use of mechanical host structures may be one method of advancing fiberoptic sensor feasibility for AE applications.
Initial fiber-optic mechanical host structures focused on developing FBG
accelerometers. Since FBGs sense in-plane strain, a tuned mechanical host structure is
necessary to be able to detect out-of-plane acceleration. Gerges developed an FPI
accelerometer based on a weighted diaphragm with a mirror serving as one side of an FPI
(Gerges et al. 1989). Todd developed an FBG accelerometer consisted of an FBG bonded
to an assembly of two flexural beams and a proof mass (Todd 1998). Mita (Mita and Yokoi
2000) developed an FBG accelerometer based on a cantilever beam and proof mass and
spring system, held inside a metallic case. The fork shape accelerometer (Stefani, 2012)
presented in Section 6.7.3 similarly converts out-of-plane acceleration to in-plane FBG
strain.
Lee (J. Lee and Tsuda 2005) developed a mobile FBG sensor head for AE sensing
consisting of an FBG bonded to an acrylate plate. The acrylate plate could be bonded to
flat surface by a suitable couplant, making the structure ideal for NDE applications.
Evaluation was done by tensile testing of a composite specimen until failure. AE signals
obtained by piezoelectric AE sensors and the FBG sensor head were obtained by quasistatic tensile testing of a composite specimen until failure by matrix cracking. The author
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reports a 10 dB higher SNR from the FBG sensor head compared to the piezoelectric AE
sensor; although, this is difficult to justify as the noise floor appears to be DAQ equipment
and digitization noise. That is, a sufficiently high amplitude AE signal was generated, but
only a lower bound on the SNR can be obtained from such a signal. In a later study, the
SNR of this setup was compared to a plate-bonded FBG, and found that it reduced the SNR
by 6 dB (Tsuda, 2010). However, the SNR reduction was considered tolerable as it allowed
for convenient NDE application and omnidirectional guided wave sensing.
Takuma (2014) investigated an FBG glued to a cylindrical mechanical host
structure and investigated the frequency response, directional dependence, and AE sensing.
The sensor was wideband in the 0-1000 kHz range, sensed omnidirectionally, and sensed
AE events during a three-point bending test of a CFRP specimen. The cylindrically-bonded
FBG sensor sensed AE events during the three-point bending test, albeit at a lower SNR
than the conventional piezoelectric AE sensor. It is difficult to get an understanding to what
degree from the data presented, as the piezoelectric AE sensor noise floor appeared to be
due to DAQ equipment.
A number of advantages have been found using mechanical host structures for
FBGs: changing the mode of sensing, omnidirectionality, tuning the frequency response,
and potentially mechanical amplification. However, further characterization is needed,
particularly to support claims of mechanical amplification. In some manner, it is intuitive
that a resonant structure might increase amplitude; AE sensors with tuned mechanical
components respond with higher sensitivity than PWAS bonded directly to a plate.
Other sensor configurations show potential for AE sensing, but do not quantify their
effectiveness. This is taken as a lesson for research in later chapters. At the very least, a
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comparison to plate-bonded FBG using the same sensing system should be done. Better
yet would be calibration or obtaining metrics of sensitivity or SNR.
6.3 RESEARCH TRENDS IN FIBER-OPTIC ACOUSTIC EMISSION SENSING
From this review, it is very clear that pursuing fiber-optic AE sensing is highly
desirable in view of the breadth of research over the last two decades, even despite a lack
of commercially available products. Throughout the literature, custom incremental
modifications were made on the optical systems and sensors themselves; this can be
attributed to an attempt to make improvements to systems which still do not perform as
well as conventional piezoelectric AE sensors. Much of the research where PLB and impact
experiments were performed made claims of sensor efficacy for AE sensing. This makes
studying this topic difficult, as the same language is used for sensing true damage-induced
AE events. However, damage-induced AE events are much lower in amplitude and more
difficult to sense, making such comparisons not entirely appropriate.
From a thorough literature search, no research has been found with successful fiberoptic sensing of damage-induced AE in metallic structures. This is despite sensing in
metals being one of the most common uses of commercial piezo AE sensors. However,
fiber-optic sensing of actual damage induce AE signals was reported for CFRP and
reinforced concrete structures, often loaded up to failure which produces higher amplitude
AE events. To this end, research with damage-induced AE events was done under only the
most highly favorable conditions. Proof-of-concept demonstrations are lacking for critical
applications which present less favorable conditions for damage detection. For example, if
a sensor cannot sense a fatigue-induced AE event in metal, this precludes its use for most
aerospace applications. However, these are conditions where conventional piezoelectric
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transducers are still highly effective. These conclusions hold true even when fiber-optic
sensing is further enhanced with attention to mechanical amplification by sensor housings
and resonators.
Fiber-optic sensing is incrementally approaching feasibility for damage-induced
AE sensing. Because of this, there is much room for growth in the field. In a general sense,
fiber-optic sensors and systems must be developed to detect damage-induced AE signals
under more moderate conditions, prior to failure. At present, bench-scale proof-of-concept
demonstrations do not replicate this more difficult metric. Because of this, claims that have
been made of comparability or even superiority of fiber-optic sensors to convention AE
sensors cannot be justified. The upside of the large body of research in fiber-optic AE
sensing is that there is a large base of concepts to build from for incremental improvement.
However, one must be careful to clearly assess the limitations of a sensing system under
consideration, and calibration methods or quantifiable performance characteristics must be
employed for research to be of broad benefit.
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CHAPTER 7
PROOF OF CONCEPT FOR A PIEZO-OPTICAL RING SENSOR
7.1 OVERVIEW AND BACKGROUND FOR THE RING SENSOR CONCEPT
7.1.1 Initial Ring Sensor Concept
This chapter outlines the development of an ultrasonic sensor based on the concept
of a ring resonator (Figure 7.1). Its principle of operation is based on the localization of a
fundamental resonance mode at a frequency which is tunable by design. This resonance
mode is preferentially excited by out-of-plane motion. The ring deformation is sensed by
an FBG and PWAS which are bonded to the ring. This concept has been termed a piezooptical ring sensor (Giurgiutiu 2014) due to its ability to use a piezoelectric or fiber-optic
sensing element, and is called a ring sensor in this work for conciseness. Contributions to
the ring sensor development including design, evaluation, modeling, and refinement have
been published in two conference proceedings (Frankforter, Lin, and Giurgiutiu 2014;
Frankforter et al. 2015) and two journal articles (Giurgiutiu et al. 2014; Frankforter, Lin,
and Giurgiutiu 2016).
The initial concept of the ring sensor was presented in a 2013 dissertation by
Roman (2013); a patent was awarded (Giurgiutiu et al. 2013). The objective was to develop
a resonator which could use an FBG sensor to detect out-of-plane motion associated with
AE events in a manner similar to conventional AE sensors. This dissertation entered
development of the ring sensor at a point when the initial design and prototypes had already
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been developed. Although the ring sensor was designed for fiber-optic sensing, its
capability to excite an FBG had not yet been demonstrated. Similarly, its capabilities to
serve as an ultrasonic wave sensor had also not been established. In this chapter, the proof
of concept for the ring sensor to detect guided waves using an FBG sensing element is
demonstrated.

Figure 7.1 (a) 100 kHz ring sensor geometry and (b) fundamental resonance mode shape
(Roman, 2013)
7.1.2 Initial Refinement of the Ring Sensor
Development of the ring sensor geometry by Roman (2013) occurred in multiple
stages. Initially, a ring-shaped geometry was used (a circular outer profile and circular inner
hole). This allowed the resonance frequency fi to be approximated using a formula from
the work of Blevins (Blevins 1980; Roman 2013):
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fi 

i(i 2  1)
2 R (i  1)
2

2

EI
m

(7.1)

where i is the mode number, R is the radius of the midline of the ring, E is the Young’s
Modulus, I is the moment of inertia, and

m is the mass per unit length.

Roman (2013) then refined the ring geometry in an attempt to maximize the
response and provide better bonding characteristics (Figure 7.1a). Instead of a circular hole
for the ring, an elliptical hole was tested with the idea of forcing the maximal displacement
preferentially along the major axis of the ellipse on which the FBG was placed. The bottom
surface was flattened to provide better bonding characteristics, with the top surface
flattened as well for symmetry; the top surface also permitted the bonding of a PWAS as a
second sensing element. A small hole was incorporated along the major axis of the ellipse
to bond an FBG sensing element. These changes gave the ring sensor a fundamental
“breathing”-type vibrational mode (Figure 7.1b) analogous to the motion of a breathing
crack. The two lateral sides of the ring sensor move 180° out of phase from each other,
tensioning and compressing an FBG stretching across the hole and exciting a PWAS on
the top surface.
Roman (2013) used the commercially available FEM software ANSYS Workbench
to perform 3D modal analysis and created designs with resonance frequencies targeted at
100 kHz, 200 kHz, and 300 kHz. For reference, the 100-kHz ring sensor was 8.00 mm in
diameter and the 300-kHz ring sensor was 4.35 in diameter. These are roughly the size of
the smallest commercially available AE sensors (for reference, the MISTRAS Pico sensor
is 4.78 mm in diameter and 3.94 mm in height). The 100 kHz and 300 kHz ring sensors
were prototyped and outfitted with PWAS for testing under free conditions. The resonance
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frequencies were experimentally validated using the EMIS method and chirp excitation,
yielding resonance frequencies at 113 kHz for the nominally 100 kHz ring sensor, and 270
kHz for the nominally 300 kHz ring sensor respectively.
7.1.3 Ring Sensor Proof of Concept – Scope and Approach
From a review of AE, fiber-optic, and ultrasonic sensor design literature, it was
found that the scope needed to be expanded for the development of a sensor which could
be practical for SHM application. The initial concept was to develop a sensor which
detected out-of-plane motion from AE events using resonance amplification principles
(Roman, 2013). Two additional goals were added which could be readily tested:
•

Create a sensor whose FBG detects a higher strain than a plate-bonded FBG.
Previously, it was assumed that sensing about a resonance frequency would be
sufficient for amplification; however, there are losses that need to be minimized in
the transfer of energy to the optical fiber.

•

Create a sensor which imparts omnidirectional sensing capabilities to an FBG.
Plate-bonded FBGs have the major limitation that they only sense along the optical
fiber’s longitudinal axis.
A third goal: “create a sensor that isolates its FBG from quasi-static strain” required

the use of additional facilities, and was thus tested later (Chapter 9): This third goal ensured
that the FBG would not cease operation when modest structural loads provided produced
strains which exceeded the FBG strain range allotted for dynamic sensing.
To develop a proof-of-concept for the use of the ring sensor as an in situ FBG
ultrasonic wave sensor, the following experimental work was performed:
•

Implementation and testing of an FBG interrogation system
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•

Testing an FBG sensing element on a free (unbonded) ring sensor

•

Experimental validation of a plate-bonded ring sensor’s capability to detect guided
waves

•

Characterizing the sensor’s mechanical performance, including bonding effects,
strain amplification, and directional response
The rest of this chapter focuses on this proof of concept and characterization of the

initial ring sensor prototype. The focus was on the 100 kHz prototype as this was larger
and easier to handle. It also served as a good basis for miniaturization and sensitivity
improvements as discussed later in Chapter 9.
7.2 CHARACTERIZATION OF THE FBG INTERROGATION SYSTEM
At the time of writing this dissertation, there are still no commercially available
turn-key FBG interrogation systems for ultrasonic guided wave detection. Therefore, such
a system was developed and tested in-house. This section outlines the equipment setup,
calibration, and noise assessment for an FBG interrogation system. Credit for the optical
equipment setup goes to the work of Lin (Lin and Giurgiutiu 2014a). The calibration
allowed for direct conversion between voltage and FBG strain. Noise assessment was done
to characterize the limits of the system and identify if incremental performance
improvements could be obtained by modifying the optical equipment.
7.2.1 Data Acquisition and Optical Equipment – Setup
The data acquisition equipment and FBG interrogation setup used in this section is
used throughout the rest of Chapters 7-11. EMIS experiments were performed using an HP
4194A impedance analyzer. Signal excitations were performed using a HP 33120A
function generator. For chirp excitation experiments, self-triggering of the HP 33120A
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function generator was necessary to start each chirp signal in phase for signal averaging.
An HSA4014 power amplifier was used when pulse excitation or excitations higher than
20 V were needed. Signals were collected using a Tektronix TDS5034B digital
oscilloscope. With the use of a preamplifier, fiber-optic signals could also be directly
obtained by a MISTRAS Micro II AE data acquisition system.

Figure 7.2: Instrumentation schematic for the FBG
optical interrogation system and data acquisition
equipment
The instrumentation for FBG sensing is shown in Figure 7.2. It consists of a LUNA
Phoenix 1400 tunable laser source, an optical circulator (AFW Technologies Pty, #CIR-315-L-1-2), a 50/50 optical splitter (AFW Technologies Pty, #FOSC-1-15-50-C-1-S-2), and
a Thorlabs photodetector (PDA10CF). A New Focus 2053 photodetector with was used for
some of the experimental work in Chapters 8 and 9. The FBGs used were 10 mm long with
more than 90% reflectivity, supplied by AtGrating Technologies. Some of the FBGs used
were 3 mm long – it is stated explicitly when these are used. The FBG were made from
acrylate fiber (SMF-28e) with acrylate recoating. The FBG is located 1 meter from an
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FC/APC connector, with another 1 meter as a pigtail. The gratings are apodized with a
center wavelength of 1530 nm or 1550 nm, both excitable by the tunable laser source.
7.2.2 Data Acquisition and Optical Equipment – Calibration
All of the ultrasonic FBG strain detection in this work used the intensity
demodulation approach described in Chapter 5. In this method, a narrow linewidth laser is
fixed on the half-maximum point of the FBG falling slope. One advantage of this approach
is that absolute strain measurements can be obtained with proper system calibration. Recall
the FBG strain-wavelength equation

B

B

 (1  eff ) axial

(7.2)

where B is the peak wavelength shift, B is the peak wavelength, eff is the photoelastic
constant for axial strain, and  axial is the axial strain. We can assume the FBG spectrum
shifts rigidly if the wavelength of the elastic wave is significantly longer than the FBG
length. Therefore, the shift in the peak wavelength can be tracked by the shift of any
wavelength in the FBG spectrum, i.e.

B  

(7.3)

The reflected power and the wavelength shift is related through the falling

m slope of the

FBG:
m

P


  

P
m

(7.4)

The photodetector converts the change in power to a change in the current I PD via the
photodetector responsivity RPD :
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RPD 

P
I PD

(7.5)

The change in current is converted to a change in voltage via a transimpedance amplifier
with gain G :

V  GI PD

(7.6)

where R is the input impedance of the photodetector. This was used at the low impedance
setting of 50  . By combining equations (7.2) through (7.6), we obtain the strain-voltage
transfer function for the FBG, optical, and data parts of the acquisition equipment:

 axial 

RPDV
GmB 1  eff 

(7.7)

The change in voltage V was converted to a direct voltage reading V through the AC
coupling of the oscilloscope. Note that RPD and G depend on the choice of photodetector.
Also,

m varies between FBG. In experimental measurements, these values were

appropriately changed when different FBG and photodetectors were used.
The veracity of strain calculations from equation (7.7) was tested in a quasi-static
cantilever beam strain calibration (Figure 7.3) which shows a cantilever beam held at a
downward displacement by a micrometer screw acting at a fixed location on the beam. Lin
did the bulk of the experimental component of the calibration (Frankforter, Lin, and
Giurgiutiu 2014); I replicated the calibration experiments and performed analytical
modeling to verify them. The strain readings from FBG and the strain gauge were measured
experimentally at 34.0 με and 33 με , respectively (the strain gauge had a minimum
reading of 1 με ). The experimentally obtained values of beam dimensions, input
displacement, and input displacement position were used to calculate the theoretical strain
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via Euler-Bernoulli beam theory and a finite element beam model. The analytical and finite
element models predicted 33.8 με and 33.5 με . This puts the error of the quasi-static
strain at 3% at the worst (comparison with the strain gauge) or 0.6% at the best (comparison
with the finite element model). This was sufficient to demonstrate the accuracy of FBG
strain calculations and support the veracity of future FBG strain measurements
(Frankforter, Lin, and Giurgiutiu 2014).
Ultrasonic calibration was performed using the same cantilever beam specimen in
the work of Lin (Lin and Giurgiutiu 2014b). A 300 kHz 3-count Hanning windowed tone
burst was transmitted across the cantilever beam, excited by a PWAS transducer. The FBG
was used to calibrate the PWAS with the assumption that the PWAS solely sensed in-plane
strain via the g31 piezoelectric coefficient. The theoretical voltage to strain ratio based on
PWAS material properties was 0.16 V/με and the FBG-calibrated ratio was 0.21 V/με .

Figure 7.3: Cantilever beam specimen for static strain testing
(Frankforter, Lin, and Giurgiutiu 2014)
Given the simplicity of the in-plane sensing assumption (PWAS also sense out-ofplane motion), this is sufficient for this application to show transferability of strain
calibration results to ultrasonic measurements. If a more precise verification of calibration
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is needed, the theoretical model for the PWAS should be used to determine if any correction
factors are needed.
7.2.3 Data Acquisition and Optical Equipment – Noise Assessment
Measurements were taken from the optical system under no external excitation to
obtain noise signals and establish the system’s strain resolution. The laser was turned on
with the FBG in place and all components were configured just as in a wave propagation
experiment. A milliseconds-long signal was obtained with a 5 MHz sampling frequency
(the total sampling time was increased until the root-mean-square (RMS) noise levels
leveled out). To obtain a single value for noise, the RMS noise was calculated as 0.0724
mV. The following optical system parameters Table 7.1 allowed for conversion of the RMS
noise floor directly to a strain floor:
Table 7.1: FBG optical system strain calibration parameters

eff

B

m

G

RPD

0.22

1550.096 nm

31.921 mW/nm

1 x 104 V/A

1.04 A/W

Note that the Bragg wavelength B and FBG slope

m depend on the individual

FBG. Converting the RMS voltage to strain using (7.7), the RMS strain is calculated at
6.23 n , which can serve as a metric for the strain floor. As a first approximation, this can

be normalized by the square root of a nominal 2.5 MHz bandwidth described by the
Nyquist cutoff frequency; a strain resolution of 3.94 p  Hz is estimated by this
approach. However, this is approximation is non-conservative as there would naturally be
some diminishment in noise amplitude close to the Nyquist frequency.
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Comparing to the work of Cranch, a more sophisticated demodulation approaches
can obtain 118 f / Hz (Cranch, Flockhart, and Kirkendall 2006). Using an intensity
demodulation approach in 2014, Wu obtained a strain resolution of 9000 p  Hz using
an intensity demodulation approach (Wu & Okabe, 2012). Since this method predicted a
better strain sensitivity by orders of magnitude compared to a similar approach by Wu
(2012), further analysis may be warranted. If further assessment of the strain floor is
necessary, the next step would be to calculate the power spectral density as a method of
obtaining the noise floor rather than normalizing by a nominal bandwidth.
Next, a characterization of the optical system noise was performed. Noise levels
were observed higher than the thermal noise of the oscilloscope. Two potential primarynoise sources were identified: the photodetector and the tunable laser source. First, the
Thorlabs PDA10CF photodetector was swapped for a DET08CFC photodetector. After
using an external preamplifier with the DET08CFC photodetector, no changes in noise
levels were observed. Second, the relationship between noise and output power of the Luna
Phoenix 1400 was assessed (Figure 7.4). Although only 3 points were collected, there is a
trend of noise increasing with increasing output power; there may be a linear trend, as each
of the three measurements fall close to a linear trend line.
A linear trend passing above the origin is consistent with the sources of noise in a
tunable laser source and how they interact with the effective gain of the FBG slope. In a
tunable laser source, there are fluctuations in both output power (intensity noise) and laser
frequency (frequency noise). The noise PNoise from a tunable laser source conveyed to a
photodetector can be considered a summation of the intensity noise PI and frequency
noise Pf :
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PNoise  PI  Pf

(7.8)

where the noise may be considered as the change in power from P0 , the DC component of
the FBG half-maximum power value, i.e. PNoise  PNoise  P0 . (Fluctuations in laser
frequency are inherently associated with wavelength  f fluctuations through the
frequency-wavelength relation   c / f .) Through equation (7.4), wavelength is related
to power through the FBG slope

m:
P f  m f

(7.9)

Since the FBG reflects a portion of the laser power to the photodetector, the FBG slope

m

is directly proportional to the laser output power POut :

m  m0 POut

(7.10)

where m0 is a constant that reflects the bandwidth of the specific FBG and the power losses
in the circulator and optical fibers. Substituting (7.9) and (7.10) into (7.8) yields

PNoise  POut m0  f  PI

(7.11)

where and  f , and PI are optical system parameters. From equation (7.11), the noise in
units of power conveyed to the photodetector is related to the power output via a straight
line passing above the origin.
Since equations (7.5) and (7.6) state that optical power is proportional to voltage,
the noise in units of voltage conveyed to the oscilloscope takes form of a line y  mx  b
as supported experimentally by Figure 7.4.
The linearity of noise with power output supports two observations. First, it
indicates that increasing the FBG slope (such as using a pi-FBG) will not provide
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significant enhancements in signal to noise ratio. Benefits of increasing FBG slope only
occur until the frequency noise becomes large when compared to the intensity noise. After
that, the FBG slope will amplify the noise by the same factor it amplifies the signal, to no
benefit. The use of a balanced photodetector to compensate for frequency noise may
mitigate this problem (Wu & Okabe, 2012), but has not been conclusively shown.

Figure 7.4: Relationship between laser output power and RMS noise
Second, the linearity of noise with power output is an indicator that the noise
predominantly comes from the tunable laser source. Since the tunable laser source is
essentially a black box system, performance increases cannot be obtained by refinement of
the optical system without switching FBG interrogation methods. Norman (Norman and
Davis 2011) also noted that the tunable laser source was likely the primary contributor to
noise in an intensity demodulation approach.
The supposition that the tunable laser source was the primary contributor to noise
was independently validated by testing the performance of a second tunable laser source
(Keysight N7714A) available in our lab. A single FBG was used under equivalent
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mechanical excitation. The signal-to-noise ratio was calculated using the Luna 1400 and
Keysight N7714A laser sources in an otherwise equivalent equipment setup (Figure 7.5).
(The details of the FBG excitation are not relevant and omitted for clarity, since it involves
a mechanical sensor configuration developed in Chapter 10.)

(a)

(b)

(c)
Figure 7.5: (a) FBG response via Luna Phoenix 1400 laser with 10 mW output
power, and (b,c) FBG response via Keysight N7714A laser with 10 mW and 4 mW
output power, respectively
The Luna Phoenix 1400 output power was set to 10 mW; the Keysight N7744A
output power was set to 10 mW and 4 mW for two separate measurements. The SNR was
determined using the equation

SNR  20 log10

VSignal
VNoise
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(7.12)

where VSignal is the peak-to-peak signal voltage and VNoise is the RMS noise from the pretrigger region of the signal. A 3.4 dB drop in SNR can be seen from the Keysight N7714A
response. Since a change in SNR was obtained by swapping out components, it can be
concluded that the tunable laser source is the primary contributor to noise. Lowering
Keysight laser output power decreased noise levels, but not proportionally, just as for the
Luna laser. However, the signal decreased proportionally. This can be observed as a drop
in SNR between the 10 mW and 4 mW excitation as seen in Figure 7.5b and Figure 7.5c.
7.3 EXPERIMENTAL ASSESSMENT OF THE RING SENSOR – FREE CONDITIONS
7.3.1 Motivation of Free Ring Sensor Testing
Before assessing the ring sensor response to Lamb waves, the 100 kHz ring sensor
was first characterized under free boundary conditions (unbonded). This had the advantage
that it limited the number of confounding factors which may come from plate bonding such
as bonding effects, changing boundary conditions, and directional dependence. It also
allowed for a direct comparison with the simple harmonic models of the free ring
sensor. There were several goals of the free ring sensor analysis which are explored
in this section:
• Detecting the ring sensor motion via a bonded FBG
• Evaluating the ring sensor frequency response via PWAS and FBG
• Investigation into resonance effects of the ring sensor
7.3.2 Experimental Investigation of the Frequency Response
To assess the response of a ring sensor under free conditions, as well as its ability
to excite bonded sensing elements, a 100 kHz aluminum ring sensor was instrumented with
PWAS and FBG. The PWAS were bonded flush with its top and bottom flat surfaces. A
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“wrap-around” electrode type PWAS was used, where the negative electrode wraps from
the bottom to the top of the PWAS for soldering of both electrical connections to the same
PWAS face.

(a)

(b)
Figure 7.6: 100 kHz ring sensor outfitted with
PWAS on top and bottom and a side-bonded FBG
To forego the difficulty in bonding technique by threading the FBG through the
central hole, a 10 mm FBG was bonded to the side of the ring parallel to the 250 µm hole
(Figure 7.6). The FBG was 2 mm longer than the ring sensor, although this did not appear
to negatively affects its performance, possibly due to the apodized ends of the grating (no
distortions of the FBG spectrum were observed, as would be associated with a non-uniform
strain). An M-Bond 200 cyanoacrylate general purpose strain gauge adhesive from Vishay
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Precision Group (www.vpgsensors.com) was used for bonding; this had shown good
bonding characteristics, longevity, and durability in previous studies (Giurgiutiu 2014).
Two types of experiments were performed: EMIS and linear chirp. Using the EMIS
method, the electromechanical impedance of a PWAS bonded to the ring was used to detect
the structural resonances. This was done for each of the two PWAS, as seen in Figure 7.7.

(a)

(b)
Figure 7.7: (a) EMIS response of PWAS #1 showing
dominant resonances about 100 kHz, and (b) EMIS
response of PWAS #2 showing a clearer signal with
similar peaks compared to PWAS #1
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Both PWAS #1 and #2 had peaks in the EMIS spectrum at 84, 102, 109, and 119
kHz. PWAS #1 had an additional peak at 78 kHz, and registered much more noise
compared to the smooth response of PWAS #2. The additional peak may be due to
geometric asymmetry. The noise is likely due to bond quality, as in practice it was difficult
to bond the PWAS to the small flat surface of the ring sensor.
The chirp experiments were performed by exciting PWAS #2 with a linear chirp
function and sensing the response with the FBG. The linear chirp function is given by

x(t )  A cos(2 f (t )t )
f f
f (t )  1 0 t  f 0
2T

(7.13)

where A represents the voltage, T represents the time duration of the chirp signal, f0 is
the initial frequency, and f1 is the final frequency. For this experiment, a 100 ms, 50-150
kHz linear chirp was excited.
The response of the FBG and its FFT is shown is Figure 7.8. The same 102, 109,
and 119 kHz resonances are present just as in the EMIS results. However, several
resonance modes determined in the EMIS are not seen in the chirp results. This is
interpreted as the FBG not being excited by those modes. Nonetheless, as several
resonances were distinctly sensed by the FBG, this shows the ring sensor was sufficient to
excite the fiber. The multi-modal result is somewhat interesting, in that there was only one
breathing-type mode predicted in this frequency range. This indicates that other types of
motion were exciting the FBG too; thus, the ring sensor concept is not necessarily limited
to the single breathing-type mode, but other modes may be exploited as well. There is a
drawback that separate modes may respond differently to distinct guided wave modes; this
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must be counterbalanced by the benefit of a larger sensor frequency range obtained by
localization of a large number of modes in a given frequency range.

(a)

(b)
Figure 7.8: Chirp response of the ring sensor in (a) time
domain and (b) frequency domain
7.3.3 Experimental Investigation of Ring Sensor Resonance
A pitch-catch experiment was performed across the free ring sensor. PWAS #2 was
excited by a Hanning windowed tone burst, given by the equation
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1
F (t )  (1  cos(2 ft / Nb ))*sin(2 ft )
2

(7.14)

where f is the center frequency and Nb is the number of counts. The response was sensed
by the side-bonded FBG.
To assess resonance effects of the sensor, a scheme was developed where the
number of counts was varied exponentially from 1, 2, 4, etc. to 248 counts (with a few
additional data points added in the low-count range). As the number of counts increases
for a Hanning windowed tone burst, the time duration of the signal increases, and the spread
of its frequency contents about its center frequency narrows (Figure 7.9). (The center
frequency shown in the plots was not used in this experiment. It is there to demonstrate the
principle behind the experiment). In this manner, the increasing number of counts gradually
approached the nature of a continuous harmonic wave. Since a higher number of counts
leads to a narrowband excitation, the experiment was highly sensitive to the excitation
frequency. The optimal excitation frequency was identified by sweeping with a sinusoidal
excitation until a maximal amplitude response was found to within 0.1 kHz. This gave a
102.1 kHz excitation frequency, used with a 20 Vpp amplitude.
The results of this experiment can be seen in Figure 7.10. There is a linear range
where increasing count number increases the response. Later, the growth flattens out so the
signal reaches a constant value near the response to of a pure sinusoidal excitation. A timedomain interpretation of this result is that as the sensor stores more energy, more energy is
attenuated through internal damping. With short duration signals, the rate of attenuation is
negligible compared to the rate of input energy, giving the linear region. With longer
duration signals, the rate of attenuation eventually approaches equilibrium with the rate of
input energy, providing the asymptotic behavior.
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(a)

(b)

(c)

(d)

Figure 7.9: (a, c) Time and frequency domain for a three count tone burst, and (b, d)
time and frequency domain for a 64-count tone burst

Figure 7.10: Effect of number of tone burst counts
on sensor response amplitude
A second frequency-domain interpretation of this result is that the frequency
content of the signal needed to fall sufficiently close to the ring sensor’s resonance
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frequency. As the number of counts increased and the excitation frequency narrowed to the
ring sensor’s frequency, a higher amplitude was excited due to resonance amplification
effects. Likely, both interpretations should be used in tandem to explain the phenomena.
7.4 EXPERIMENTAL VALIDATION OF LAMB WAVE DETECTION
7.4.1 Motivation and Overview
The free ring sensor experiments showed the viability of FBG sensing via the ring
sensor. This was sufficient for proof of concept of the ring sensor as a resonator. The next
stage was to bond the ring sensor to a host surface for a proof of concept as a wave sensor.
Several groups of plate-bonded ring sensor experiments were performed to address the
following:
• Investigating the bonding effect on sensor resonance
• Sensing PWAS-generated Lamb waves in a pitch-catch configuration
• Sensing waveforms generated by pencil-lead-break (PLB) AE events
7.4.2 Experimental Setup
The ring sensor was tested on a 1200 mm x 900 mm x 1.2 mm aluminum 2024-T3
plate. The aluminum plate was instrumented with the following sensors and receivers (see
Figure 7.11 for a photo of the plate):
• A stainless steel 100 kHz ring sensor was bonded approximately at the plate center.
This was the same ring sensor used in the free experiments, with PWAS #1 removed
and PWAS #2 retained as it had the cleaner response
o One PWAS with a wrap-around electrode was bonded to the top of the ring
o One FBG was bonded to the side of the ring at its thickest region, parallel
to the major diameter of the ellipse
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• One PWAS receiver was bonded to the plate in the immediate proximity of the ring
• One FBG optical receiver was bonded to the plate in the immediate proximity of the
ring. The FBG sensor’s longitudinal direction was parallel to the axis of the FBG
bonded to the ring sensor
• Two PWAS transmitters were placed 150 mm away from the cluster of receivers
o One PWAS generated guided waves traveling longitudinal to the FBG axis
o One PWAS generated guided waves traveling transverse to the FBG axis
For the AE experiments, the output signals from the optical equipment were sent to
a

40

dB

preamplifier,

connected

to

a

Micro-II

Digital

AE

System

(www.physicalacoustics.com) for data acquisition.
7.4.3 Bonding Effect on Sensor Resonance
To assess the plate-bonding effect on the frequency response of the ring sensor,
EMIS and chirp experiments were performed with a plate-bonded ring sensor. The EMIS
response, shown in Figure 7.12, was measured using the PWAS bonded to the top of the
ring sensor. There are three resonances, at 83, 99, and 119 kHz. Compared to the EMIS of
the free ring sensor, the resonances are closer together. But, only three resonances rather
than the four seen in the free response. The relative amplitudes had also changed. The chirp
experiments, shown in Figure 7.13, used the ring sensor PWAS for excitation. The
experiment was performed with the ring sensor bonded to the plate; the chirp excitation
was 100 ms in duration, 50 Vpp, and 0-200 kHz. The FBG was used as a receiver. The
resonances frequencies shifted from 102, 109 and 119 kHz in the free response to 82, 99,
and 125 kHz. The relative amplitudes had also changed.
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To explain the resonance frequency shift, consider heuristically that for the same
structure, a fixed boundary condition will lower resonance frequencies compared to a free
boundary condition.

(a)

(b)
Figure 7.11: Experimental setup for plate-bonded ring sensor testing with
longitudinal and transverse PWAS 150 mm away, and a cluster of sensors for
testing
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Figure 7.12: EMIS of the stainless steel 100 kHz ring
sensor bonded to a 1.2 mm aluminum plate
Plate-bonding adds an elastic boundary condition, which lowers resonance
frequencies to a range between the free and fixed boundary conditions. In practice, the
resonance frequencies of the plate-bonded boundary condition depend on the properties of
both the sensor and the plate (e.g. density, stiffness, thickness) and are difficult to
determine a priori.

(a)

(b)

Figure 7.13: Chirp response in (a) time domain, and (b) frequency domain for the
plate-bonded stainless steel ring sensor FBG, excited by the ring sensor PWAS
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In practice, AE sensors are designed with thick structures in mind which greatly
simplifies many such factors, but the results are not directly transferrable to thin plates.
Since this research focuses on application to thin plates, sensors are designed herein for
free conditions, allowing that mechanics will ultimately depend on the host structure.
Thus, the drop from 102 to 82 kHz and 109 to 99 kHz may be attributed to platebonding. However, the increase from 119 to 125 kHz in the plate-bonded response
indicates that new modes may be present in the plate-bonded response which were not seen
in the free response.
In practice, it is difficult to determine exactly which modes of ring sensor motion
are excited. It would be more appropriate to visualize modes LDV (laser Doppler
vibrometry). However, the ring sensor proved too small for the LDV0. Instead, an FEMdriven method of assessing individual modes and resonance frequencies was chosen. Given
a multi-modal sensor response, plate-bonding introduced complicated changes which may
be different from one host structure to the next. Exploring and mitigating this effect is
explored further in Chapter 8.
7.4.4 Pitch-Catch Experiments on the Plate
Pitch-catch experiments were performed using, in turn, the longitudinal PWAS and
transverse PWAS, both 150 mm away from the collocated sensors. Waveforms were
sensed by (a) the PWAS on the plate, (b) the PWAS on the ring sensor, (c) the FBG on the
plate, and (d) the FBG on the ring sensor. The S0 and A0 Lamb wave modes were identified
using group velocity dispersion curves obtained from the DISPERSE software, matching
with the experimentally observed time of flight (Pavlakovic and Lowe 2003).
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7.4.5 Tuning Curves
Tuning curves were generated by measuring the amplitude of the received A0 wave
packet for various excitation frequencies (see Chapter 4 for further detail on PWAS tuning
principles). Here, the tuning principle was extended to assess the response of the FBG on
the plate and ring sensor as well. A sweep over a 30-150 kHz frequency range was
performed in 3 kHz increments with 20 Vpp three-count Hanning windowed tone bursts.

(a)

(b)

(c)

(d)

Figure 7.14: A0 Lamb wave mode tuning curve for (a) plate-bonded PWAS, (b) platebonded FBG, (c) ring sensor PWAS, and (d) ring sensor FBG
Figure 7.14 shows the tuning curves under longitudinal excitation with the PWAS
placed at 150 mm. with the 150 mm longitudinal PWAS. The PWAS bonded to the plate
(Figure 7.14a) experienced a maximum tuning at low frequencies (~40 and ~90 kHz) and
subsequently decays. This behavior was similar for the FBG bonded to the plate (Figure
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7.14b), which experienced a maximum at ~70 kHz and subsequently decays. The behavior
of the PWAS and FBG bonded to the ring sensor (Figure 7.14c) showed peaks around the
ring sensor’s resonance frequencies (roughly in the ~85 – 125 kHz range). The PWAS on
the ring sensor had a sharper, clearly defined peak, whereas the FBG signal has a flatter
peak spread over a wider frequency range (Figure 7.14d). The explanation is that the FBG
is sensing multiple modes, seen by rises and dips in the “flat” range, where the PWAS is
responding to only one mode, or otherwise multiple modes collocated in their frequency.
7.4.6 Mode Selectivity of the Ring Sensor
Figure 7.15 shows the response of the co-located FBG sensors, one bonded to the
plate (Figure 7.15a) and one bonded to the ring sensor (Figure 7.15b). Both signals showed
the A0 Lamb wave packet, but the signal from the plate-bonded FBG also had a strong S0
Lamb wave packet which is almost missing from signal of the ring sensor FBG.
The explanation for this difference is that the FBG bonded to the plate detects the in-plane
strain of the plate, whereas the ring sensor detects the out-of-plane motion of the plate.
Both the A0 and S0 Lamb wave modes have significant in-plane strain components in the
frequency range assessed; hence, both A0 and S0 packets are seen for the FBG bonded to
the plate. But, only the A0 mode (which resembles a flexural wave) has
significant out-of-plane motion whereas the S0 mode (which resembles an axial
wave) has little out-of-plane motion. To put this on more quantitative footing, in-plane and
out-of-plane displacement magnitude for S0 and A0 Lamb wave modes were calculated
using the Lamb wave relations from Chapter 1 (Figure 7.16). In the 100 kHz range, For the
S0 Lamb wave mode at 100 kHz, the ratio is approximately 35, indicating predominant in-
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plane motion. For the A0 Lamb wave mode at 100 kHz, the ratio is approximately 3.2,
indicating the presence of both in-plane and out-of-plane motion.

A0
S0

(a)

A0

S0

(b)
Figure 7.15: (a) Plate-bonded FBG sensing both S0 and A0
Lamb wave modes, and (b) ring sensor FBG sensing
predominantly the A0 Lamb wave mode
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(a)

(b)
Figure 7.16: Ratios between in-plane ( ux ) and out-ofplane motion ( u y ) for S0 and A0 straight-crested Lamb
wave modes in a 1 mm aluminum plate
7.4.7 Omnidirectional Sensitivity of the Ring Sensor
Recall that an FBG written into an optical fiber is nominally sensitivity only to the
strain along the longitudinal axis of the fiber. If waves travel along a plate at an angle to
the fiber, the FBG readings are affected by a trigonometric projection along the axis of the
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fiber. FBG readings from a wave traveling transverse to the fiber only occur due to a
Poisson effect.
This behavior was tested by measuring the response to 99kHz 20 Vpp 3-count
Hanning windowed tone bursts excited from two PWAS 150 mm away, one PWAS was
longitudinal and one PWAS was transverse to the axes of the FBGs. Figure 7.17 shows the
effect of waveform directionality on the sensitivity of the plate-bonded FBG and the ring
sensor-bonded FBG.

Longitudinal excitation
of FBG on plate

(a)

Transverse excitation of FBG
on plate

(b)
Transverse excitation of
FBG ring sensor

Longitudinal excitation
of FBG ring sensor

(c)

(d)

Figure 7.17: Longitudinal and transverse PWAS Hanning window tone burst 99 kHz
excitations, sensed by (a,b) plate-bonded FBG, and (c,d) ring sensor FBG
For the plate-bonded FBG, the waveform captured from longitudinal excitation
showed a much higher amplitude than the waveform from the transverse excitation. This
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is expected, as the FBG sensed only the strain component along its longitudinal axis. In
contrast to the plate-bonded FBG, the ring sensor signals in the two perpendicular
directions were only slightly different in magnitude. The amplitude decreased slightly in
the transverse direction.
7.5 RING SENSOR RESPONSE TO PENCIL LEAD BREAK EXCITATION
A series of simulated AE tests were performed on the aluminum plate. The AE
events were simulated with a 2H-hardness 0.3 mm PLB. The PLBs were applied 100 mm
away with a longitudinal transmission path with respect to the axes of the FBGs. The AE
waveforms received by the PWAS bonded to the plate and the PWAS on the ring sensor
are shown in Figure 7.18.
A clear, high-amplitude signal was received by both the PWAS on the plate and the
ring sensor. However, the waveforms were clearly distinct between the two figures. The
PWAS bonded to the ring sensor detected a much tighter AE “burst” than the PWAS
bonded to the plate. This is advantageous in processing the AE waveform. These
differences are clarified by the examination of the frequency domain spectra, where the
PWAS on the plate shows a much larger bandwidth and more low-frequency amplitude
than the PWAS on the ring sensor. In addition, high-frequency peaks were present for the
PWAS on the ring sensor which were not present for the PWAS on the plate. The
explanation for this lies in the resonant characteristics of the ring sensor which filtered out
the low-frequency part of the excitation.
If the ring sensor can be designed to detect AE events, it could potentially offer
advantages in terms of isolation from other noise sources and isolation of the FBG from
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quasi-static strain. However, further comparisons are needed, particularly in terms of
sensor sensitivity.

(a)

(b)

(c)

(d)

Figure 7.18: 100 mm longitudinal PLB sensed detected by (a,b) PWAS in the time and
frequency domain, and (c,d) ring sensor PWAS in the time and frequency domain
7.6 SUMMARY AND CONCLUSIONS
This chapter has demonstrated that a ring sensor can be used to detect the out of
plane motion of a Lamb wave with preference for a frequency as specified by design. An
FBG interrogation optical system was calibrated for absolute strain. The largest source of
optical system noise was identified as a combination of both frequency noise and intensity
noise from the tunable laser source. Both free and plate-bonded testing of the ring sensor
was performed. In the free ring sensor experiments, several resonance frequencies were
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identified around 100 the kHz design resonance through both chirp and EMIS experiments.
Chirp experiments performed with an FBG receiver demonstrated the capability of the ring
sensor to operate as a fiber-optic sensor. In plate-bonded sensor experiments, a proof of
concept was shown for the ring sensor’s use as an ultrasonic sensor, as the ring sensor could
detect Lamb waves using both its piezoelectric and fiber-optic sensing elements.
Plate-bonding of the ring sensor demonstrated a complicated change in the
resonance frequencies, with new resonance modes appearing and a drop in resonance
frequencies. Lamb wave pitch-catch testing of the plate-bonded sensor showed the ring
sensor had the following enhancements over that of a plate-bonded FBG:
• Mode selectivity: the S0 Lamb wave mode was rejected and the A0 Lamb wave mode
was sensed. This is due to the ring sensor sensitivity to out-of-plane motion much
like a typical AE sensor, in contrast to a plate-bonded FBG which is sensitive to inplane strain.
• Omnidirectionality: the ring sensor was sensitive to motion both longitudinal and
transverse to the axis of its FBG. This is highly significant, as typical FBG
applications require multiple sensors for omnidirectional sensing. The cause of the
ring sensor omnidirectionality is hypothesized as the sensitivity to out-of-plane
motion, which is converted to stretching of the FBG through ring sensor resonant
“breathing”. Regardless of orientation angle, the waves from any direction still
imparts an out-of-plane component to the base of ring sensor which is then sensed
by the FBG bonded to the ring.
• Frequency Tunability: By designing for a vibrational resonance of 100 kHz, the ring
sensor has a maximal amplitude in the 100 kHz range, although it is still able to
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sense motion outside this range. In practice, it is not necessary to exclude any
frequencies in the ultrasonic range by tuning them out mechanically, as an electrical
or digital filter can be used downstream in data acquisition system. Rather, the
resonance nature of this sensor provides indications that mechanical amplification
effects may be possible with redesign.
PLB-AE testing of the ring sensor showed a tighter burst in the time-domain which
can be advantageous for AE data acquisition. In the frequency domain, much of the lowfrequency contents of the PLB-AE were filtered out, and a resonant-type response is visible
in to the 100 kHz vicinity.
In this chapter, the ring sensor was experimentally characterized. However, due to
the small sensor size, it is currently intractable to experimentally measure the sensor
vibrational modes. This leaves room for further FEM characterization. Additionally, the
sensor has a multi-modal response which has some drawbacks because each mode responds
differently upon plate-bonding. These drawbacks must be counterbalanced against the
positive sensing characteristics of providing more resonances modes in a frequency range
of interest. These modes may reflect the effect of sensor mechanics and placement of the
PWAS and FBG on the ring sensor. This is studied further in Chapter 8. It is also apparent
from the plate-bonded ring sensor experiments that the ring sensor did not amplify the
waves to provide advantages in terms of sensitivity. This will require a redesign, which
will be the focus of Chapter 9. Finally, the rejection of low-frequency components in the
frequency response is a preliminary indication that the ring sensor may be insensitive to
quasi-static strain, which is a key factor for practical implementation. This needs to be
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followed up by wave propagation testing on a loaded specimen, which is also performed
in Chapter 9.
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CHAPTER 8
MODEL-BASED REFINEMENT OF THE RING SENSOR
8.1 MOTIVATION FOR REFINEMENT OF THE RING SENSOR
In Chapter 7, a proof of concept was demonstrated for a ring sensor which could
use FBG or PWAS sensing elements. In Lamb wave response experiments, three sensing
enhancements were demonstrated over that of a plate-bonded FBG:
•

Omnidirectionality: the capability for the ring sensor FBG to sense waves from
multiple directions, compared to surface-bonded FBG which sense the wave
component only along one axis

• Mode selectivity: the capability to reject in-plane motion and accept out-of-plane
motion. This translates into rejecting wave modes that do not have out-of-plane
motion and accepting only wave modes with substantial out-of-plane motion
• Frequency tunability: the capability to respond to a selected frequency as specified
by design
Although the sensing characteristics of the ring sensor were a positive indicator,
there were many obstacles that needed be overcome for practical application:
• The above sensing mechanisms were identified, but not well characterized, hindering
optimization and redesign.
• The frequency response was multi-modal, each mode not changing uniformly in
amplitude and frequency upon plate-bonding. It was beneficial to be able to
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understand, and possibly control factors which contribute to the sensor frequency
response.
• The frequency tunability was focused on a single-resonance approach. However, one
approach to sensor design is to localize numerous resonance modes in a desired
frequency range. The sensor modeling and characterization needed to be expanded
to a broader frequency range to complete characterization, as artificial limitation to
sensing near 100 kHz did not take full advantage of the sensor’s capabilities.
• Mechanical strain amplification via the ring sensor to its FBG sensing element had
not been demonstrated. It was helpful to identify the potential for strain
amplification at this stage to assess the potential for sensitivity optimization in a
redesign.
In this chapter, these shortcomings were addressed by modeling the ring sensor
dynamic response and enhancing FBG and PWAS placement. To this end, the three sensing
characteristics of frequency tunability, omnidirectionality, and mode selectivity were
investigated in FEM. A ring sensor with improved placement of PWAS and FBG was
designed and experimentally investigated in both free sensor experiments and plate-bonded
experiments. These served as a preliminary step for the ring sensor optimization in Chapter
9. Many of the developments of this chapter have been published in a peer-reviewed journal
article (Frankforter, Lin, and Giurgiutiu 2016).
8.2 FEM MODELING FOR SENSOR CHARACTERIZATION
8.2.1 Combined Vibration-Wave Propagation Framework for Sensor Development
A combined vibration-wave propagation modeling approach provided both
simplicity in understanding, and precision in predictive power. The wave propagation

124

modeling demonstrated the nature of the wave-sensor interaction; the vibrational modeling
helped explore and understand why the interaction occurred. A few of the advantages of
using a vibrational approach to sensor modeling and design were:
•

The resonance modes provided a basis for understanding sensor
mechanisms.

•

Undesired frequency content could be eliminated and desired frequency
content could be enhanced by exploiting mode shapes.

•

The influence that each ring sensor resonance mode exerts on its sensing
elements could be analyzed separately due to mode superposition,
simplifying the design process.

The basis for a vibrational approach was derived from modal expansion, where the
response of a linearly elastic system is represented as a linear combination of its resonance
modes (Giurgiutiu 2014). For a resonant sensor with a single-mode response, eliminating
modes under a vibrational model could be simplified to the exploitation of the nodal points
and symmetry in the mode shapes. Understanding sensor mechanisms for a singleresonance response simplified to understanding the action of a single resonance mode.
However, a vibrational model was not sufficient to capture transient phenomenon such as
interaction with a propagating Lamb wave. For the understanding of this latter
phenomenon, wave propagation models needed to be added.
8.2.2 Framework for FEM Models
3D FEM modeling was performed using ANSYS Workbench 15.0. All the models
considered in this dissertation used 3D elasticity, linear piezoelectricity when applicable,
and nonreflective boundaries (NRB) on any lateral edges of a plate. Two types of analyses

125

were used for vibration (modal analysis and harmonic analysis) and one type of analysis
was used for wave propagation (transient analysis). Convergence studies were performed
separately for the ring sensor and the plate. For the ring sensor, a sufficient number of
quadratic tetrahedral elements were used such that the highest mode shape of interest was
accurately represented. For the plate, at least ten quadratic hexahedral elements per
wavelength and six elements across the thickness were used.
The generic aluminum alloy material properties from ANSYS Workbench was used
for modeling plates and ring sensors, unless otherwise stated. The difference between
density and elastic properties in common aluminum grades were minor enough to use the
general alloy properties; this allowed the exact grade to be decided in consultation with the
university machinists to aid the prototype manufacturing process.
PWAS were represented by coupled-field elements which incorporated the linear
piezoelectric equations of Chapter 4. The PWAS polarization axis was specified as the
thickness-direction. The bottom face of the PWAS was specified as an electrical ground,
with a voltage applied at the top face of the PWAS. The PWAS material properties were
modeled as APC-850 (Gresil et al. 2012).
The bonding between the ring sensor and the plate, as well as PWAS on the plate
and ring sensor was done by contact/target element pairs. This closely approximated a
perfectly bonded condition. The FEM implementation of bonding characteristics is
nonlinear and difficult in practice to characterize, and justifies its own investigation well
outside the scope of sensor development. Rather, it should be taken as a limitation that
viscoelastic effects of the damping layer are intentionally ignored.
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Modal analysis represents the system as an eigenvalue problem under the
assumption of free harmonic motion. It was used to determine the natural frequencies and
mode shapes of a structure. This tool was used for exploration and heuristic design, such
as exploiting points of maxima and nodes of the mode shape for sensing element
localization.
Harmonic analysis assumes a harmonic forcing function and determines the steadystate response of a structure. Harmonic analysis provided responses for a frequency sweep
which allowed for analysis over a frequency band, including points of maximal amplitude.
The transient analysis assumed only linear elasticity (and coupled field
piezoelectricity, when appropriate). Thus, the transient analysis directly solved the 3D
elasticity equations of motion of a solid medium presented in Chapter 2. These equations
under stress free conditions devolve into the Rayleigh-Lamb equations and will
numerically solve for Lamb waves if a plate with stress free conditions is set up in the FEM
formulation. A numerical solution is necessary to assess the sensor mechanics, although in
practice one can use an analytical approach for the wave propagation in the plate, such as
in research by Gawronski on transducer design (Gawronski et al. 2017).
8.2.3 Nonreflective Boundaries for Wave Propagation Modeling
The presence of reflections off of free boundaries is a natural component of wave
propagation phenomenon. However, there was an impetus to reduce FEM size, as
increasing size required increased computational resources. Typically, there is a tradeoff
between increasing FEM computational time and accepting the presence of edge reflections
which cause complications in post processing and analysis of FEM wave propagation
models. One way of eliminating the edge reflections from the signal of interest is to
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increase the size of the domain such that no reflections occur within the time window under
investigation. However, the computational time of doing so makes this approach expensive
or even prohibitive. Another way to avoid edge reflections is to use nonreflective
boundaries (NRB) which absorbs edge reflections, allowing a region of a finite domain to
be modeled as infinite.
The elimination of edge reflections was done using a modified Lysmer-Kuhlemeyer
NRB method developed for Lamb waves; this method absorbs the Lamb waves at plate
free edges (Shen and Giurgiutiu 2015). Viscous damping boundaries are placed around
lateral boundaries of the plate, top, bottom, and edge-wise with damping coefficients
starting small at a distance from the edge and gradually increasing to a desired value at the
edge. These viscous boundaries were provided by one-dimensional damping elements
(implemented in ANSYS as a 1D spring-damper element with a zero spring stiffness
prescribed). The damping elements were attached to a rigid ground for each node within a
NRB region. A damping element was provided for each of three principal directions for
each node at the border between two elements.
To prevent reflections due to the discontinuity provided by the NRB itself, the NRB
must be smoothly increased. To this end, a half Hanning window function was used as
described by Shen (Shen and Giurgiutiu 2015). This prescribes the profile of the viscous
damping factor as

f ( x) 


  x 
1  cos    , x  (0,n )

2
 n  

(8.1)

The x direction here is a local coordinate, normal to the plate edge. The parameter  is the
longest wavelength under consideration. For the choice of the damping parameter  , it was
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found by Shen and Giurgiutiu (2015) that a value between 0.15 to 0.30 provided acceptable
results. At the lateral edges of the plate, f ( x)  1 was used as suggested by Lymser (1969).
To account for finite element discretization, the damping also depends on element
size. Material properties are also considered through density  , pressure wave speed cP
, and shear speed wave cS
f ( x)
( A1  A2  A3  A4 )  cP
4
f ( x)
CP 
( A1  A2  A3  A4 )  cS
4
CN 

(8.2)

The parameters Ai , i  1, 2,3, 4 are the neighboring element facet areas surrounding the
boundary node.
It was shown that this NRB method could be used for both transient and harmonic
analysis. Each provides an extremely powerful analysis tool. Using an NRB method with
a harmonic analysis, a harmonic wave in an infinite domain can be simulated in FEM and
a frequency sweep can be performed. This can give a frequency response for a given
phenomenon; from a sensor design perspective, a response in a pitch-catch configuration
can be modeled across a frequency spectrum. It can also be used to find natural frequencies
and determine calibration curves for a plate-bonded sensor, which in practice is otherwise
difficult, because without the NRB, a modal or harmonic analysis does not decouple the
sensor from the vibrational mode shapes of the plate.
This method was validated in every model in which it was used. Each time this
NRB approach was used, the results were only accepted if the maximum displacement at
any point at the edge of the plate was less than 1% of the maximum displacement at the
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beginning of the NRB region. This precluded taking the assumptions of the NRB approach
at face value, and rather required that the application was successful for each model.
8.2.4 FEM Evaluation of Vibrational Modes for Guiding Sensing Element Placement
In a modal analysis of the ring sensor under free boundary conditions, multiple
breathing-type resonance modes were present – the first harmonic at 107 kHz, for which
the ring was designed, and a second harmonic at 268 kHz (Figure 8.1). Many other modes
were identified with distinctly different shapes. There was a “shear”-type and a “torsional”type mode present near the 107 kHz resonance (Figure 8.2). These mode shapes had nodes
along certain lines of symmetry, e.g. at the central hole for the optical fiber and at the top
of the ring. This indicated that PWAS and FBG bonded along these lines of symmetry
would not detect these resonance mode’s contributions to the ring sensor dynamic
response.
A harmonic analysis was used to assess the steady-state vibrational response of the
ring sensor. Two 1 N harmonic line forces were oriented at either side of one of the flat
faces of the ring sensor, out of phase and directed parallel to the longitudinal FBG axis.
This was analogous to a pin force model, which approximates the excitation of a PWAS
bonded to the top flat surface (Giurgiutiu 2014).
To obtain a metric for frequency response of the FBG longitudinal strain, it was
assumed that (a) the FBG responded with uniform strain, and (b) it was compliant enough
to not significantly
contribute to the ring sensor’s dynamic response. Under these assumptions, the
displacements were calculated at each of the ring sensor’s holes, and then subtracted as
complex numbers to preserve relative phase information. The amplitude of this differential
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displacement was normalized by the 8 mm ring diameter to obtain a measure of strain
(Figure 8.3a).

(a)

(b)

(c)

Figure 8.1: (a) 100 kHz ring sensor, (b) fundamental breathing-type resonance
nominally at 100 kHz modeled at 107 kHz, and (c) second breathing-type harmonic
modeled at 268 kHz
As an approximation, the Von Mises strain was averaged along the top where the
PWAS was to be bonded (Figure 8.3b). Both responses, the FBG bonding location (Figure
8.3a) and the PWAS bonding location (Figure 8.3b) show a first peak at 107 kHz and a
second peak at 268 kHz. A third peak is observed on the ring sensor top face just above the
268 kHz resonance (Figure 8.3b).
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No additional modes were detected proximal to the 100 kHz resonance, compared
to the multiple additional modes observed in the proof of concept experiments in Chapter
7.

(a)

(b)

Figure 8.2: Additional (a) shear-like and (b) torsional-like ring sensor modes
near 100 kHz
From this result, it was concluded that bonding of sensors along lines of symmetry
could suppress these resonances. This had a potential benefit in terms of consistency of the
frequency spectrum, as that the relative amplitude of these modes changed in the proof of
concept experiments. By eliminating some of these modes, it was hoped that a more
consistent response may be obtained between rebonding and between specimens. The
downside of eliminating them is that these modes would otherwise positively contribute to
the ring sensor’s amplitude. However, from Figure 8.1c, the higher amplitude second
harmonic of the fundamental breathing-type mode is a maximum at the FBG hole,
counteracting this effect.
To provide a more consistent frequency response, it was decided that the lines of
symmetry should be exploited for the bonding of the PWAS and FBG. In the 0-300 kHz
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frequency range assessed here, the presence or lack of the modes eliminated by exploitation
of symmetry would not change the frequency response in a qualitative way.

(a)

(b)
Figure 8.3: Harmonic response of the ring sensor to
antisymmetric line force excitations via (a) nominal FBG
strain calculated via differential displacement of the two
ring sensor FBG holes, and (b) Von Mises strain at the top
of the ring sensor
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This is because the modes which were eliminated were near the fundamental resonance
and would only serve to modifying the sensitivity in this range. Comparatively more
important, there was still a large gap between approximately 100-268 kHz where a gap
would be present in the ring sensor response.
8.2.5 FEM Evaluation of Broadband Ring Sensor Characteristics
To assess the potential for the ring sensor as a broadband ultrasonic sensor, a
harmonic analysis was performed over a 0-1000 kHz frequency range. A 1 N out-of-plane
harmonic force was distributed along the ring sensor’s flat base. The average displacement
was calculated on the curved face of the 0.25 mm FBG hole (only the longitudinal
component was calculated – along what would be the FBG longitudinal axis). Two models
were assessed, one for an aluminum 100 kHz ring sensor (Figure 8.4a), and one for a
stainless steel 100 kHz ring sensor (Figure 8.4b).
It is notable that there were peaks at the same resonance frequencies for each sensor.
Not only that, but the relative amplitude and shape of each of the peaks were preserved.
This was because even though the density and elastic modulus were substantially different
between the aluminum and stainless steel, the wave speeds given by c  E /  were
nearly the same.
As can be observed in Figure 8.4, there were several closely spaced resonance peaks
across the 100-1000 kHz sensing frequency range. The closely spaced nature of the
resonance peaks indicated a strong potential for the ring sensor use as a broadband sensor,
and needed further experimental confirmation.
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Figure 8.4: (a) Aluminum and (b) stainless steel broadband
frequency response of the 100 kHz aluminum and stainless steel
ring sensors
In this context, the utility of the frequency tunability feature of the 100 kHz ring
sensor was actually the delineation of the lowest operating frequency just below 100 kHz
where the fundamental resonance decayed. It should also be noticed that there were no
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low-frequency resonance peaks, which may indicate insensitivity of the FBG to quasi-static
strain. There was also a significant gap between 100 and 268 kHz with no resonance
present; in this range, the roll off of the nearest two resonances may not merge, and a sharp
drop might be seen in that portion of the ring sensor’s frequency response.
In these models, no material damping was used. This means that the exact
amplitude of frequency peaks, particularly the sharp fundamental frequency, is not entirely
accurate; this does not negatively affect the assessment because only the presence and
shape of resonance peaks are considered. This would not be affected much by small
amounts of material damping. This was noted for the assessments in later chapters where
a constant modal damping value was introduced for calculability of resonance peak
amplitudes.
8.2.6 FEM Evaluation of Ring Sensor Mode Selectivity
To assess the mode selectivity of the ring sensor, a transient analysis of the ring
sensor response to a Lamb wave was performed by modeling a ring sensor bonded to a 1.2
mm-thick aluminum plate. To excite only the S0 or A0 mode, a pair of 1 N peak-to-peak
3-count tone bursts were placed at a pair of top/bottom nodes across the thickness of the
plate. These excitations were positioned 10 mm away from the center of the ring sensor
base. By applying the excitations in phase, only the S0 wave mode was excited. By
applying the excitations 180° out of phase, only the A0 wave mode was excited. The center
frequency of the tone burst was lowered to 92 kHz, as the fundamental frequency of the
ring sensor was lowered to this frequency due to plate-bonding effects described in Section
8.2.3 (the new ring sensor resonance frequency was found using a harmonic model with
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NRBs). At the given frequency-thickness product, no higher order Lamb wave modes were
excited in the plate. An NRB was placed on the plate to absorb edge reflections.
Figure 8.5 shows a sequence of events as a Lamb wave travels toward the ring
sensor and interacts with it. As see in Figure 8.5a, the S0 mode excited shear-type
resonance motion in the ring sensor which exists at a frequency close to that of to the
breathing-type mode. The two holes of the ring sensor were almost entirely in-phase and
would not substantially excite an FBG stretched across them. A node is also present at the
top of the ring sensor such that a PWAS bonded to the top of it would sense no significant
strain component.
Also seen in Figure 8.5b, the A0 mode excited both the shear-type motion and
breathing-type motion. The component from the breathing-type motion excited the two
holes of the ring sensor almost entirely out-of-phase to substantially excite the FBG.
Although shear-type motion is present, it may be considered a superposition onto the
breathing-type mode and does not substantially affect the response.
8.2.7 FEM evaluation of the potential for ring sensor mechanical amplification
The antisymmetric excitation model from section 8.2.6 was used to assess the ring
sensor potential for mechanical amplification. A measure of ring sensor FBG strain in
response to an A0 Lamb wave mode was calculated via differential displacement of the
two holes in the ring sensor; this was compared to the surface strain at a location collocated
with the ring sensor in a plate model that did not have the ring sensor, but was otherwise
identical. The component of the surface strain longitudinal to the propagation path was
used for comparison so it would reflect the strain observed by a plate-bonded FBG.
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Figure 8.5: Mode selectivity feature of the ring sensor in capturing transient Lamb
waves via (a) response to an incident S0 Lamb wave mode, and (b) response to an
incident A0 Lamb wave mode
Seen in Figure 8.6, a larger strain was predicted by the FBG on the ring sensor,
compared to the strain component available to the FBG on the plate. This result did not
necessarily reflect what would be seen in experiment; the viscoelastic effect of the bonding
layer is omitted in favor of modeling contact as a perfectly bonded sensor. Rather, it serves
as baseline to indicate that theoretically a higher strain could be sensed using this ring
sensor.
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(a)

(b)

Figure 8.6: (a) Strain of a centrally-bonded FBG on a ring sensor shows a
theoretical amplification over (b) longitudinal surface strain detectable by FBG at
the same sensing location in a separate plate model
8.2.8 FEM evaluation of the ring sensor omnidirectionality
Assessment of the ring sensor directional response followed the same
antisymmetric Lamb wave transient model from section 8.2.6. In each of seven models, the
ring sensor was located 10 mm away from the excitation on the A0 Lamb wave mode. The
ring sensor was rotated in place from 0° to 90° in 15° increments. The differential
displacement between the two holes was used to calculate the strain sensed by the FBG.
The predicted variation in maximum strain with incident angle was shown in Figure 8.7.
There was a harmonic nature to the variation in amplitude with angle of excitation, shifted
upwards by a constant. The mechanism of the ring sensor omnidirectionality was derived
from the vibrational model, specifically looking at the base motion of the breathing-type
mode. The out-of-plane excitation provided by the A0 Lamb wave mode was not
directionally dependent, and therefore the ring sensor responds to it omnidirectionally. The
in-plane sensitivity was larger along the FBG longitudinal axis rather than transverse to it.
This provided the cosinusoidal-like shape to the motion. A likely explanation for the degree
of the directional dependence is the finite transducer aperture effect. Because the sensor
base was rectangular, rather than circular, the path length of the incident wave was a
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function of orientation angle. Along the ring sensor FBG longitudinal axis, the width of the
base is approximately 2.8 mm; along the transverse axis, the depth is 6.0 mm.

Figure 8.7: Ring sensor directional dependence.
The ring sensor shows a cosinusoidal-like
directional dependence, shifted upwards by a
constant
This could be compared with the wavelength of an A0 Lamb wave mode in an
aluminum 2024-T3 plate (Figure 8.8, obtained via the Disperse software phase velocity
dispersion curve). If the ring sensor is bonded to a 1 mm plate, the wavelength of the A0
mode is approximately 9.5 mm at 100 kHz. This is significantly larger than the 2.8 mm
path, but only slightly longer than the transverse 6.0 mm ring sensor path, which has the
potential to cause a drop in amplitude due to the finite transducer aperture effect. The plate
used in this study was 1.2 mm-thick instead of 1.0 mm, so the exact A0 mode wavelength
was slightly different, but the effects were qualitatively the same.
The longitudinal and transverse components of the directional response were
reproducible by experiment. In terms of ultrasonic and AE sensors which commonly
measure sensitivity in decibels, the directional dependence of the response had only a 1.9
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dB drop. Since response within 3 dB variation is often used to describe a nominally flat
frequency response for AE sensors, this level of directional dependence was acceptable.
8.2.9 FEM Evaluation of Plate Thickness Effects
Although plate-bonding effects on the sensor have been observed, there were
considerations that the sensor may perform differently for different plate thicknesses. This
is particularly of note because calibration methods for AE sensors typically have been
limited for Rayleigh waves in thick plates, and are nontransferable to Lamb waves in thin
plates. As the frequency-thickness product increased with increasing plate thickness,
parameters such as wave velocity, wavelength, and wave mode shape change. Also for
thicker plates, a lower sensor response is expected for a given excitation, since the energy
is present throughout the thickness and less energy is available at the sensor base.
A full study would require addressing effect of plate thickness on sensor frequency,
wavelength, and sensitivity. To limit the complexity, only the effect of plate thickness on
sensor sensitivity was assessed. This is not entirely without limitations; for example, the
influence of bonded sensor on the plate mechanics is significant for the thinner plates
assessed here. As far as wavelength considerations in a 1 mm plate, the A0 mode
wavelength is approximately 9.5 mm at 100 kHz (Figure 8.8). This is sufficiently larger
than the ring sensor base along the longitudinal axis of the fiber (approximately 2.8 mm).
As plate thickness increases, the wavelength decreases such that it is closer to the width of
the sensor base. At the wavelength to sensor length ratio decreases, finite transducer effects
should become apparent.
Noting these limitations, an FEM study of plate thickness effect on sensitivity was
performed using the transient analysis approach from Section 8.2.3. Two symmetric 1 N
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3-count Hanning window point forces 10 mm away were used to excite an A0 Lamb wave
mode across a plate to the ring sensor.
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Figure 8.8: Wavelength of S0 and A0 Lamb wave modes for a 1 mm thick Aluminum
2024-T3 Plate
Three plate thicknesses were assessed: 1.2 mm, 3.0 mm, and 5.0 mm. The tone burst center
frequency was set at the nominal 100 kHz resonance frequency of the ring sensor to
intentionally omit the effect of changing sensor resonance. Since the tone burst had a
frequency spread about its center frequency, overlap of the excitation frequency with the
sensor resonance was expected.
Table 8.1: Ratio of sensor response to base displacement across plate thicknesses
Plate
thickness, mm

Differential
displacement
between ring
sensor holes, nm

Peak-to-peak out-ofplane sensor base
displacement, nm

Normalized sensor
response: (Differential
displacement) / (peak-topeak base displacement)

1.2
3.0
5.0

7.60
4.90
3.27

5.41
3.22
2.21

1.40
1.52
1.48
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The out-of-plane displacement was obtained on a single node on the plate which
joined the center of the ring sensor base. The average longitudinal displacement was
obtained for the nodes inside both ring sensor FBG holes and, as a simplifying
approximation, the maximum/minimum displacement between the two holes was
subtracted assuming the two holes were moving completely out-of-phase.
The results, shown in Table 8.1, indicate that for a given excitation, out-of-plane
surface displacement input to the ring sensor decreased with increasing plate thickness.
However, the ratio between the base displacement and the sensor differential displacement
remained nearly constant. It was surprising to get this consistent of a result due to the
simplicity of the model and the simplifying assumptions made. Extension of this
preliminary study may be useful for transitioning the sensor to different plate thicknesses.
8.2.10 Refinement of Sensing Elements on the Ring Sensor
From Section 8.2.4, it was noted that it is in theory possible to eliminate certain
resonance modes to provide a more consistent ring sensor response. The best prospect was
to exploit lines of symmetry and nodes of the resonance modes identified in the modal
analysis. The FBG placement through the central hole was directly along a line of
symmetry for each of these nodes.
It was not as clear that PWAS placement symmetrically across a line of symmetry
would be sufficient to eliminate extraneous modes. However, it was possible that placing
the PWAS symmetrically about vibrational nodes could be sufficient. To explore this, a
coupled field FEM analysis was performed with a PWAS flush to the top of a ring sensor
under free boundary conditions.
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An FEM harmonic analysis was performed with a 1 V excitation on the top of the
PWAS, and the bottom of the PWAS grounded. Using this approach, the effect of the
PWAS could be assessed directly in FEM. The frequency response was sensed via
differential displacement at the center holes for the FBG. As shown in Figure 8.9a, a single
resonance response was obtained via a PWAS bonded flush with the top flat surface. This
indicates that this was the ideal configuration for PWAS placement. However, a flush
PWAS configuration was used in Chapter 7 and elicited multiple spurious resonance modes
under experimental investigation. This was explained by the use of the “wrap-around”
PWAS electrode, where the bottom electrode wrapped around to a portion of the top PWAS
face. This caused a non-symmetric strain along the ring sensor top surface, which was then
able to excite and receive these additional modes.
Following this line of thought, a second coupled field FEM model was developed
with a PWAS overhanging by 1 mm, which would also generate a non-symmetric strain.
It could also be experimentally validated. As shown in Figure 8.9b, this predicted two
spurious modes which would be sensed by a centrally-bonded FBG (again, by subtracting
the complex displacement of the two FBG holes, followed by calculating the magnitude).

(a)

(b)

Figure 8.9: FEM simulation of ring sensor frequency response with (a) PWAS
flush with the top surface, and (b) PWAS overhanging by 1 mm
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8.3 EXPERIMENTAL STUDIES TO TEST SENSING ELEMENT IMPROVEMENT
Sensing element configuration was assessed in two experiments by testing different
FBG and PWAS configurations. The previous ring sensor configuration, as well as these
new ones are shown in Figure 8.10. The same optical equipment used in Chapter 7 was
used for these experiments with one exception; the old photodetector was replaced with a
new one (New Focus 2053). The photodetector had an adjustable gain and built-in band
pass filter which was convenient for this study. The band pass filter was set to 1-1000 kHz,
and the gain was set to 30 times.
Overhanging PWAS

Side-bonded FBG

(a)

Centrally-bonded FBG

(b)

Symmetric
PWAS

Centrally-bonded
FBG
(c)
Figure 8.10 (a) Previous ring sensor configuration with a wrap-around electrode and a
side-bonded FBG, (b) overhanging PWAS configuration with two FBG locations for
comparison, and (c) ring sensor with flush PWAS and top/bottom electrodes flush with
PWAS surface
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In the first experiment, an FBG was threaded centrally through the holes of a
stainless steel ring sensor and then bonded in place (Figure 8.11c). This was compared to
an FBG bonded to the side of the ring sensor (Figure 8.11a,b). Two PWAS were bonded
to the ring sensor, left overhanging by approximately 1 mm. These PWAS did not have a
wrap-around electrode, and instead the PWAS electrodes were flush with their top and
bottom faces. A 50 Vpp 50-150 kHz linear chirp excitation was performed by one of the
PWAS. As seen in Figure 8.11a, the side-bonded FBG sensed multiple modes about 100
kHz. For the centrally-bonded FBG (Figure 8.11b), a single dominant resonance mode was
present.
The same chirp experiment was performed over a larger 0-1000 kHz frequency
range, transmitted from the overhanging PWAS and received by the centrally-bonded FBG
(Figure 8.12). The ring sensor has a second harmonic at approximately 270 kHz with many
closely spaced higher harmonics above 270 kHz. This is comparable to the FEM harmonic
analysis from Section 8.2.5. This is further indication that the ring sensor may operate in a
broadband frequency range.
In a second experiment, a PWAS with top/bottom electrodes was bonded flush with
the top flat surface of an aluminum ring sensor. Since the bottom electrode could not be
directly wired to a ground, conductive epoxy (CircuitWorks® CW2400) was used to bond
a ground wire directly to the ring sensor. An EMIS experiment was performed to assess
the interaction of this PWAS with the ring sensor. The response, seen in Figure 8.11c,
showed only a single resonance peak.
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Figure 8.11: (a) Side-bonded FBG 50-150 kHz chirp response, (b) centrally-bonded
FBG 50-150 kHz chirp response, and (c) flush top/bottom PWAS EMIS

(a)

(b)

Figure 8.12 Chirp excitation of the 100 kHz aluminum ring sensor across
a 0-1000 kHz frequency range, (a) time-domain response, and (b)
frequency domain response
From these experiments, we concluded that a centrally bonded FBG was insensitive
to the additional resonance modes near 100 kHz, but can still sense the fundamental ~100
kHz resonance. Additionally, a PWAS with flush top/bottom electrodes did not sense or
receive spurious modes if it is flush with the top face of the ring sensor. Thus, this
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PWAS/FBG sensing element configuration was taken to be the ideal candidate, and this
aluminum ring sensor was used for Lamb wave sensing experiments.
8.4 LAMB WAVE EXPERIMENTS WITH REFINED SENSOR CONFIGURATION
8.4.1 Experimental Setup
The aluminum ring sensor with central FBG and top/bottom electrode PWAS was
bonded to the same 1200 mm x 900 mm x 1.2 mm 2024-T3 aluminum plate as used in the
Lamb experiments of Chapter 7 (Figure 8.13). The aluminum ring sensor was placed next
to the stainless steel ring sensor during this comparison. The same plate-bonded
experiments performed in Chapter 7 were performed again:
•

Pitch-catch at the ring sensor’s resonance frequency from PWAS 150 mm away.
Propagation paths both longitudinal and transverse to the FBG axes were tested

•

Tuning curves across the 50-150 kHz frequency range with both longitudinal and
transverse propagation paths

•

PLB-AE from 100 mm away with both longitudinal and transverse propagation
paths.
In addition, the response to an impact via a steel ball drop was tested. Resonance

amplification of a Lamb wave was also assessed with the same Hanning windows tone
burst count variation scheme as Chapter 7; however, in this case it was performed for the
plate-bonded aluminum ring sensor rather than a free ring sensor.
For this set of experiments, soft modeling clay was placed around the testing area
for wave absorption. In the work of Poddar (Poddar and Giurgiutiu 2015), the use of this
clay was capable of completely dampening out edge reflections, even on a significantly
thicker 4.86 mm thickness aluminum specimen. The damping of edge reflections prevented
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the development of standing modes during long-duration high-count tone burst and
sinusoidal excitations. The clay was added to both the front and back sides of the plate, and
only one reflection was observed, with a 96% reduction in amplitude compared to the first
waveform arrival. This was sufficient to prevent the development of plate vibrational
modes.

(a)

(b)

Figure 8.13: Plate used in ring sensor Lamb wave experiments showing (a) testing
area surrounded by wave absorbing clay, and (b) close-up of aluminum (front) a
stainless steel (back) ring sensors
8.4.2 Tuning Curves and Pitch-Catch Response
To measure tuning curves, a series of 20 Vpp 3-count Hanning windowed tone
bursts was excited from the longitudinal and transverse 150 mm distance PWAS. Tuning
curves for the PWAS on the plate, PWAS on the aluminum ring sensor, and FBG on the
aluminum ring sensor are shown in Figure 8.14. The tuning curves were measured for the
A0 Lamb wave mode. For amplitude measurements, the envelope was calculated via the
magnitude of the signal’s Hilbert transform and the maximum value of the envelope was
used for each point of the tuning curve. This gave a more accurate response than calculating
peak value; using this envelope approach made the amplitude result insensitive to
waveform phase variations.
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Comparing the tuning curves of the FBG on the ring sensor (Figure 8.14e,f) to the
same results in Chapter 7, we note that the current curves are smoother with significantly
less signal scatter. This was attributed to the change to the new photodetector which now
filters out the low frequency noise below 1 kHz.

(a)

(b)

(c)

(d)

(e)

(f)

Figure 8.14: A0 mode tuning curves for (a, b) longitudinal and transverse
propagation to plate-bonded PWAS, (c, d) longitudinal and transverse
propagation to aluminum ring sensor PWAS, and (e, f) Longitudinal and
transverse propagation to the aluminum ring sensor FBG
The PWAS on the ring sensor (Figure 8.14c,d) and FBG on the ring sensor (Figure
8.14e,f) had similar shapes in their tuning curves. Contrasting with the multiple resonances
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observed on the stainless steel ring sensor with a side-bonded FBG and wrap-around
PWAS, described previously, we note that a single peak was observed for the centrallybonded FBG and flush top/bottom PWAS. This was in line with what was seen from the
free ring sensor experiments. By way of comparison, the tuning curves for a plate-bonded
PWAS are shown in Figure 8.14a,b.
Interestingly, the resonance frequency of the aluminum ring dropped from
approximately 102.5 kHz to 82.1 kHz. This drop was larger than seen for the stainless steel
ring sensor. One explanation is that this was caused by the decreased stiffness and density
of the aluminum, i.e. a lighter compliant sensor may be more significantly affected by
constraint to a plate of a given flexural rigidity and thickness.
The ring sensor FBG tuning curve was not symmetric about its fundamental
resonance frequency. Rather, the drop off was shallower in the higher frequency range.
This is due to a contribution from the ring sensor’s second harmonic.
Individual pitch-catch signals excited at by the longitudinal and transverse PWAS
at 75 kHz and sensed by the FBG on the aluminum ring sensor are shown in Figure 8.15c,d.
These were compared to the stainless steel ring sensor FBG response excited at 99 kHz
(Figure 8.15a,b). The aluminum ring sensor signal was significantly clearer, largely due to
the use of the filtering out of low frequency noise below 1 kHz and high frequency noise
above 1000 kHz.
8.4.3 Experimental Assessment of the FBG Ring Sensor for Strain Amplification
A resonance scheme was used in Chapter 7 to show that increasing tone burst
counts caused the ring sensor response to approach its harmonic response. This experiment
was performed here again, this time for a plate-bonded sensor. At first, this experiment was
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done without the use of the wave absorbing clay, and no distinguishable trends could be
seen. This was due to the presence of a standing wave on the plate, where the sensor
response was influenced by its position relative to plate standing modes rather than
reflecting the intrinsic sensor response. The addition of soft modeling clay prevented edge
reflections sufficient for use of long-duration waves and harmonic waves.

(a)

(b)

(c)

(d)

Figure 8.15: Longitudinal and transverse pitch-catch results for FBG on (a,b)
a stainless steel ring sensor and (c,d) an aluminum ring sensor
In this case, just as in the tone burst count sweep experiments of Chapter 7, the
resonance peak was found within 0.1 kHz by manually tuning the frequency of a sinusoidal
excitation. The peak amplitude was additionally confirmed with a 3-count tone burst to
negate any concerns that the sinusoidal excitation might cause a small degree of vibrational
excitation. An 82.1 kHz center frequency 20 Vpp Hanning windowed tone burst was excited
from the 150 mm longitudinal PWAS, with counts increasing from 1 to 128 by powers of
2 (a few additional counts were added manually to fill in the low count range). The peak-
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to-peak amplitude of the A0 Lamb wave mode was calculated for the FBG on the plate and
the FBG on the aluminum ring sensor, shown in Figure 8.16.
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Figure 8.16: Tone burst count sweep experiment to
assess the potential for resonance amplification via the
fundamental resonance mode
When this experiment was performed using wave absorbing clay, the same trend
seen in the free ring sensor resonance experiments was observed. With increasing counts,
both the FBG on the plate and the FBG on the ring sensor approached the value of its
harmonic response. The ring sensor FBG detected roughly a 20% higher strain associated
with the A0 mode than the plate-bonded FBG. Comparing this to other sensor
configurations in Chapter 6, this is in line with what has been seen in the literature. The
mobile sensor head of Tsuada (2010) reported similar qualitative sensing enhancements as
the ring sensor, but reported a 6 dB drop in SNR. In this sense, the detection of higher strain
levels than a surface-bonded FBG is a positive effect, even though the increase is small.
This result must be interpreted carefully. The ring sensor FBG detected a higher
strain from the A0 Lamb wave mode than the surface-bonded FBG. However, it was likely
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due to the difference in sensing mechanism between the two sensors. The surface-bonded
FBG was sensitive to in-plane surface strain; the ring sensor FBG was sensitive to out-ofplane motion (e.g. displacement), and that motion was detected by its conversion to its
elongation by the ring FBG. As shown in Chapter 7, at 100 kHz in a 1.2 mm aluminum
plate, the straight-crested A0 mode out-of-plane displacement was approximately 3 times
higher than the in-plane displacement. This indicated that the ring sensor may just have
sensed a higher amplitude because its sensing mechanism interacts better with the A0
mode, and not that it was amplifying the strain delivered to the FBG.
8.4.4 Pencil-Lead-Break Acoustic Emission Experiments
A series of PLB-AE tests were performed on the aluminum plate. The PLB-AE
events were simulated by breaking 2H-hardness 0.3 mm lead on the front surface of the
plate. PLBs were applied 100 mm away with both longitudinal and transverse transmission
paths with respect to the axes of the FBGs. Figure 8.17 shows the waveforms and frequency
spectra for longitudinal excitation of the plate-mounted FBG, longitudinal excitation of the
aluminum ring sensor FBG, and transverse excitation of the aluminum ring sensor FBG.
Since the FBG is a broadband sensor, its response showed that the PLB excited
predominantly in the 0-250 kHz frequency range, with the amplitude diminishing sharply
with increased frequency (Figure 8.17b).
The frequency response of the FBG on the aluminum ring sensor (Figure 8.17d,f)
had two resonance peaks – one at 77 kHz and a second at 270 kHz. These two peaks were
also seen in the transverse ring sensor response. It is interesting to note that the 2nd
harmonic experienced more directional dependence, dropping off more sharply in the
transverse direction (Figure 8.17f). This can be explained by observing the mode shapes of
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the 1st and 2nd resonance in Figure 8.1. The 2nd resonance mode shape has a depthdependence to it, with two nodes at the edges in the depth direction. This alters how it
interacted with waves with wavelength along the sensor transverse direction.

(a)

(b)

(c)

(d)

(e)

(f)
Figure 8.17: Response to 100 mm PLB-AE via (a, b) plate-bonded FBG
longitudinal time and frequency response, (c, d) aluminum ring sensor FBG
longitudinal time and frequency response, and (e, f) aluminum ring sensor
FBG transverse time and frequency response
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8.4.5 Impact Experiments
The ring sensor capability to sense impact events was assessed by dropping a 160
mg steel ball from a height of 100 mm 8.18. Impact locations were 100 mm away from
the ring sensor, longitudinal with respect to the axes of the FBGs.
The response of the PWAS on the plate, the PWAS on the stainless steel sensor,
the PWAS on the aluminum ring sensor, and the FBG on the aluminum ring sensor can be
seen in Figure 8.18.
The PWAS showed on the plate (Figure 8.18b) the steel ball excited approximately in the
0-130 kHz range with the amplitude dropping off sharply at higher frequencies. Multiple
peaks were seen for the stainless steel ring sensor near 100 kHz, and multiple in the 230270 kHz range (Figure 8.18d). Both the PWAS and FBG on the aluminum ring has a peak
at 77 kHz, although with a broader frequency spread about this peak (Figure 8.18f,h). A
second peak can be seen at 270 kHz. The aluminum ring sensor has a distinctly less noisy
response than the stainless steel ring sensor.
8.5 SUMMARY AND CONCLUSIONS
In Chapter 7, it was shown experimentally that the ring sensor had three
enhancements over plate-bonded FBGs: omnidirectionality, mode selectivity, and
frequency tunability. In this chapter, a series of FEM models were performed to explore
these enhancements.
These included modal, harmonic, and transient analysis approaches using 3D
elasticity and linear piezoelectricity. Both free boundary condition models and plate
models were performed. The plate model used an NRB approach to simulate infinite plate
conditions, thus using reduced computational resources.
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Figure 8.18: 100 mm longitudinal steel ball impact time and frequency
response detected via (a, b) plate-bonded PWAS, (c, d) stainless steel ring
sensor PWAS, (e, f) aluminum ring sensor PWAS, and (g, h) aluminum ring
sensor FBG
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Several conclusions can be drawn from the FEM studies:
•

In FEM harmonic analysis, the ring sensor FBG responded in a broadband manner.
Thus, the frequency tunability feature based on the ring sensor fundamental
resonance was found to be too simplistic. Rather, the frequency tunability of the
fundamental resonance specified the lowest operating frequency of the ring sensor.

•

Transient FEM analysis demonstrated that it is theoretically possible for the ring
sensor’s FBG to detect a higher strain associated with the A0 Lamb wave mode
than a plate-bonded FBG.

•

In a plate thickness effect FEM analysis, the predicted ratio between FBG strain
and out-of-plane sensor base displacement was constant across multiple plate
thicknesses.

•

An improved configuration consisting of a centrally-bonded FBG and a PWAS
flush with the ring sensor top face resulted in a clear ring sensor configuration that
had only one dominant resonance frequency near 100 kHz.
In free ring sensor and plate-bonded ring sensor experiments, the following

observations were made:
•

A side-bonded FBG, a wrap-around electrode PWAS, and an overhanging PWAS
had additional resonance modes near 100 kHz. A centrally bonded FBG and a flush
top/bottom PWAS grounded by conductive epoxy had only a single resonance
mode.

•

A chirp excitation performed over a 0-1000 kHz range experimentally confirmed
that the free ring sensor had many closely spaced resonances across a broad
frequency range, indicating a potential wideband response.
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•

Tuning curves showed a single-mode response of the plate-bonded aluminum ring
sensor with the improved FBG and PWAS configuration.

•

A resonance experiment with varying Hanning window tone burst counts showed
that compared to a plate-bonded FBG, the ring sensor FBG detected a larger
component of strain associated with the A0 Lamb wave mode.

•

The aluminum ring sensor specimen responded well for both PLB-AE and impact
passive sensing. The first two resonance modes identified in the free ring sensor
testing were apparent. Other resonances were outside the frequency range
predominantly excited by the PLB-AE and impacts.
From this work, three areas of improvement were found which require further

analysis and redesign. First, the ring sensor should mechanically amplify the strain sensed
by its FBG sensing element. This required an optimization for sensor amplitude. Second,
there were limitations observed with the size of the sensor base relative to the wavelength
of the A0 Lamb wave mode. It was beneficial to miniaturize the sensor to mitigate this
effect by reducing the size of its base. Third, the potential for a broadband response was
observed in free ring sensor experiments, but still needs to be demonstrated in plate-bonded
experiments. These limitations are addressed in Chapter 9.
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CHAPTER 9
DESIGN OPTIMIZATION AND EVALUATION OF THE RING SENSOR
9.1 MOTIVATION FOR RING SENSOR REDESIGN
The ring sensor studied in Chapters 7 and 8 showed beneficial improvements over
a plate-bonded FBG. A slightly higher A0 Lamb wave mode amplitude was sensed by the
ring sensor FBG compared to a plate-bonded FBG. This compared well with other FBG
mechanical sensing configurations in the literature, as seen in Chapter 6. Thus, there were
indications that a redesign with an emphasis on maximizing sensitivity may be fruitful.
Concurrently, it was considered beneficial to reduce the size of the ring sensor.
Although the ring sensor was currently 8 mm in diameter, comparable in size of the
smallest AE sensors on the market, the form factor of the sensor mechanical host is
unappealing for use of this sensor in a permanently bonded configuration. Miniaturization
also reduces the size of the sensor base and then possibly mitigates the finite transducer
aperture effect. This miniature was attained through FEM optimization.
After miniaturization of the ring sensor, the frequency response, Lamb wave
detection SNR performance, insensitivity to quasi-static strain, and waveform capture
during structural loading were performed.
9.2 DESIGN OPTIMIZATION OF THE RING SENSOR
The ring sensor was optimized in ANSYS Workbench 15.0. For this work, the
ANSYS DesignXplorer toolbox was used as it has built-in optimization features which

160

integrates directly with its FEM models. Features of the ring sensor geometry were used as
parameters, and bounds were assigned to delineate a design space. Since FEM models were
created automatically in the design space, the meshing was done automatically by ANSYS,
with a specified number of elements across the wall thickness (Figure 9.1b). The initial
model, three random intermediate models, and the final model all passed convergence
checks.
The optimization scheme had the following steps:
1. Geometric features were identified for sensitivity analysis
2. The results of the sensitivity analysis were used to for creation of a response surface
for visualization of the design space
3. A goal-driven direction optimization algorithm was used to identify optimized
design candidates. Then, the geometry of the best performing candidate was
modified for manufacturability and reassessed in FEM
9.2.1 Model Setup, Input Parameters, and Optimization Goals
A harmonic analysis was performed, with the mode proximal to 100 kHz (the
breathing-type mode) amplitude and frequency tracked. For loading, a harmonic 1 N
distributed force was applied to the flat face of the ring sensor in an out-of-plane direction
(Figure 9.1a). Since there was only one mode proximal to 100 kHz, with higher harmonics
not occurring until ~270 kHz, the mode was tracked by specifying a window between 50200 kHz and then tracking the peak amplitude and frequency within the region. To widen
the peak resonance amplitude to make calculations repeatable, a nominal 1% modal
damping ratio was added to all modes. If no damping is used, the response amplitude at a
resonance peak depends heavily on the frequency discretization. The aluminum material
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properties used were density    kg/m3 , elastic modulus E  71GPa , and Poisson
ratio    .
A cluster algorithm was used which added more points around peaks in the
frequency spectrum so the resonance frequency and amplitude could be accurately
represented.

(a)

(b)

Figure 9.1: (a) 1 N distributed harmonic out-of-plane load applied at the base of the
ring sensor, and (b) example mesh from sensitivity analysis and goal driven
optimization
With each harmonic analysis, a modal analysis was performed and first resonance
frequency compared with the harmonic analysis to ensure the correct mode was being used
for the design.
The input parameters and bounds for the model were the following geometric
features:
1.

The outer diameter

2. The major diameter of the ellipse
3. The minor diameter of the ellipse
4. The “height” of the flat faces (distance from the line of symmetry)
5. The depth of the ring sensor
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The optimization had three goals:
1. Maintain a target resonance frequency between 90 – 110 kHz
2. Maximize the amplitude of the dominant frequency’s response
3. Reduce the outer diameter of the ring sensor
In the harmonic model, the average deformation along the entire curved face of the
right FBG hole was used to determine the frequency and amplitude. The deformation was
taken to be along the longitudinal axis where an FBG would be bonded (along the axis of
the two ring sensor holes).
9.2.2 Sensitivity Analysis of the Ring Resonator
Two separate sensitivity analyses were performed, as new information was gleaned
from the first analysis which warranted redefining the analysis method and input
parameters. The sensitivity analyses were performed using the ANSYS Workbench
Parameters Correlation toolbox.
For the first sensitivity analysis, only the major axis, minor axis, depth, and flat
height were assessed. The outer diameter was omitted in the sensitivity analysis and fixed
at a value of 8.00 mm, as it was known that the resonance frequency would increase with
reduced outer diameter; this initial line of thinking was incomplete, as the relation with
amplitude was not well known. However, this approach was still able to gather information
about the response to the other parameters. 10 FEM models were run for each parameter.
The sensitivity analysis was performed by holding the other parameters constant and
varying one parameter at a time in a round robin fashion.
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Scatter plots of the effect of each input parameter on frequency and amplitude as
shown in Figure 9.2 and Figure 9.3, respectively. The effect of the input parameters on
resonance frequency and amplitude are as follows:
•

Depth: Frequency and amplitude are constant above a threshold value. This is
interpreted as the ring responding in plane strain conditions.

•

Flat height: Apparent quadratic relation with frequency and amplitude. Flat height
had minimal effects on frequency, and a larger effect on amplitude.

•

The ellipse major and minor diameters: Strong inverse linear proportionality with
frequency. Correlated with amplitude, but with a higher variance.

(a)

(b)

(c)

(d)

Figure 9.2: Effect of (a) ellipse major diameter, (b) ellipse minor diameter, (c)
ring depth, and (d) flat height on 1st resonance frequency
The most interesting result was that the ellipse major and minor diameters had an
almost equivalent effect on both frequency and amplitude. Because of this, the two
parameters could be set equal and merged into a single parameter, given by the “wall
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thickness” of the ring. There is a considerable manufacturing advantage to this, as a ring
with a circular hole would not require costlier EDM processing like the ring with an
elliptical hole.
The amplitude and frequency had a significant response to the flat height, but the
relationship was roughly quadratic within the range assessed. This indicated that it should
be used as a design parameter in later studies. Since the depth had no effect on frequency
or amplitude beyond a certain threshold, the depth was maintained beyond that threshold
in the optimization stage.

(a)

(b)

(c)

(d)

Figure 9.3: Effect of (a) ellipse major diameter, (b) ellipse minor diameter, (c)
ring depth, and (d) flat height on 1st resonance amplitude
Upon gaining more experience and further reading of standard methods for
performing sensitivity analyses, the sensitivity analysis approach was updated. Instead of
varying each parameter individually, the parameters were varied simultaneously using a
standard design of experiment (DOE) approach. This allows the relative strength of each
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input parameter on the outputs to be observed, as its trends must be able to be seen through
random noise of the other variables changing. This also helps ensure that the trends
observed in the sensitivity analysis are independent of a fixed region in the design space,
but rather tend to hold true over the entire design space. The result of the circularity of the
ring sensor hole was maintained. All indications still pointed to the capability for the
circular hole to provide a sufficiently strong response, and it was more important to remove
the constraint that the ellipse had on manufacturing a miniature sensor.
For a second sensitivity analysis, the ANSYS built-in optimal space filling design
method was used; this method uses a Latin Hypercube sampling method (i.e. a Monte Carlo
sampling method with no repeated points) and then post processes it to maximize the
distance between input parameters. The geometric parameters were the ring diameter, wall
thickness, flat height, and depth. Again the 1st resonance frequency and amplitude used as
output parameters, with the rest of the FEM harmonic analysis kept the same. In the
parametric study, 100 FEM analyses were performed. A sketch of the ring with relevant
parameters is given in Figure 9.4. Figure 9.5 shows the Spearman correlation coefficient
values (sensitivities) between each input and output. The Spearman, rather than the Pearson
correlation coefficient was used because it is more general. It quantifies monotonic
relationships rather than just linear ones. Note that Spearman correlation coefficients below
0.25 are considered non-significant and not given a heigh on the graph.
The amplitude was found to be inversely correlated with wall thickness, and the
other parameters had a negligible effect on amplitude. The ring diameter and flat height
were negatively correlated with frequency, and the wall thickness was positively correlated
with frequency.
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Figure 9.4: Sketch of ring sensor geometric
parameters

Figure 9.5: Spearmen correlation coefficients (sensitivities) between ring
sensor geometric features and 1st resonance frequency and amplitude
Because of these correlations, a general design rule for optimizing amplitude while
maintaining frequency was as follows:
1. Reduce the ring diameter and the wall thickness simultaneously. These
counteracted each other’s effect on resonance frequency, while a lower wall
thickness increased the amplitude
2. Factor the flat height into the optimization algorithm, as it had a nonmonotonic relationship with amplitude
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3. Maintain the ring depth such that plane strain conditions are met (in the
region where there is no relationship between ring depth and the 1st
resonance frequency parameters). The ring depth and flat height ultimately
factored bonding considerations into account as well.
Because of the counteracting tendencies of ring diameter and wall thickness,
tradeoffs between amplitude and size criterion are not necessary (e.g. multi-objective
optimization with weighted goals). Rather, maximizing amplitude will jointly minimize
the size of the ring sensor.
9.2.3 Goal Driven Optimization
Based on the results of the sensitivity analysis, a goal-driven optimization was
performed using the built-in ANSYS multi-objective genetic algorithm (this algorithm
functioned well even though there was only a single objective). The ring diameter, wall
thickness, and flat height were used as input parameters. The depth was maintained
constant at 4.00 mm, as this was well within the plane-strain region for depth invariance of
1st resonance frequency and amplitude. The 1st resonance frequency was constrained
between 90-110 kHz, with a nominal target frequency of 100 kHz. The single goal was the
maximization of the longitudinal displacement for the ring FBG hole. There is an inherent
supposition that maximization of the FBG hole displacement for the fundamental
resonance mode would transfer to other resonance modes as well.
Observing the output of the optimization algorithm, it became readily apparent that
the maximal amplitude occurred at the minimum bound of the outer diameter, with a wall
thickness sufficiently tuned to reach the 100 kHz target frequency. Based on the
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optimization with a lower outer diameter bound of 3.75 mm, the following “optimized”
geometry was found:
•

Outer Diameter: 3.75 mm

•

Wall Thickness: 0.485 mm

•

Flat Height: 1.70 mm

•

Depth: 3.75 mm (manually matched to outer diameter)

•

FBG Hole: 0.25 mm (size of the optical fiber)
A frequency sweep of the displacement of the FBG hole and the harmonic response

at the 1st resonance frequency is given in Figure 9.6. To obtain rounded values, slight
modifications were made from the original geometry, although the frequency (100 kHz)
and amplitude of the response was not significantly changed.
It is important to note that the outer diameter was pushed to the lower bound of the
design range, indicating that this is not a true optimum. Lowering the bound on the outer
diameter could be used to generate a more optimized response. However, the restrictions
become those of manufacturability. A smaller sensor could produce a more sensitive
response, but would require precision manufacturing. In this current design, tolerances
were on the order of 0.05 mm to maintain the frequency of the first resonance.
9.2.4 Sensor Prototyping with Geometry Modified for Manufacturing
To aid manufacturing, a commercially available piece of aluminum 6061 tubing
was used. A piece of tubing was found at 0.125’’ (3.1* mm) outer diameter, with a 0.014’’
(3.56 mm) wall thickness. Since the wall thickness was quite small, half of the wall
thickness was removed, providing a compromise between structural strength,
manufacturability, and resonance frequency.
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•

(a)

•

•

(b)

•
Figure 9.6: Harmonic response of a 3.75 mm outer diameter ring sensor
design, shown as (a) harmonic frequency sweep, and (b) resonant
response at 100 kHz
A drawing of the modified ring sensor geometry is given in Figure 9.7. This final

design also provided significant weight reductions over that of the original 8 mm aluminum
ring sensor prototype (576 mg original, versus 23.9 mg miniaturized). The estimated
resonance frequency was 102 kHz, very close to the 100 kHz target resonance. The motion
at the fundamental 100 kHz resonance can be seen in Figure 9.8; the general breathingtype characteristic of the mode is still preserved. The harmonic response predicted that the
amplitude of the modified ring sensor was 1.62 times larger than the optimization at the
lower end of the bounds in Section 9.2.3.
This was attributed to a further reduction in wall thickness and outer diameter of
the ring sensor. There were issues with manufacturability at small sizes. For example, the
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new design of the ring sensor had a wall thickness of 0.36 mm. A  0.05 tolerance is 
13.9% of the thickness, representing a significant error in resonance frequency.

Figure 9.7: Geometry of a miniature 100 kHz ring sensor
Further amplitude and miniaturization optimization has a tradeoff of either higher
variance in target frequency or the requirement for more expensive precision
manufacturing methods. One workaround may be to design a fundamental resonance
significantly lower than 100 kHz,
since the fundamental resonance only delineates the lower bound of the sensing
frequency range. However, this kind of approach has drawback in terms of variability of
sensor performance.
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Figure 9.8: Harmonic response to
out-of-plane motion at 100 kHz
for a 3.2 mm outer diameter ring
sensor design
9.3 EVALUATING THE OPTIMIZED RING RESONATOR
9.3.1 Miniature 100 kHz Ring Sensor Prototyping
Prototyping was done in the University of South Carolina mechanical engineering
machine shop. First, the inner diameter and wall thickness of the tubing were first measured
to ensure they met specifications (Figure 9.9a). Next, a fixture was created with a channel
that would snugly fit the tubing (Figure 9.9b). The fixture could be set in a vice to hold the
tubing in place without permanently deforming the tubing. An aluminum rod was lathed to
fit inside the tubing to reinforce the structure during machining. A vertical mill was used
to make multiple passes along the top and bottom of the tubing until the flat height criteria
was met. For the vertical mill pass over the second flat face, the tubing was aligned by
pressing the flat milled surface against the bottom of the fixture channel. A 0.3 mm drill
bit was used to create a series of holes along the side of the tubing. A horizontal mill with
a thin cutting blade was used to cut the tubing between each hole to create multiple ring
sensors in parallel (Figure 9.9c).
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(a)

(b)

(c)
Figure 9.9: (a) Thicker stainless steel tubing for prototype practice and
aluminum tubing for prototyping, (b) aluminum tubing with flat faces milled
and FBG holes drilled, and (c) final ring sensor prototypes
Since manual alignment of the ring sensor inside the fixture was difficult when a
second round of prototyping was needed, a rotatable fixture with an internally threaded
protrusion the size of the ring sensor was made. A screw was used to hold an unfinished
ring in place for milling and drilling operations. Manufactured in this fashion, material and
labor costs for a small batch order of 10 miniature ring sensors was approximately $150,
including fixture creation. This makes this design very cost efficient.
9.3.2 Microscopic Geometry Measurements
Visual geometry measurements of one of the miniature ring sensor prototypes were
made using a light microscope (Figure 9.10). The measurements were as follows:
•

Outer diameter: 3.17 mm
173

•

Inner diameter: 2.49 mm

•

Ring depth: 3.13 mm

•

FBG hole diameter: 0.33 mm

•

Flat face length: 1.63 mm and 1.30 mm

(a)

(b)

(c)

(d)

(e)

Figure 9.10: Miniature 100 kHz microscopic geometry measurements for (a) inner
and outer diameter, (b) angle between the two flat faces, (c) ring depth, hole size,
and hole placement, and (d, e) top and bottom flat surfaces
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The inner and outer diameter were within specification. The ring depth was smaller
than specified; however, this parameter only affects bonding considerations and finite
transducer aperture effects, so this was considered acceptable. The height to the flat faces
was out of specification due to the difficulty in machining such small features. A 2% offset
in the angle between the two flat faces was observed, showing they were not entirely in
alignment. This batch of ring sensors was self-manufactured in the machine shop; the
second batch of ring sensors with a rotatable fixture had tighter tolerances, although these
were not used until the calibration experiments in Chapter 11.
Because the prototype suffered issues with precision, the actual measured geometry
was fed back into an FEM harmonic analysis to evaluate departures from desired
conditions. The predicted harmonic response under ideal dimensions was compared to the
predicted harmonic response of the ring sensor with measured geometry (Figure 9.11). The
response at the 1st resonance is similar, although some asymmetry about the horizontal
plane is seen for the FEM with the measured dimensions. There is a drop in the 1st
resonance frequency prediction from 102 to 87 kHz. It is likely that the major factor
contributing to this was the allowable tolerance in diameter and wall thickness, although
the precision of the flat faces also plays a role. Further investigation would be needed to
assess the influence of geometric tolerances on resonance frequency. Ultimately, a
predicted resonance frequency at 87 kHz was acceptable for this prototype.
9.3.3 Material and Size Assessment
The effect of elastic modulus, density, and a scaling factor were assessed in FEM
using the prototyped miniature ring sensor design as a basis. The scaling factor was created
by multiplying each of the dimensions of the prototyped ring by a constant, except for the
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FBG hole diameter which was maintained at 0.25 mm. Parametric sweeps of each of the
three parameters was performed while holding the other two parameters constant.

(a)

(b)

(c)
Figure 9.11 FEM modal and harmonic analyses of ring sensor with
dimensions back-substituted from microscopic measurements
The results can be seen in Figure 9.12. With curve fitting, it can be shown that

f 

E



and f 

1
S

1.008

where f is the natural frequency in kHz, E is the elastic

modulus,  is the density, and S is the scaling factor. The exponent on the scaling factor
differs from unity because the size of the FBG hole was held constant. These two simple
relations can be used as simple design guidelines for material selection and sensor sizing.
Designs can quickly be made for different frequencies using these guidelines. For example,
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a 200 kHz resonance frequency for an aluminum ring sensor is predicted with a scaling
factor of 0.52 (1.625 mm outer diameter).

(a)

(b)

(c)
Figure 9.12: Effect of material properties and scaling factor on first ring sensor resonance
frequency
In practice, the acoustic impedance should also be considered when switching
materials. So far, when using aluminum, the acoustic impedance was matched with the host
structure (although the effect of the bonding layer may somewhat mitigate this). If maximal
transfer to a PWAS is necessary, the use of a brass ring sensor with an impedance matching
layer at the sensor base may be helpful.
9.3.4 Frequency Response of the Ring Sensor
An aluminum miniature ring 100 kHz sensor was instrumented with a top/bottom
electrode PWAS and an optical fiber with a 3 mm length FBG (Figure 9.13). The
cyanoacrylate adhesive for the FBG was dispensed by a micropipette placed on the outer
surface of the ring sensor. The optical fiber was bonded to one side at a time. When the
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FBG was bonded on the second side of the ring sensor, a small pretension was applied by
hand and held throughout the curing.

(a)

(b)

Figure 9.13: Miniature ring sensor and original 100 kHz ring sensor comparison
and instrumentation
The EMIS, chirp, and pitch-catch responses were assessed for the free ring sensor.
The plots for each can be seen in Figure 9.14 alongside the same experiments performed
on the 8.00 mm diameter (old) aluminum ring sensor. The EMIS showed a fundamental
resonance at 83.5 kHz, slightly lower than the 87 kHz resonance frequency predicted by
the FEM updated with microscopic dimension measurements from Section 9.3.2. It is
hypothesized that at this small sensor size, the presence of the PWAS was sufficient to
additionally drop the resonance frequency. The chirp excitation was 0-200 kHz, 0-50 Vpp.
The response shows 3 distinct peaks – the cause of the two additional peaks is
unclear. The pitch-catch excitation was performed at the sensor resonance frequency of
83.5 kHz, showing a clear transient response without excessive ringing.
The ring sensor was bonded to a 1.2 mm thick aluminum 2024-T3 plate, and the chirp
experiment was repeated. The resonance frequency dropped from 83.5 kHz to 52.2 kHz.
This was attributed to the change in boundary conditions from bonding of the ring sensor.
This effect was also observed in the original ring sensor prototype in Chapter 7, but to a
lesser degree. If future miniature ring sensors are prototyped, it may be useful to increase
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the resonance frequency to values at least in the range of 150 kHz, accounting for a drop
in resonance frequency with bonding.

0.8
0.7

Admittance, mS

0.6
0.5
0.4
0.3
0.2
0.1
0
50

(a)

100

Frequency, kHz

150

(b)

(c)

(d)

(e)

(f)

Figure 9.14 Electromechanical admittance of the (a) 8.0 and (b) 3.2 mm ring sensors,
chirp response of the (c) 8.0 and (d) 3.2 mm ring sensors, and pitch-catch response of the
(e) 8.0 and (f) 3.2 mm ring sensors, respectively
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However, the drop in resonance frequency to 52.2 kHz does not cause major problems in
sensor operation. A lower bound to the sensor response near 50 kHz is suitable for AE
detection, particularly if the sensor responds in a broadband manner.
9.3.5 Lamb Wave Pitch-Catch Experiments
The miniature 100 kHz ring sensor was bonded to the 1.2 mm thick aluminum
2024-T3 plate setup from Chapters 7 and Chapters 8, allowing direct comparison to the 8
mm ring sensor prototype (Figure 9.15). The experimental setup is as follows:
•

PWAS transmitters were located 150 mm away from the cluster of receivers, wave
transmission paths longitudinal and transverse to each FBG axis

•

A plate-bonded PWAS, plate-bonded FBG, 8 mm aluminum ring sensor (original
prototype), and 3.18 mm aluminum ring sensor (optimized design) were bonded to
the plate. Both ring sensors were outfitted with PWAS and FBG.

Figure 9.15: Sensor cluster for sensor
evaluation via Lamb wave testing
Tuning curves from both longitudinal and transverse excitations were assessed for
original ring sensor and the optimized ring sensor. To determine if the sensors would
exhibit a broadband response in Lamb wave experiments, a series of 20 Vpp 3-count

180

Hanning windowed tone bursts were excited, ranging from 3-600 kHz in 3 kHz increments.
The longitudinal and transverse tuning curves for each ring sensor can be seen in Figure
9.16. The miniature ring sensor had a fundamental resonance at 52.2 kHz, a second
resonance in the 120 kHz range, and a third resonance in approximately in the 380 kHz
range. The original ring sensor prototype had multiple resonances about to 100 kHz and a
higher harmonic in approximately the 350 kHz range.

(a)

(b)

(c)

(d)
Figure 9.16 Longitudinal tuning curves of (a) the original ring sensor and
(b) the miniature mm ring sensor, and transverse tuning curves of the (c)
original ring sensor and (d) the miniature ring sensor
Comparing the tuning curves of the 8 mm aluminum ring sensor in Figure 9.16 to

those produced in Chapter 8, we notice that the data points are now more scattered. This is
because these tuning curves were taken without any averaging to reduce noise. Another
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notable difference is a second resonance peak in the original 8 mm ring sensor tuning curve
near 100 kHz. This may be due to a rebonding that was performed for this sensor.
For the miniature 3.2 mm ring sensor, although the fundamental resonance
frequency is somewhat low, there is a non-negligible response at all frequencies across the
0-600 kHz range. It is also notable that the tuning curves of the miniature ring sensor are
much smoother. This is due to the miniature ring sensor’s higher signal-to noise ratio,
which can be seen in an individual pitch-catch measurement.
The transverse response of the 3 mm ring sensor was much smaller than the
longitudinal response. This was surprising since the reduction in sensor size should have
reduced the finite transducer thickness effect, particularly at the fundamental resonance
where the wavelength is significantly longer than the length of the sensor in any direction.
This was not due to in-plane sensitivity, as no presence of the S0 Lamb wave mode was
observed in the ring sensor response. The second harmonic was also more pronounced in
the transverse excitation. These effects may warrant further theoretical investigation.
The tuning curves of Figure 9.16 have an artificially induced appearance of a
wideband-type response. This can be seen by contrasting them with the chirp response of
the free ring sensors from Chapter 8 which has numerous closely spaced resonance modes.
This is because in the chirp, frequency components are directly calculated via FFT (or in
the time-domain, the response has the same shape as the FFT). In contrast, each frequency
data point in a tuning curve contains a significant portion of energy from a nearby
frequency range. The bandwidth is inversely proportional to the time-duration of the signal
(Giurgiutiu 2014); increasing the number of tone burst counts decreases the bandwidth,
and increasing the excitation frequency increase the bandwidth. Therefore, each data point
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in the tens of kHz averages frequency content in a local neighborhood that is tens of kHz
wide. It becomes more predominant in the higher frequency ranges, where frequency
content from a region hundreds of kHz wide is averaged to obtain a single nominal
frequency point of a tuning curve.
This indicates that, although a tuning curve approach can identify the ring sensor’s
wideband characteristics, it is not able to assess the granularity of the frequency response.
This is corrected in the calibration experiments of Chapter 11.
9.3.6 Pitch-Catch Experiment and Miniature Ring Sensor Fundamental Resonance
The performance of the miniature ring sensor was assessed at its resonance
frequency. A 20 Vpp 3-count Hanning windowed tone burst was transmitted by the 150 mm
longitudinal PWAS at 52.2 kHz. No signal averaging was performed to assist in measuring
an accurate assessment of sensor signal-to-noise ratio. The PWAS on the plate, the FBG
on the plate, and the FBG on the miniature ring sensor were used as receivers. The response
of each sensor is shown in Figure 9.17. The FBG on the miniature ring sensor had a visibly
higher SNR compared to the other two sensors.
9.3.7 Testing for FBG Buckling in a Two-Point Bonding Configuration
One concern about the use of a two-point bonding FBG technique was that it may
buckle in compression, or otherwise exhibit nonequivalent FBG response in tension and
compression. To assess this, the pitch-catch was repeated, with the PWAS excited with the
negative of the tone burst. This caused the flipping of the compression and tension in the
propagating wave, ring sensor, and optical fiber. The response of the FBG on the miniature
ring sensor to both waveforms is shown in Figure 9.18. When the excitation was inverted,
the response was inverted without any phase shifts, loss in amplitude, etc. This indicated
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that the optical fiber did not suffer from buckling or nonequivalent tension and compression
response. This may be due to the pretension applied. It was also possible that longitudinal
waves propagate down the fiber, and even if the fiber can buckle, it was not a concern from
a wave propagation perspective.

(a)

(b)

(c)
Figure 9.17: A high SNR is observed for sensors responding to a 150 mm PWAS
excitation for (a) the miniature mm ring sensor FBG, as compared to (b) the platebonded FBG and (c) the plate-bonded PWAS response
9.3.8 Pencil-Lead-Break Response
PLB-AE events were excited using 0.5 mm 2H lead, 100 mm away from the sensor
cluster in the longitudinal direction. The response of each sensor can be seen in Figure
9.19. The PWAS had an initial high frequency burst, followed by a low-frequency flexural
component commonly seen in PLB on plate faces (caused by a release in downwards
pressure). The FBG on the plate sensed primarily in the low frequency range, below 200

184

kHz, and had a small flexural component. It had a visibly low SNR, and several noise peaks
are apparent in the frequency domain. The FBG on the 8 mm ring sensor had a number of
peaks near 80 and 260-350 kHz. The FBG on the miniature ring sensor had one sharp
resonance at approximately 50 kHz, with other peaks approximately at 200 and 390 kHz.

Figure 9.18: No difference in miniature ring sensor
FBG tension/compression behavior was observed
when comparing two Hanning windowed tone burst
excitations, one the negative of the other
The miniature ring sensor filtered out the flexural component of the AE event (Figure
9.19g,h), where the other sensors, even the original mm ring sensor, did not. The SNR of
the miniature ring sensor was also much higher than the other sensors. This is quantified
in Section 9.4.
9.3.9 Lumped Parameter Model of the Ring Sensor
The response of the ring sensor near its fundamental resonance frequency is wellcharacterized by a 1 DoF model of a mass-spring-damper. Initially, the purpose was to add
damping. Although later comparisons found the degree of ringing comparable to a
commercially available R15α AE sensor in a Lamb wave response on a 1 mm plate.
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a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

Figure 9.19: longitudinal PLB-AE waveforms sensed by (a, b) PWAS on the plate,
(c, d) FBG on the plate, (e, f) original ring sensor FBG, and (g, h) miniature ring
sensor FBG
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Perhaps more pertinently, the sensitivity advantages of the ring sensor are important for
improving the sensitivity limitations of the FBG, and these improvements would be
mitigated by added damping.
The choice was to maintain the ring sensor as a resonant sensor to maintain
improved sensitivity (refer the review of AE sensors in Chapter 4 for further detail on
resonant versus broadband AE sensor design concepts).
The 1 DoF lumped parameter model is useful for understanding ring sensor
characteristics, particularly near its fundamental resonance frequency. Most notably, it
permits experimental measurement of the modal damping ratio. The model used was

x  20 x  02 x  F (t )
where

(9.1)

x is the ring sensor response. Nominally in a 1 DoF mass-spring damper model, x

would be displacement, although it is normalized for comparison with voltage in
experiments. The parameters  , 0 , and F (t ) are the modal damping ratio, natural
frequency, and forcing function, respectively. The input damping ratio was obtained using
the logarithmic decrement approach:

1
n

  ln

x(t )
1
,  
x(t  nT )
1  (2   2

(9.2)

where x(t ) is the amplitude of a given local peak, and x(t  nT ) is the amplitude of a peak

n periods

T away. Approximations for the damping ratio were used by calculating the

damping ratio estimates associated with an initial peak n  0 and subsequent peaks
n  1, 2,... . It was found that using peaks too close to the peak associated with the

maximum response caused high discrepancies between damping ratio estimates. When
referencing each damping ratio estimate to the 6th peak after the initial maximum, the
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variance was low. The average of the estimates until signal decay was used to calculate the
damping ratio. It was found to be    which is rather high if aluminum alloy and
fused silica are to be considered. The high degree of damping most likely comes from the
cyanoacrylate adhesive used to bond the FBG and PWAS to the ring sensor, and the sensor
to the plate. It is also generally observed with commercial AE sensors bonding decreases
the amount of ringing (i.e. increases modal damping).
The excitation frequency was 52.2 kHz with a 3-count Hanning window tone burst
input given by
F (t ) 

1
(1  cos(2 ft / Nb )) *sin(2 ft )
2

(9.3)

where Nb is the number of counts. The analytical response was calculated by taking the
multiplying the transfer function of (9.1) in the Laplace domain by the Laplace transform
of (9.3). This was followed by taking the inverse Laplace transform. The excitation
frequency f was set to 52.2 kHz to match the pitch-catch experiment shown in Figure
9.17. The natural frequency was modified by trial and error to be 53.0 kHz to best match
the analytical and experimental signals. A normalized comparison between the
experimental and analytical signals is shown in Figure 9.20. The two waveforms match
very well, particularly since the dispersion effects of the Lamb wave along the 150 mm
propagation path were not taken into consideration.
This model does not account for the directional dependence of the ring sensor
response, although a directional correction factor could be incorporated into it.
Additionally, it only models the ring sensor’s fundamental resonance and does not account
for its higher harmonics. It provides a simplified basis for ring sensor conceptualization;
for example, in the 1 DoF model, reducing stiffness increases the value of the forcing
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function (in the forced mass-spring damper model, the forcing function is stiffnessnormalized). The stiffness parameter is related to the ring sensor wall thickness. To
maintain a given resonance frequency, the mass, i.e. the ring outer diameter must be
reduced. This gives an intuitive means for understanding why miniaturization combined
with reducing wall thickness increased the sensor response.

Figure 9.20: Normalized 1-DoF system response of the
ring sensor and comparison to experimental 3-count
Hanning windowed tone burst A0 mode response
9.4 QUANTITATIVE ASSESSMENT OF RING SENSOR NOISE
9.4.1 Signal-to-Noise Ratio for Characterizing Noise Levels
The SNR is a simple and useful way of obtaining a characterization of sensor
amplitude. Sensitivity characterization (sensor output per unit input motion) does not
entirely account for the sensor performance as noise sources can dominate even for a highsensitivity sensing configuration. For example, using an intensity modulation approach, a
pi-FBG has a much higher sensitivity than a standard FBG. However, when the tunable
laser source noise is the dominant noise source, the noise increases proportionately with
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sensitivity as shown in Chapter 7. In this case the SNR would show no change in
performance, whereas increasing sensitivity values would not correlate to improved
sensing capabilities.
Sensor resolution is another useful metric. It is defined as the smallest amplitude
(e.g. strain) that the sensor can resolve. This is commonly taken as the amplitude which
produces a SNR of 1.
The SNR is the ratio of signal power to noise power, i.e.

SNR 

PSignal
PNoise

V

  Signal 
 VNoise 

2

(9.4)

where P represents power and V represents voltage. The voltage ratio holds true if the
signal and noise are calculated across the same impedance. SNR can also be defined in
decibels, as
P
10 log10  Signal
 PNoise


 VSignal 
  20 log10 


 VNoise 

(9.5)

Although not difficult, care must be taken to accurately represent the SNR in a
repeatable manner. The difficulty comes in defining the signal and noise amplitude.
Different definitions are admissible. For the signal voltage one can use maximum absolute
value of voltage, peak-to-peak voltage, height of the signal envelope, etc. For noise voltage,
RMS voltage is commonly used, although peak to peak noise has been used. The vertical
distance, in dB, between the noise floor and the largest peak in the frequency spectrum has
even been used. None of these approaches are inappropriate if they are properly defined.
However, frequently SNR calculations are given in sensor literature without context, which
makes replicating them unfeasible. For SNR calculations in this research, the signal is taken
as the full peak-to-peak of the signal, and the noise is taken as the RMS of the noise. The
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noise is calculated from the pre-trigger region of the signal prior to arrival of the first
waveform.
9.4.2 Effect of Bandwidth Reduction on Noise Levels
As seen in Chapters 5 and 6, it is common to represent sensitivity and resolution
normalized by a Bandwidth factor. This is because in the presence of white noise, noise
levels per unit

Hz are constant. Because of this, noise levels can be measured over a

smaller bandwidth, e.g. through digital or analog filtering. An experiment was performed
to verify this effect for our optical system. The optical system was powered at 10 mW
excitation, reflecting off the half-maximum point of an FBG in the absence of an excitation
signal. The Thorlabs PDA10CF photodetector was used to convert the optical power to
voltage, and the oscilloscope was AC coupled to detect the AC component of the noise.
The sampling rate was set to 12.5 MHz. At lower sampling frequency, the noise level varied
with sampling frequency. A 12.5 MHz sampling rate was high enough that the noise level
did not significantly vary with changes in sampling rate. A noise sample of 200 µs of noise
was captured. The signal and its single-sided amplitude spectrum in the frequency domain
can be seen in Figure 9.21a,b.
A MATLAB program for a 3rd order Butterworth band pass filter with a variable
bandwidth and center frequency was created. A Monte Carlo simulation was performed
where the bandwidth and center frequency were randomly chosen within a uniform
probability distribution. The filter with each given bandwidth and center frequency was
applied to the noise capture, and the RMS value of the noise was calculated. Figure 9.21c
shows the relationship between

Bandwidth

and RMS noise voltage. A highly linear

191

relationship ( r 2  99.9 ) between the two demonstrates the capability to reduce noise levels
by reducing the bandwidth of data acquisition.
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Figure 9.21: (a,b) Time and frequency optical system noise, and (c) effect of sensing
bandwidth on optical system noise
The reduction of noise levels with reduced sampling bandwidth is a feature that
should be implemented when sensing occurs in a pre-established and narrowband
frequency range. When mechanical amplification occurs within a limited frequency range,
an analog or digital filter can be used to improve sensor resolution and SNR.
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Applying this principle to the PLB-AE signals, a 3rd order Butterworth 20-80 kHz
band pass filter was applied to the pitch-catch response of the FBG on the 3.2 mm ring
sensor (Figure 9.22). A large reduction in noise was seen with little reduction in signal
amplitude. This is because this response is dominated by the ring sensor’s fundamental
resonance.
The PLB-AE waveforms from Figure 9.19 were also filtered. The filtered
waveforms are shown in Figure 9.23. The noise was reduced for all four signals. For the
PWAS on the plate and the FBG on the plate, the signal amplitude was also reduced as the
frequency response was more broadband. For the FBG on the 8 mm ring sensor (Figure
9.23c), the signal amplitude was slightly reduced, which can be attributed to filtering out
the sensor’s second resonance. For the FBG on the miniature mm ring sensor (Figure
9.23d), the reduction in signal amplitude was quite small.

(a)

(b)

Figure 9.22: Effect of filtering on the miniature ring sensor FBG pitch-catch
response, (a) raw signal and (b) filtered signal
9.4.3 Pitch-Catch and Pencil-Lead-Break Signal-to-Noise Ratio Calculations
The SNR was calculated for the pitch-catch and PLB experiments from Section
9.3.4, as well as the filtered signals from Section 9.4.2. Table 9.1 shows signal, noise, and
SNR calculations for the pitch-catch excitations. Both the filtered and unfiltered waveform
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for the FBG on the 3.2 mm ring sensor were used. The FBG on the 3.2 mm ring sensor had
an SNR 19.2 dB higher than the plate-bonded PWAS, and 14.1 dB higher than the platebonded FBG.

(a)

(b)

(c)

(d)z

Figure 9.23: Filtered PLB-AE responses for (a) PWAS on the plate, (b) FBG on the
plate, (c) FBG on the 8 mm ring, and (d) FBG on the 3.2 mm ring.
Table 9.1: Signal, noise, SNR, and SNRdB for longitudinal pitch-catch waveforms
Sensor

Peak-to-Peak
Signal, mV

RMS Noise,
mV

SNR

SNR, dB

PWAS on Plate

24.3

1.32

338

25.3

FBG on Plate

49.9

1.50

1,108

30.4

FBG on 3.2 mm
Ring (unfiltered)

81.9

0.49

28,173

44.5

FBG on 3.2 mm
ring, (filtered)

79.42

0.11

568,671

115.1
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This is significant enough that it can be attributed to mechanical strain amplification via
the ring sensor. When the band pass filter was applied, the filtered signal has an SNR which
is 70.6 dB higher than the unfiltered signal.
Table 9.2 shows signal, noise, and SNR calculations for the PLB-AE excitations.
For the PLB-AE excitation of the PWAS, the peak-to-peak signal was taken only from the
initial burst, and this is closer to the burst-type AE received during damage-induced AE
experiments. The FBG on the 3.2 mm ring sensor had SNRs 22.1 dB, 11.9 dB, and 14.5
dB higher than the PWAS on the plate, FBG on the plate, and FBG on the 8 mm ring sensor,
respectively. The performance was better for the PLB-AE than for the pitch-catch
excitation. This was surprising, as the PLB-AE was a broadband excitation. One possible
explanation for this behavior was that the time duration of the PLB-AE is longer, such that
more mechanical amplification occurs due to ring sensor resonance effects.
Table 9.2: Signal, noise, SNR, and SNRdB for longitudinal unfiltered PLB-AE
Sensor

Peak-to-Peak
Signal, mV

RMS
Noise, mV

SNR

SNR, dB

PWAS on Plate

54.4

3.30

272

24.4

FBG on Plate

98.9

1.84

2,894

34.6

FBG on 8.0 mm Ring

31.4

0.78

1,590

32.0

FBG on 3.2 mm Ring

203.7

0.95

45,173

46.5

Table 9.3 shows signal, noise, and SNR calculations for the filtered PLB-AE
excitations. Gains in SNR from filtering were significant, with increases of 56.0 dB (platePWAS), 59.6 (plate-FBG), 57.2 dB (8 mm ring-FBG), and 67 dB (3 mm ring-FBG). The
FBG on the 3.2 mm ring sensor had the highest gain in performance with filtering, as its
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response is dominated by the fundamental resonance, where the other sensors detected
more broadband frequency content.
Table 9.3: Signal, noise, SNR, and SNRdB for longitudinal filtered PLB-AE
Sensor

Peak-to-Peak
Signal, mV

RMS
Noise, mV

SNR

SNR, dB

PWAS on Plate

50.8

0.50

10,495

80.4

FBG on Plate

48.7

0.21

51,520

94.2

FBG on 8.0 mm Ring

18.4

0.11

28,913

89.2

FBG on 3.2 mm Ring

189.4

0.28

471,447

113.5

With filtering applied, the FBG on the 3.2 mm ring sensor response was 19.3 dB
higher than the FBG on the plate; a large proportion of this is due to the degree of
mechanical strain amplification, as it is too large to be accounted for by the difference in
sensing mechanism. In practice, the particular waveform detected will modify this effect.
9.5 RING SENSOR EXPERIMENTS ON A SPECIMEN UNDER LOAD
In two experiments, fiber-optic and piezoelectric sensors were assessed on 100 mm
x 300 mm x 1 mm Al-2024 T3 specimens (Figure 9.24). The first specimen was
instrumented with PWAS (0.7 mm diameter, 0.2 mm thick) and FBG; the second specimen
was instrumented with a miniature ring sensor, a PWAS, and MISTRAS R15α sensor.
The specimen was loaded in MTS grips, and it allowed for testing three things:
•

Determining whether the miniature ring sensor is insensitive to quasi-static strain,
compared to surface-bonded FBG which are sensitive to quasi-static strain.

•

Determining if the miniature ring sensor detects waveforms in the presence of large
structural strains

•

Determining if the miniature ring sensor can detect waveforms from fatigue crackgenerated AE events.
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Figure 9.24: Aluminum test
specimen in MTS grips for
fatigue test
The optical and data acquisition instrumentation used in this experiment is shown
in Figure 9.25. The fiber-optic data acquisition was performed using the MISTRAS MicroII digital AE system.

Figure 9.25: Data acquisition system setup for fiber-optic static strain and AE
tests
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9.5.1 Surface-Bonded FBG –Static Strain Effect
First, a 1 mm central hole was drilled in the aluminum specimen, and it was loaded
in low cycle fatigue ( R  0.1 ,  max  0.65 Yield  0.65  345 MPa ) to grow an approximately
20 mm long fatigue crack. Microscopic measurements indicated that the fatigue crack
length was 17.6 mm (Figure 9.26). The fatigue crack was a butterfly crack, with half of the
crack extending from each side of the 1 mm hole, perpendicular to the loading axis. After
the fatigue crack was generated, two PWAS and two FBG sensors were bonded (Figure
9.27). The FBG were bonded perpendicular to the loading axis to bond the best case
scenario for sensor operation, where static strain along the longitudinal FBG axis was
minimized.

Figure 9.26: Microscopic measurements indicated the fatigue crack length was 17.6 mm.
Static tensile tests were conducted to calculate the FBG peak wavelength shift
under load and verify that the FBG wavelength shift would be sufficient to cause the platebonded FBG to cease measurement of dynamic strain measurement. This was done by
measuring the FBG peak wavelengths at 0 kN and 12.3 kN tensile load. A rough calculation
on the stress levels was performing by calculating   F / A for an area reduced by the 20
mm crack length, i.e. 80 mm x 1 mm. This put the stress for this load approximately at 45%
of the yield stress (with this approach, 65% of the yield stress was associated with 18.0
kN). Wavelength shifts were measured in experiment by measuring the FBG peak
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wavelengths at 0 and 12.3 kN tensile load. The measured wavelengths at each load were
subtracted to obtain a wavelength shift.
To obtain theoretical predictions of strain and FBG wavelength shift, a static FEM
analysis was performed on a 100 x 300 x 1 mm aluminum 2024-T3 plate with a 1 mm hole
and a 20 mm butterfly crack (this model was run concurrently with crack length
measurements, so the exact crack length was not used). The butterfly crack was modeled
by a 1 µm wide notch. A pair of 12.3 kN loads was applied to the faces on each side of the
plate, and the transverse surfaces strain was measured at 5 mm and 25 mm away where the
FBG were located.

(a)

(b)

Figure 9.27: (a) Aluminum specimen outfitted with sensors in tensile loading frame,
and (b) FBG and PWAS bonded symmetrically about a fatigue crack
The model setup is shown in more detail in Figure 9.28. The transverse strains were
converted into wavelength shift predictions using the equation:

 B

B

 1   e  

(9.1)

The experimental wavelength shifts were on the same order of magnitude as the
FEM predictions (Table 9.4), although FEM over predicted the shift for the FBG 5 mm
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away from the crack. This is believed to be due to the discrepancy in experimental (17.1
mm) and FEM crack length (20 mm).

(a)

(b)

(c)
Figure 9.28: Static FEM of the aluminum plate fatigue-AE specimen
The FEM simulation also predicted a significant variation in strain across the length
of the 5 mm away FBG (Figure 9.29). This was seen in the experiment by perturbations in
the shape of the FBG spectrum, although the spectrum still had a monotonic increase and
decrease with a single peak.
Table 9.4: FEM-Predicted and Experimental Bragg Wavelength Shift
FBG Distance
from Crack, mm

FEM Transverse
Strain, µε

Predicted
Wavelength Shift,
nm

Experimental
Wavelength
Shift, nm

5

-402

0.49

0.34

25

-355

0.43

0.51

200

Figure 9.29: FEM calculations of transverse
strain variation explain the deviations in the
FBG spectrum observed at high loads
From the experimental wavelength shifts of 0.34 and 0.51 for the FBGs 5 mm and
10 mm away from the crack, these FBGs could sense waveforms only within a  0.9 kN
and  0.6 kN range. This was an extremely narrow window of strains that could be
calculated if these sensors were to be used in fatigue tests.
9.5.2 Surface-Bonded FBG – Pencil Lead Break AE Capture
A series of PLB-AE experiments were performed at 0 kN, 1.23 kN, 5.54 kN, and
12.3 kN tensile loads with their respective laser wavelength set at half-maximum
calibration point. The PLB were applied to the front face of the plate and were easily
detected from over 50 mm away. This verified the functionality of the optical setup (Figure
9.30).
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(b)
Figure 9.30: PLB waveforms to establish functionality of the FBG equipment for (a) FBG
5 mm away from the crack, and (b) PWAS 5 mm away from the crack
9.5.3 Surface-Bonded FBG – Attempts at Fatigue-AE Capture
An AE experiment was attempted. The wavelength where the FBG would get
maximum coverage at the peak tensile load during cycling was calculated and used to set
the half-maximum calibration point for the FBG spectrum (Figure 9.31). 600 fatigue cycles
with sinusoidal loading between 1.23 – 12.3 kN at 4 cycles/second yielded thousands of
AE waveforms detectable by the PWAS, but not by the FBG. For example, over an
arbitrarily chosen 150 fatigue cycles, the PWAS 5 mm away captured 1130 AE waveforms
and the PWAS 25 mm away captured 571 AE waveforms. Then, the laser wavelength was
set so the FBG could capture several different windows at the top, bottom, and middle
loads of the tensile test, but no AE signals were captured. 50 cycles with a slower loading
rate (1 cycle / 20 seconds) was tested so it could be observed that AE waveforms received
by each PWAS were excited while the FBG wavelength was in a range capable of dynamic
sensing. Most of the AE events occurred close to the peak load.
The orientation of the FBG longitudinal axes was another consideration which may
have affected sensing. The FBGs were 90° off-axis from the maximum sensing direction
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for the AE events. However, the FBGs were still capable of detecting a significant strain
component due to Poisson effects, with the Poisson ratio at 0.33 in aluminum 2024-T3.
The reduction in amplitude due to off-axis sensing would not have prevented the FBGs
from detecting AE events if they were sufficiently sensitive for this application. Since the
FBG and optical system were performing as expected, and the laser wavelength calibration
was appropriately configured to detect AE events within its narrow window, it could be
concluded that the plate-bonded FBG was not sufficiently sensitive to detect AE events.

Figure 9.31: Tunable laser fixed wavelength set slightly off maximum load for
maximum FBG sensing coverage during fatigue loading
9.5.4 Ring Sensor FBG –Static Strain Effect and Attempts at Fatigue-AE Capture
Static strain, pitch-catch, and fatigue-AE tests were performed with the ring sensor
on an identical fatigue specimen with a 20 mm fatigue butterfly crack (Figure 9.32). Again,
the fatigue crack was grown without the sensors present to ensure the sensor bonding was
pristine at the beginning the experiments. A miniature ring sensor (with FBG and PWAS),
a PWAS, and a commercially available MISTRAS R15α resonant-type sensor were bonded
25 mm away from the crack (the R15α sensor was bonded on the opposite side of the plate
from the PWAS).
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(a)

(b)

Figure 9.32: (a) Front side of specimen with ring sensor and PWAS,
and (b) back side of specimen with R15α sensor
Just as for the previous specimen, the FBG wavelength shift was calculated under
static tensile loading, this time between 0 kN – 16.0 kN. A 0.070 nm shift was measured.
This is comparable to the 0.20 nm linear portion of the FBG curve. A screenshot of the
user interface (Lin and Giurgiutiu 2014a) for the FBG optical system is shown in Figure
9.33.

(a)

(b)

Figure 9.33: 0.070 nm wavelength shift observed from miniature ring sensor
FBG (a) under 0 kN load, and (b) under 16.0 kN load
The wavelength shift comparison between the ring sensor FBG and plate-bonded
FBG were performed with the same sensor location, same FBG orientation, and same crack
length. After compensating for difference in load, it was calculated that the ring sensor
FBG sensed a quasi-static strain that was 9.5 times smaller than for the plate-bonded FBG.
This indicates that the ring sensor reduces severity to quasi-static strain, but does not
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completely provide quasi-static strain insensitivity; however, it allows the ring sensor FBG
wavelength to be calibrated at zero load, and to function at least up to the point of yielding
in aluminum. However, the FBG must be chosen carefully. The size of the linear range
observed with the 10 mm FBG would not be sufficient for sensing with this level of quasistatic strain reduction. However, the miniature ring sensor used in this experiment required
the use of a 3 mm FBG; the smaller FBG served as a wider wavelength filter, providing a
sufficiently large linear portion of the curve.
Just as for the other specimen, the PLB response was tested at 0 kN, 5.54 kN, and
12.3 kN. The difference here is that the laser wavelength was calibrated at the 0 kN load
only. Each sensor, including the ring sensor FBG registered a response. AE tests were also
performed at 4 seconds/cycle and 20 seconds/cycle with loading between 1.23 – 12.3 kN.
Just as with the plate-bonded FBG, no AE events were captured by the ring sensor FBG.
To determine if AE events could be detected, a PWAS and ring sensor were placed
in the immediate vicinity of the crack (Figure 9.34). The specimen was loaded between 1.8
– 18 kN with a loading rate of 1 cycle/second. Laser wavelength calibrations were
performed at 1.8 kN, 9.9 kN, and 18 kN to reconfirm that this was not causing any problems
with AE detection.
Only one anomalous high-amplitude AE event was clearly detected by the ring
sensor FBG over the course of this experiment. This event was verified through detection
by the other sensors. The waveform is not shown in this dissertation as it could not be
replicated with further testing.
A chart displaying AE hits over time on a dB scale (referenced to 1 mV) over a 15
minute test is shown in Figure 9.35. Perhaps the most interesting note is that the ring sensor
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PWAS only detects 4 AE events (the individual waveforms were observed to ensure they
were not noise signals).

(a)

(b)

Figure 9.34: An additional ring sensor and PWAS bonded
within 1 mm of the crack tip and further fatigue experiments
were performed
At first, it was considered that the ring sensor bonding was damaged during fatigue
loading. A pitch-catch tone burst at 100 kHz transmitted from the PWAS 25 mm away
from the crack during fatigue loading established that the ring sensor was operating as
expected. Next, it was hypothesized that the ring sensor PWAS may not be as sensitive as
a plate-bonded PWAS. However, after calibrating both a plate-bonded PWAS and ring
sensor PWAS in Chapter 11, this was not the case, and this hypothesis was rejected. The
PWAS on the ring sensor should have served as an external validation of the ring sensor
motion. Even if the ring FBG was too noisy to detect AE events, if the ring sensor was
excited by AE events it should still excite a sufficiently sensitive PWAS. One possible
explanation is if AE waves generated by the fatigue crack generated predominantly inplane motion associated with S0 wave modes. In this case, the plate-bonded PWAS could
then detect these, but not the ring sensor. The R15α sensor would still be able to detect
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these modes due to its high level of sensitivity. After a search of AE literature, a conclusive
answer to this hypothesis was not found, and the question is still open.

Figure 9.35: Chart of AE hits, with waveform amplitude (dBmV) on the vertical scale
and time (seconds) on the horizontal scale
9.6 SUMMARY AND CONCLUSIONS
The design of the ring sensor was optimized using ANSYS Workbench. A pair of
sensitivity analyses were performed to assess the effect of ring sensor dimensions on
fundamental resonance frequency and amplitude. It was found that the ring ellipse could
be changed to a circular hole without loss in performance. This greatly simplified
manufacturing and design. The optimization process had an underlying supposition that
optimizing the ring sensor fundamental resonance amplitude would increase the amplitude
of other resonance frequencies as well. This ended up being accurate; the increased
compliance due to reduced wall thickness was experimentally verified to increase ring
sensor sensitivity at higher modes.
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A general design rule was developed: reducing wall thickness and outer diameter
simultaneous allowed for maintaining a target fundamental resonance frequency while
increasing sensitivity. The depth and flat height parameters were designed primarily with
bonding characteristics in mind. Previously, it was thought that the elliptical hole forced
the motion along the ellipse major axis. However, having flat surfaces on a circular ring
was sufficient to induce directionality. Also, in a practical sense, it does not matter if
directional preference is enforced, e.g. a ring with high amplitude dilatational motion
would be preferred over a ring with low amplitude breathing-type motion.
A goal driven optimization algorithm was used to develop a sensitivity and
miniaturization optimized design. The design bounds, and particularly the minimum ring
diameter, were a limiting factor on optimization. An optimized design was created with an
outer diameter of 3.75 mm. At the prototyping stage, a second design was made at 3.18
mm based on using a commercially available length of tubing as a basis for developing
prototypes. This was found to have a superior performance, as its outer diameter and wall
thickness was lower than the bounds given in optimization. In principle, more sensitive
designs could be made by making smaller ring sensors, but there are limits in terms of
manufacturability and cost.
Several ring sensor prototypes were fabricated in the USC machine shop.
Microscopic optical measurements of the dimensions were made. Since some of the
dimensions were slightly out of specification, the geometric measurements were backsubstituted into the FEM models and the predicted resonance dropped from 100 kHz to 87
kHz. The variation of wall thickness and ring diameter were the major contributors to the
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drop in resonance frequency from the designed value, even though these were within
specification. This was a natural effect of designing at such a small size.
General design rules were created by curve fitting the results from parametric
sweeps; the effect of varying elastic modulus, density, and scaling factor were observed on
fundamental resonance frequency and amplitude, calculated in FEM harmonic analyses.
These can be used for rapid design of the ring sensor with different materials and target
frequencies. A 1 DoF model was also created for the ring sensor. Calculating the damping
based on a logarithmic decrement method, and manually adjusting the resonance
frequency, the normalized curve for the 1 DoF model matched the response of the ring
sensor near the 1st resonance frequency.
Frequency testing of the ring sensor was performed for free and plate-bonded
conditions. Three resonances were found in the free response, with a dominant response at
84 kHz. Upon plate bonding, the response dropped to 52 kHz due to changing boundary
conditions. Tuning curves, pitch-catch waveforms, and PLB-AE waveforms were assessed.
It was demonstrated that the ring sensor responded equally well in tension and
compression. The pitch-catch and PLB-AE response both showed a significantly higher
SNR than the other sensors.
SNR calculations for pitch-catch and PLB-AE experiments showed that the FBG
on the 3.2 mm ring sensor provided mechanical strain amplification to the waveforms. This
was reflected by SNRdB increases of the 3.2 mm ring sensor over that of the plate-FBG.
Quantitatively, these were 14.1 dB (pitch-catch), 11.9 dB (PLB-AE), and 19.3 dB (filtered
PLB-AE).
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Both plate-bonded FBG and the 3.2 mm ring sensor were tested for AE detection
on a plate loaded for low cycle fatigue in a load frame. Quasi-static strain tests indicated
that the ring sensor FBG reduced the quasi-static strain sensed in comparison to platebonded FBG by a factor of 9.5. This is sufficient for ring sensor insensitivity to quasi-static
strain for most applications if the width FBG linear range is considered appropriately in
the sensor design phase. Functionality of the optical equipment was established by PLBAE tests during quasi-static strain. The ring sensor was capable of detecting Lamb wave
during low cycle fatigue loading. This is a positive indicator for the use of the ring sensor
as a general ultrasonic guided wave sensor, and not just as an AE sensor.
The FBG and ring sensor did not detect AE waveforms, whereas plate bonded
PWAS and R15α sensors detected numerous AE waveforms. The plate-bonded FBG was
not sensitive enough to detect the AE waveforms. The use of the PWAS on the ring sensor
exposed an additional factor – we believe the metallic ring itself was not substantially
excited by symmetric AE waves produced by a crack in a thin plate. We additionally
believe that most of the energy is in the S0 wave mode due to the symmetry of the crack
extension across the plate thickness; the relative amplitudes of the sensors studied,
particularly the R15α sensor, as the AE hit chart shows that its SNR performance was about
the same as a surface-bonded PWAS.
Several long-term research goals have been achieved by the results in this chapter:
•

The ring sensor was miniaturized from 8 mm to 3.2 mm, and weight from 576 mg
to 23.9 mg. The size of the sensor base was reduced as well, reduce the effect of
the finite transducer aperture.
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•

The ring sensor was optimized for maximal amplification. Performance
improvements were measured experimentally by SNR increases on the order of 1219 dB. This is enough to demonstrate mechanical strain amplification to an FBG
via the ring sensor.

•

Both the 8 mm ring sensor and 3.2 mm optimized ring sensor were shown to have
broadband sensing characteristics in response to Lamb wave excitation over at least
a 50-600 kHz sensing range. The exact nature of the frequency response still needs
to be assessed, as the tuning curve method smoothed out an otherwise jagged
frequency spectrum associated with resonant-type sensors.

•

The ring sensor was demonstrated to be largely insensitive to quasi-static strain,
reducing quasi-static strain sensed by a factor of 9.5.
To follow up on the capabilities demonstrated in this work, the optimization

framework developed in this chapter is used in Chapter 10 with a new sensing architecture.
In Chapter 10, a wave trapping geometric feature to further improve FBG sensitivity. It
also complements the ring sensor by providing the potential for both in-plane and out-ofplane fiber-optic sensing within a single sensor. Limitations in the tuning curve approach
for assessment of a frequency response were also noted in this chapter. To address this, the
ring sensors will be calibrated in Chapter 11 to provide absolute measurements of motion
and provide a sufficient level of granularity in the sensor frequency response.
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CHAPTER 10
FIBER-OPTIC ACOUSTIC BLACK HOLE SENSOR
10.1 CONCEPT AND MOTIVATION FOR AN ACOUSTIC BLACK HOLE SENSOR
The acoustic black hole (ABH) is a concept in which acoustic waves, traveling in a
waveguide of diminishing cross-section, travel towards a point-like tip where they are
trapped without reflection. Since all of the incident energy is focused into a very small
region, large local vibrations are present at the waveguide tip.
Following the approach of using mechanical amplification to increase fiber-optic
sensor sensitivity, the ABH seems like it may provide significant advantages due to its high
local vibrational response. A sensing configuration is proposed which involves one or more
ABH waveguides. These features provide high displacement amplification and wave
trapping mechanisms.

Figure 10.1: The ABH geometry with its thickness
following a power law profile approaching a zero-thickness
tip
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An ABH is a geometric feature where an incident flexural wave originating from
an arbitrary internal point is isolated to the neighborhood of its tip, producing a zeroreflection condition. In this manner, it is the acoustic analogy to the astronomical black
hole which traps optical waves. Geometrically, an ABH is a variable thickness feature
where the thickness follows a power law profile described by the equation

f ( x)   xm
where

(10.1)

c is a constant and m is a positive rational number  2 if the ABH is in vacuum.

For x  0 , the power law approaches a zero-thickness tip (Figure 10.1). In practice, it must
be truncated to a finite thickness tip, so a degree of reflection is permitted.
For a flexural wave propagating from a point

x within an ABH surrounded by

vacuum, the wavenumber is given by

 ( x) 

4

12 k P

 xm

(10.2)

Approaching the tip of the ABH at x  0 , the wavenumber approaches infinity. Since the
wave speed is inversely proportional to the wavenumber, the wave speed approaches zero.
This offers an explanation for the zero-reflection condition, as the incident wave
asymptotically approaches the ABH tip but does not reach it, and thus cannot interact with
the free edge of the tip to reflect.
An ABH waveguide has three major practical benefits for sensing applications:
1. The zero-reflection condition of the ABH concentrates energy at the ABH tip, such
that most or all of the incident wave can be channeled into a sensing region
2. The ABH has high displacement amplification at its tip. When no truncation is
present, a finite input produces a theoretically infinite displacement at the ABH
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tip. In practice, with an ABH tip-thickness truncation, a finite but large
displacement can be achieved.
3. As a wave propagates along an ABH, its wavelength sweeps from an initial value
towards zero, offering a wide range of wavelengths to maximize energy transfer to
an external transducer
This chapter describes the development a guided wave sensor built around the ABH
idea. First, the geometric acoustics approximation for modeling an ABH is described,
followed by a review of relevant ABH literature. Next, several obstacles specific to
developing a sensor with a diminishing thickness tip are addressed. A scaled-up prototype
is developed to validate sensor resonance modes, and a small-scale circular ABH-like
tapered sensor is developed for fiber-optic guided wave sensing applications. Next, a
sensor design with a true power law ABH geometry is optimized and prototyped. Free
sensor experiments were conducted for the circular ABH sensor; it is also calibrated in the
next chapter. Preliminary studies have been performed on the power law ABH sensor’s
directional response and its in-plane and out-of-plane sensitivity. From our search of the
literature, we believe that this work is the first use of an ABH for sensing applications. We
have submitting a US patent application (Giurgiutiu and Frankforter 2017) entitled
“Acoustic Black Hole for Sensing Applications” to this effect.
10.1.1 Geometric Acoustics Approach to Modeling an Acoustic Black Hole
The modeling framework for an ABH waveguide is based on the geometric
acoustics formulation. It is also known as the eikonal approximation or the WKB
approximation. It has been applied broadly in other fields as well such as optics,
seismology, and electromagnetic waves. The defining feature of the geometric acoustics
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approximation is that constant-parameter differential equations can be used to approximate
variable parameter differential equations if those properties vary gradually with sufficient
smoothness. As long as parameters are nearly constant in a local neighborhood, a
propagating wave continues to be a propagating wave, and an evanescent wave continues
to dampen at the same rate with increasing distance. The assumption can be thought of as
one of length scales, where properties change on a larger length scale than the wavelength
of the wave.
The derivations here follow the works of Pierce (1969), who introduced the
geometric acoustics approximation for flexural waves in Euler-Bernoulli beams and
Kirchoff-Love plates; Mirinov (1988) who discovered the ABH effect; and Krylov (1990)
who investigated localized acoustic modes at the tip of an ABH. Although the geometric
acoustics approximation can be used to model wave propagation with any property varying
smoothly, such as material properties, the treatment here is limited to plate thickness
variations as those are most pertinent to the ABH waveguide and easiest to effect in
application.
Plate thickness and subsequently plate flexural stiffness are considered a
sufficiently smoothly varying function of position, and are used as dependent variables
within the differential equation for a thin isotropic constant-thickness plate, i.e.

D4 w   hw  0
where D( x) 
position

(10.3)

Eh( x)3
is the plate flexural stiffness and h( x) is plate thickness at a
12(1  2 )

x . E is the Young’s modulus,  is the Poisson ratio, and  is the density of

the plate material. The equation (10.3) is solved using the eikonal approximation solution
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ˆ ( x, y)eiwt eiS ( x, y )
w( x, y, t )  w

(10.4)

where S is known as the eikonal, given by

S ( x, y)  x x ( x, y)  y y ( x, y)
with  x ( x, y) and  y ( x, y) are the wavenumbers in the

(10.5)

x and y directions, respectively.

Substituting (10.4) into (10.3) yields
2

 S  2  S  2 
D         h 2
 x   y  

(10.6)

Note that ŵ was considered constant due to the gradual change in geometric
parameters. If the wave is considered straight-crested with the wave propagating in the

x

direction, derivatives with respect to y become zero and S / x is the flexural wave
speed in the

x direction, denoted by  where the subscript from  x is removed for brevity:
D ( x)4   h( x) 2

(10.7)

The rest of the formulation follows that of flexural waves in beams and straightcrested plates as presented in Chapter 1, with the caveat that the values of height and
therefore plate flexural stiffness depend on position. Defining

a ( x) 4 

D( x)
 h( x )

(10.8)

The four solutions for the wavenumber  are given by




a( x)

, i


a( x)

(10.9)

The out-of-plane displacement is obtained by back-substituting the wavenumbers  from
(10.9) into equations (10.4) and (10.5), given by
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w( x, t )  A( x)ei ( xt )  B( x)ei ( xt )  C( x)e xeit  D( x)e xeit
The flexural wave speed cF 

(10.10)


is given by
F
1/4

 Eh( x)2 

cF   
 12  1  2  



(10.11)

The flexural wavenumber can be expressed as
1/4

 12   2 ) 
  

2
 Eh( x) 

(10.12)

Note that as long as the condition of sufficient smoothness is met, the waves propagate as
if they were propagating in a beam or plate, without reflection, even though there are
gradual changes in plate thickness.
10.1.2 Power Law Satisfying the Condition of Sufficient Smoothness
Insofar, the condition of sufficient smoothness has been stated qualitatively. In a
quantitative sense, for the geometric acoustics approximation to be valid, the change in
wavenumber over the span of a wavelength must be small compared to the magnitude of
the wavenumber. Expressing this formally, and keeping in mind the wavelengthwavenumber relation      , the condition of sufficient smoothness is given by

d 1
d 1
  or
 1
dx 
dx  2

(10.13)

Mirinov (1988) was the first to identify that this condition is uniquely satisfied at all
locations when the plate thickness h( x) is prescribed by a power law profile, later termed
as an ABH

h( x)   xm m  2
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(10.14)

Substituting (10.14) into (10.12), the flexural wavenumber is given by
1/4

 12  (1  2 )   1 
  
  m
E

 x 

1/2

(10.15)

This equation can be further simplified using the longitudinal wavenumber in a plate given
by

kL 


cL




E

(1  2 )

(10.16)

Substituting (10.16) into (10.15) yields



4

12 k L

 xm

(10.17)

10.1.3 Verification of a Power Law Satisfying the Condition of Sufficient Smoothness
To ensure that the power law profile satisfies the condition of sufficient
smoothness, we can back-substitute (10.17) into (10.13). to find

m 4 12 k L
d

dx
2 x  xm
4
12 k L
d 1
m


dx 
2x
 xm

(10.18)

Rearranging:

m  x m2  2 4 12 kL

(10.19)

The value under the radical on the left-hand side of the equation must be greater than or
equal to zero, giving the condition that m  2 . For a power law with m  2 , and eliminating
the negative sign via an argument of geometric equivalence with the positive term, (10.19)
simplifies to

218

  4 12 k L
 2 3k L
1  
 

1/2





(10.20)

This condition can be found in some of the early literature on the ABH (Krylov
1990). Equation (10.20) indicates that the coefficient  of the power law must be
sufficiently small, depending on the frequency and elastic properties, for the geometric
acoustics approximation of an ABH to hold. For a 50 kHz excitation frequency, with the
material used being SS-304 ( E  200 GPa ,    kg/m3 ,    ),   208 1/ m .
For a 200 kHz excitation frequency, one gets   833 1/ m .(As a reference, using a rather
small sensor design with 5 mm length, 5 mm height and 0.1 mm tip thickness gives

  196 1/ m ). Therefore, when designing sensors with an ABH, particularly the lower
end of the frequency range, one should be aware that there is a potential for the geometric
acoustics approximation to be invalid. This does not necessarily mean that the design will
perform poorly; as a counterexample, when Ferutado (2014) utilized the normalized
wavenumber variation

 d 1 

2 
 dx  

(10.21)

as a design criterion for wave absorbing applications, he found that simulations of higher
order ABH tended to violate the criteria that the normalized wavenumber variation is much
less than one. However, these ABH still had potential better wave absorbing properties.
However, the wave propagation features of the geometry such as wave absorption,
wavelength, etc. may change. Higher excitation frequencies and more gradual ABH slopes
make the geometric acoustics approximation more accurate and valid.
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10.1.4 Zero-Reflection and Wavelength Sweep Characteristics of an ABH
Noting that k L is frequency dependent, propagation within a power law wedge is
still dispersive. However, approaching the tip of the power law as x approaches zero, the
wavenumber approaches infinite. Since the wave speed is inversely proportional to the
wavenumber, the wave speed approaches zero and the wave asymptotically slows down
while never reaching the end a power law waveguide with a zero-thickness tip.
Additionally, since the waves are governed by the same solution as straight-crested flexural
waves in plates (albeit, with positional variation in its independent variables), the waves
will not reflect off any internal portion of the power law curve. Stated more formally, a
straight-crested flexural wave originating within an arbitrary position within a power law
and directed towards its zero-height origin will propagate with asymptotically diminishing
speed and without reflection.
Another useful feature of the ABH is the wavelength sweep characteristic. Since
wavelength is also inversely proportional to wavenumber, the wavelength sweeps from an
initial value towards zero regardless of the excitation frequency. This is a useful feature for
energy transduction applications as energy transfer into a transducer is often wavelengthdependent. Figure 10.2 shows the ABH test case from Section 10.1.3, stainless steel 304
with 5 mm length and maximum height. To clearly demonstrate the ABH effects, a zerothickness taper was modeled for a 50 kHz wave propagating from left to right. Figure 10.2a
shows the height profile, Figure 10.2b shows the wavenumber, Figure 10.2c shows the
wave speed, and Figure 10.2d shows the wavelength. A linearly diminishing wave speed
and wavelength is seen, showcasing the zero-reflection effect for a zero thickness taper and
the frequency sweep effect.
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10.1.5 Reflection Coefficient of a quadratic ABH with a Finite Thickness Taper
In Mirinov’s initial discussion of a power law ABH (Mirinov, 1988), a relation for
reflection coefficient was produced for a finite length wedge truncating to a finite
thickness. For a quadratic wedge with a height h0 at its thicker end and h1 at its thinner
edge, the amplitude reflection coefficient is given by
h 
W  1 
 h0 

1/4

 3  2 


2  Q  E 
1

(a)

(b)

(c)

(d)

(10.22)

Figure 10.2: (a) ABH height, (b) wavenumber, (c) wave speed, and (d) wavelength
calculations for a 50 kHz flexural wave propagating in a 304 stainless steel quadratic
ABH

Q is the material quality factor with a complex Young’s modulus E  E (1 

i
) . Mirinov
Q

(1988) gave the example of a three order of magnitude ratio h1 / h0 , Q  102 , and
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(3 2 / ( 2 E))1/4 =10. Using these values, it was found that W  0.708 , indicating that a
large proportion of the wave energy is reflected. Further experimental studies for relatively
low frequency vibration have validated this for metallic and composite ABH wave
absorbers (Krylov 2002; Krylov and Tilman 2004; Bowyer and Krylov 2014b).
To see if this is a concern for ultrasonic wave sensing applications, we construct
the scenario of a 304 stainless steel sensor with the same material properties as Section
10.1.3. Using a height of 5 mm, tip thickness of 0.1,   196 1  m . The same quality factor
as Mirinov (1988), Q  102 was used. The variation in reflection coefficient with excitation
frequency is shown in Figure 10.3a. Similarly, the excitation frequency was fixed at 50
kHz and the sensor height at 5.0 mm, and the variation in reflection coefficient with ABH
length is shown in Figure 10.3b.

(a)

(b)

Figure 10.3: (a) Reflection coefficient as a function of frequency for a 5 mm length
and 5 mm height ABH, and (b) reflection coefficient as a function of ABH length for
a 5 mm height ABH and an excitation frequency of 100 kHz
The relatively small ABH waveguide has a high reflection coefficient across a 0 –
1000 kHz frequency range, with a slightly decreasing reflection coefficient with increasing
frequency. For the ABH length assessment, a reflection coefficient of 66.2% is seen for a
100-mm ABH length with 5-mm ABH height. However, for the case with the lowest
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reflection coefficient, the dimensions are large and the rather squat aspect ratio makes
manufacturing difficult. The high reflection coefficients are not an indicator of poor sensor
performance; rather that the sensor will perform as a resonant-type sensor. Additional
damping will be needed to flatten the frequency response if a broadband ABH sensor is
required.
10.1.6 Increased Displacement Amplitude at the tip of an ABH
Most applications of an ABH are for vibration absorption, and thus the amplitude
characteristics are often ignored. Returning to one of the seminal works on the ABH
(Krylov 1990), if a straight-crested wave approaches towards an ABH tip with normal
incidence, the transverse flexural wave amplitude is given by

wˆ ( x) 

G
x 

(10.23)

where G is a constant determined by the transverse displacement amplitude at a point

x0 . Referring back to (10.17), one gets
 

1
x

m/ 4

(10.24)

Substituting (10.24) into (10.23):
wˆ ( x) 

1
x

(4  m )/4

(10.25)

This gives the condition that for values m  4 , the displacement becomes singular
approaching the ABH tip (approaching x  0 ), but for values m  4 , the displacement
approaches zero at the ABH tip. Analysis of (10.25) indicates that smaller values of m
increase the rate at which wˆ ( x) approaches infinite, indicating that smaller values of m
are preferred for displacement amplification. Since the ABH phenomenon requires m  2
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for the geometric acoustics modeling to be admissible (e.g. lacking reflection off the ABH
curvature), a value of m  2 is expected to be not only easier to manufacture than higher
order power laws, but better for sensing applications. This is in contrast to wave and
vibration damping applications where higher order power laws provide better performance
through a lower reflection coefficient (Ferutado, 2014).
10.2 STATE OF THE ART IN ACOUSTIC BLACK HOLES
10.2.1 Wedge Acoustic Waves
Prior to the discovery of the ABH geometry by Mirinov (1988), Moss (1973)
studied the similar effect of vibrational edge modes at the tip of wedges with diminishing
interior angle. Moss found that vibrational edge modes for wedges with an apex less than
100° are antisymmetric flexural modes, with the number of edge modes localized near the
apex of a wedge increasing as the wedge angle decreased. This is similar in effect to the
ABH, although non-reflection is not guaranteed for an interior angle wedge a similar
framework has been developed for ABH as wedge-acoustic waves with both normal
incidence and waves guided along the ABH ridge. Krylov (1990) developed a modeling
framework for ABH as wedge-acoustic waves, demonstrating the presence of localized
modes at the tip of an ABH, and the capability for waves to travel along the ABH ridge.
Cardonne (2008) has studied elastic wave processes in beak-shaped irregularities, where a
1D ABH is supplemented in the thickness direction with arced tapers, terminating in a
finite point.
Krylov (2012) has also developed a geometric acoustics model for Rayleigh and
Lamb waves in gradually varying thickness medium, an important step into extending the
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ABH concept, although the derivation is somewhat cumbersome and outside the scope of
this work.
10.2.2 ABH as Vibration Absorbers
Krylov (2002; Krylov and Tilman 2004) proposed the use of acoustic black holes
as passive vibration absorbers, this work’s theoretical analysis indicating that a thin
viscoelastic absorbing layer can dramatically reduce the reflection coefficient. This has
interesting promise for sensor development, as the development of a broadband sensor
corresponds to adding sufficient damping, and a thin adhesive layer is easier to apply and
significantly less bulky than traditional epoxy damping “backing” media. Krylov (Krylov
and Winward 2007) followed this up with experimental studies of ABH tapers at the end
of plates subject to vibration excitation with frequency ranges below 7 kHz. It was shown
that with the use of a thin adhesive strip, the reflection coefficients were as low as 1-3%
compared to free wedges with reflection coefficients from 50-70%. Reductions in
resonance peaks, with up to 20 dB maximum attenuation compared to a conventional plate
was observed. Denis (Denis et al. 2015) used LDV to measure the reflection coefficients
of an ABH taper, finding it matched well with theoretical calculations.
Bayod (Bayod 2011) found that modifications to the traditional ABH setup could
improve performance; the small tip of the ABH is the most difficult component to
manufacture, and Bayod (Bayod 2011) found that extending the tip in a straight line
allowed for sufficient vibration absorbing with a slightly larger ABH tip, much more easily
machined by conventional manufacturing methods such as CNC milling.
Bowyer (Bowyer and Krylov 2014a) found that ABH manufactured into turbofan
blades reduced resonance beaks by as much as 10-12 dB, and wind tunnel tests indicated
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diminishment of airflow-induced vibrations. Bowyer (Bowyer and Krylov 2014b) also
found that ABH performed similarly in glass-fiber composites as they do in metallic plates,
showing that incorporating ABH into the plate sandwich component of honeycomb
sandwich structures reduced vibration amplitude.
10.2.3 Use of Acoustic Black Holes for energy transduction
Zhao (2014) presented the concept of an energy harvester based on an ABH, with
numerical modeling indicating theoretical benefits of an ABH/piezoelectric energy
harvester. The wavelength sweep effect presented in Section 10.1.4 is of particular interest,
as certain wavelengths may couple better with the piezoelectric transducer. The downside
is that the piezoelectric transducer adds a significant thickness to the ABH, particularly
compared to the order of a practical ABH taper. Experimental verification has not yet been
performed. Remilleux (2014) demonstrated a numerical study where an ABH was
predicted to improve the radiation efficiency of an air coupled piezoelectric transducer.
This study was performed up to 100 kHz and the piezoelectric transducer need not be
placed directly onto the ABH and would not interfere with its response. Anderson
(Anderson et al. 2015) demonstrated experimentally that an ABH could increase the
radiation efficiency of an air coupled piezoelectric transducer, measuring the effect up to
100 kHz.
10.3 FINITE ELEMENT ANALYSIS OF A DIMINISHING THICKNESS SENSOR
Through FEM modeling of the 8-mm ring sensor, a half-ring, and a comparable
sized ABH sensor, dynamics of the ABH sensor can be understood. This leads to the
assessment of practical considerations for sensing element configuration and the design of
an ABH sensor prototype.
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10.3.1 Harmonic Analysis of a Tapered Thickness Sensor
The 8 mm ring sensor, a half-ring sensor, and a parabolic ABH sensor was modeled
in ANSYS Workbench (Figure 10.4). It was later found that the orientation of the parabola
needed to be changed from vertically oriented to horizontally oriented to localize the tip of
an ABH at the sensor tip. Thus, the results in this section are applicable to a sensor with a
tapered thickness, and subsequently transferrable to an ABH sensor because they share the
quality of high compliance at a sensing region.

Figure 10.4: 1st resonance frequency of a parabolic tapered
sensor
The quadratic curve was made to intersect with the outer circular profile at the point
where the tangent of the circle was perpendicular with the sensor base. A harmonic analysis
was performed with a 1 N out-of-plane distributed harmonic load on each sensor base.
A model was developed with an optical fiber incorporated into the ABH sensor.
The optical fiber was treated as an isotropic elastic solid with elastic modulus E  70 GPa
and Poisson ratio    . Density values were found for fused silica and polyurethane
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acrylate from Corning at    kg / m3 and  020 kg / m3 , respectively. The density
under a homogeneous assumption was then be calculated via a rule of mixtures approach:



m m1  m2 1V1   2V2


V
V
V1  V2

(10.26)

where m is the mass, V is the volume. The subscripts represent the mass, density, and
volume of a given material within the optical fiber. Using this approach, the density was
calculated to be   1315 kg / m3 . Incorporating the optical fiber into the ABH model, the
resonance peak can be seen to spread compared to the ABH model without the FBG. The
displacement amplitude also drops from ~140 µm to ~2.4 µm (Figure 10.5).

(a)

(b)

Figure 10.5: (a) High displacement observed in harmonic analysis without
optical fiber and (b) diminished displacement observed in harmonic analysis
with optical fiber
To aid understanding of amplitude drop in the presence of the optical fiber, an
approach was formulated based on the dynamic stiffness of the resonator and the FBG.
Given a harmonic excitation

F  F0eit

(10.27)

the dynamic stiffness can be written as
k   

F0
u 
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(10.28)

The half-ring sensor was used for this analysis, as the width could be varied to change the
dynamic stiffness parameter. The force F0 was 1 N. The dynamic displacement u( 
was calculated for both the FBG and half-ring at the half-ring’s resonance frequency. On
the FBG, the loads were distributed across the circular ends. On the ring sensor, the loads
were distributed as line forces along the top-inner surface of the half-ring (Figure 10.6).

(a)

(b)
Figure 10.6: Load application for dynamic stiffness
exploratory FEM models as (a) distributed harmonic load
per unit area applied along the circular cross sections of the
optical fiber, and (b) distributed harmonic load per unit
length applied along an inner line across the ABH sensor
depth
Three cases were assessed, where the half-ring width was modified such that:
•

The half-ring had a higher stiffness than the FBG

•

The half-ring had a matched stiffness with the FBG

•

The half-ring had a lower stiffness than the FBG
The three half-rings which satisfied these criteria, along with the FBG, are shown

in Figure 10.7. The tip width, dynamic stiffness, and dynamic displacement amplitude with
and without the FBG are shown in Table 10.1. Looking at the dynamic displacements, there
is a tradeoff between high stiffness and low stiffness designs. If the sensor stiffness is too
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high, the sensor displacement is too low to excite the FBG. If the sensor stiffness is too
low, the sensor without the FBG has a high displacement, but the presence of the FBG
lowers the response.
Table 10.1: Influence of dynamic stiffness matching on sensor performance

Sensor

Tip Width,
mm

k (  ,N/mm

Higher
Matched
Lower

1.50
0.13
0.05

154
58
52

u ,µm
At Resonance
No FBG
6.5
17.4
19.4

u ,µm
At Resonance
With FBG
6.4
12.9
11.9

The case of matched stiffness had the highest displacement for the sensor + FBG
configuration. The frequency sweep of the matched stiffness sensor configuration is shown
in Figure 10.8, with and without the FBG. There is an additional resonance mode near the
If this study is to be extended for application, the material properties should be
changed from an isotropic model to a two-material model. This will likely change the
numerical calculations, but the overall conclusions would still be preserved.
10.3.2 Design of a 100 kHz ABH Sensor Prototype
To design a 100 kHz ABH sensor, the power law was changed to a circular profile
to simplifying manufacturing. Although this is not a true ABH, it incorporates the
diminishing thickness effect of the sensor. In this dissertation, it is called an ABH sensor
for simplicity, as the gradually tapering thickness gives it sensing characteristics similar to
an ABH sensor.
A harmonic analysis was conducted similar to the design optimization of the rings
sensor in Chapter 9. The 1st resonance frequency and displacement amplitude at the ABH
tip were measured, with a nominal 1% modal damping used. A meshing scheme with
hexahedral elements was defined entirely by number of elements at various key points such

230

as the sensor base and the ABH tips. An example of the mesh used is seen in Figure 10.9a,b.
A 1 N distributed base force load was applied along the base of the sensor in an out-ofplane direction (Figure 10.9c).

(a)

(b)

(c)

(d)
Figure 10.7: Dynamic stiffness exploratory FEM models where (a) a half-ring
sensor had a higher dynamic stiffness than optical fiber, (b) a half-ring had a
dynamic stiffness matched with the optical fiber, and (c) a half-ring with dynamic
stiffness lower than the optical fiber

(a)

(b)

Figure 10.8: Harmonic response of the half-ring geometry with tip thickness tuned for
matched dynamic stiffness, (a) without the optical fiber, and (b) with optical
fiber
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(a)

(c)

(b)

(d)

Figure 10.9: (a,b) Sample mesh for a circular ABH sensor variable meshing
scheme, (c) 1 N distributed out-of-plane harmonic load along the sensor base, and
(d) geometric parameters for a circular ABH sensor optimization
The four geometric parameters used in optimization (shown in Figure 10.9d) are:
width, base height, tip thickness, and depth. A sensitivity analysis was performed starting
with an initial design of 10.0 mm width, 5.0 mm depth, 2.0 mm base height, and 100 µm
base thickness. The bounds of the sensitivity analysis were given as  10% of each
parameter value (at the time, technical difficulties with the software precluded using larger
bounds). The Spearman correlation coefficients (global sensitivities) between each
parameter are shown in Figure 10.10. The amplitude correlated positively with the width
and the base height. The frequency correlated negatively with the width. Both the depth
and tip thickness had no correlation with either output parameter. This was expected for
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the depth, as it was sufficient for plane strain conditions. It is surprising that the ABH tip
thickness was not significant.

Figure 10.10: Pearson correlation coefficients (sensitivities) for a sensitivity
analysis with bounds ±10% of an initial design with 10.0 mm width, 5.0 mm
depth, 2.0 mm base height, and 100 µm tip thickness
Next, a response surface was created in ANSYS using a central composite designof-experiments (DOE) method. The central composite design seeks to minimize the degree
of non-orthogonality between the regression coefficients of each parameter and minimize
the chance of using sample points with influences non-representative of overall trends.
With 3 input parameters, a total of 15 models were used to create the response surface.
Response surfaces themselves were created by curve fitting the data by quadratic surfaces.
Figure 10.11 shows local sensitivity plots generating during the response surface
analysis. Local sensitivity values are calculated for a given sensor geometry. They are a
normalized partial derivative of the output with respect to the input at that point on the
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response curve. A tip thickness of 150 µm, width of 12 mm, base height of 2.0 mm, and
depth of 5.0 mm was used to calculate a local sensitivity plot (Figure 10.11a). When the
sensor width is reduced from 12 mm to 6 mm, the sensitivity of tip thickness on amplitude
roughly triples. This shows that the effect of ABH tip thickness depends on it its
proportional size with the width of the sensor. It also depends on a lesser effect to the base
height. From this observation, the tip thickness is still a significant feature which should
be minimized.

(a)

(b)

Figure 10.11 Local sensitivity plots for ABH sensors with (a) 12 mm width and (b) 6
mm width
3D response surfaces, representing the effect of sensor length and base height on
both frequency and amplitude are shown in Figure 10.12a,b. As seen in Figure 10.12a, to
obtain a resonance frequency of 100 kHz, a sensor width in the 6.0 – 8.0 mm range must
be chosen. It seems there are counter directional trends between frequency and amplitude.
From Figure 10.12b, increasing both base height and sensor width leads to higher
amplitude designs. However, this also moves the sensor into the low frequency range, e.g.
30 kHz for a 12 mm wide sensor with a 1.6 mm high base.
Both a response surface optimization and a multi-objective genetic algorithm were
used to search for an optimized sensor design. The constraints were set at a resonance
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frequency between 90 kHz – 110 kHz. The resonance displacement amplitude was set to
be maximized. The direct multi-objective genetic algorithm produced higher amplitude
final results, as it did not rely on interpolations between design points. The downside is
that it required the evaluation of 415 separate FEM models. The optimization history is
shown in Figure 10.13. In Figure 10.13a, the amplitude rose sharply around model #50, but
was followed with a subsequent drop in resonance frequency (Figure 10.13b). This was
caused by a rise in sensor width (Figure 10.13c). Eventually, the algorithm settled on a
width around 0.6 – 0.7 mm which satisfied the frequency constraint. The base height
(Figure 10.13d) and tip thickness did not follow such a clear pattern.

(a)

(b)

Figure 10.12: Effect of width and base height on (a) 1st resonance frequency and (b) 1st
resonance amplitude
From this analysis, we see that the optimization of this ABH sensor design is highly
constrained by its target resonance frequency. For a given target frequency, increases in
amplitude can be made by subtle variations in dimensions. However, counter directional
trends do not allow for major increases in amplitude from the original designs. This is in
contrast to the ring sensor, where large amplitude increases could be made by joint
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(a)

(b)

(c)

(d)

Figure 10.13: Analysis history of (a) Amplitude output, (b) frequency output,
(c) width input, and (d) base height input with number of models
reduction of outer diameter and wall thickness. The problem seems to be that there are not
enough design features to be able to separately control frequency and amplitude for
optimization. It is hoped that the effect of reduced tip thickness is sufficient to provide high
amplitudes. A design candidate for the circular ABH sensor is shown in Figure 10.14a. The
width and depth are both at 6.5 mm, with a tip thickness of 150 µm and a base height of
1.95 mm. The harmonic analysis shows a resonance frequency at 99.8 kHz. This was used
as the final design for sensor evaluation.
10.4 SENSING ELEMENT CONCEPTS FOR THE ABH SENSOR
Since added stiffness is expected to reduce the effectiveness of the ABH sensor, a
minimally intrusive or noncontact sensing element is required. Two of the sensor

236

configurations presented in Chapter 6 are well-suited to this task: the FPI and the singlepoint bonded FBG.

(a)

(b)
Figure 10.14: Final ABH sensor design shown via (a) CAD drawing of 100 kHz ABH
sensor, and (b) harmonic analysis frequency sweep of directional deformation of the
ABH tip
An FPI is a noncontact displacement sensor where reflected light intensity is
proportional to the length of a gap between two reflective surfaces. A concept sketch for a
FPI-ABH sensor is shown in Figure 10.15a. In response to either in-plane or out-of-plane
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base excitation, each sensor tip will move in a longitudinal direction (parallel to the
longitudinal axis of the optical fiber).

(a)

(b)

(c)
Figure 10.15: Conceptual sketch of (a,b) noncontact FPI ABH sensor
configurations and (c) point-contact FBG configuration
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The distance L between the ABH sensor and the optical fiber serves as the FabryPérot optical resonance cavity. Modifications to the ABH setup may be necessary for this
configuration. The optical fiber will need to be mounted to an external structure (e.g. a
“mounting block”). Both the mounting block and the ABH sensor will need to be bonded
to a thin mobile bonding layer so their precise alignment is maintained. This bonding layer
is what would be bonded to a host structure.
An alternate configuration is shown in Figure 10.15b. Instead of a mobile bonding
layer, a sensor housing is used as the common structure. The optical fiber is attached to the
sensor housing through the use of a commercially available fiber coupler.
A conceptual sketch for a single-point bonded FBG ABH sensing configuration is
shown in Figure 10.15c. In this approach, the FBG optical fiber is bonded to the tip of the
ABH, and the motion of the ABH induces elastic waves in the optical fiber. The pointcontact bond is able transfer motion into longitudinal wave modes that propagating along
the optical fiber for sensing by a distant FBG (see Chapter 5). The benefit of this method
is its simplicity. This sensing configuration can be quickly realized and assessed using the
equipment and methods developed in previous chapters. The downside is that there is a
possibility that by bonding the fiber to the tip of the ABH, the ABH performance will be
diminished.
10.5 DUAL IN-PLANE aND OUT-OF-PLANE SENSING ABH SENSING
For a two-point bonded FBG, antisymmetric motion of the two ABH tips was
necessary to produce a response (i.e. the two sides moving 180° out of phase with each
other). Since the sensing concepts in Section 10.3 require the motion of only one side of
the ABH, symmetric motion of the two ABH tips can also produce a response (i.e. the two
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sides moving in phase with each other). Figure 10.16 shows such a mode shape resulting
from a modal analysis on the 6.5 mm ABH sensor design. The resonance frequency of this
mode is at 138 kHz. Because of this, the ABH sensor may have dual in-plane and out-ofplane sensing capabilities. This is significant, particularly for AE sensing. Conventional
piezo AE sensors only sense out-of-plane components of waves, and in-plane sensing is
highly desirable to obtain additional damage-related information from AE signals.

Figure 10.16: 138 kHz mode of inplane sensitive mode with ABH tips
vibrating in phase
10.6 SENSOR CONCEPT VALIDATION WITH A SCALED-UP PROTOTYPE
Since the design of the ABH sensor followed vibrational concepts in its analysis,
validation of its resonance modes can add additional assurance of its mechanisms of action.
LDV, a non-contact method for measuring out-of-plane motion using the Doppler effect,
is well-suited to this task. However, the small size of the 6.5 mm ABH sensor prototype
makes mode shape assessment difficult. To perform this study, a scaled-up ABH resonator
was designed using the methods described in section 10.2.3. A circular profile is used to
generate a tapered tip. The width and depth were 50 x 50 mm (Figure 10.17a). The sensor
designed for a resonance frequency of 10 kHz. Figure 10.17b,c show the final prototype.
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A 5/16’’ hole with a counterbore were included for sensor mounting to a Brüel & Kjaer
type 4809 vibration exciter (shaker table). The shaker table documentation reported a linear
range up to 20 kHz. A Polytec OFV-505 LDV was used for sensing the out-of-plane
velocity of the ABH resonator.

(a)

(b)

(c)

Figure 10.17: (a) CAD drawing of a 10 kHz ABH resonator, and (b,c)
ABH resonator prototyped in USC machine shop
The shaker table was placed inside a fixture designed to rotate it by 90° so the ABH
motion was out-of-plane with respect to the LDV. The LDV was mounted to a 2D
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translational stage controllable via OKOS ODIS 3.16 software which integrated waveform
capture with motor control. The experimental setup is shown in Figure 10.18.

(a)

(b)
Figure 10.18: (a) Sensing performed by an LDV mounted to a 2D
translational stage, and (b) a shaker table mounted on a rotatable
fixture to obtain velocity data from different directions
In a first set of experiments, the shaker table was excited with a 1-20 kHz chirp
excitation to determine resonance frequencies. Figure 10.19a,b shows the chirp response
of the bolt used to mount the ABH resonator the shaker table. Unfortunately, the shaker
table motion measured at the bolt head had a resonance frequency at 11 kHz, very close to
the ABH sensor resonance frequency.
The resonance could be caused by either the bolt or the shaker table (the shaker
table had been previously repaired). This does not preclude analysis, but meant that the
sensor response needed to be carefully calibrated with respect to the input velocity. A nut
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and lock washer were used to hold the ABH resonator rigidly to the mounting bolt, and the
chirp excitation was performed again (Figure 10.19c,d). Additional resonances caused by
the ABH can be seen in the velocity response. This velocity frequency response was taken
as the input velocity and used for calibration of the ABH resonator.

(a)

(b)

(c)

(d)

Figure 10.19: (a,c) Direction of bolt excitation and sensing, and (b,d) frequency sweep
of measured bolt velocity
The shaker table fixture was rotated by 90° to measure the sensor tip velocity
(Figure 10.20a). The laser was pointed as close as possible to the corner of the ABH. The
amplitude of the ABH resonator velocity was divided by the amplitude of the input velocity
to obtain a calibrated response (Figure 10.20b,c). Because of artifacts induced by regions
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of near-zero input velocity, results are split into two regions: 100 Hz – 11 kHz and 14.5
kHz to 20 kHz. Clear resonances are present in the calibrated response at approximately
6.0, 10.5, 15.9, and 17.5 kHz. Significant mechanical amplification is present at 6.0 and
15.9 kHz – approximately 30 and 80 times amplification.

(a)

(b)

(c)

Figure 10.20: (a) Direction of excitation and LDV sensing, (b) calibrated
response from 100 Hz – 11 kHz, and (c) calibrated response from 14.5 kHz –
20 kHz
Harmonic excitations were performed at the four resonance frequencies identified.
The velocity was calculated at the bolt head with the ABH resonator attached. Then, the
shaker table fixture was rotated by 90° to measure the sensor tip velocity at 10 points
spanning the sensor tip (Figure 10.21a). The ABH tip velocity was divided by the input
velocity of the bolt head to get a calibrated response at each resonance frequency (Figure

244

10.21b). The amplification values (output velocity / input velocity) were different from
those seen in the chirp response. In particular, the 10.5 kHz resonance had a 5 times
amplification, and the 17.5 kHz resonance had a 20-30 times amplification depending on
the position along the tip of the sensor.

(a)

(b)

Figure 10.21: (a) Scanning direction of LDV sensing, and (b) four mode
shapes across the span of the ABH tip
Area scans across the side of the ABH (Figure 10.22a) were used to determine
sensor mode shapes which could be matched to mode shapes from a FEM modal analysis.
At each scanning point, a 100 Hz – 20 kHz, 200 µs linear chirp burst was excited. In Figure
10.22b, the FFT amplitude is plotted for the point in the area scan where its amplitude is a
maximum. For every frequency, this was somewhere along the tip of the ABH.
A mode shape retrieval method was performed, consisting of the following steps:
•

The FFT was taken at each scanning point to isolate motion at a given frequency.
At a given frequency, the real part of the complex number represents an arbitrary
point throughout the phase of the vibration

•

For a given frequency, the complex number was multiplied by the phase factor ei
where 0    2 is the phase angle in radians. By sweeping the phase factor from
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0 to 2 , a video was created. This is the experimental analogue to an FEM video
of a harmonic response at a given frequency

(a)

(b)

Figure 10.22: (a) An area scan was used for experimentally evaluating
mode shape comparison, and (b) FFT amplitude at its maximum point for
each frequency
The mode shape videos were matched with ANSYS modal analysis mode shape
videos to identify given modes. Experimental modes at 6.2 kHz, 10.5 kHz, 15.8 kHz, and
24.1 kHz (Figure 10.23) corresponded to FEM calculated modes at 10.0 kHz, 19.1 kHz,
17.1 kHz, and 22.9 kHz, respectively. Modes with a “flexural” type motion of the ABH tip
corresponded well to calculated modes. The modes with an “axial” type motion of the ABH
tip were lower for the experimental cases, lowering from 10.0 kHz to 6.2 kHz and 19.1 to
10.5 kHz. This is likely due to the difference in boundary condition. In the FEM, the model
was formulated under free boundary conditions. Experimentally, the boundary condition
could be considered closer to an elastic foundation.
From this study, the experimental mode shapes of the ABH resonator correspond
well to mode shapes of the mode shapes observed in FEM. There were discrepancies in the
resonance frequency of the axial type modes due to changes in boundary conditions.
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

Figure 10.23 (a, b) “Axial” mode predicted at 10.0 kHz and
measured at 6.2 kHz, (c, d) “axial” mode predicted at 19.1
kHz and measured at 15.8 kHz, (e, f) “flexural” mode
predicted at 17.1 kHz and measured at 15.8 kHz, and (g, h)
“flexural” mode predicted at 22.9 kHz and measured at 24.1
kHz.
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However, this visualization adds a degree of confidence that the FEM design and
analysis well-predicts the physical structure. This confidence extends to the 100 kHz ABH
prototype, in that the vibrational modes identified should be indicative of the sensor
motion.
10.7 EVALUATION OF A 100 KHZ ABH SENSOR UNDER FREE CONDITIONS
The 100 kHz ABH sensor designed in section 10.2.3 (Figure 10.14a) was
prototyped at the USC machine shop (Figure 10.24). It was decided that the point-contact
bonded FBG sensing configuration would be tested, as FBG sensing capabilities were
already available in the laboratory.
Figure 10.24a shows a prototyped ABH sensor with a bonded PWAS and FBG. The
FBG was bonded along the side of the ABH sensor at the very tip of the ABH. Microscopic
measurements of sensor dimensions were made, shown in Figure 10.24b. The designed and
actual dimensions were:
•

Sensor width: 6.50 mm design, 5.75 mm measured

•

Base height: 1.95 mm design, 2.26 mm actual

•

Tip thickness: 150 µm design, 200 µm actual
The measurement indicated a decreased width and increased base height; thus, an

increase in the 1st resonance frequency is expected from the sensitivity curves of Figure
10.10 and Figure 10.11.
Three experimental assessments of the free 100 kHz ABH sensor were performed:
a 1-500 kHz 20Vpp linear chirp (Figure 10.25a,b), EMIS (Figure 10.25c), and a pitch-catch
at 150 kHz (Figure 10.25d). By tuning the excitation frequency of the pitch-catch, 150 kHz
was found to be the point where the FBG had the largest response.
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In the EMIS experiment (Figure 10.25c), the 1st resonance frequency is at 118 kHz,
18% larger than the design frequency. Higher harmonics start at 118 kHz, with a large peak
at 365 kHz. In the chirp experiment (Figure 10.25a,b), there were a large number of closely
spaced resonance modes across roughly the 100 – 400 kHz range.

(a)

(b)
Figure 10.24: (a) Sensor prototype with bonded PWAS
and point-contact bonded FBG, and (b) microscopic
sensor geometry measurements
This indicated that the ABH sensor may actually be a broadband sensor in that range. This
was not intentional, as higher order modes were not considered in the analysis; however, it
is a welcome result.
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The pitch-catch response (Figure 10.25d is the first experimental indication that the
ABH sensor with a point-bonded FBG optical fiber may be a highly sensitive design.
Looking at the received waveform, the signal amplitude is so large that a noise floor cannot
be determined.

(a)

(b)

(c)

(d)

Figure 10.25: Circular ABH sensor (a,b) chirp response time and frequency domain,
(c) PWAS EMIS response, and (d) FBG response to 150 kHz excitation via PWAS on
the sensor base
Rather, the noise in the pre-waveform portion of the signal is digitization noise and thermal
noise from the oscilloscope only. Comparing this to similar experiments on the 8.0 and 3.2
mm ring sensor, the signal to noise ratio is clearly better than the other two signals. An
exact quantification cannot be determined, as only a lower bound on the SNR can be
obtained for the ABH sensor. It is a positive indicator that testing and development should
be continued for the ABH sensor.
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10.8 FBG EFFECT ON ABH SENSOR DYNAMICS
Since there were concerns about the ABH effect on sensor dynamics, LDV
measurements were taken at the tip the ABH sensor with and without the optical fiber
bonded. A 5Vpp 0-1000 kHz chirp excitation was performed using the PWAS bonded to
the ABH sensor base for excitation. The LDV was pointed at the corner of the ABH, and a
screw-adjusted mechanical stage was used to adjust the laser point to the tip of the ABH
(Figure 10.26). The tip of the ABH sensor was found by identifying the point where the
ABH sensor velocity was a maximum in response to the chirp excitation. The 0-1000 kHz
chirp responses of the ABH without and with FBG bonded are shown in Figure 10.27.

(a)

(b)

Figure 10.26: (a) LDV measurement at the tip of the ABH sensor, and (b) ABH sensor
attached to screw-adjusted mechanical stage

(a)

(b)

Figure 10.27: ABH tip velocity in response to 0-1000 kHz chirp excitation (a) with
no optical fiber, and (b) with an optical fiber bonded
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There was no significant reduction in amplitude, however there was a spread in its
frequency components. One possible explanation for this is that the cyanoacrylate adhesive
added damping near the tip of the ABH. From the literature survey, the tip of an ABH is
very sensitive to small amounts of damping, even a small amount of adhesive could
influence this aspect of the response.
10.9 DEVELOPMENT OF A POWER LAW ABH SENSOR
10.9.1 FEM Performance Comparison Between Circular and Power Law ABH Sensors
The ABH sensor assessed so far did not have a true power law ABH, but instead
used a more easily-manufactured circular taper. To determine if it was worth the
development time of a power law ABH sensor, a FEM comparison of a circular versus a
quadratic taper was performed first.
The geometry of the 100 kHz circular ABH sensor was used as a reference. The
same width, tip width, height, base height, and depth were used. The only difference was
the use of two quadratic tapers, one for each ABH tip. The taper is prescribed by one half
of a parabola oriented horizontally (i.e. by x  c( y  h)2 , y  h ). The FEM meshes are
shown in Figure 10.28.
A harmonic analysis was performed with a prescribed 1 µm out-of-plane
displacement at each sensor base. The harmonic responses of the 1st resonance frequencies
are shown for each in Figure 10.29. The circular profile had a 38 times displacement
amplification, whereas the quadratic ABH sensor had a 53 times displacement
amplification. A significant frequency shift was also present. The character of the 1st
resonance mode shape (both tips vibration 180° out of phase) was not changed (Figure
10.30).
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(a)

(c)

(b)

(d)

Figure 10.28: (a,c) Circular ABH senor mesh and (b,d) quadratic ABH sensor mesh

(a)

(b)

Figure 10.29: (a) 1st resonance of circular ABH sensor, and (b) 1st resonance of
quadratic ABH sensor
In practice, the sharp intersection of the two quadratic ABH profiles at the midline of the
sensor would be rounded during manufacturing. Because of this, a separate harmonic
analysis was performed, where this sharp intersection was replaced with a 1 mm round.
There were no changes in sensor performance for this model.
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10.9.2 Design of a Power Law ABH Sensor
Because the power law ABH sensor was predicted to perform better than the
circular ABH sensor, it was decided that one should be designed and prototyped. A design
optimization was performed using ANSYS Workbench. Just as in previous sensor designs,
an adaptive meshing approach was created by specifying the number of elements across
several landmarks.

(a)

(b)

Figure 10.30: 1st resonance mode of (a) the circular ABH sensor and (b) the quadratic
ABH sensor
The geometry creation itself required special attention. The ANSYS Workbench built-in
CAD suite (ANSYS DesignModeler) did not support the specification of a parametric
curve which was required to create the two parabolic ABH sensor profiles. The most recent
version of ANSYS SpaceClaim has this feature, but we were unable to update to that
version for this research. To model the ABH sensor, the bidirectional CAD associativity
feature between ANSYS Workbench and Creo Parametric 3.0 was used. The geometry was
fully parameterized in Creo so that both dimensions and order of the power law could be
specified directly. These parameters were exposed to the ANSYS Workbench working
environment, where ANSYS can request a model with new parameters, followed by Creo
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updating the CAD model and passing it back to ANSYS. This allowed geometric values
specified in ANSYS Workbench DOE and optimization algorithms to automatically update
a Creo model, which automatically transferred the model back to ANSYS Workbench.
After configuration, the entire DOE and optimization process required no further human
input.
The following parameters and bounds were considered in the design exploration:
•

Base Width: 5-12 mm

•

Base Height: 1.5-4.5 mm

•

Sensor Height: 4.6-8 mm

•

Tip Width: 150-500 µm

•

ABH Power: 2-5
The relaxation of a circular profile to a power law curve allowed for an additional

geometric design feature, as the base height and sensor height could be specified separately.
The ABH power was also parameterized in the CAD model, allowing it to be used as a
continuous input parameter. However, instead of trying to control amplitude and frequency
independently, a broadband objective was used. In this optimization, the average in-plane
displacement amplitude across a 10-1000 kHz (averaged across frequency) was used
instead. Comparing the broadband objective function to an objective function based on
maximum amplitude in the 10-1000 kHz range Figure 10.31), the two objective functions
had a strong correlation. This seems to indicate that a single resonance-based amplitude
objective function is a good predictor of a broadband resonance design optimization.
The displacement at each frequency step was provided by the average displacement
amplitude on one of the ABH tips. A sensitivity analysis was performed and converged
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after 53 models. The results of this sensitivity analysis only had a significant Spearman
correlation coefficient for the ABH tip width and predicted no sensitivity due to the other
parameters.

Figure 10.31: Correlation between average displacement
and maximum displacement objective functions
A second DOE was performed so it could be used as an input for the calculation of
a response surface. A central composite design was used. A total of 34 models were used
to develop and validate a multivariate response surface based on the ANSYS built-in
genetic algorithm interpolation across the design space. Just like the analysis procedure
for the circular ABH sensor, local sensitivities were calculated. Figure 10.32a shows a local
sensitivity chart associated with a 7.5 mm width, 325 µm tip width, 6.3 mm height, 3 mm
base height, and ABH power of 3.5. By changing the width to 10 mm, the relative effect
of base height and ABH power changed (Figure 10.32b). This indicated that the effects of
input parameters were non-monotonic, explaining why the Spearman correlation
coefficient predicted no sensitivity from these variables.
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(a)

(b)

Figure 10.32: Change in local sensitivity curves at different points in the
design space indicate that some of the parameter effects are non-monotonic
An adaptive single-objective genetic algorithm was used to identify the ideal design
candidate. The tip width was fixed at µm. The ABH power was set to 2 since higher order
powers had no benefit on sensor performance from the previous analyses (Figure 10.33).
Only the base width, base height, and sensor height were factored into the optimization.
The bounds for the input parameters were the same as for the sensitivity analysis above. A
total of 80 models were performed in the design optimization.
The optimized design is shown in Figure 10.34 (the depth was set to 14 mm in the
final prototype). All three variables were pushed to or near the limits of the design space.
The width was maximized, whereas the height and base height were minimized.
Conceptually, this makes sense based on the analytical models of the ABH waveguide. The
sensor width is maximized to increase the ratio between sensor width and tip width. This
is because the energy across the span of the sensor width is being channeled to the smaller
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tip width. The minimization of sensor height provides a more gradual ABH curve, helping
to maintain non-reflective conditions. The miniaturization of base height helps to minimize
the size of the region where the senor geometry is not prescribed by an ABH power law.
This is important, as the zero-reflection condition only occurs for a wave that is already
within the ABH, not for a wave that is entering an ABH waveguide.

Figure 10.33: No significant effect of power law exponent on ABH sensor
amplitude

Figure 10.34: Quadratic ABH sensor design
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The quadratic ABH sensor design was prototyped in the University of South
Carolina machine shop. A long rectangular piece of aluminum 7075 was used as a base,
and a power law was created using a 3-axis CNC mill, with a G-code written using Creo
Parametric 3.0. During the fabrication process, 2 mm was initially left overhanging on each
side for tip thickness. Four individual sensors were cut from the piece of aluminum using
a band saw and the sides milled flat with a vertical mill. The ABH tips were then created
by milling them in 0.005 inch increments until the first pass where the flat of the tip was
completely removed.
10.10 INITIAL LAMB WAVE EVALUATION OF THE POWER LAW ABH SENSOR
The Lamb wave response of the power law ABH sensor was tested on a 1 mm
aluminum 2024-T3 plate. This experiment was performed to evaluate two effects:
1. The influence of incident wave directionality on the ABH sensor response
2. The capability of the ABH sensor to detect both in-plane and out-of-plane motion
PWAS were arranged in 15° increments at a distance 400 mm away. The distance

(a)

(b)

Figure 10.35: (a) ABH power law cut using 3-axis CNC mill, and (b) final
ABH sensor prototype
was increased from 150 mm in the last Lamb wave experiments to 400 mm since
ringing from the S0 Lamb wave mode response would spill over the A0 mode if there was
not sufficient separation time. A photograph of the plate is shown in Figure 10.36.
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Figure 10.36: 1 mm plate for Lamb wave directional experiments
A pitch-catch was performed using each PWAS in turn, transmitting a 300 kHz 50
Vpp 3-count Hanning windowed tone burst. Figure 10.37 shows the response from the 0°
PWAS (oriented along the longitudinal axis of the ABH FBG). A clear S0 and A0 mode
are distinguishable. This validates the hypothesis that the single-point bonded ABH FBG
sensor possesses both dual in-plane and out-of-plane sensitivity. Although the A0 wave
mode has a higher amplitude, no conclusions on their relative sensitivity can be made until
the calibration curve of the PWAS or measurements of sensor base input motion (e.g. via
LDV) are taken into account.
Averaging was used to reduce the noise of the waveform. A quantitative assessment
of the sensor signal-to-noise ratio was not performed, as this sensor was developed in the
late stages of this dissertation. If this work is to be extended, one of the major suggestions
for future work is the quantitative assessment of the quadratic ABH sensor’s performance.

260

Figure 10.37: ABH sensor response to 300 kHz tone burst
The peak amplitude associated with each S0 and A0 wave mode was calculated and
plotted in Figure 10.38. Surprisingly, the S0 wave mode is a maximum at 30 degrees. The
A0 wave mode is also not flat or nearly flat, as would be expected. This can be explained
in the context of the aperture effect. At this frequency in this specimen, the S0 wave mode
has a wavelength of approximately 15 mm. This is very close to the width and depth of the
ABH sensor, such that the wave would be largely tuned out. Therefore, the directional
effect is highly affected by the projection of the sensor length along the direction of wave
propagation. As the angle gets closer to 90° off the ABH FBG axis, there is the added effect
that the ABH sensor is only predicted to be sensitivie to in-plane waves from this direction
due to Poisson effects. The sharp drop in amplitude for A0 waves transverse to the FBG
axis indicates that this may be the case. Similarly, the A0 wave mode has a wavelength of
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approximately 5 mm, smaller than the sensor length. This explains the seemingly chaotic
behavior in the ABH sensor direction response to the A0 wave mode.

(a)

(b)

Figure 10.38: Angular response of ABH sensor to (a) S0 wave mode, and (b) A0
wave mode
10.11 SUMMARY AND CONCLUSIONS
The theory of an ABH was presented including background, modeling of key wave
parameters, and state of the art. A sensor concept was developed, based on the exploitation
of an ABH wave trapping and displacement amplification feature. This sensor was
developed and prototyped, and preliminary verification has been done. Previous uses of
the ABH geometry focused on vibration and noise isolation. From a thorough search of
relevant literature, this is believed to be the first use of the ABH geometry for sensing
applications. Because of this, we have applied for a US patent with the title “Acoustic
Black Holes for Sensing Applications” (Giurgiutiu and Frankforter 2017).
An FEM harmonic analysis was performed for a tapered thickness sensor. When an
FBG sensor was bonded at two points to a sensor configuration with two ABH waveguides,
the dynamic stiffness of the optical fiber highly diminished the motion of the ABH itself.
This was expressed in the context of a sensor/fiber stiffness matching scheme. In FEM, the
maximal displacement was obtained only when the dynamic stiffness of sensor and fiber
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were matched. Based on this, conceptual sketches of point-contact bonded FBG and FPI
sensing elements were developed, as they are expected to have no impact or less impact on
the ABH sensor response.
A 100 kHz ABH sensor prototype was designed. Relevant features were identified
using a sensitivity analysis and response surface. A goal-driven optimization was
performed to seek a maximum amplitude while maintaining a 100 kHz target frequency.
There were no combinations of design features that could increase amplitude and maintain
a target fundamental resonance frequency, so design optimization for amplification hit a
practical limit.
Mode shape validation was performed using a scaled-up sensor prototype.
Visualizations of mode shapes were matched to FEM predictions, and the mode shape
motion matched extremely well. There were discrepancies in the mode shape natural
frequencies, although these can be attributed to the change in boundary conditions by
mounting the ABH resonator to the shaker table.
The 100 kHz circular ABH sensor was prototyped and evaluated under free
conditions. Preliminary results indicate that the sensor may be broadband over a 100-400
kHz range with a very high sensor sensitivity. A noise quantification could not be
determined, as the signal level was large enough that optical equipment noise could not be
observed using the equipment given. This is a positive indicator that the sensor may have
a very high sensitivity.
FEM harmonic analyses showed potential performance benefits of a power law
ABH over the use of a circular taper. A design exploration and broadband objective
function was used to optimize for out-of-plane displacement across a 10 – 1000 kHz
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frequency range; this resulted in a 12 mm wide quadratic ABH sensor, although the
optimization algorithm pushed many of the parameters to their bounds. A prototype of this
sensor was sensitive to both in-plane and out-of-plane motion in Lamb wave experiments.
Its directional response was assessed. The directional response was heavily affected by the
sensor’s aperture effect, particularly for the A0 wave mode as its wavelength was smaller
than the sensor base length along any direction.
The ABH sensor has promise for use as a highly sensitive in-plane and out-of-plane
ultrasonic fiber-optic sensor. However, the biggest limitation so far is that its response has
not been placed on a quantitative footing. This is the emphasis of Chapter 11, where
calibration curves referring sensor motion to surface motion are calculated for the sensors
developed in this work. This calibration was performed for the circular ABH sensor. Since
the power law ABH sensor was developed in the very late stages of this work, its calibration
was not performed and is left as an avenue for future work.
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CHAPTER 11
CALIBRATION OF SENSOR PROTOTYPES
11.1 INTRODUCTION
In Chapters 8-10, there were indications that both the ring sensor and ABH sensor
were broadband. Finite element harmonic analyses predicted a broadband response. Chirp
excitations of the ABH and ring sensors showed numerous closely spaced resonance peaks.
The tuning curve experiments in Chapter 9 indicated that both the original 100 kHz ring
sensor and the miniature ring sensor possess broadband responses. However, in terms of
sensor characterization, these results were still largely qualitative for three reasons:
•

The Lamb wave experiments did not refer sensor strain or voltage back to absolute
motion of the plate base

•

The frequency spectrum of transmitter PWAS were not deconvoluted from the
frequency response of the sensors under evaluation

•

In Lamb wave experiments, the frequency content of the excitation signals was
wider than the resonance peak spacing observed in chirp experiments.
In this chapter, these limitations are addressed by performing sensor calibration

experiments. Although these sensors have wider potential applications than AE sensors
the calibration framework is presented in the context of AE sensor calibration. This is
because there is a large body of scientific work on AE sensor calibration methods.
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This work was not performed to extend the science of calibration as applicable to
piezoelectric AE sensors. Current facilities used in state of the art AE sensor calibration
are very sophisticated, creating a barrier for entry into this field that is outside the scope of
this work. Instead, the aim of this work was to use the principles of AE sensor calibration
as a tool for sensor characterization. This allowed for granular measurements of FBG,
PWAS, ring sensor, and ABH sensor frequency response functions referenced to absolute
surface motion of the host structure. The combination of AE sensor calibration approaches
with a strain-calibrated FBG optical system also provided for some theoretical
advancements, as described later in this chapter.
11.2 BACKGROUND ON ACOUSTIC EMISSION SENSOR CALIBRATION
An AE calibration curve is prescribed by its voltage output (in dB) per unit surface
motion of the host structure. Either displacement or velocity are used as input motion, and
the curve is expressed as a function of frequency, often from 10 kHz – 1 MHz.
To experimentally calculate an AE sensor calibration curve, the input motion must
be known via theoretical calculation or direct measurement. Direct measurement
approaches are typically non-contact such as a capacitive sensor, interferometric sensor, or
LDV. Then, the output voltage of the AE sensor is divided by the input motion in the
frequency domain, yielding the calibration curve.
Several approaches are amenable to calculation of an AE sensor calibration curve.
Each of them essentially serve to prescribe an input motion to an AE sensor base. Using a
face-to-face sensor arrangement, a transducer with a known transmission spectrum can be
bonded directly to an AE sensor and excited with a pulse. A reciprocity calculation
approach uses three AE sensor/transmitters in a round robin fashion to obtain the
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calibration curves for each; an inherent assumption that their transmission and receiving
spectrums are the same has raised concerns for this method in recent years (Ono 2016).
The use of a bulk wave excited through a transfer block can be used, again via
measurements of surface motion and bonded sensor response on the other side (Theobald
2009; Ono 2016).
Rayleigh wave calibration methods are some of the most accurate and reproducible,
at the expenses of additional facility development time and costs. They are useful as the
mechanical effect of the sensor on the host structure is minimized, and they also sidestep
questions of in-plane and out-of-plane sensitivity (Rayleigh wave motion rotates
elliptically between in-plane and out-of-plane as it propagates). A Rayleigh wave
calibration is performed in this chapter’s experimental work. Two ASTM standards outline
approaches for Rayleigh wave calibration: ASTM E1106 and ASTM E1781. ASTM E1106
uses a pulse applied to a very thick cylinder to generate a Rayleigh wave for calibration. It
is one of the most accurate calibration approaches, allowing sensors calibrated by this
method to serve as transfer standards. ASTM E1781 provides a means of using a previously
calibrated AE sensor to obtain a calibration curve for a second AE sensor. This standard
relaxes some of the requirements of ASTM E1106 such as the immense size of the test
block geometry. It still provides calibration curves that are generally within 1 dB of a
primary calibration, and usually off at the point of maximum error at no more than 3 dB.
A Rayleigh wave calibration is performed in this chapter’s experimental work;
following are additional assumptions that factor into the calibration. Input motion is
assumed to be the motion of the free surface, before the sensor is bonded. The mechanical
influence of the sensor on the structure is assumed to be incorporated into the sensor’s
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transfer function. When the calibration curve is calculated on a given material (typically
steel), it is not transferrable to other materials due to factors such as acoustic impedance
changes and changes in wavelength at a given frequency. The calibration is also performed
under Rayleigh wave conditions and is non-transferrable to other types of waves.
In terms of recent research pertinent to the sensor development work herein,
Theobald (2009) developed a calibration approach to separate in-plane and out-of-plane
calibration curves. It uses noncontact interferometric displacement measurements of
pressure and shear waves transmitted through a transfer block. Using this method, the inplane motion and out-of-plane motion are decoupled and the sensitivities can be calculated
for each separately by dividing the output velocity by the input motion in the frequency
domain. He found, that for two nominally out-of-plane sensitive piezoelectric AE sensors,
the out-of-plane sensitivity was around ten times higher than the in-plane sensitivity.
For guided wave approaches, the separation of calibration between in-plane and
out-of-plane sensitivity may not be necessary. This is because for a guided wave in each
specimen geometry and material, there are theoretical ratios between in-plane and out-ofplane surface motion for each wave mode. Instead, it may be better to obtain calibration
data with respect to an arbitrarily chosen component of motion for each wave mode for a
given specimen geometry and material. In practice, this could be incredibly cumbersome,
and approaches at theoretically calculating guided wave calibration curves may be a more
fruitful approach.
Ono (Ono, Cho, and Matsu 2010) used laser interferometer surface motion
calculations to experimentally obtain calibration curves in bars and plates. He compared
bar surface calibration curves with manufacturer face-to-face calibration curves in a 6.4
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mm x 25.4 mm cross section, 3.66 m long aluminum 6061 bar. When the bar calibration
curves were compared with manufacturer face-to-face calibration curves, they matched in
general shape and order of magnitude. However, they presented up to approximately 20
dB discrepancies at some frequencies and did not clearly match the shape of individual
resonance peaks.
Ono (2016) clarified an often-used calibration unit given as V/µbar. The use of this
unit as the calibration curve amplitude of many commercially available AE sensors
precludes their use for quantitative assessment of wave propagation. The use of this unit
implies that there is a voltage generated in response to stress applied to the sensor face;
however, this is physically inadmissible since the surface where the sensor would be
attached is stress free (and the calibration assumes the of use free surface motion for its
baseline). Often, the unit is presented as the output of ASTM E976; however, this standard
specifically states that it does not provide a sensor calibration curve. This indicates that
currently there may be some systematic errors in calibration standards present in the AE
industry. Ono (Ono 2016) interpreted that the use of this unit most likely came from
practices for hydrophone calibration, where an acoustic pressure in the water would be
present on the sensor face. In this context, 1 µbar has an equivalent velocity in water
corresponding to 67.6 nm/s as the particle velocity is related to acoustic pressure through
the acoustic impedance. Equivalently, adding 143.4 dB to a calibration curve defined in
V/µbar converts it to V/(m/s). Ono (Ono 2016) tested this experimentally, finding that this
correction factor matched well with experimental calibration curves in a face-to-face
calibration setup. Anecdotally, a search of AE sensor manufacturer websites where sensors
are calibrated with respect to both velocity and stress finds maximum sensitivities are also
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separated approximately by this correction factor of 143.4 dB. This correction factor can
be used in the interim to convert from a stress calibration to a velocity calibration.
One final limitation of calibration curves is present. In principle, if both the
amplitude and phase of the calibration curve are provided, it can be used to reconstruct the
underlying waveform in the time-domain. Frequently, only the amplitude component of
the calibration curves is expressed. This restricts analysis to that of amplitude in the
frequency domain.
11.3 SENSOR CALIBRATION – EXPERIMENTAL SETUP
11.3.1 Experimental Configuration and Analysis Method
In this section, a transfer structure was used where the waves propagate as a
Rayleigh wave, and the principle of ASTM E1781 was used: transferring a calibration from
a previously calibrated sensor to a new sensor. The discrepancies between this study and
ASTM E1781 were related to (a) the test block and (b) the choice of excitation.
As it was impractical to purchase a test block sufficient for an ASTM E1781
Rayleigh wave calibration, an alternate specimen was used. In a previous study described
in Giurgiutiu (2014), Chapter 12, it was found that waves excited by PWAS bonded to a
steel rail travelled as Rayleigh waves. The exact specimen from that study was still
available and used in this experiment. The rail was 16 mm thick and approximately 1.4 m
long. The rail and experimental setup is shown in Figure 11.1.
Supporting the applicability of the steel rail specimen, Hamstad (2009) found that
for relatively thin plates in a Rayleigh wave context (i.e. 24.4 mm steel), waveforms
dominated by Rayleigh waves are predominantly sensed if a PLB is excited on the same
surface as the sensor. The work of Ono (Ono, Cho, and Matsuo 2010) has also indicated
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that calibrations performed in bars can provide a workable calibration curve as compared
to a face-to-face calibration.

. (a)

(b)
Figure 11.1: Steel rail calibration (a) Conceptual sketch of excitation and sensors, and
(b) photograph of steel rail during experimental setup
To determine if Rayleigh waves were the dominant mode of propagation in this
specimen, a series of pitch-catch experiments were performed, transmitting from one
PWAS to another PWAS 394.5 mm away. A series of 20 Vpp 3-count Hanning windowed
tone bursts were excited, with a center frequency ranging from 100 kHz to 1200 kHz. The
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time of flight was calculated via the envelope amplitude of the first arriving waveform and
used to calculate the group velocity (Figure 11.2).

Figure 11.2: Group velocity calculations via time of flight measurements
indicating Rayleigh wave propagation in the steel rail
It was found that the group velocity was largely nondispersive, approaching
approximately 3100 m/s, significantly close to the Rayleigh wave speed of steel (there was
a 7% drop in group velocity at the low frequency at 100 kHz). This confirms the previous
work (Giurgiutiu 2014) that the waves propagate as Rayleigh waves.
Three excitation sources were assessed: pencil lead break, glass capillary rod
fracture, and PWAS excitation. The glass capillary rod (0.5 mm OD, 0.3 mm ID) was
slightly larger than indicated in ASTM E1781; however, no suitable smaller rods were
commercially available without a custom order through a manufacturing facility. A
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comparison between the sizes of the pencil lead and glass capillary is shown in Figure 11.3.
It was found that the waveforms created by capillary rod fracture (Figure 11.4) and pencillead break (Figure 11.5) were easily detectable by a PWAS bonded 20 mm away. However,
there were limitations that the frequency spectra which significantly decayed significantly
by 100 kHz, precluding their use for a broadband calibration.

(a)

(b)

Figure 11.3 (a) Side-by-side comparison of 0.5 mm pencil lead and 0.5 mm OD glass
capillary rod, and (b) pencil lead break fixture recommended in ASTM E976 to improve
reproducibility of pencil-lead-break excitations

(a)

(b)

Figure 11.4: Capillary rod excitation detected by a PWAS 20 mm away (a) timedomain response, and (b) frequency-domain response
To provide input motion calibration data, the original intent was to use noncontact
LDV velocity measurements. However, it was found neither PLB, capillary rod fracture,
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or PWAS waveforms provided a high enough out-of-plane surface velocity to be detected
by the LDV.

(a)

(b)

Figure 11.5: PLB excitation, detected by a PWAS 20 mm away (a) time-domain
response, and (b) frequency-domain response
Because of this, the experimental approach settled on the use of a PWAS excitation
and a transfer of calibration from a reference sensor as specified in ASTM E1781. In fact,
the use of PWAS rather than PLB or capillary rod fracture may have provided better
calibration curves due to the ability to increase the number of signal averages until the
noise levels were negligibly low. Typically, a piezoelectric transducer is not ideal for
calibration methods that use analytical or numerical calculations of input motion because
the state of the art in bonding layer modeling is not yet accurate enough for calibration.
However, it was admissible for the ASTM E1781 principle of transfer of calibration from
a pre-calibrated reference sensor; this only require a principle of equivalent excitation at
the base of the test sensor and reference sensor. The small size of the PWAS (approximately
7 mm) also helped to meet the approximation that it was a point source.
Rust was removed from the rail using an angle grinder, and the test sensor and
reference sensor were bonded 200 mm away from the PWAS. After going through the
calibration curves of sensor available in the laboratory, surprisingly, the MISTRAS R15α
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provided one of the best candidates. Although it is considered a resonant sensor centered
around 150 kHz, it provided significant energy for a calibration up to 600 kHz. It is not
typically used for broadband sensing because its frequency response is not flat. However,
since a deconvolution from its calibration curve was already part of the post processing,
this did not influence the results.
A pulse was chosen for PWAS excitation to meet the dual criteria that the excitation
should be both short in time-duration and broadband. The short time-duration was
considered a factor to reduce the potential for edge reflections influencing the calibration.
A 500 ns pulse was found to be sufficient. Since the excitation time was short, the use of
the HSA4014 power amplifier was necessary to preserve the general shape. For detecting
this signal, a sampling rate of 25 MHz was used across all calibration experiments to ensure
the amplitude did not drop off at higher frequencies.
The time-domain signal of the pulse can be seen to be somewhat rounded (Figure
11.6a), but the overall shape of the frequency-domain was largely preserved (Figure 11.6b).
For a calibration region up to 600 kHz, the pulse provided sufficient energy. The pitchcatch response of the 45 V pulse excitation, received by a PWAS 200 mm away is shown
in Figure 11.6c (time-domain) Figure 11.66d (frequency-domain). In the frequencydomain, significant energy is present up to 600 kHz for calibration. It was found that the
SNR from the pulse was very poor without the use of averaging. To improve the signal
strength, 1024 averages were used; however, the SNR was still poor due to the signal
amplitude nearing the thermal noise of the oscilloscope. This was corrected with the use of
a 40 dB preamplifier. This preamplifier had a 30 kHz high pass filter. Because of this, the
calibration curves provided in this chapter are valid in the range from 30 – 600 kHz.
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(a)

(b)

(c)

(d)

Figure 11.6: (a, b) PWAS 500 ns pulse excitation smoothed due to data acquisition
equipment, and (c, d) pitch-catch response detected by a PWAS 394.5 mm away
from the transmitter PWAS
11.3.2 Calibration Curve Calculation Method and Methodology Verification
The calculation of the calibration curves in this section relies on a principle of
equivalent input motion between the test and reference sensor. In the frequency domain,
the voltage V ( f ) is related to the velocity at the sensor base v( f ) through the sensor
calibration curve C ( f ) :

VT ( f )  CT ( f )  v( f )

(11.1)

VR ( f )  CR ( f )  v( f )

(11.2)

The subscripts T and R refer to the test sensor with unknown calibration curve and the
reference sensor with the known calibration curve, respectively. If the base velocities are
equal, dividing (11.1) by (11.2) and rearranging yields:
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CT ( f ) 

VT ( f )
CR ( f )
VR ( f )

(11.3)

The calibration curve from the reference sensor is transferred to the test sensor
through the voltage ratio of the two sensors. Additional steps were necessary for proper
data processing. An FFT is used to convert voltage signals in the time-domain to the
frequency domain. Since the FFT algorithm treats the signal as if it is repeating, if the
amplitudes at the start and end of the time window are not the same, the presence of a step
causes spectral leakage. There are several ways to address this. In this work, a ramp
function is added to each waveform as recommended in ASTM E1781. This modifies only
the DC portion of the frequency response. Second, a Savitzky–Golay filter is used to
smooth the final calibration curves. It effectively interpolated every group of 75 points in
the calibration curve with a 3rd order polynomial.
Our approach to transfer calibration from a reference sensor was validated with two
MISTRAS R15α sensors for validation. The calibration curves of both sensors were
converted from a stress calibration to a velocity calibration using the 143.4 dB conversion
factor from Ono (2016). Although both calibration curves were provided by the
manufacturer, one R15α sensor was treated as if the calibration curve was unknown and
calibrated using the prescribed method. The comparison between the experimentallyderived calibration curve and the manufacturer-provided calibration curve (after
conversion to velocity calibration) is shown in Figure 11.7. The calibration curves agreed
for most of the frequency spectrum within 3 dB, with a 5 dB discrepancy in approximately
the 300-360 kHz range. Comparing this with aluminum beam calibration of Ono (Ono,
Cho, and Matsuo 2010) which differed by up to 20 dB, our result can be deemed quite
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accurate. These two R15α sensors were calibrated using a face-to-face calibration method,
and it is surprising to see that in our result, the two was so close.

Figure 11.7: Verification of calibration method by comparing
experimentally-derived calibration curve with manufacturer-provided
calibration curve for two R15α sensors
One concern with this experiment was the presence of edge reflection from the ends
of the rail. For example, the waveform received by an R15α sensor, and its frequencydomain response are shown in Figure 11.8a,b. It can be observed that the dime duration of
the signal has still not fully decayed even at 32 ms. Since the calculated wave speed on this
rail was 3.1 m/ms, this indicates the long decay in the time-domain signals was most likely
due to dozens of reflections off the ends of the rail. This was not for the R15α sensor
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response, but was seen in the other sensors such as the miniature ring sensor FBG (Figure
11.8bc,d.

(a)

(b)

(c)

(d)

Figure 11.8: PWAS pulse response, received by (a,b) R15α sensor and (c,d)
miniature ring sensor FBG
Because of the presence of reflections, at first it was considered that only the very
beginning of the waveform should be used for this calibration procedure to eliminate the
presence of edge reflections. An assessment of this effect was performed by calculating the
calibration curve using several different time windows, ranging from the first few hundred
microseconds of the signal, all the way out to the end of the signal capture at approximately
32 ms. It was found that when using only the first few hundred microseconds, the R15α
calibration curve had larger discrepancies in amplitude (closer to the frequency spectrum
matching within approximately 6 dB) when compared to the manufacturer-provided
calibration curve. However, the use of longer-duration time windows (which included the
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edge reflections) seemed to produce more accurate calibration curves, as observed by the
R15α sensor better matching the manufacturer-provided response. This effect of the
“stabilizing” of the shape and amplitude of the calibration curve with longer time windows
was seen for all the sensors calibrated in this chapter.
This effect would require more study for explanation. One hypothesis is that a
standing wave phenomenon is providing an equivalent excitation to both sensors. However,
further study is outside the scope of this chapter, as the emphasis is on the extent of
calibration necessary for sensor characterization. From a purely practical perspective, since
calibrating with a longer signal was empirically shown to produce better results, the full
time-duration of the signal was used for calibration of the rest of the sensors. Any
theoretical problems with this are backed with the knowledge that the portion of the wave
present before the arrival of any reflections still provided similar, if less accurate, results.
11.4 SENSOR CALIBRATION AND STRAIN AMPLIFICATION RESULTS
11.4.1 Approach for Calibration of Piezoelectric and FBG Sensors
One R15α sensor was removed from the surface, and test sensors were bonded at
the same location, calibrated, and removed for the next sensor. The following test sensors
were calibrated:
•

Surface-bonded FBG and PWAS

•

Original 100 kHz ring sensor FBG

•

Miniature ring sensor FBG and PWAS

•

Circular ABH sensor FBG
The details of the calibration process are the same as those discussed in Section

11.3. For demonstration purposes, time and frequency domain responses of test sensor
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(PWAS) and reference sensor (R15α) are shown in Figure 11.8. It can be noted that in the
time domain, the SNR is high and both waveforms take a long time to decay. In the
frequency responses, regularly spaced peaks and valleys can be seen. For the PWAS, this
is indicative of the tuning phenomenon discussed in Chapter 4.
11.4.2 Redefining Calibration Metric to Reflect FBG Strain
When calibrating FBG sensors, it was apparent from the work done in previous
chapters that a voltage per unit velocity calibration was not appropriate. This is because the
resolution of the FBG system was ultimately in terms of strain and not voltage. For
example, an FBG with a different slope could be used to provide a much more sensitive
response when compared to other sensors. But, this comparison would not be valid because
the noise from the optical system would increase proportionally with the sensitivity
increases.
To address this, the strain calibration from Chapter 7 was employed to obtain
absolute FBG strain calculations prior to the calculation of the calibration process. In terms
of the calibration calculation, this can be expressed as:

CFBG
(f)

 FBG ( f )
VR ( f )

CR ( f )

(11.4)

where  FBG ( f ) is the strain measured by the FBG. The FBG calibration curve CT ( f ) is
the calibration in units of FBG strain detected per unit out-of-plane free surface velocity.
The calibration curve in units of  / (m / s) for a surface-bonded FBG is shown in
Figure 11.9. Significant peaks and valleys are seen in the FBG response starting at
approximately 150 kHz. This is likely due to the wavelength of the Rayleigh wave
approaching the 10 mm FBG length at higher frequencies. At 156 kHz, the Rayleigh
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wavelength in this specimen is 20 mm, twice the length of the FBG. At 312 kHz, the
wavelength is equal to the FBG length.

(a)

(b)

Figure 11.9: (a) Photo of surface-bonded FBG, and (b) Surface-bonded FBG
calibration curve expressed in FBG strain per unit input velocity
The calibration of a surface-bonded FBG with respect to out-of-plane velocity was
intuitively strange. To address this, the ratio between in-plane and out-of-plane Rayleigh
wave motion was calculated using the Rayleigh wave equations from Chapter 2. It was
found that on the surface, this ratio is a material-dependent constant. For example, using
the elastic properties of 1080 steel, it was found that the in-plane motion is 2.2 times larger
in magnitude than the out-of-plane motion. This allows the perspective to be broadened
from that of only out-of-plane velocity. Instead, we can make the distinction that it is
calibration with respect a Rayleigh wave amplitude which produces a given out-of-plane
velocity. Thus, the presence and even the amplitude of the in-plane motion is implied.
This knowledge of the fixed ratio between in-plane and out-of-plane motion allows
for direct calculation of a strain amplification ratio, i.e.
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Sensor
Sensor
 FBG
( f ) CFBG
(f)

 RAmp ( f )
Surface
Surface
 FBG ( f ) CFBG ( f )

(11.5)

The superscript “Sensor” refers to the mechanical sensor (e.g. ring sensor or ABH sensor)
and the superscript “Surface” refers to the surface-bonded FBG. RAmp ( f ) is the strain
amplification ratio: the ratio between a mechanical sensor’s FBG response (e.g. ring sensor
or ABH sensor) and the surface strain detected by an FBG. We have chosen to not factor
in the Rayleigh wave 2.2 times displacement ratio in the steel since the ABH sensor detects
out-of-plane motion as well. This means that in some cases the amplification ratio is
expressed in terms “Sensor FBG strain generated by out-of-plane motion” divided by “inplane strain”. Conceptually, in a fair comparison for an out-of-plane sensitive sensor, this
ratio may be conservative by up to a factor of 2.2, or approximately 6.8 dB.
After a thorough review of the literature, we believe this is the first combination of
AE sensor calibration principles with a fiber-optic sensing system calibrated for absolute
strain measurements. The calibration in terms of strain per unit motion allow separation of
the optoelectronic sensor system from the sensor mechanical response. This can allow for
sensor modeling, characterization, and interpretation in purely mechanical terms. The use
of the strain amplification ratio also provides a readily accessible metric for performance
increases over that of a surface-bonded FBG. This provides a quantitative metric to
calculate the strain amplification, one of the major design criteria of the mechanical FBG
sensors. It should be noted that the strain amplification ratio is calculated based on a 10
mm length FBG. Thus, the response may suffer from aperture effects, particularly over 312
kHz when the wavelength becomes lower than the FBG length. A shorter (e.g. 1 mm or 3
mm) FBG should be used in the future if this approach is to be used again.
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Both the strain-output calibration and strain amplification ratios are presented for
the ring sensor and ABH sensor FBGs. The strain-output calibration is more useful in
application, where the strain amplification ratio is more useful in sensor characterization.
11.4.3 Ring Sensor FBG Calibration and Strain Amplification Results
The calibration curves and strain amplification curves for the original 100 kHz ring
sensor FBG and the miniature ring sensor FBG are shown in Figure 11.10.

(a)

(b)

(c)

(d)

(e)

(f)

Figure 11.10: (a,c,e) Original 100 kHz ring sensor bonded to steel rail, its
calibration curve, and its strain amplification curve, and (b,d,f) Miniature ring
sensor bonded to steel rail, its calibration curve, and its strain amplification curve
Both ring sensors have broadband frequency characteristics (although in an AE
sensor context, they would not be called “wideband AE sensors” because their curves are
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not sufficiently flat). Antiresonances are present in the frequency responses. For the
original 100 kHz ring sensor, these are at 47-55 kHz and 287 kHz. For the miniature ring
sensor, one is present at 147 kHz. These correspond to the gap between the fundamental
resonance and the 2nd harmonic previously discussed. The miniature ring sensor has only
a slightly higher peak amplitude (-22 dB, compared to -26 dB). However, it has
performance advantages in terms of a higher average sensitivity and improved low
frequency and high frequency response.
The original ring sensor had a higher maximum strain amplification (26.2 dB versus
22.2 dB). However, the miniature ring sensor had a higher average sensitivity, staying
above the 0 dB line with no attenuation over most of its frequency spectrum (0 dB
corresponds to an amplification factor of 1). The original ring sensor prototype drops below
10 dB over a significant portion of its amplification ratio.

Due to the success of the single-point bonding FBG configuration used in the ABH
sensor, this method was also tested in the miniature ring sensor (Figure 11.11). It was found
to diminish the sensitivity by 20-25 dB across the frequency spectrum, making it a poor
candidate as a sensor configuration. Hence, it was not used in subsequent tests.
The 500 ns pulse excitation was compared to a “tone burst stitch” method, where a
parametric frequency sweep of 3-count Hanning windowed tone bursts was excited such
that the tone bursts had significant overlap in their frequency response. A window of the
calibration curve was calculated for each tone burst and the individual windows were
“stitched” together to obtain the calibration curve over a wide range. There were some
discrepancies in amplitude, approximately 4.5 dB, at 170 kHz and 350 kHz (Figure 11.12).
Overall, however, the two methods matched well in amplitude and shape. This approach
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has the benefit that it could be used to garner a higher degree of granularity from tuning
curve experiments when sensor resonances are more closely spaced than the tone burst
frequency band.

Figure 11.11: Comparison between single-point bonded and two-point bonded
configurations on miniature ring sensor
11.4.4 PWAS Calibration Curves
Calibration curves for a surface-bonded PWAS and miniature ring sensor PWAS
were calculated (Figure 11.13). Just as in its waveform and FFT from Figure 11.8, the
surface-bonded PWAS had regularly spaced peaks and dips in its response, corresponding
to its tuning phenomenon. The surface-bonded PWAS had a lower sensitivity than the
R15α sensor below 200 kHz and a higher sensitivity above 200 kHz. It is of particular note
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that the miniature ring sensor PWAS had a higher sensitivity than the R15α sensor. This
was not expected, as the ring sensor was not optimized for use with the PWAS.

Figure 11.12: Comparison between miniature ring sensor FBG calibration curves
generated by tone bursts and pulse excitation
The PZT and aluminum acoustic impedances are also poorly matched. A brass ring sensor
with an impedance matching layer at its base would be expected to perform even better for
piezoelectric sensing. A compliant PVDF sensing element stretched across the longitudinal
axis of the ring sensor may perform better based on its mechanism of motion. However,
these validations are outside the scope of this chapter and hence were not pursued at this
stage.
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At this stage, a large amount of design work would be necessary to enhance the ring sensor
piezoelectric sensing capabilities, including the incorporation of a Faraday shield, testing
its electrical response, and further calibration work.

(a)

(c)

(b)

(d)

Figure 11.13: (a, c) Surface bonded PWAS and its calibration curve, and (b, d)
miniature ring sensor PWAS and its calibration curve
This may be a potential avenue of future work, as a highly sensitive miniature piezoelectric
AE sensor has a good prospect for commercialization. If this were to be pursued, the next
step would be to test its response in a more robust calibration experiment.
11.4.5 Acoustic Black Hole Sensor Calibration Curves
When calculating calibration curves for the acoustic black hole sensors, two new
types of bonding configurations were considered (Figure 11.14). This was done because
the single-point bonding when applied to the ring sensor showed such a large diminishment
in its response. The original bonding configuration tested in Chapter 10 was an optical fiber
bonded only at one point of the ABH face. Special care was taken such that the optical
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fiber was not secured at another point on the specimen. A single-point bonding
configuration was also assessed at the tip of the specimen using a 5 mm FBG. The FBG
was placed deliberately so it was close to the bonding point, but no portion of the FBG
would overlap it. A buckled two-point bonding configuration was also assessed. The fiber
was buckled by impeding the path between the two bonding points with a small cylinder
during the bonding process. The bonding process was very difficult in practice, and some
cyanoacrylate adhesive spilled over to the sides of the ABH sensor and the circular inner
profile.

(a)

(b)

(c)

Figure 11.14: (a) Optical fiber bonded at one point on ABH face close
to the very tip of the sensor, (b) Optical fiber bonded at one point on
the ABH tip, and (c) Optical fiber bonded to both ABH tips in a
buckled configuration
Comparing the calibration curves for the single-point bonding configurations
(Figure 11.15), it appeared that the FBG on the ABH tip was more sensitive, particularly
at higher frequencies, on the order of 20-25 dB.
The strain amplification ratio for this configuration is shown in Figure 11.16. The
peak strain amplification is 26 dB, and is most sensitive in the 100 – 220 kHz region. The
strain amplification ratio is above the 0 dB line for most of the frequency spectrum. There
were no indications observed in the FEM analysis of the ABH sensor that the top of the
ABH tip would have such a higher response when compared to the very top of the front
face. The FBG on the ABH sensor face was bonded very close to the tip of the ABH, so
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the amplitude drops moving away from the tip does not fully explain this. This effect may
have something to do with optical fiber mechanical interaction with the front face vs. the
tip of the ABH sensor. If this is the case,

Figure 11.15: Increase in sensor sensitivity by bonding the FBG to the ABH sensor tip
the mechanics of the FBG itself warrant more attention in the modeling and design process,
as it may play a large role in the overall response.
The calibration and strain amplification ratio of the two-point bonded configuration
are shown in Figure 11.17. Just as for the single-point bonding configuration, the strain
amplification ratio is above the 0 dB line for most of the frequency spectrum.
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Figure 11.16: Strain amplification ratio of a single-point bonded ABH sensor
FBG

(a)

(b)

Figure 11.17: (a) Calibration curve of the two-point bonded ABH sensor is wideband
and relatively flat, and (b) strain amplification ratio of the two-point bonded ABH
sensor is higher than any of the other sensor configurations investigated
The peak amplification is 28 dB, slightly higher than for the single point bonding
configuration. The increase in strain amplification is small enough to be entirely caused by
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the constructive interference between longitudinal waves in the optical fiber originating
from each ABH tip.
The high sensitivity of both ABH sensor configurations indicates that both are
acceptable alternatives. The single-point bonded configuration should be chosen when the
detection of both in-plane and out-of-plane motion is desired. The two-point bonded
configuration should be chosen when the detection of out-of-plane motion alone is desired.
The calibration curve of the miniature ring sensor is compared to the two-point bonded
ABH sensor in Figure 11.18. The ABH sensor has a clear advantage in terms of sensitivity
across the frequency spectrum.

Figure 11.18: Calibration curve comparison between most sensitive ring sensor and
most sensitive ABH sensor configurations
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11.5 SUMMARY AND CONCLUSIONS
This chapter discussed the principles and techniques of AE sensor calibration. AE
sensor calibration was implemented based on the principles of ASTM E1781, where a
calibration curve is transferred from a previously calibrated AE sensor to a test sensor. A
unit conversion between acoustic pressure and particle velocity in water allowed for the
conversion of the physically inadmissible V/µbar units to standard V/(m/s) units. The
calibration curve calculation process was then verified by calculating the calibration curve
of a commercially available MISTRAS R15α sensor and comparing it to the manufacturerprovided curve. Theoretical challenges are present in terms of edge reflections. However,
calibration based on the initial portion of the wave prior to reflections was sufficiently
accurate. Surprisingly, calibration in the presence of many edge reflections seems to have
provided a more accurate response, possibly because there was enough time for dozens of
edge reflections with small levels of attenuation to provide a roughly equivalent response
to both sensing locations.
After a thorough review of the literature, we believe this is the first combination of
AE sensor calibration principles with a fiber-optic sensing system calibrated for absolute
strain measurements. In addition to the sensor characterization itself, this allowed for two
developments in calibration technique.
First, by using an FBG as a reference sensor to obtain surface strain measurements,
the strain amplification ratio of a fiber-optic sensor was calculated across a frequency
spectrum. This is a powerful metric for both sensor development and characterization. This
approach was relatively simple, and was feasible because the ratio between in-plane and
out-of-plane surface motion for a Rayleigh wave is constant. In practice, in other specimens
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where this ratio is a function of frequency, theoretical calculations of this ratio could be
included.
Second, by converting FBG output from voltage to strain, calibration curves were
calculated in terms of strain per unit surface motion. This allowed the sensor performance
to be interpreted entirely in mechanical terms, decoupling the mechanical calibration curve
from sensor’s electrical components. This may allow separate development of mechanical
sensor and optoelectronic components which could be combined at a later stage. It also
allows for immediately accessible calculations of minimum detectable FBG sensor surface
motion; this is because FBG optical system resolutions are prescribed in terms of strain per
unit bandwidth.
Calibration curves were obtained for a surface-bonded PWAS and a miniature ring
sensor PWAS. The miniature ring sensor PWAS calibration curve was calculated to be
higher than the R15α calibration curve for all frequencies above 100 kHz. This was a
pleasant surprise, as the miniature ring sensor was not optimized for its PWAS response.
This may warrant more attention in development of the ring sensor as a piezoelectric AE
sensor, but first this result would need to be replicated in a more sophisticated calibration
setup.
For the ring sensor FBG calibration curves, the original 100 kHz ring sensor
prototype had a higher maximum strain amplification when compared to the miniature ring
sensor (26.2 dB versus 22.2 dB). However, the miniature ring sensor had a higher average
sensitivity, staying above the 0 dB line (i.e. 0 dB corresponds to an amplification ratio of
1) over most of its frequency spectrum. The original ring sensor prototype drops below 10 dB over a significant portion of its amplification ratio. The effect was surprising, as the
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miniature ring sensor performed much better in the Lamb wave experiments. One
possibility is that because of the small size of the miniature ring sensor, it does not diminish
the response in a 1.2 mm plate the way that the larger 8 mm ring sensor might. This would
explain why the performance evened out for Rayleigh wave excitations, as the thick steel
would not be influenced much by either ring sensor.
It was found that a single-point FBG bonding configuration did not function well
for the ring sensor, but functioned well for the ABH sensor. This may be due to the
wavelength sweep characteristic of the ABH sensor discussed in Chapter 10. At the ABH
tip, the wavelength approaches the same length scale as the FBG diameter.
The single-point bonding of an FBG to the top surface of the ABH sensor greatly
improved its response compared to single-point bonding to the front face of the ABH
sensor. The improvement was roughly of the order of 20-25 dB for frequencies above 200
kHz. This result indicates that more care needs to be taken to incorporating the FBG into
the design and modeling process. A buckled FBG two-point bonding configuration further
improved peak strain amplification ratio, from 26 dB for the single-point bonded ABH
FBG to 28 dB for the two-point bonded ABH FBG. This increase is small enough to be
accounted for by constructive interference between longitudinal waves in the optical fiber
originating from each ABH tip. These two ABH FBG configurations provide two potential
alternatives for ABH FBG sensing; one of which possesses in-plane sensitivity and another
of which possesses both in-plane and out-of-plane sensitivity.
This chapter provided measurements of calibration curves in terms of output strain
or voltage per unit motion across a frequency spectrum. This placed the characterization of
the ring sensors and ABH sensor on a reliable foundation by relating them to absolute
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surface measurements. The results of this work indicate the potential for several further
advancements. A more sophisticated calibration process may be warranted to confirm these
results. It could be backed up with a modeling framework to assist in calibration validation
and sensor characterization. A Lamb wave calibration could be performed with noncontact
LDV measurements used to detect input motion. The directional response could be
measured for the ABH sensor, particularly the in-plane configuration which may have more
directional sensitivity.
One possible avenue of further work is in the mechanical aspects of the sensor
design. The FBG bonding process can be improved for the ABH sensor by providing only
the necessary amount of adhesive to bond the FBG to the ABH tip. A sensor housing should
be placed around the ring sensor and ABH sensor for protection and for electrical isolation
of the ring sensor PWAS. A small wear plate could be added to the ring sensor to make
bonding easier, and allow for use with non-permanent couplants to open up its use to NDE
applications.
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CHAPTER 12
SUMMARY, CONCLUSIONS, AND FUTURE WORK
12.1 RESEARCH CONCLUSIONS
This dissertation has presented the development of two sensor architectures suitable
to enhance fiber-optic sensing of guided waves. The work began mid-development by
verifying the fiber-optic and piezoelectric sensing capabilities of an 8-mm 100 kHz ring
sensor. The optical system was calibrated for obtaining absolute FBG strain measurements.
Next, a measure of the strain resolution of the system was determined, and the noise sources
were characterized in the tunable laser source.
Lamb wave models were used to assess the 100 kHz ring sensor response. It was
found that because the ring sensor responded predominantly to out-of-plane motion, the
PWAS and FBG bonded to it responded to out-of-plane motion. Additionally, since the
ring responded omnidirectionally to out-of-plane excitation, the FBG also became
omnidirectional.
Ring sensor performance was modeled in FEM to help understand its mechanics
and improve the placement of PWAS and FBG. It was found through an FEM harmonic
analysis that the ring sensor possessed multiband characteristics. This was verified
experimentally in free sensor experiments and Lamb wave tuning curves.
Transient analyses were used to relate the ring sensor motion back to vibrational
modes observed in the harmonic analysis. It was found that vibrational models helped the
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understanding of the ring sensor response. Through exploitation of mode shape nodes and
lines of symmetric, it was found that placement of FBG and PWAS along nodes and certain
lines of symmetry could be used to control the sensor frequency response, producing a
single-mode response near 100 kHz.
Since no mechanical amplification had been obtained for the original 100 kHz ring
sensor, a design exploration and optimization were performed. It was found that a circular
hole could be used without loss in performance, saving in manufacturing costs. A direct
optimization algorithm was performed in ANSYS. However, it matched very closely with
a design rule of reducing ring diameter and wall thickness simultaneously; this maintained
the 100 kHz resonance while miniaturizing the size and optimizing for amplitude. The final
design was approximately 3.2 mm in diameter.
SNR calculations for pitch-catch and PLB-AE experiments showed that the FBG
on the 3.2 mm miniature ring sensor provided mechanical strain amplification of the
waveforms. This was reflected by SNRdB increases of the 3.2 mm ring sensor over that of
the plate-FBG. Quantitatively, these were 14.1 dB (pitch-catch), 11.9 dB (PLB-AE), and
19.3 dB (filtered PLB-AE). The miniature ring sensor was also found to have broadband
sensing characteristics and was omnidirectional.
Attempts were made at capturing fatigue-AE events on a 1 mm aluminum plate in
which a crack was growing under cyclic fatigue loading. There were indications that the
AE waveforms had predominantly in-plane motion (i.e. propagated as S0 wave modes),
which could not be detected by the miniature ring sensor which was sensitive to out-ofplane motion only. However, in this same experiment, we could determine that the
miniature ring sensor reduced the quasi-static strain sensed by a factor of 9.5. This would
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be enough for calibration at zero load and operation of dynamic strain sensing up through
the strain associated with yielding in the aluminum. The miniature ring sensor was able to
detect PLB-AE events under static tension, and pitch-catch waves during fatigue.
A second sensing architecture based on a wave-trapping acoustic black hole (ABH)
principle was developed. There were indications that an FBG bonded at two points may
diminish the performance of this sensor, so an optical fiber was used in a point-contact
bonding configuration. This also had the benefit of making the ABH sensitive to both inplane and out-of-plane motion.
A 100 kHz “ABH-like” sensor with a circular taper was designed via a DOE and
response curve approach, followed by direct optimization. There were not enough design
features to be able to control the amplitude separately from the frequency. However, free
sensor tests indicated that this sensor may have been broadband up to 400 kHz and may be
highly sensitive.
FEM harmonic analyses showed potential performance benefits for a power law
ABH taper over the use of a circular taper. A design exploration and broadband objective
function were used to optimize for out-of-plane displacement across a 10-1000 kHz
frequency range. The optimization pushed the design variables to their bounds. A 12 mm
wide quadratic ABH sensor was prototyped. Its Lamb wave response was tested, indicating
that it is sensitive to both in-plane and out-of-plane motion. The directional sensitivity of
both the S0 and A0 Lamb wave modes were not straightforward to interpreted, and likely
reflected the influence of the aperture effect changing lengths with orientation angle.
A calibration was performed on a steel rail using the principles of ASTM E1781
where a previously calibrated sensor could be used to calibrate another sensor under
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equivalent excitation. Verification of this calibration methodology yielded results that were
generally within 3 dB of a manufacturer-provided face-to-face calibration curve. There
were some questions raised about the effect of edge reflections off the end of the rails. It
seemed that when dozens of edge reflections were used for calibration, it gave more
accurate results than calibration curves that used shorter time windows which did not
measure edge reflections.
By measuring the in-plane strain sensed by an FBG on the surface of the rail, a
direct “strain amplification ratio” metric was developed, where the strain sensed by the
mechanical sensor was divided by the strain sensed by the plate-bonded FBG in the
respective frequency domain. Upon calibration, the original 100 kHz ring sensor prototype
had a higher maximum strain amplification when compared to the miniature ring sensor
(26.2 dB versus 22.2 dB). However, the miniature ring sensor had a higher average
sensitivity, staying above the 0 dB for most of its frequency spectrum. For the ABH sensor,
single-point bonding an FBG to the sensor’s top surface improved its response on the order
of 20-25 dB as compared to an FBG bonded near the tip on the front face. A buckled FBG
two-point bonding configuration further improved peak strain amplification ratio, from 26
dB for the single-point bonded ABH FBG to 28 dB for the two-point bonded ABH FBG.
12.2 MAJOR CONTRIBUTIONS
This dissertation has contributed to the state of the art in several ways:
1. A proof of concept for an 8 mm 100 kHz FBG ring sensor was
demonstrated. The FBG sensor was sensitive to out-of-plane motion and
detected waves omnidirectionally in a broad frequency range
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2. Using transient FEM analyses, the ring sensor FBG Lamb wave response
was related back to vibrational modes of the ring resonator, providing a
simple basis for understanding and optimization
3. A simple FEM framework for sensor design was developed, based on
standard DOE and design optimization tools available in a commercial FEM
software
4. A miniaturized and sensitivity-optimized FBG ring sensor was designed
and prototyped. Both its Lamb wave and Rayleigh wave response showed
the potential for FBG strain amplification up to 22 dB higher than that of a
surface-bonded FBG sensor. In previous studies elsewhere, e.g. Tsuada
(2010), a sensor which had the qualitative sensing enhancements of the ring
sensor permitted a strain attenuation rather than an amplification
5. The miniature FBG ring sensor reduced quasi-static strain sensed by a factor
of 9.5, enough for FBG wavelength calibration at 0 load and sensing at a
load that would generate yielding in aluminum
6. A sensor framework was developed based on an ABH feature. Two FBG
configurations had the potential for either in plane or dual in-plane/out-ofplane sensing
7. A circular-tapered ABH FBG prototype showed significant strain
amplification during calibration, 26 dB for an in-plane/out-of-plane
sensitive configuration, and 28 dB for an out-of-plane sensitive
configuration
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8. A power law ABH FBG sensor was designed and prototyped. It was used
to experimentally validate the dual in-plane/out-of-plane sensitivity feature
of the ABH sensor when used in conjunction with a point-contact bonded
FBG
9. A calibrated FBG optical system was combined with calibrations involving
absolute surface measurements. This permitted the expression of calibration
curves entirely in mechanical units, which has advantages in modeling and
design.
12.3 RECOMMENDATIONS FOR FUTURE WORK
This research has left several clear avenues for future exploration. These can be
divided up into several categories: experimentation, sensor improvements, new sensors,
sensor modeling, and calibration
Experimentation: It would be beneficial to continue testing the 12 mm wide
quadratic ABH sensor, particularly in the Rayleigh wave calibration experiment. With the
knowledge that the FBG response will probably be higher with sensor tip bonding rather
than the sensor face bonding which was used in its Lamb wave experiment, this may prove
to yield a highly sensitive sensor. The ABH sensor with a point bond ABH would be a
good candidate to tack back to fatigue AE tests. It would also be a good point to determine
whether the ABH sensor isolates its FBG quasi-static strain.
At this stage, it may help to get a better handle on the optical system. An absolute
calculation of the strain resolution of the optical system would be helpful for determining
minimum detection thresholds of these sensors for guided wave applications. It may even
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be worthwhile to look into some collaboration and use these sensors with a more sensitive
optical system.
Sensor Improvement: A reduction of the width of the quadratic ABH sensor may be
beneficial, as it would reduce the influence of the aperture effect.
The ABH sensor is a good candidate for rapid tests of its response as a damped
broadband AE sensor. This is because all that is needed to add significant damping to the
ABH tip is a thin viscoelastic damping layer (e.g. vinyl tape).
Since the ABH sensor can support one FBG on each tip, there is a potential for a
demodulation approach where 2 FBGs can simultaneously quantify in-plane and out-ofplane motion on the same sensor.
The addition of a sensor housing and a better fiber-optic mechanical protection will
help make a stronger case for these sensors. This is so especially since they meet many of
the other qualification of an operator “just bonding a sensor to their structure” as described
in the introduction.
New Sensors: The ABH sensor has the potential to work very well with a
noncontact Fabry-Pérot interferometer which may be an avenue for further sensor
development. The ABH sensor may also work well with a capacitive sensing approach, as
there is a possibility that the ABH displacement amplification may be sufficient to
overcome the drop in electrical performance seen by using a capacitive rather than a
piezoelectric sensor. For the ring sensor, since its PWAS performed very well in its
calibration curve, it may be a good candidate for development of a high-sensitivity
miniature piezoelectric AE sensor.
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In pilot FEM studies, an additional taper of the ABH sensor in the thickness
direction is predicted to significantly increase its response by adding an additional
geometric dimension in which energy is concentrated, i.e. channeling all the energy to a
small area. This sensor configuration shows promise for large sensitivity increases, at the
cost of difficulty in manufacturing and design of such a precise ABH feature.
Sensor Modeling: There were indications from the ABH experiments that it may be very
beneficial to incorporate the FBG into the FEM modeling and optimization. Improved
modeling of the aperture effect on sensor performance can also help with the sensor design
process.
By combining the calibration curve result with the optical system strain resolution, the
minimum detectable base motion for a given sensor could be established. If used
judiciously with wave propagation models, this could be used to give a direct comparison
with displacement resolutions published for AE sensors.
The nonreflective boundary approach has a potential application in sensor design. A sensor
could be optimized based on its response to a harmonic sweep of an S0 or A0 Lamb wave
mode in the presence of a nonreflective boundary model. This approach could also be used
for FEM calculation of calibration curves.
Calibration: It would be helpful to use an improved calibration setup to determine
calibration curves of new sensors. A calibration curve for a Lamb wave could also be
performed using Laser Doppler vibrometer data.
Although it is somewhat outside the scope of this work, it may an interesting study to try
to determine what happened in the steel rail calibration experiment, specifically, why the
results seem to have converged to an accurate solution in the presence of what should be
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dozens of edge reflections. One hypothesis is that there is some standing wave phenomenon
that is providing an equivalent excitation at both sensing locations.
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