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We justify the validity of the discrete nonlinear Schrödinger
equation for the tight-binding approximation in the context of
the Gross–Pitaevskii equation with a periodic potential. Both
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work deals with time-dependent space-decaying solutions on large
but ﬁnite time intervals.
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1. Introduction
We consider the Gross–Pitaevskii (GP) equation with a periodic potential in the form
iφt = −φxx + V (x)φ + σ |φ|2φ, (1.1)
where a complex-valued function φ(x, t) on R × R+ decays to zero suﬃciently fast as |x| → ∞ for
a ﬁnite t ∈ R+ , the potential V (x) is given by a bounded real-valued 2π -periodic function, and the
parameter σ = ±1 is normalized for convenience. As a particular example, we consider a piecewise-
constant potential in the form
V (x) =
{
ε−2, x ∈ (0,a) mod(2π),
0, x ∈ (a,2π) mod(2π), (1.2)
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binding approximation, for which the potential V (x) is a periodic sequence of large walls of a nonzero
width and the lowest bands in the purely continuous spectrum of the linear operator L = −∂2x + V (x)
are exponentially narrow with respect to small ε.
The potential V in the form (1.2) is considered in our recent work with MacKay [11], where we
show that the limit ε → 0 corresponds to the limit L → ∞ of the L-periodic potential with two
nonequal constant legs, after a rescaling transformation. Another example of V (x) is a squared-sine
potential in the form
V (x) = 4
ε2
sin2
(
x
2
)
, (1.3)
which is prototypical for analysis of Schrödinger operators with periodic potentials in the semi-
classical limit (see books [5,7] for a review of relevant analytical results).
The tight-binding approximation is well known in physics literature (see, e.g., [2,15]), where time-
dependent solutions of the GP equation (1.1) are shown to be related to the time-dependent solutions
of the discrete nonlinear Schrödinger (DNLS) equation
iφ˙n = α(φn+1 + φn−1) + σβ|φn|2φn, (1.4)
where α and β are some numerical coeﬃcients and the sequence {φn(t)}n∈Z represents a small-
amplitude solution φ(x, t) evaluated at a sequence of the potential wells. The precise formulation of
the correspondence between solutions of (1.1) and (1.4) is given in our main result, Theorem 1.
We proved in the previous work [11] that stationary localized solutions of the GP equation (1.1)
with V (x) in (1.2), which take the form φ(x, t) = Φ(x)e−iωt with Φ ∈ H1(R) and ω /∈ σ(L), are related
for small values of ε to stationary localized solutions of the DNLS equation (1.4), which take the
form φn(t) = Φne−iΩt with Φ ∈ l1(Z) and Ω being related to a rescaled parameter ω. Here and
henceworth, we use the standard notations for the Sobolev space H1(R) of scalar complex-valued
functions equipped with the norm
‖φ‖H1(R) :=
(∫
R
(∣∣φ′(x)∣∣2 + ∣∣φ(x)∣∣2)dx
)1/2
and the space l1(Z) of vectors representing complex-valued sequences equipped with the norm
‖φ‖l1(Z) :=
∑
n∈Z
|φn|.
In this work, we extend our analysis to time-dependent space-decaying solutions of these equations
and prove that the formal reduction to the DNLS equation from [2,15] can be justiﬁed for small values
of ε on large but ﬁnite time intervals. Although the piecewise-constant potential (1.2) is our main
example, we also show that the main result (Theorem 1) can be extended to the smooth potentials
in the semi-classical limit such as the squared-sine potential (1.3).
Because ‖V ‖L∞(R) → ∞ as ε → 0, it is more convenient to work in the space deﬁned by the
quadratic form associated with operator (I + L). We denote this space by H1(R) and equip it with
the norm
‖φ‖H1(R) :=
(∫
R
(∣∣φ′(x)∣∣2 + V (x)∣∣φ(x)∣∣2 + ∣∣φ(x)∣∣2)dx
)1/2
.
Since V (x) 0 for all x ∈ R, it is clear that ‖φ‖H1(R)  ‖φ‖H1(R) .
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tions for pulses in space-periodic potentials near edges of spectral bands [4] and in narrow band
gaps of one-dimensional [14] and two-dimensional [6] potentials. In the context of lattice equations
embedded in partial differential equations with space-periodic coeﬃcients, a similar work was devel-
oped by Scheel and Van Vleck in [13] for the nonlinear heat equation with a space-periodic diffusive
term. Although the justiﬁcation of lattice equations for the time-dependent solutions of dissipative
(reaction–diffusion) equations can be extended globally for t  0 with the invariant manifold theory,
the justiﬁcation of the DNLS equation can only be carried out for ﬁnite time intervals because the GP
equation is a conservative (Hamiltonian) system.
Other works have recently appeared on the subject. Reductions to the DNLS equation on a ﬁnite
lattice for a ﬁnite time interval were discussed by Bambusi and Sacchetti in [3] in the context of the
GP equation with an N-well trapping potential. Inﬁnite lattices for smooth potentials in the semi-
classical limit were studied by Aftalion and Helffer in [1], where the DNLS equation was justiﬁed
among other models. Analysis of the coupled N-wave equations for a sequence of modulated pulses
in the semi-classical limit of the GP equation with a periodic potential was performed by Giannoulis,
Mielke, and Sparber in [8].
Methods of our analysis follow closely to arguments from [9] and rely on the Wannier function
decomposition from [11]. The Wannier function decomposition is reviewed in Section 2, where we
formulate the main theorem. The proof of the main theorem with analysis of the remainder terms is
developed in Section 3. Section 4 is devoted to the extension of our results to smooth potentials in
the semi-classical limit.
2. Main result
Let ul(x;k) be a Bloch function of the operator L = −∂2x + V (x) for the eigenvalue ωl(k), such that
l ∈ N, k ∈ T = [− 12 , 12 ], ul(x + 2π ;k) = ul(x;k)ei2πk for all x ∈ R, and the following orthogonality and
normalization conditions are met
∫
R
u¯l′
(
x,k′
)
ul(x,k)dx = δl,l′δ
(
k − k′), ∀l, l′ ∈ N, ∀k,k′ ∈ T, (2.1)
where δl,l′ is the Kronecker symbol and δ(k) is the Dirac delta function in the sense of distributions.
Here and henceforth, we denote the set of positive integers by N = {1,2,3, . . .}. To normalize uniquely
the phase factors of the Bloch functions [10], we assume that ul(x;−k) = u¯l(x;k) is chosen as a Bloch
function for ωl(−k) = ω¯l(k) = ωl(k).
Since the band function ωl(k) and the Bloch function ul(x;k) are 1-periodic with respect to k on R
for any l ∈ N, we represent them by the Fourier series
ωl(k) =
∑
n∈Z
ωˆl,ne
i2πnk, ul(x;k) =
∑
n∈Z
uˆl,n(x)e
i2πnk, ∀l ∈ N, ∀k ∈ R, (2.2)
where the coeﬃcients satisfy the constraints
ωˆl,n = ¯ˆωl,−n = ωˆl,−n, uˆl,n(x) = ¯ˆul,n(x), ∀n ∈ Z, ∀l ∈ N, ∀x ∈ R, (2.3)
and
uˆl,n(x) = uˆl,n−1(x− 2π) = uˆl,0(x− 2πn), ∀n ∈ Z, ∀l ∈ N, ∀x ∈ R. (2.4)
The real-valued functions uˆl,n(x) are referred to as the Wannier functions.
Now we assume that the potential V (x) depends on a small parameter μ > 0 such that V (x) is
continuous in 0 < μ 
 1 and
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μ→0‖V ‖L∞(R) = ∞.
The parameter μ is exponentially small in ε, which is used for the potentials V (x) in (1.2) and (1.3).
We pick a particular l-th spectral band for a ﬁxed l ∈ N and assume the following properties on the
functions ωl(k) and ul(x;k), which are periodically continued in k with the Fourier series (2.2).
Assumption 1. For a ﬁxed l ∈ N, there exist μ0 > 0, μ-independent constants ω0,C±1 ,C2,Cs,C > 0,
and a nonzero μ-independent function uˆ0 ∈ H1(R) such that, for any μ ∈ [0,μ0), the following prop-
erties are true:
(i) (band boundness) |ωˆl,0|ω0, (2.5)
(ii) (tight-binding) C−1 μ |ωˆl,1| C+1 μ, |ωˆl,n| C2μ2, ∀n 2, (2.6)
(iii) (band separation) inf
∀l′∈N\{l}
inf
∀k∈T
∣∣ωl′(k) − ωˆl,0∣∣ Cs, (2.7)
(iv) (limiting function) lim
μ↓0
∥∥uˆl,0(x) − uˆ0(x)∥∥L∞(R) = 0, (2.8)
(v) (compact support) sup
x∈R\[0,2π ]
∣∣uˆl,0(x)∣∣ Cμ. (2.9)
Remark 1. It is proved in Appendices B and C of [11] that properties of Assumption 1 are satisﬁed by
the piecewise-constant potential (1.2) as ε → 0 with the correspondence μ = εe−a/ε and the limiting
function
uˆ0(x) =
√
2√
2π − a sin
π l(2π − x)
2π − a 1[a,2π ], (2.10)
for a ﬁxed l ∈ N, where 1S is a characteristic function of a set S ⊂ R.
Fig. 1 illustrates the spectrum of L = −∂2x + V (x) and the Wannier function uˆ1,0(x) for the poten-
tial V in (1.2) with a = π and ε = 0.5. The left panel shows the ﬁrst spectral bands of L computed
from the trace of the monodromy matrix. The right panel shows the Wannier function uˆ1,0(x) com-
puted from the integral representation uˆ1,0(x) =
∫
T
u1(x;k)dk and the ﬁnite-difference approximation
of the Bloch function u1(x;k) for x ∈ [0,2π ] and k ∈ T (see details in [11]). The Wannier functions
(solid line) approach the limiting function (2.10) with l = 1 (dotted line) as ε gets smaller.
We use the set of Wannier functions {uˆl,n}n∈Z for a ﬁxed l ∈ N to represent solutions of the GP
equation (1.1) in the form
φ(x, t) = μ1/2(ϕ0(x, T ) + μϕ(x, t))e−iωˆl,0t, (2.11)
where T = μt is the slow time and ϕ0(x, T ) = ∑n∈Z φn(T )uˆl,n(x) belongs to a subspace of L2(R)
associated with the l-th spectral band of operator L = −∂2x + V (x). Let us require that the sequence{φn(T )}n∈Z satisfy the DNLS equation (1.4) with
α = ωˆl,1
μ
, β = ‖uˆl,0‖4L4(R).
Note that the constants α and β are bounded and nonzero for small μ > 0 thanks to assumptions (i),
(ii), and (iv) and the bound
‖uˆl,0‖H1(R)  (1+ ωˆl,0)1/2  (1+ ω0)1/2. (2.12)
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Since the Wannier functions satisfy the ODE system
−uˆ′′l,n(x) + V (x)uˆl,n(x) =
∑
n′∈Z
ωˆl,n−n′ uˆl,n′(x), ∀n ∈ Z, (2.13)
we obtain an inhomogeneous PDE system for the function ϕ(x, t) in the form
iϕt = −ϕxx + V (x)ϕ − ωˆl,0ϕ + 1
μ
∑
n∈Z
∑
m2
ωˆl,m(φn+m + φn−m)uˆl,n
+ σ
(
|ϕ0 + μϕ|2(ϕ0 + μϕ) − β
∑
n∈Z
|φn|2φnuˆl,n
)
. (2.14)
Our main goal is to establish local well-posedness of the Cauchy problem for the nonlinear evo-
lution equation (2.14) and to control ‖ϕ‖H1(R) in terms of ‖φ‖l1(Z) , where φ is a vector notation
for elements of {φn}n∈Z satisfying the DNLS equation (1.4). Global existence of solutions of the DNLS
equation (1.4) is also needed to establish our main result, which is the following theorem.
Theorem 1. Fix l ∈ N and use Assumption 1. Let φ(T ) ∈ C1(R, l1(Z)) be a global solution of the DNLS equa-
tion (1.4) with initial data φ(0) = φ0 ∈ l2p(Z) for any p > 12 . Let φ0 ∈ H1(R) satisfy the bound
∥∥∥∥φ0 − μ1/2
∑
n∈Z
φn(0)uˆl,n
∥∥∥∥H1(R)  C0μ
3/2, (2.15)
for some C0 > 0. There exist μ0 > 0, T0 > 0, and C > 0, such that for any μ ∈ (0,μ0), the GP equation (1.1)
with initial data φ(0) = φ0 has a solution φ(t) ∈ C([0, T0/μ],H1(R)) satisfying the bound
∀t ∈ [0, T0/μ]:
∥∥∥∥φ(·, t) − μ1/2
(∑
n∈Z
φn(μt)uˆl,n
)
e−iωˆl,0t
∥∥∥∥H1(R)  Cμ
3/2. (2.16)
Remark 2. Since μ = εe−a/ε for the potential (1.2), the ﬁnite interval [0, T0/μ] is exponentially large
with respect to parameter ε, similar to the bound obtained in [3].
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To prove Theorem 1, we shall develop analysis of the nonlinear evolution equation (2.14). Let El be
the L-invariant closed subspace of L2(R) associated with the l-th spectral band of L = −∂2x + V (x).
Let Πl be the orthogonal projection from L2(R) to El ⊂ L2(R). We project |ϕ0|2ϕ0 onto El and its
complement in L2(R), i.e.
|ϕ0|2ϕ0 = Πl|ϕ0|2ϕ0 + (I − Πl)|ϕ0|2ϕ0.
The following two lemmas allow us to control both terms in the decomposition above.
Lemma 1. Assume that El ∩ El′ = ∅ for a ﬁxed l ∈ N and all l′ = l. Then, 〈uˆn,l, uˆn′,l〉 = δn,n′ for any n,n′ ∈ Z
and there exist constants ηl > 0 and Cl > 0, such that
∣∣uˆl,n(x)∣∣ Cle−ηl|x−2πn|, ∀n ∈ Z, ∀x ∈ R. (3.1)
Moreover, if φ ∈ l1(Z), uˆl,n ∈ H1(R), and φ(x) = ∑n∈Z φnuˆl,n(x) for a ﬁxed l ∈ N, then φ ∈ H1(R) and〈φ,ψ〉 = 0, ∀ψ ∈⋃l′ =l El′ .
Proof. The orthogonality and exponential decay of Wannier functions follow from the orthogonality
relations (2.1) and complex integration (see [11] for the proof). The assertion that 〈φ,ψ〉 = 0, ∀ψ ∈⋃
l′ =l El′ follows from the L2 spectral theory for the operator L = −∂2x + V (x) (if φ ∈ l1(Z), then
φ ∈ l2(Z) and φ ∈ El ⊂ L2(R)). The assertion that φ ∈ H1(R) follows from the triangle inequality. 
Remark 3. According to property (iii) of Assumption 1, the l-th spectral band for a ﬁxed l ∈ N is
disjoint from the rest of the spectrum of L uniformly in 0 < μ 
 1. According to property (i) of
Assumption 1 and the bound (2.12), we have uˆl,n ∈ H1(R) for all n ∈ N uniformly in 0 < μ 
 1.
Therefore, the assumptions of Lemma 1 are satisﬁed for a suﬃciently small μ > 0.
Lemma 2. There exists a unique solution ϕ ∈ H1(R) of the inhomogeneous equation
(−∂2x + V (x) − ωˆl,0)ϕ = (I − Πl) f , (3.2)
for any f ∈ L2(R), such that 〈ϕ,ψ〉 = 0, ∀ψ ∈ El and
‖ϕ‖H1(R)  C‖ f ‖L2(R), (3.3)
for some C > 0 uniformly in 0 < μ 
 1.
Proof. By property (iii) of Assumption 1, if f ∈ L2(R), then there exists a solution ϕ ∈ L2(R) of the
inhomogeneous equation (3.2) uniformly in 0 < μ 
 1. By property (i) of Assumption 1, we obtain
∥∥ϕ′∥∥2L2(R) +
∥∥V 1/2ϕ∥∥2L2(R)  |ωˆl,0|‖ϕ‖2L2(R) +
∣∣〈ϕ, f 〉∣∣ C‖ f ‖2L2(R), (3.4)
for some C > 0 uniformly in 0 < μ 
 1. Therefore, there exists a solution ϕ ∈ H1(R) of the inhomo-
geneous equation (3.2) satisfying (3.3). Uniqueness of ϕ such that ϕ ⊥ El follows from the fact that
the operator L − ωˆl,0 is invertible in E⊥l = L2(R)\El . 
We can also use the following elementary result.
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∀u, v ∈ H1(R): ‖uv‖H1(R)  C‖u‖H1(R)‖v‖H1(R), (3.5)
for some C > 0.
Proof. The result follows from the representation ‖u‖2H1(R) = ‖u‖2H1(R) + ‖V 1/2u‖2L2(R) and the
Sobolev embedding theorem ‖u‖L∞(R)  C‖u‖H1(R) for some C > 0. 
Let us return back to the evolution problem (2.14) and decompose the solution ϕ(x, t) into two
parts ϕ(x, t) = ϕ1(x, T ) + ψ(x, t), where ϕ1 is a unique solution of the inhomogeneous equation
(L − ωˆl,0)ϕ1 = −σ(I − Πl)|ϕ0|2ϕ0, ϕ1 ∈ E⊥l ,
thanks to Lemma 2. Using Lemma 1, we can also write explicitly the term
Πl|ϕ0|2ϕ0 =
∑
n∈Z
( ∑
(n1,n2,n3)∈Z3
Kn,n1,n2,n3φn1 φ¯n2φn3
)
uˆl,n,
where Kn,n1,n2,n3 = 〈uˆl,n, uˆl,n1 uˆl,n2 uˆl,n3 〉. Direct substitution shows that ψ satisﬁes the evolution prob-
lem in the abstract form
iψt = (L − ωˆl,0)ψ + μR(φ) + μσN(φ,ψ), (3.6)
where
R(φ) = 1
μ2
∑
n∈Z
∑
m2
ωˆl,m(φn+m + φn−m)uˆl,n
+ σ
μ
∑
n∈Z
( ∑
(n1,n2,n3)∈Z3\{(n,n,n)}
Kn,n1,n2,n3φn1 φ¯n2φn3
)
uˆl,n
and
N(φ,ψ) = −iσ∂Tϕ1 + 2|ϕ0|2(ϕ1 + ψ) + ϕ20(ϕ¯1 + ψ¯)
+ μ(2|ϕ1 + ψ |2ϕ0 + (ϕ1 + ψ)2ϕ¯0)+ μ2|ϕ1 + ψ |2(ϕ1 + ψ).
Recall that
ϕ0 =
∑
n∈Z
φnuˆl,n, ϕ1 = −σ(I − Πl)(L − ωˆl,0)−1(I − Πl)|ϕ0|2ϕ0,
and σ = ±1. The following lemma gives a bound on the vector ﬁeld of the nonlinear evolution equa-
tion (3.6). Since our results are local in time, it makes sense to consider balls of ﬁnite radii in spaces
H1(R) and l1(Z), which we denote as Bδ(H1(R)) and Bδ0 (l1(Z)) respectively.
844 D. Pelinovsky, G. Schneider / J. Differential Equations 248 (2010) 837–849Lemma 4. Let φ, ∂T φ ∈ Bδ0(l1(Z)) and ψ ∈ Bδ(H1(R)) for some δ0, δ > 0. There exist CR ,CN , KN > 0 such
that
∥∥R(φ)∥∥H1(R)  CR‖φ‖l1(Z), (3.7)∥∥N(φ,ψ)∥∥H1(R)  CN(‖φ‖l1(Z) + ‖ψ‖H1(R)), (3.8)∥∥N(φ,ψ) − N(φ, ψ˜)∥∥H1(R)  KN‖ψ − ψ˜‖H1(R), (3.9)
uniformly in 0 < μ 
 1.
Proof. By the last assertion of Lemma 1 and property (iv) of Assumption 1, if φ ∈ l1(Z) and ϕ0(x) =∑
n∈Z φnuˆl,n(x) for a ﬁxed l ∈ N, then ϕ0 ∈ H1(R) and there exists C0 > 0 uniformly in 0 < μ 
 1
such that
‖ϕ0‖H1(R)  C0‖φ‖l1(Z).
By Lemma 3, ‖|ϕ0|2ϕ0‖H1(R)  C‖ϕ0‖3H1(R) for some C > 0, and, by Lemma 2, there exists C1 > 0
such that
‖ϕ1‖H1(R)  C1‖φ‖3l1(Z).
The vector ﬁeld R(φ) can be represented by R(φ) =∑n∈Z rn(φ)uˆl,n(x), where
rn(φ) = 1
μ2
∑
m2
ωˆl,m(φn+m + φn−m) + σ
μ
∑
(n1,n2,n3)∈Z3\{(n,n,n)}
Kn,n1,n2,n3φn1 φ¯n2φn3 .
Bound (3.7) is proved if ‖r(φ)‖l1(Z)  CR‖φ‖l1(Z) for some CR > 0. The ﬁrst term in ‖r(φ)‖l1(Z) is
estimated as follows
∑
n∈Z
∣∣∣∣
∑
n′∈Z\{n−1,n,n+1}
ωˆl,n′−nφn′
∣∣∣∣
∑
n∈Z
∑
n′∈Z\{n−1,n,n+1}
|ωˆl,n′−n||φn′ | K1‖φ‖l1(Z),
where
K1 = sup
n∈Z
∑
n′∈Z\{n−1,n,n+1}
|ωˆl,n′−n| =
∑
n∈Z\{−1,0,1}
|ωˆl,n|.
Since ωl(k) is analytically extended along the Riemann surface on k ∈ T (by Theorem XIII.95 on p. 301
in [12]), we have ωl ∈ Hs(T) for any s  0, such that K1 < ∞. By property (ii) of Assumption 1,
ωˆl,n = O(μ2) for all n 2, so that K1/μ2 is uniformly bounded in 0 < μ 
 1.
The second term in ‖r(φ)‖l1(Z) is estimated as follows
∑
n∈Z
∣∣∣∣
∑
(n1,n2,n3)∈Z3\{(n,n,n)}
Kn,n1,n2,n3φn1 φ¯n2φn3
∣∣∣∣
∑
n∈Z
∑
(n1,n2,n3)∈Z3\{(n,n,n)}
|Kn,n1,n2,n3 ||φn1 ||φn2 ||φn3 |
 K2‖φ‖31 ,l (Z)
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∑′
n∈Z |Kn,n1,n2,n3 | and the sum
∑′ excludes the term with n = n1 = n2 = n3.
Using the exponential decay (3.1), we obtain
∑
n∈Z
∣∣uˆl,n(x)∣∣ Cl∑
n∈Z
e−ηl|x−2πn|  Al,
for some Al > 0 uniformly in x ∈ R. Therefore,
∑
n∈Z
|Kn,n1,n2,n3 | Al
∫
R
∣∣uˆl,n1(x)∣∣∣∣uˆl,n2(x)∣∣∣∣uˆl,n3(x)∣∣dx Al‖uˆl,0‖3H1(R),
uniformly in (n1,n2,n3) ∈ Z3. By property (v) of Assumption 1, Kn,n1,n2,n3 = O(μ) for all n1,n2,n3 ∈
Z
3\{(n,n,n)}, so that K2/μ is uniformly bounded in 0 < μ 
 1. Thus, bound (3.7) is proved.
Bound (3.8) follows from the fact that both H1(R) and l1(Z) form Banach algebras with re-
spect to pointwise multiplication. If φ, ∂T φ ∈ l1(Z), then ϕ0,ϕ1, ∂Tϕ1 ∈ H1(R) and N(φ,ψ) maps
ψ ∈ H1(R) to an element of H1(R). Moreover, N(φ,ψ) is uniformly bounded in 0 < μ 
 1. The
proof of bound (3.9) follows from the explicit expression for N(φ,ψ). 
We can now prove that the initial-value problem for the nonlinear evolution equation (3.6) is
locally well-posed in H1(R), whereas that for the DNLS equation (1.4) is globally well-posed in l1(Z).
Lemma 5. Let φ(T ) ∈ C1(R, l1(Z)) and ψ0 ∈ H1(R). Then, there exist a t0 > 0 and a unique solution
ψ(t) ∈ C([0, t0],H1(R))∩ C1([0, t0], L2(R))
of the time-evolution problem (3.6) with initial data ψ(0) = ψ0 .
Proof. Since L is a self-adjoint operator in L2(R) and H1(R) is deﬁned by the quadratic form associ-
ated with L, the operator e−it(L−ωˆl,0) forms a unitary evolution group satisfying
∀ψ ∈ H1(R): ∥∥e−it(L−ωˆl,0)ψ∥∥H1(R) = ‖ψ‖H1(R),
uniformly in t ∈ R. Using the variation of constant formula, we rewrite the time-evolution prob-
lem (3.6) in the integral form
ψ(t) = e−it(L−ωˆl,0)ψ0 +
t∫
0
e−i(t−s)(L−ωˆl,0)
(
μR
(φ(μs))+ μσN(φ(μs),ψ(s)))ds. (3.10)
The vector ﬁeld of the integral equation (3.10) maps a ball in H1(R) to itself for a small t > 0, thanks
to bounds (3.7)–(3.8). By the Contraction Mapping Principle, there exists a unique ﬁxed point of the
integral equation (3.10) in space ψ(t) ∈ C([0, t0],H1(R)) for suﬃciently small t0 > 0 such that
μKNt0 < 1,
thanks to bound (3.9). Differentiating the integral equation (3.10) in t and recalling that L provides
a uniformly bounded map from H1(R) to L2(R), it follows that the unique ﬁxed point ψ(t) also
belongs to C1([0, t0], L2(R)). 
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equation (1.4) with initial data φ(0) = φ0 .
Proof. To prove local existence, we write the DNLS equation (1.4) as
φ(T ) = φ0 − i
T∫
0
(
αφ(T ′)+ σβΓ (φ(T ′)))dT ′,
where (φ)n = φn+1 + φn−1 and (Γ (φ))n = |φn|2φn . Using the fact that l2p(Z) forms a Banach algebra
with respect to pointwise multiplication for any p  0, we see that the right-hand side of the integral
equation deﬁnes a Lipschitz continuous map in C([0, T0], Bδ0(l2p(Z))) for any T0 > 0 and δ0 > 0. Fur-
thermore, choosing T0 > 0 suﬃciently small we can also make the Lipschitz constant strictly smaller
than unity. We thus have a contraction in C([0, T0], Bδ0(l2p(Z))), and a unique ﬁxed point. Since  is
a bounded operator, the bootstrapping argument shows that φ(T ) ∈ C1([0, T0], Bδ0(l2p(Z))).
To extend T0 to inﬁnity it is suﬃcient to bound the l2p-norm of the solution. Multiplying (1.4) by φ¯n
and subtracting the complex conjugate equation, we eliminate the nonlinear term in the equation
i
d
dT
|φn|2 = α(φ¯nφn − φnφ¯n).
We write this equation as
∣∣φn(T )∣∣2 = ∣∣φn(0)∣∣2 − iα
T∫
0
[
φ¯n
(
T ′
)(
φn+1
(
T ′
)+ φn−1(T ′))− φn(T ′)(φ¯n+1(T ′)+ φ¯n−1(T ′))]dT ′.
By the Cauchy–Schwarz inequality, we obtain
∑
n∈Z
(
1+ n2)p|φn||φn+1| Cp‖φ‖2l2p ,
for some Cp > 0. Therefore,
∥∥φ(T )∥∥2l2p 
∥∥φ(0)∥∥2l2p + 4Cp
T∫
0
∥∥φ(T ′)∥∥2l2p dT ′.
By Gronwall’s inequality, we have
∥∥φ(T )∥∥2l2p 
∥∥φ(0)∥∥2l2p e4Cp |T |, ∀T ∈ R,
so that φ(T ) ∈ C1(R, l2p(Z)). 
Remark 4. Discrete Sobolev’s embedding l2p(Z) ⊂ l1(Z) for p > 12 implies that the unique solution of
the DNLS equation (1.4) in C1(R, l2p(Z)) for p >
1
2 belongs to
φ(T ) ∈ C1(R, l1(Z)). Since our approx-
imation result is valid on a ﬁnite time interval, we do not have to control limsupT→∞ ‖φ(T )‖l1(Z) ,
which may generally diverge.
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Proof of Theorem 1. Existence of a unique solution φ(x, t) of the Gross–Pitaevskii equation (1.1) in
C([0, T0/μ],H1(R)) ∩ C1([0, T0/μ], L2(R)) follows from Lemma 5 since ϕ0,ϕ1, ∂Tϕ0, ∂Tϕ1 ∈ H1(R)
if φ(T ) ∈ C1([0, T0], Bδ0(l1(Z))) for any T0 > 0 and δ0 > 0. Because of the relation T = μt and the
constraint in the proof of Lemma 5, we need only local well-posedness of the DNLS equation (1.4) on
the time interval [0, T0] for T0 = μt0 < 1KN . In this construction, we need to select δ > 0 large enough
so that the solution ψ(t) remain in Bδ(H1(R)) on [0, T0/μ]. Using bounds (3.7)–(3.8) of Lemma 4
and the integral equation (3.10), we obtain
∥∥ψμ(t)∥∥H1(R) 
∥∥ψμ(0)∥∥H1(R) + μ
t∫
0
(
(CR + CN)
∥∥φ(μs)∥∥l1(Z) + CN
∥∥ψμ(s)∥∥H1(R))ds.
By Gronwall’s inequality on [0, T0/μ], it follows that a local solution ψμ(t) of the integral equa-
tion (3.10) satisﬁes the bound
sup
t∈[0,T0/μ]
∥∥ψμ(t)∥∥H1(R) 
(∥∥ψμ(0)∥∥H1(R) + (CR + CN)T0 sup
T∈[0,T0]
∥∥φ(T )∥∥l1(Z)
)
eCN T0

(∥∥ψμ(0)∥∥H1(R) + (CR + CN)T0δ0)eCN T0 =: δ,
where ‖ψμ(0)‖H1(R) is bounded by the initial bound (2.15). Therefore, for given δ0 > 0 and δ > 0,
one can ﬁnd a T0 ∈ (0, K−1N ) such that the main bound (2.16) is justiﬁed for some constant C > 0
uniformly in 0 < μ 
 1. 
4. Extension for smooth potentials
Our results can be extended to smooth potentials in the semi-classical limit. A prototypical exam-
ple is the squared-sine potential (1.3) in the limit ε → 0. Let us review analogues of properties (i)–(v)
of Assumption 1 for the potential (1.3). These properties are summarized in [1] based on the previous
results [5,7].
Spectral bands of L = −∂2x + V (x) for ε > 0 are centered near eigenvalues of L0 = −∂2x + x2/ε2,
which are located at ωl = 2l−1ε for l ∈ N. Therefore, properties (i) and (iii) are replaced by
|ωˆl,0| ω0
ε
, inf
∀l′∈N\{l}
inf
∀k∈T
∣∣ωl′(k) − ωˆl,0∣∣ Cs
ε
,
for some ω0,Cs > 0. It also follows from the harmonic approximation of the sine-squared poten-
tial V (x) near x = 0 that if ul(x) is an L2-normalized eigenfunction of L0 for the eigenvalue ωl = 2l−1ε ,
then
‖ul‖4L4(R) 
C0
ε1/2
,
for some C0 > 0. This bound replaces property (iv). Properties (ii) and (v) follow from the tunneling
effects due to the fact that V (x) consists of an inﬁnite sequence of harmonic potential wells centered
at x = 2πn on n ∈ Z. The semi-classical analysis shows that property (ii) persists with μ = ε−3/2e−S/ε ,
where
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0
√
ε2V (x)dx = 8,
whereas property (v) is replaced by
∣∣∣∣
∫
R
uˆl,nuˆl,n1 uˆl,n2 uˆl,n3 dx
∣∣ C
ε1/2
μ|n1−n|+|n2−n|+|n3−n|+|n2−n1|+|n3−n1|+|n3−n2|,
for some C > 0 and all (n,n1,n2,n3) ∈ Z4. Let us generalize these computations for the particular
squared-sine potential (1.3) with a general assumption on smooth 2π -periodic potentials in the semi-
classical limit.
Assumption 2. Fix l ∈ N and let μ = ε−3/2e−S/ε for some S > 0 and 0 < ε 
 1. There exist μ0 > 0
and μ-independent constants C±1 ,C2,Cs,C > 0 such that, for any μ ∈ [0,μ0), the following properties
are true:
(i) (tight-binding) C−1 μ |ωˆl,1| C+1 μ, |ωˆl,n| C2μ2, ∀n 2,
(ii) (band separation) inf
∀l′∈N\{l}
inf
∀k∈T
∣∣ωl′(k) − ωˆl,0∣∣ Cs
ε
,
(iii) (cubic terms)
∣∣∣∣
∫
R
uˆl,nuˆl,n1 uˆl,n2 uˆl,n3 dx
∣∣
 C
ε1/2
μ|n1−n|+|n2−n|+|n3−n|+|n2−n1|+|n3−n1|+|n3−n2|.
Using a modiﬁed expansion,
φ(x, t) = ε1/4μ1/2(ϕ0(x, T ) + μϕ(x, t))e−iωˆl,0t,
with T = μt and ϕ0(x, T ) =∑n∈Z φn(T )uˆl,n(x), we now require that the sequence {φn(T )}n∈Z satisﬁes
the DNLS equation (1.4) with
α = ωˆl,1
μ
, β = ε1/2‖uˆl,0‖4L4(R).
By properties (i) and (iii) of Assumption 2, these coeﬃcients are bounded and nonzero in 0 < ε 
 1
(or, equivalently, in 0 < μ 
 1). Now the function ϕ(x, t) satisﬁes the nonlinear evolution equation
iϕt = −ϕxx + V (x)ϕ − ωˆl,0ϕ + 1
μ
∑
n∈Z
∑
m2
ωˆl,m(φn+m + φn−m)uˆl,n
+σε1/2
(
|ϕ0 + μϕ|2(ϕ0 + μϕ) − β
∑
n∈Z
|φn|2φnuˆl,n
)
. (4.1)
All bounds of Lemmas 2 and 4 remain valid due to properties (i), (ii), and (iii) of Assumption 2
and the obvious requirement that ε < 1. As a result, we immediately obtain an extension of Theo-
rem 1, where Assumption 1 is replaced by Assumption 2 and the factor μ1/2 in the left-hand side of
bounds (2.15) and (2.16) is replaced by the factor ε1/4μ1/2.
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