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Abstract—This paper addresses the problem of transceiver
design for an amplify-and-forward relay network with multiple
sources, multiple relays and multiple destinations. Each node in
the network is assumed to be equipped with multiple antennas.
A general iterative algorithm is proposed based on convex
quadratic optimization theory to minimize mean-square-error of
the recovered signals at the destinations. Its convergence and
extensions to other scenarios are also discussed. Finally, the
effectiveness of the proposed iterative algorithm is demonstrated
by computer simulations.
I. INTRODUCTION
With great potential to enhance coverage and quality of
wireless links, cooperative communications has gained con-
siderable attention in recent years [1], [2]. It is generally a
multiuser framework which involves three kinds of nodes,
i.e., source, relay and destination. The role of the relay is
to facilitate communication between source and destination.
According to the signal processing performed at the relay,
cooperation strategies can be usually classiﬁed as amplify-
and-forward (AF), decode-and-forward (DF), and compress-
and-forward (CF). For the AF cooperative strategy, the relay
simply forwards the received signal from the source to the
destination without knowing the content of the signal. It has
lower implementation complexity than the others and thus is
preferable for practical applications.
Another important technique introduced in the past decades
is multiple input multiple output (MIMO) transmission. With
multiple antennas equipped at both transmitter and receiver,
spatial diversity and multiplexing gain can be provided without
extra bandwidth [3]. This technique has be widely adopted
in a host of applications, such as wireless metropolitan area
networks (WIMAX) and long term evolution (LTE) systems.
Lately, it has also been introduced into cooperative systems
and the resulting systems with beneﬁts from MIMO as well as
cooperation have attracted considerable research interest [4]–
[13].
Transceiver design, that is, the design of precoder at the
transmitter and equalizer at the receiver, is of great importance
in MIMO cooperative systems to achieve high-speed reliable
communications. A number of studies have been reported
in the literature. Most of them however consider simple
scenarios with only one source and one destination [5]–[7], [9],
[10], [12]. When multiple sources, multiple destinations and
multiple relays are involved, the transceiver design becomes
very challenging due to the existence of not only multi-antenna
interference but also multi-source interference.
In this paper, a dual-hop AF MIMO relay network with mul-
tiple relays and multiple pairs of sources and destinations is
considered. In such a network, each source transmits multiple
data streams through different antennas to its paired destination
with the aid of multiple relays. Our aim here is to design the
transceiver to maximize the accuracy of the signals recovered
at the destinations. Speciﬁcally, it is to minimize mean square
error (MSE) of the received signals at the destinations. Based
on convex quadratic optimization theory, a general iterative
algorithm is proposed to jointly design the equalizers at the
destinations and the precoders at the relays and sources.
Its convergence and extensions to other scenarios are also
discussed in detail. Computer simulations ﬁnally demonstrate
the effectiveness of the proposed algorithm.
The following notation is used throughout this paper. Bold-
face lowercase letters denote vectors, while boldface uppercase
letters denote matrices. The notations ZT, ZH and Z∗ denote
the transpose, Hermitian and conjugate of the matrix Z,
respectively, and Tr(Z) represents the trace of the matrix Z.
The symbol IM denotes the M × M identity matrix, while
0M×N denotes the M×N all-zero matrix. The notation Z 12 is
the Hermitian square root of the positive semi-deﬁnite matrix
Z, such that Z = Z
1
2Z
1
2 and Z
1
2 is a Hermitian matrix. The
symbol E{·} denotes expectation. The operation vec(Z) stacks
the columns of the matrix Z into a single column vector. The
symbol ⊗ signiﬁes the Kronecker product.
II. SYSTEM MODEL AND PROBLEM FORMULATION
In this paper, a dual-hop AF relay network with K pairs of
source and destination nodes andKr relay nodes is considered.
As shown in Fig. 1, each node is equipped with multiple anten-
nas and each source would transmit multiple data streams to
its paired destination. Let sk denote the data vector transmitted
from the kth source to its paired destination with covariance
matrix Rsk = E{sksHk }. Without loss of generality, it is
assumed that the signals transmitted from different sources
are independent. Before transmission, the data vector sk is
ﬁrst multiplied with a precoder matrix Wk under a power
constraint of the form Tr(WkRskW
H
k ) ≤ Ps,k, where Ps,k
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Fig. 1. An AF MIMO relay network.
denotes the maximum transmit power at the kth source node.
On the ﬁrst hop, all source nodes simultaneously transmit the
coded data to the relay nodes. The received signal, xj , at the
jth relay node is
xj = Hsr,ijWisi +
∑
k =i
(Hsr,kjWksk) + n1,j . (1)
In (1), Hsr,kj represents the MIMO channel matrix between
the kth source node and the jth relay node. n1,j denotes
zero-mean additive Gaussian noise with covariance matrix
Rn1,j . At the j
th relay node, the received signal xj is
multiplied by a precoder matrix Fj , under a power constraint
Tr(FjRxjF
H
j ) ≤ Pr,j , where Rxj = E{xjxHj } and Pr,j
denotes the maximum transmit power at the jth relay node.
Then the resulting signal is transmitted to the destinations on
the second hop. The received signal at the kth destination, yk,
can be written as
yk =
∑
j
(Hrd,jkFjxj) + n2,k
=
∑
j
(Hrd,jkFjHsr,kjWksk)
+
∑
j
⎛
⎝Hrd,jkFj∑
i =k
(Hsr,ijWisi)
⎞
⎠
+
∑
j
(Hrd,jkFjn1,j) + n2,k, (2)
where Hrd,jk denotes the MIMO channel matrix between the
jth relay and the kth destination, and n2,k denotes a zero-
mean additive Gaussian noise vector on the second hop with
covariance matrix Rn2,k .
At the kth destination, a linear equalizer Gk is applied
to recover the signal transmitted from its paired source, i.e.,
the kth source. The MSE of the detected signal at the kth
destination can therefore be formulated as
MSEk
= E{‖Gkyk − sk‖2}
= Tr((Gk
∑
j
(Hrd,jkFjHsr,kj)Wk − I)Rsk
(Gk
∑
j
(Hrd,jkFjHsr,kj)Wk − I)H)
+ Tr(Gk(
∑
j
(Hrd,jkFj
∑
i =k
(Hsr,ijWiRsiW
H
i H
H
sr,ij)
FHj H
H
rd,jk))G
H
k ) + Tr(GkRn2,kG
H
k )
+ Tr(Gk(
∑
j
(Hrd,jkFjRn1,jF
H
j H
H
rd,jk))G
H
k ). (3)
Obviously, the second term in the MSE is due to the inter-
ference from other sources. This term does not exist in single
source systems.
Here our objective is to maximize the accuracy of the
detected signals at the destinations under transmit power con-
straints at the sources and relays. It is equivalent to minimize
the total MSE of the detected signals. Mathematically, the
problem can be formulated as
min
Gk,Fj ,Wk
MSE 
∑
k
MSEk
s.t. Tr(FjRxjF
H
j ) ≤ Pr,j , j = 1, 2, ...,Kr,
Tr(WkRskW
H
k ) ≤ Ps,k, k = 1, 2, ...,K.
(4)
III. PROPOSED SOLUTION
Generally speaking, transceiver design for cooperative sys-
tems with multiple sources, multiple relays and multiple des-
tinations is a very difﬁcult task even for a single antenna con-
ﬁguration, since each relay is shared by multiple sources and
multi-source interference exists at both relays and destinations.
In the following, an iterative design algorithm is proposed
based on convex quadratic optimization theory. Speciﬁcally,
it iteratively computes the destination equalizers Gk, relay
precoder matrices Fj and source precoder matrices Wk,
starting with initial values for Wk and Fj . Its convergence
and extensions are also discussed in detail.
A. Equalizer Design at Destinations
Given all the precoder matrices at sources and relays,
i.e., Wk and Fj , the optimization problem in (4) is an
unconstrained convex quadratic optimization problem for each
equalizer Gk. Then the following condition is necessary and
sufﬁcient for the optimal equalizer at the kth destination:
∂
∑
k MSEk
∂Gk
∗ = 0. (5)
Substituting (3) into (5), we have
Gk[((
∑
j
Hrd,jkFjHsr,kj)Wk)Rsk((
∑
j
Hrd,jkFjHsr,kj)Wk)
H
+Rnk ] = Rsk((
∑
j
Hrd,jkFjHsr,kj)Wk)
H, (6)
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in which the matrix Rnk is deﬁned as
Rnk 
∑
j
(Hrd,jkFjRn1,jF
H
j H
H
rd,jk)
+
∑
j
(Hrd,jkFj
∑
i =k
(Hsr,ijWiRsiW
H
i H
H
sr,ij)
FHj H
H
rd,jk) +Rn2,k . (7)
It follows that the optimal equalizer at the kth destination is
given by
Gk = Rsk((
∑
j
Hrd,jkFjHsr,kj)Wk)
H
[((
∑
j
Hrd,jkFjHsr,kj)Wk)Rsk((
∑
j
Hrd,jkFjHsr,kj)Wk)
H
+Rnk ]
−1. (8)
Notice that to the best of our knowledge, for almost
all the estimation problems based the MMSE criterion, the
equalizer/estimator design problem can be formulated as an
unconstrained convex quadratic optimization problem [14].
The optimal solution is thereby easy to achieve based on the
ﬁrst derivative of the objective function.
B. Precoder Matrix Design at Relays
When the destination equalizers Gk and the source precoder
matrices Wk are ﬁxed, the optimization problem in (4) is a
convex quadratic optimization problem for the precoder matrix
Fj at the jth relay with only one transmit power constraint.
For this constrained problem, the Karush-Kuhn-Tucker (KKT)
conditions [15] which are necessary and sufﬁcient conditions
for an optimal solution, are given as follows:
∑
k
[
HHrd,jkG
H
kGk
⎛
⎝∑
i=j
(Hrd,ikFiHsr,ki)
⎞
⎠WkRskWHk
HHsr,kj
]
+ λjFjRxj +
∑
k
(HHrd,jkG
H
kGkHrd,jk)
Fj
∑
l
(Hsr,lj(WlRslW
H
l )H
H
sr,lj)
+
∑
k
(HHrd,jkG
H
kGkHrd,jk)FjRn1,j
=
∑
k
(HHrd,jkG
H
kW
H
k RskH
H
sr,kj), (9)
λj(Tr(FjRxjF
H
j )− Pr,j) = 0, (10)
Tr(FjRxjF
H
j ) ≤ Pr,j (11)
and λj ≥ 0. (12)
Using the fact that the covariance matrix of the received
signal xj at the jth relay is
Rxj =
∑
k
(Hsr,kjWkRskW
H
k H
H
sr,kj) +Rn1,j , (13)
the ﬁrst KKT condition in (9) can be rewritten as
∑
k
[
HHrd,jkG
H
kGk
⎛
⎝∑
i =j
(Hrd,ikFiHsr,ki)
⎞
⎠WkRskWHk
HHsr,kj
]
+ λjFjRxj +
∑
k
(HHrd,jkG
H
kGkHrd,jk)FjRxj
=
∑
k
(HHrd,jkG
H
kW
H
k RskH
H
sr,kj), (14)
based on which the optimal precoding matrix at the jth relay
is derived as
Fj =
(
λjI+
∑
k
(HHrd,jkG
H
kGkHrd,jk)
)−1
∑
k
[
HHrd,jkG
H
k
⎛
⎝I−Gk(∑
i =j
(Hrd,ikFiHsr,ki)Wk
⎞
⎠
WHk RskH
H
sr,kj
]
R−1xj . (15)
Obviously from (15), in order to compute the optimal Fj , the
Lagrange multiplier λj should be calculated ﬁrst. However,
there is no closed-form solution for λj simultaneously sat-
isfying (10) and (11). Below we propose a low complexity
method to solve (10) and (11).
First, notice that in order to have (10) satisﬁed, either λj = 0
or Tr(FjRxjF
H
j ) = Pr,j must hold. If λj = 0 also makes
(11) satisﬁed, λj = 0 is a solution to (10) and (11). Since
given Gk and Wk, the optimization problem (4) is a convex
quadratic problem in Fj . It has only one solution for Fj and
thus λj = 0 is the only solution to (10) and (11) in this case.
On other hand, if λj = 0 does not make (11) satisﬁed, we have
to solve Tr(FjRxjF
H
j ) = Pr,j . It can be proven that when
Gk and Wk are ﬁxed, the function fj(λj) = Tr(FjRxjF
H
j )
is a decreasing function of λj which satisﬁes
0 ≤ λj ≤
√
Tr(MjRxjM
H
j )
Pr,j
, (16)
where Mj is deﬁned as
Mj 
∑
k
[
HHrd,jkG
H
k
⎛
⎝I−Gk(∑
i =j
(Hrd,ikFiHsr,ki)Wk
⎞
⎠
WHk RskH
H
sr,kj
]
R−1xj . (17)
Due to space limitations, the proof is not presented here.
Based on this result, λj can be efﬁciently computed by a one-
dimension search, such as bisection or golden search [17].
Since Tr(FjRxjF
H
j ) = Pr,j is a stronger condition than
Tr(FjRxjF
H
j ) ≤ Pr,j , (11) is satisﬁed automatically in this
case. In summary, we take λj = 0, if fj(0) ≤ Pr,j , and solve
fj(λj) = Pr,j otherwise.
Notice that given the destination equalizers Gk and the
source precoder matrices Wk, the optimization problem for
the precoder matrix Fj at the jth relay can also be transformed
into a semi-deﬁnite programming (SDP) problem which can
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be efﬁciently solved by interior point polynomial algorithms.
However, this algorithm shows higher complexity than the
algorithm we propose here.
C. Precoder Matrix Design at Sources
From the constraint formulation in (4) and the deﬁnition
of Rxj in (13), we notice that every source precoder matrix
is involved in power constraints at one source and all Kr
relays. Given the destination equalizers Gk and relay precoder
matrices Fj , the optimization problem (4) is therefore a convex
quadratic optimization problem for the precoder matrix Wk at
the kth source with Kr + 1 constraints. For this optimization
problem, it is difﬁcult to compute the optimal solution directly
based on KKT conditions, since multiple Lagrange multipliers,
each corresponding to one constraint, need to be solved.
However, based on (3), the problem can be reformulated as
the following quadratic optimization problem:
min
Wk
Tr(N¯HWHk A¯WkN¯) + 2R{Tr(B¯HWk)}+ c¯
s.t. Tr(NHj W
H
k AjWkNj) + 2RTr{(BHj Wk)}+ cj ≤ 0
j = 0, 1, ...,Kr, (18)
where c¯ is a constant irrelevant toWk and the other parameters
are speciﬁed as follows:
A¯ =
∑
k
[(Gk(
∑
j
Hrd,jkFjHsr,kj))
H
(Gk(
∑
j
Hrd,jkFjHsr,kj))], (19)
B¯ = −(Gk
∑
j
(Hrd,jkFjHsr,kj))
H, N¯ = R
1
2
sk ,
(20)
A0 = I, Aj>0 = H
H
sr,kjF
H
j FjHsr,kj , (21)
Bj = 0, Nj = R
1
2
sk , c0 = −Ps,k (22)
and cj>0 = Tr
⎛
⎝∑
l =k
(FjHsr,ljWlRslW
H
l H
H
sr,ljF
H
j )
⎞
⎠
+Tr(FjRn1,jF
H
j )− Pr,j . (23)
Notice that the constraint with j = 0 in (18) corresponds to
the power constraint at the kth source, while those constraints
with j > 0 correspond to the power constraints at the relays.
Using properties of Kronecker product and the identity
Tr(AB) = vecH(AH)vec(B), the constraints in (18) can be
rewritten as
Tr(NHj W
H
k AjWkNj) + 2R{Tr(BHj Wk)}+ cj
= vecH(A
1
2
j WkNj)vec(A
1
2
j WkNj) + 2R{vecH(Bj)vec(Wk)}
+ cj
= vecH(Wk)(N
∗
j ⊗A
H
2
j )(N
T
j ⊗A
1
2
j )vec(Wk)
+ 2R{vecH(Bj)vec(Wk)}+ cj ≤ 0, (24)
based on which and together with Schur complement lemma
[15], the optimization problem in (18) can be reformulated as
the following SDP problem:
min
Wk
t
s.t.[
I (N¯T ⊗ A¯ 12 )vec(Wk)
((N¯T ⊗ A¯ 12 )vec(Wk))H −2R(vecH(B¯)vec(Wk)) + t
]
 0[
I (NTj ⊗A
1
2
j )vec(Wk)
((NTj ⊗A
1
2
j )vec(Wk))
H −2R(vecH(Bj)vec(Wk))− cj
]
 0, j = 0, 1, ...,Kr. (25)
Then the optimal precoder matrix Wk can be found by
solving this SDP problem using numerical tools such as CVX.
Notice that in our work, the variables are complex matrices.
For some optimization tool boxes, only real variables are
permitted. In that case, a minor transformation is needed,
which is [
IN v
vH a
]
 0 →
[
I2N v˜
v˜T a
]
 0, (26)
where
v˜ = [Real(v)T Imag(v)T]T. (27)
D. Initialization and Convergence Analysis
In summary, the proposed algorithm iteratively computes
the destination equalizers, relay precoder matrices and source
precoder matrices based on (8), (15) and (25), respectively,
until ‖MSEi − MSEi−1‖ ≤ θ where MSEi is the total
MSE at the ith iteration and θ is a predetermined threshold.
At the beginning of the algorithm, initial values for Wk
and Fj are needed. Generally, they are initialized to satisfy
Tr(WkRskW
H
k ) = Ps,k and Tr(FjRxjF
H
j ) = Pr,j , respec-
tively. For simplicity, they can be initialized as Wk ∝ I and
Fj ∝ I.
At each step in the iterative algorithm, the optimization
problem (4) turns out to be a convex problem for one variable
provided that other variables are given. Thus a unique optimal
solution leading to a smaller total MSE compared to that
in the previous step can always be found for that variable.
Consequently, the total MSE is monotonically decreased at
each iteration, which proves the convergence of the proposed
iterative algorithm. However, only local optimality can be
guaranteed by the proposed algorithm, which is a common
weakness for most kinds of iterative algorithms [16]. Notice
that the optimality of the ﬁnal solution depends heavily on
initial values. When the initial values are close enough to
the globally optimal solution, the ﬁnal solution tends to be
globally optimal.
E. Extensions
The proposed iterative algorithm is a general algorithm
to tackle the problem of multiple variable design. It is also
applicable to the following scenarios with minor modiﬁcations:
1) Weighted MSE, which is more general than the total sum
MSE, is considered as an objective function. The weighting
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factors can be chosen according to different criteria to achieve
fairness among sources.
2) Direct links between sources and destinations are con-
sidered and certain linear schemes are adopted to combine the
signals from relay links and source links at the destinations.
3) One source transmits multiple data streams to multiple
destinations with the aid of multiple relays. This corresponds
to the downlink of a cellular system.
4) Multiple sources transmit data simultaneously to one
destination with the aid of multiple relays, which corresponds
to the uplink of a cellular system.
IV. SIMULATION RESULTS AND DISCUSSION
Computer simulations have been conducted to investigate
the performance of the proposed algorithm. A network with
two pairs of source and destination nodes and one relay
node is taken as an example for these simulations. Each
source/destination node has two antennas, while the relay node
which is shared by two sources has four antennas. Thus, this
is a relay network with both multi-source and multi-antenna
interference.
In the simulations, the noise variance matrices are set as
Rn1,1 = σ
2
1I4 and Rn2,1 = Rn2,2 = σ
2
2I2. The signal-to-
noise ratios (SNRs) for the source-relay links are deﬁned as
Esr,k = Ps,k/(2σ1
2), k = 1, 2, and are ﬁxed as Esr,k = 20dB.
At each source node, two independent data streams, each with
NData = 1000 independent quadrature phase-shift keying
(QPSK) symbols, are transmitted. The SNR for each relay-
destination link is deﬁned as Erd = Pr/(4σ22). The results
shown in the following ﬁgure are an average over 200 inde-
pendent channel realizations.
0 2 4 6 8 10 12 14 16 18 20
10−3
10−2
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100
E
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Destination1
Destination 2
Uniform power allocation
Proposed algorithm
Fig. 2. BER of the proposed algorithm and the uniform power allocation
algorithm.
For the purpose of comparison, a uniform power allocation
algorithm is also simulated. In this algorithm, the precoder
matrices at the sources and relay are proportional to the iden-
tity matrix and are designed to satisfy the power constraints
with equality, while a linear MMSE equalizer is adopted at
each destination node to recover its corresponding signal.
Fig. 2 shows bit-error-rate (BER) performance of the pro-
posed algorithm and the uniform power allocation algorithm.
It can be seen that with the precoder matrices proportional to
the identity matrix in the uniform power allocation algorithm,
increasing the transmit power at the relay cannot improve the
system performance. However, through proper design of the
precoder matrices and equalizers, the proposed algorithm sig-
niﬁcantly outperforms the uniform power allocation algorithm
and its performance is improved when the relay-destination
SNR increases. Notice that since the SNRs for the source-
relay links are ﬁxed as 20dB, error ﬂoors are shown for both
the proposed and uniform power allocation algorithms in the
ﬁgure.
V. CONCLUSIONS
Linear MMSE transceiver design for dual-hop MIMO relay
networks has been investigated in this paper. The network
considered here is a general one which involves multiple
sources, multiple relays and multiple destinations. Using
convex quadratic optimization theory, an effective iterative
algorithm which guarantees to converge has been proposed. It
can be easily extended to several important scenarios, such as
the uplink/downlink of a MIMO cellular cooperative system.
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