






































国立文化財機構が運営する e国宝［13］や，Google が行っている Google Art Project［14］など国，















けられたキーワードのセットを とする。単語によるクエリを としたとき， のう
ち に関連した をもつ が検索結果として出力される。
TBIR を行うには画像にキーワードが与えられている必要があり，与えられていない場合には人
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以上の説明をふまえてTBIR と CBIR による類似画像検索の流れを図 1.2 に示す。
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るガウス関数 と入力画像 を畳み込んだ平滑化画像 の差分（Difference-of-













滑化画像の中から で平滑化された画像 を 1/2 のサイズにダウンサンプリングすること
でガウシアンフィルタのウィンドウサイズによる計算量の増加を防止している。1/2 のサイズにダ





















全画像の全局所特徴ベクトルをクラスタリングし， 個の visual word（クラスタの代表点）を
















で図 3.1 のような構造をもつ。2012 年の ImageNet が毎年開催している 120 万枚の画像から 1,000
クラスのカテゴリ識別の精度を競う The ImageNet Large Scale Visual Recognition Challenge
（ILSVRC）［5］において上位 5 つの候補に正解が含まれていないTop-5 エラー率でAlexNet［6］






プ からの出力を ，フィルタを ，活性化関数を , バイアスを とすると，畳み込み層
層目の特徴マップ への出力は式 3.1 で表される。
 （3.1）





















他のデータセットを利用した代表的な手法として，Deep Convolutional Activation Feature（De-
CAF）［8］がある。DeCAFはあらかじめ別のデータセットで学習しておいたネットワークを特徴



















































ヒストグラムの比較には，histogram intersection が多く用いられる。histogram intersection は，
2 つのヒストグラムを と ，ヒストグラム の 番目のビンを ，ヒストグラムのビン
の数を として，式 4.1 によって算出する。
 （4.1）
しかし，histogram intersection のような対応するビン同士だけを見る距離尺度では，2つの画
像 を比較する際に，画像 のビン の高さ と画像 のビン の高さ の類似関係は考慮
















については は 番目の供給地を表す特徴ベクトルで は 番目の供給地が有する供給量で
ある。 については は 番目の需要地を表す特徴ベクトルで は 番目の需要地が有する需要
量である。供給地と各需要地間の単位あたりの輸送コスト は と の差を表し，一般的
には と のユークリッド距離（式 4.4）が用いられる。
 （4.4）
供給地から需要地への輸送量をフロー とする。総コストを最小にする適切なフロー が




























































になっていない端の部分を除いたセグメントを 227 × 227 にリサイズしている。
ただし 6分割と 20 分割の画像に対しては正方形になっていない画像でも分割数が少ないために










the number of 
segmengs/kosode 
byobu
the number of used
segmengs/kosode 
byobu
percentage of each 
segment in a kosode 
byobu image
sum of the number of 
segments
6 4 22.16% 414
20 15 5.54% 1,558
80 63 1.39% 6,561




























layer map size function
Input 227×227×3
Conv 1 55× 55×96 ReL
Pool 1 27×27×96
Conv 2 27×27×256 ReL
Pool 2 13×13×256
Conv 3 13×13×384 ReL
Conv 4 13×13×384 ReL
Conv 5 13×13×256 ReL
Pool 5 6×6×256
Full Connected 6 1×1×4,096（DeCAF） ReL
Full Connected 7 1×1×4,096 ReL
Full Connected 8 1×1×1,000 softmax
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［デジタルアーカイブにおけるDeep Learningを用いたメタデータ生成］……濱上知樹




図5.5　Segments of left cluster












図 5.9　Selecting image related with motif region




















15 kaede 2.33% tsuta 1.16% ro 1.16%
16 kaede 3.49% sakura 2.91% kiku 1.74%
17 tanzaku 88.89% sakura 36.11%
18 yatsuhashi 3.45% ume 2.87% yamabuki 2.30%
19 ohmihakkei 39.23% byobu 0.77% toukaidougojuusantsugi 0.77%
20 kaede 53.57% sidareyanagi 8.93% ashi 1.79%
21 sidareyanagi 16.67% sohshi 11.11% matsu 7.41%
22 sakura 2.09% takegaki 1.05% takaka 0.52%
23 takegaki 19.40% moji 19.40% manmaku 4.48%
24 ume 3.75% moji 3.75% yukiwa 2.50%
25 takegaki 100.00% moji 3.70%
26 yatsuhashi 9.60% takegaki 5.65% kaki 4.52%
27 senmen 1.48% hashi 1.48% byobu 1.48%
28 kui 2.60% kaede 1.30% takaka 1.30%
29 manmaku 0.52% botan 0.52%






36 manmaku 1.68% ume 1.12% jakago 0.56%
37 juunishiban 26.67% shidareyanagi 1.67%
38 ume 4.79% kiri 4.79% hagi 3.59%
39 yatsuhashi 3.64% moji 1.82%
40 seigaiha 30.56% taki 27.78% kiku 8.33%
41 moji 12.12% ran 3.03%
42 ran 6.84% waha 2.56% ume 1.71%
43 yatsuhashi 4.62% iwa 1.73% nami 1.73%
44 no motif
45 no motif





















64 jakago 8.49% nami 8.49% sotetsu 2.83%
65 jakago 7.14%
66 no motif
67 kui 2.03% ume 0.51% kaede 0.51%
68 ohmihakkei 6.67% yukiwa 2.13% kaede 1.87%
69 kiku 5.08% waha 3.39% yukiwa 3.39%
70 kiku 1.23% senmen 1.23% ami 0.62%
71 no motif






78 ro 2.78% yamabuki 2.78% hashi 1.39%
79 manmaku 2.53% aboshi 2.02% senmen 1.52%
80 hansen 1.98% tsuta 0.99% jakago 0.99%
81 senmen 0.93% matsu 0.93% takegaki 0.93%
82 no motif
83 no motif







91 tanzaku 0.29% kiku 0.29% ohmihakkei 0.29%
92 tanzaku 1.39%
93 no motif
94 hashi 5.13% moji 2.56% iwa 0.85%
95 kaede 0.73% yukiwa 0.73% yatsuhashi 0.37%
96 ran 3.28% yatsuhashi 3.28% senmen 3.28%
97 kiku 13.86% ume 7.83% iwa 6.02%
98 yatsuhashi 30.91% yukiwa 20.00% waha 9.09%
99 nami 11.28% ro 6.39% katawaguruma 6.02%
100 seigaiha 100.00%
101 kiku 33.33%
102 yamabuki 21.85% botan 17.65% ume 9.24%
103 karamatsu 16.06% senmen 13.14% yukiwa 11.68%
104 kiku 33.33% hashi 20.00% kikkou 4.44%
105 seigaiha 100.00%
106 taki 2.63%
107 sotetsu 58.54% kaede 2.44% nami 2.44%
108 taki 30.30% kui 30.30% seigaiha 6.06%
109 takaka 24.19% katawaguruma 10.48% kakitsubata 8.87%
110 nami 10.29% matsu 8.82% jakago 5.88%
111 taki 8.14% kui 6.98% botan 5.81%
112 yatsuhashi 9.89% yamabuki 6.59% ume 5.49%
113 yukiwa 14.94% moji 14.94% karamatsu 9.20%
114 taki 21.05% katawaguruma 13.16% ume 13.16%
115 takaka 10.32% shiorido 8.73% kiku 7.14%
116 ume 2.70%
117 tsudumi 51.67% yatsuhashi 3.33% taki 1.67%
118 no motif






Cluster No. Motif name
122 hagi 14.29%
123 kiri 50.00%
124 yukiwa 21.05% jakago 19.30% moji 19.30%
125 jakago 37.50% moji 33.33% kiri 12.50%
126 uchiwa 8.00% kiku 1.33% haneuchiwa 1.33%
127 juunishiban 47.83% kiri 21.74%





133 ume 44.44% waha 7.41% kaki 7.41%
134 huji 37.84% hagi 10.81% mushikago 10.81%
135 yamabuki 50.00% moji 16.67% manmaku 7.41%
136 sakura 80.49% ran 2.44%
137 karamatsu 73.91% takegaki 56.52% iwa 8.70%
138 hagi 97.22% kaki 66.67%
139 kaki 100.00% hagi 43.75%
140 tsudumi 73.47% ume 14.29% ran 6.12%
141 ume 85.71% kaki 39.29% moji 7.14%
142 kaki 15.91% hagi 13.64% matsu 11.36%
143 yamabuki 26.53% hansen 12.24% noshi 10.20%
144 yamabuki 87.50% sakura 12.50%
145 matsu 13.89% yamabuki 13.89% huji 8.33%
146 ryusui 2.17%
147 ume 97.10% sakura 1.45%
148 ume 12.90% botan 3.23% kiku 1.61%
149 sakura 3.33%
150 yukiwa 2.47% tsuru 1.23%
151 no motif
152 iwa 3.41% kikukarakusa 2.27% kiku 1.14%
153 ume 12.86% huji 2.86% matsu 2.86%
154 ran 0.81%
155 ume 58.06%
156 yukiwa 9.84% ume 8.20% ran 4.92%
157 yamabuki 66.67%
158 yukiwa 10.34% kiku 6.90% senmen 6.90%
159 senmen 30.26% ran 7.89% kiku 3.95%
160 kaede 88.89% tsuta 13.89%
161 ryuusui 4.94% kaede 2.47% kiku 2.47%
162 kaede 52.83% sakura 20.75% tanzaku 5.66%
163 kaede 53.85% tsuta 12.09% suisen 7.69%
164 ashi 4.29% sakura 4.29% hansen 4.29%
165 byobu 46.05% toukaidougojuusantsugi 15.79% toukaidougojuusantsugi 9.21%
166 kiku 66.67% magaki 23.08% sakura 7.69%
167 kiku 35.71% ichou 5.36%
168 shidarezakura 91.23% manmaku 68.42% kiku 5.26%
169 sakura 100.00% tanzaku 35.71%
170 karamatsu 42.11% kiku 10.53% iwa 5.26%
171 jakago 50.00%
172 kiku 73.68% magaki 31.58%
173 ume 28.30% kikukarakusa 9.43% karamatsu 7.55%
174 kiku 20.27% chidori 6.76% ume 5.41%
175 kiku 7.45% kaede 2.13% yukinoshita 2.13%
176 kiku 11.35% matsu 6.38% sakura 5.67%
177 kiku 8.51% sakura 6.38% kaede 4.26%
178 matsu 42.42% ume 3.03%
179 kiku 4.46% kaede 2.68% toukaidougojuusantsugi 2.68%


















提案手法と従来手法とで比較を行った。従来手法では SIFT を用いて BoF を行い，ヒストグラ
ムの比較には histogram intersection を用いた。各小袖屛風画像のサイズは 1,951 × 1,551 とし，各




中から一部を表 5.5 に示す。表 5.5 を見ると，「楓」を多く含むクラスタが形成されているために検
索結果において類似した小袖屛風画像を上位に出力できたものと思われる。
図5.13　cluster 30
表 5.4　Example of search results by conventional and proposed method
Rank 1 (query) Rank 2 Rank 3
Conventional
motif
left: aboshi, shidarezakura, nami, 
manmaku
right: ashi, oshidori, kaede, kiku, 
nami
taki, bohoku, moji, yamabuki kakine, kiku, sohshi, nanten
Proposed
motif
left: aboshi, shidarezakura, nami, 
manmaku
right: ashi, oshidori, kaede, kiku, 
nami
kaede, tsuta
left: kaede, kikyoh, susuki, hu-
jibakama, ryuusui












風画像のセグメントから得られたクラスタの例を表 5.7 に示す。これを見ると，cluster 23 には竹
垣のモチーフ，cluster 26 には竹垣と垣のモチーフが多く含まれていることが分かる。
「垣」と「竹垣」のモチーフを含む小袖屛風画像について，180 あるクラスタの中から cluster 23
表5.5　Example of clusters and segments
表 5.6　Example of search results by conventional and proposed method
Cluster 160 Cluster 161 Cluster 162 Cluster 163
Evaluation with labeled data by an expert
motif percentage motif percentage motif percentage motif percentage
kaede 88.89% ryuusui 4.94% kaede 52.83% kaede 53.85%
tsuta 13.89% kaede 2.47% sakura 20.75% tsuta 12.09%
Rank 1 (query) Rank 2 Rank 3
Conventional
motif ume, kaki, moji iwa, kaede, hashi kashiwaba, takaka, takanoha
Proposed




と cluster 26 のある箇所を一部抜き出してヒストグラムを示したのが図 5.14 である。これらはク
ラスタの分布に共通点が少なく，image 68 は cluster 26 のセグメントを多く含んでいるのに対し，
image 70 は cluster 23 を多く含んでいる。cluster 23 と cluster 26 はクラスタ番号は違うが，表 5.7
に示したように，共に垣の意味で共通したモチーフを含むクラスタであり，これらは類似したクラ
スタである。ビンとビンの対応関係のみを見る histogram intersection では，これらは類似性がな
いものとみなされるが，EMDによる距離計算によって距離が小さく算出されたためにこのような
ヒストグラムをもつ画像同士でも類似画像として出力されたと考えられる。
表5.7　Example of clusters and segment
図 5.14　Example of histogram
Cluster 23 Cluster 26
Evaluation with labeled data by an expert
motif percentage motif percentage
takegaki 19.4% yatsuhashi 9.6%
moji 19.4% takegaki 5.65%
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Metadata Generation Using Deep-Learning in Digital Archives
The goal of this study is to generate “metadata” of the images in digital archives and to use them 
for similar image retrieval system. Generally, bag-of-features ［4］, which is a histogram representa-
tion method for object recognition in images, uses feature points and local features calculated based 
on the grayscale distribution of pixels by using SIFT ［3］. On the other hand, the deep learning ap-
proach ［6］ has attracted attention in the field of general object recognition as end-to-end learning, 
not local features oriented learning. The typical deep learning recognizes the whole structured ob-
ject in the image; however, it misses significant sub-parts in the image. To overcome the issue, we 
divide an image into segments, extract features from each segment using deep learning, then apply 
bag-of-features using the clustering for the local features, and finally represents it as histogram 
expression reflects the metadata in the image. Furthermore, by using distance calculation repre-
senting the similarity of the cluster as comparing the histograms, the discriminant precision of a 
similar image could be improved, when the number of clusters is too small. The experiment result 
shows the effectiveness of generating metadata using BoF with deep learning, the distance evalua-
tion method reflecting the relationship between clusters.
Key words: deep learning, general object recognition, bug of feature, similar image retrieval
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