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ABSTRACT
Currently, DNA microarrays comprising tens of thou-
sands of probe spots are employed to test entire genomes
in a single experiment. Typically, each microarray spot
contains a large number of copies of a single probe, and
hence collects only a single data point. This is a waste-
ful use of the sensing resources in comparative DNA mi-
croarray experiments, where a test sample is measured
relative to a reference sample. Since only a small frac-
tion of the total number of genes represented by the two
samples is differentially expressed, a large fraction of a
microarray does not provide any useful information. To
this end, in this paper we consider an alternative microar-
ray design wherein each spot is a composite of several
different probes, and the total number of spots is poten-
tially much smaller than the number ofgenes being tested.
Fewer spots directly translates to significantly lower costs
due to cheaper array manufacturing, simpler image ac-
quisition and processing, and smaller amount of genomic
material needed for experiments. To recover signals from
compressed microarray measurements, we leverage ideas
from compressive sampling. Experimental verification of
the proposed methodology is presented.
1. INTRODUCTION
Sensing in DNA microarrays [1] is based on the process
of hybridization in which complementary DNA strands
bind to each other creating structures in lower energy states.
Typically, the surface of a DNA microarray comprises
an array of spots, each spot containing a large number
of identical single-stranded DNA sequences (probes) de-
signed to capture copies of a single DNA molecule (tar-
get) of interest. DNA microarrays are often used to mea-
sure gene expression levels, i.e., to quantify the process of
transcription of DNA information into messenger RNA
molecules. The information transcribed into mRNA is
further translated to proteins, the molecules that perform
most of the functions in cells. Therefore, by measuring
gene expression levels, we may be able to infer critical
information about the functionality of cells or whole or-
ganisms [2], study diseases and the effects of drugs on
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them [3, 4], etc. DNA microarrays are often used to com-
pare the gene expression levels of a test sample with that
of a reference sample. In a typical scenario, only a small
fraction of the total number of genes is differentially ex-
pressed. For instance, only several hundreds genes (out
of, say, 30, 000 in an entire genome), may be differen-
tially expressed. Therefore, a large fraction of a microar-
ray does not contribute any information about the subset
of the genes that are differentially expressed. To rem-
edy this, in [5] a microarray architecture comprising spots
that contain mixtures of several different probes was pro-
posed, so that a signal measured at each probe spot is po-
tentially a combination of as many targets. This allows
acquisition of multiple data points for each of the targets
being tested, including those that are indeed differentially
expressed. However, the signal recovery in the composite
microarrays [5] does not exploit sparseness of the signal.
By leveraging ideas from compressive sampling, we
can enable more economic usage of the sensing resources
in composite microarrays. The essential idea of compres-
sive sampling is that we may be able to recover an in-
herently sparse signal by using far fewer measurements
than what is typically needed for a signal which is not
sparse [6]. Compressive sampling is closely related to the
problem of solving an underdetermined system of linear
equation with a sparseness constraint - which is precisely
the problem of signal recovery in composite microarrays
with fewer probe spots than probes. In fact, by judiciously
choosing probes comprising each spot, we may be able to
recover sparse signal from a microarray wherein the num-
ber of probe spots is significantly reduced. We refer to
such platforms as compressed microarrays. Having fewer
probe spots translates to lower costs due to cheaper array
manufacturing, simpler image acquisition and processing,
and smaller amount of genomic material needed for ex-
periments. Moreover, decreasing sample volume size is
critically important in order to further the applications of
microarray technology in diagnostics and environmental
monitoring applications.
Typically, DNA microarrays are manufactured by ei-
ther spotting (i.e., printing) probe molecules in their al-
lotted spots, or by a direct probe synthesis on the array.
While the former technique can directly be applied to man-
ufacturing compressed microarrays (by, e.g., spotting ap-
propriately selected mixtures of probes), it is not imme-
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diately clear how the latter could be done. In the current
work, we focus on the former manufacturing technique,
i.e., we design, analyze, and experiment with the com-
pressed microarrays manufactured by probe spotting.
2. BACKGROUND
In compressive sampling, we are interested in estimating
an n-dimensional signal x which has no more than k non-
zero entries. (Note that we do not know a priori the lo-
cations of the non-zero entries.) So, k < n; in fact, we
frequently focus on applications where k << n.
The vector x is not directly observable. Instead, we
observe m linear combinations of the entries of x,
(1)J1Yi = E Aij,,j, i = 1, 2,. ... ,mf,
j=l
where k < m < n. In other words, the number of mea-
surements that we collect is smaller than the size of the
vector x, yet larger than the number of its non-zero en-
tries. Collecting the coefficients Aij into an m x n matrix
A, we can write (1) in a matrix form
y = Ax. (2)
The underdetermined system ofequations (2) may, in prin-
ciple, be solved by using the fact that the vector x is
sparse. In particular, we could consider all possible com-
binations of k columns of A, and attempt to solve the cor-
responding system of equations which is overdetermined
(since each one has m equations with k unknowns). As-
suming that each ofthese combinations of columns forms
a matrix with a full rank, at least one of the overdeter-
mined systems will have a solution. This solution deter-
mines the positions and values of the non-zero entries in
x. However, the outlined approach is clearly practically
infeasible.
On the other hand, for a long time it has been known
that constrained 11 minimization,
min x 1, (3)
x, Ax=y
as well as the related constrained quadratic programming
minm y -Ax 2 subject to ||x|1 < i, (4)
where x 1 xix denotes the 11-norm of the vec-
tor x, and i is an appropriately chosen constant, per-
form well when employed for finding sparse solutions
(see, e.g., [9]). Only recently there have been theoreti-
cal results justifying the performance of the constrained
11 minimization. These results show that, for measure-
ment matrices A which satisfy certain conditions, the con-
strained 11 minimization recovers the solution if the un-
known vector x is sparse enough, i.e., if the ratio k/n is
sufficiently small [7].
Finally, we should mention that, in the course ofprepa-
ration of the current paper, we became aware of the re-
lated work [11], which also proposes the use of com-
pressed sensing techniques. However, unlike our method
which involves printing several different probe types in
each spot ofthe microarray (and therefore leads to a sparse
measurement matrix - see the section below), [11] pro-
poses the design of probes, each of which can potentially
capture several different targets. Calibrating such an ar-
ray (in the sense of determining the strength of the bind-
ing of each target analyte to its corresponding probe) can
be challenging. Our approach, however, can use already-
designed probe sets and simply requires mixing a number
of them prior to spotting them on the array - a procedure
which is readily feasible.
3. COMPRESSED MICROARRAYS
When quantifying a sparse signal, compressive sampling
provides cost-efficient utilization ofthe sensing resources.
In particular, recall that a sparse signal may be recovered
from a small number of linear combinations of its com-
ponents. The compressive sampling ideas are relevant
to the applications of DNA microarrays in gene expres-
sion profiling, where the gene expression levels of a test
sample are compared with the gene expression levels of
a reference sample. Since in practical scenarios only a
small fraction of the total number of genes is differen-
tially expressed, the difference of the signals produced by
the two samples is sparse. Moreover, linear combinations
ofthe signal components may be acquired by the compos-
ite probe spots comprising a mixture of several probe se-
quences as in [5]. The sparseness constraint, on the other
hand, suggests possible recovery ofthe signal from poten-
tially far fewer probe spots than the total number ofprobe
sequences composing the spots of the microarray.
In [12], we developed a statistical model for microar-
rays, which is directly applicable to the compressed mi-
croarrays. In particular, for a compressed microarray with
n spots containing probes designed to quantify m differ-
ent targets, we can write
y =Ax+w+v, (5)
where y denotes the n-dimensional measurement, x de-
notes the m-dimensional data vector (the number ofcopies
ofeach target), v is the n-dimensional zero-mean iid Gaussian
additive noise due to instrumentation and other biochemistry-
independent noise sources, w denotes the shot-noise (i.e.,
zero-mean iid Gaussian noise with covariance proportional
to the signal - see, e.g., [12]), and where A is an n x m
binary matrix containing information about probe mixing.
In other words, the (i, J) element of A is non-zero if and
only if the jth target can bind to some of the probes in the
ith spot. We limit the entries in A to binary 1/0 for the
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sake of manufacturing simplicity, e.g., to impose the con-
straint that each microarray spot contains an equal amount
of different probes comprising it. Each row of the matrix
A corresponds to a probe spot. The composition ofthe ith
probe spot, 1 < i < m, is determined by the positions of
ones in the ith row of A. Moreover, the number of differ-
ent probes in the ith spot is equal to the number of ones
in the ith row of the matrix A.
In a two-color microarray experiment, we are com-
paring two samples characterized by data vectors x1 and
x2, and are interested in finding differentially expressed
genes, i.e., finding non-zero entries of the vector x =
x1 -x2. Defining y = Yi -Y2, w = w1 -w2, and
v =V v-V2,we can write
y =Ax+ w+ v. (6)
The vector x in (6) is sparse, i.e., it has a small number
of entries that are non-zero (or significantly larger than
zero). Recalling the discussion of compressive sampling,
it should appear clear that since x is sparse, one may be
able to recover it using (3) or (4).
We should briefly mention the important issue ofprobe
design. Two among the most important properties of mi-
croarray probes are their sensitivity and specificity. Sen-
sitivity is a measure of how strongly a probe reacts with
the target which it is supposed to capture. Specificity,
on the other hand, is the ability of a probe to discrim-
inate between targets, i.e., its ability to ignore (do not
bind or cross-hybridize to) other targets. In (6), we have
implicitly assumed that all probes are equally sensitive
and that there is no probe-target binding due to cross-
hybridization. The scenario wherein these assumptions
do not hold and techniques which take that into account
are considered in [12]. Imbalanced sensitivity, for in-
stance, may be incorporated in the compressed microar-
ray model by appropriately scaling selected non-zero en-
tries of A. Imperfect specificity, on the other hand, would
require increasing the fraction of non-zero entries in A.
In general, cross-hybridization is detrimental to the com-
plexity of the signal recovery in compressed microarrays
and thus special attention should be payed to specificity
of probes in compressed microarrays.
As an illustration, in Figure 1 we demonstrate the per-
formance of 11-constrained minimization employed for
the detection of sparse signals in a compressed microar-
ray simulated according to the model (6). The microarray
comprises n = 24 probe spots, and each spot contains
a mixture of 24 different probes chosen from the set of
m = 96 available probe sequences, each designed to cap-
ture one target of interest. So, the dimension ofthe matrix
A is 24 x 96. Moreover, the number of non-zero entries
in x is k = 8. Parameters of the microarray model (6) are
chosen so as to mimic a realistic experiment. As implied
by Figure 1, the algorithm successfully recovers sparse
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Fig. 1. Demonstration ofthe sparse signal recovery in a
compressed microarray. Subfigures (a) and (b) show the
test and the reference signals, respectively, versus probe
spot index. Subfigure (c) shows the sparse signal, and
subfigure (d) its estimate obtained by solving an appro-
priate 11 minimization problem.
data from noisy observations.
3.1. Compressed microarrays for aCGH technologies
Array comparative genomic hybridization (aCGH) tech-
nology, wherein total genomic DNA from a test and a ref-
erence samples are compared on a DNA microarray, has
recently emerged as a platform for detecting and map-
ping alterations in genomic structures. The arrays used
in aCGH applications may have as many as million of
distinct probes and are thus capable of providing high-
resolution information about the DNA sequence in focus.
The aforementioned alterations (i.e., changes inDNA copy
number) include small amplifications and deletions, as
well as large chromosomal gains and losses [13]. Such
alterations are commonly encountered in various types of
human cancers, including breast and ovarian (see, e.g.,
[ 13 ] and the references therein). Therefore, detecting DNA
alterations can provide valuable information about the ge-
nomic mechanisms of cancer as well as be used in diag-
nostics and search for drug treatments.
The alterations typically affect continuous segments
of a genome, and their total length is just a fraction of
the length of entire genome. By mapping DNA segments
to their chromosomal locations and reordering x accord-
ingly, the unknown signal is both sparse and piecewise
constant (see, e.g., [ 13] and the references therein). Sparse
signal with piecewise constant segments can be efficiently
recovered using 11 minimization. For instance, the Lasso
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optimization problem (4) can be modified to
min y-Ax 12 subject to x 1 < i, D 1 < y, (7)
where i and ay are appropriately chosen constants, and
where the matrix D denotes the differentiation operator,
i.e., its general structure is given by
1 -1 0 0 0
0 1 -1 0 0
D =
[ 00 0 1]-
[We should note that other constraints on the signal, such
as piecewise linear, can be taken into account in a way
similar to (7).]
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Fig. 2. Illustration of the sparse signal recovery in a
compressed microarray for aCGH applications. The toy
example considers an array with n = 24 probe spots,
where each spot comprises mixtures selectedfrom the set
ofm= 96 probes. The number of non-zero entries in
the 96-dimensional piecewise-constant signal is k = 28.
Subfigures (a) and (b) show the test and the reference sig-
nals, respectively, versus probe spot index. Subfigure (c)
shows the sparse signal, and subfigure (d) its estimate ob-
tained by solving (7).
In Figure 2, we illustrate the performance of the algo-
rithm (7) when applied for detection of sparse, piecewise-
constant signals in compressed microarrays simulated ac-
cording to the model (6). The microarray comprises n =
24 probe spots, and each spot contains a mixture of 24
different probes chosen from the set of m = 96 avail-
able probe sequences, each designed to capture one tar-
get of interest. Hence, the dimension of the matrix A is
24 x 96. Moreover, the number ofthe non-zero entries in x
is k = 28. The simulation parameters ofthe model (6) are
chosen so as to mimic realistic experiment. As implied by
Figure 2, (7) successfully recovers sparse data from noisy
observations. Note that the fraction of non-zero compo-
nents of x is fairly large (k = 28 out of m = 96). In
fact, without the additional piecewise-constant constraint,
11 minimization is not able to recover the signal since it is
not sufficiently sparse. However, since the derivative of a
piecewise-constant signal is very sparse, the signal can be
efficiently recovered using (7).
4. EXPERIMENTAL VERIFICATION
In this section, we present several proof-of concept exper-
iments designed and conducted to demonstrate data ac-
quisition and signal recovery in compressed microarrays.
The goal was detection and quantification of k < 8 tar-
gets on an array otherwise capable of testing n = 96 dif-
ferent targets. The desired probe spot compression ratio,
M /n was chosen to be 4. Therefore, the compressed mi-
croarray has only m = 24 probe spots, each comprising
a combination of a number of different probe sequences.
Mixtures of the probes, synthesized oligonucleotide se-
quences, were deposited to their respective spots; the tar-
gets are cDNA molecules extracted from Escherichia Coli.
In particular, the targets were generated using The RNA
Spikes , a commercially available set of 8 purified RNA
transcripts purchased from Ambion Inc. Typically, these
spikes are used in microarrays for calibration purposes
and have been chosen so that the eight sequences have lit-
tle mutual correlation. The RNA sequences were reverse
transcribed to obtain cDNA targets, which were then la-
beled with Cy5 dyes. We denote the set of these 8 targets
by T8.
Eight oligo probes designed for capturing the targets
in 78 were also purchased from Ambion Inc. Moreover,
we acquired 88 probes designed to test the mouse genome.
We denote the set of Ambion probes as 28, and the set of
mouse genome probes as 288. The full set of 96 oligonu-
cleotide probes, all of them 25 nucleotides long, is de-
noted as 296. The targets from <8 do not cross-hybridize
with (i.e., bind to) the probes from 288. We designed
m = 24 different mixtures, each comprising 24 probes
selected from 296. Each of the mixtures is deposited in
one of the spots of the compressed microarray. Content
of the mixtures determine composition of the coefficient
matrix A; hence, each row in A has 24 ones and 72 zeros.
The sparse signal vector x was constructed such that
Xk :t 0 ifandonlyifk IC {=1,9,17,25,33,41,49,57}.
In particular, x1 contains information about the amount
of the first target from the set T8, x9 contains information
about the amount of the second target from T8, etc. The
targets from T8 were applied to a microarray, where the
individual amounts of targets were (5ng, 5ng, 2ng, Ing,
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lOng, 2ng, Ing, Ing), respectively. The experiment was
run overnight and the array, after washing away the sam-
ple, was scanned. Figure 5 shows (a) the measured light
intensities of the compressed microarray spots, and (b)
the recovered signal. Clearly, the strongest 8 components
of the recovered signal correspond to the targets in T8.
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Fig. 3. Measured (a) and recovered (b) signal.
We conducted several more compressed microarray
experiments testing the targets from T8, sometimes adding
complex biological background (i.e., total mice DNA) to
the sample; in these experiments, the strong components
of the recovered signal vector correctly identified targets
from T8 and thus the compressed microarray proved ca-
pable of detecting their presence. As a part of the fu-
ture work, we intend to calibrate the array (i.e., determine
the affinities of the targets from T8 to their corresponding
probes) in order to enable precise quantification of their
amounts.
5. SUMMARY AND CONCLUSIONS
We presented a novel DNA microarray architecture which
we refer to as compressed DNA microarrays. In com-
pressed microarrays, each probe spot contains a mixture
of a number of different probes. By exploiting inher-
ent sparseness of the signals in gene expression studies,
target detection and quantification can be performed on
an array with significantly reduced number of spots. To
this end, we used ideas from compressive sampling, and
employed linear programming to solve an appropriate 11-
minimization problem. Both simulations as well as ex-
periments confirm that if the signal vector is sufficiently
sparse, 11-minimization can recover it.
There are many directions where the work presented
in the current paper can be extended. There is a need to
find deterministic coefficient matrices that are sparse and
have the properties required for precise signal recovery.
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