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摘要: 【目的】基于机器学习进行有效的科研主题发现与分析建模研究。【方法】以 LDA 主题模型为基础进行
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其中, w表示词, V 表示所有词的个数; z表示主
题, k 表示隐含主题个数;  W = 1 , Nw w, 表示文档, 
一个文档有 N 个词; 是主题向量, 向量的每一列表 
    总第 15期  2018年  第 3期   
Data Analysis and Knowledge Discovery   99  
示每个主题在文档出现的概率, 即 i 揭示文档属于主
题 i 的可能性 , 该向量为非负归一化向量
( 0, 1i i
i
  ≥ ), p( )服从 Dirichlet分布; ( )p w z 表
示给定 z时 w的分布, 是一个 k V 矩阵, 每行表示这
个主题对应单词的概率分布; ( )p z  表示给定 时主
题 z的概率分布; ( )p w  表示给定时词 w的概率分
布。从文档推断隐含主题结构是一种计算后验分布的





Lee 等[2]基于专利数据在 IPC 共现分析基础上利用
LDA 模型发现新兴技术主题; 王博等[3]基于专利数据
利用 LDA 模型实现专利主题和机构之间的关联分析, 
但未进行可视化研究; 任智军等[4]基于 LDA 模型研究
新兴技术识别方法, 对论文和专利数据进行整合, 基于
LDA 模型获取技术主题, 并未对可视化进行过多研究; 
杨超等[5]对基于 SAO 结构的 LDA 模型方法进行研究, 





2  研究思路与框架 
本文利用美国化学文摘社 (Chemical Abstracts 
Service, CAS)提供的石墨烯的相关论文及专利文献, 
截至 2016年 4月 5日, 共获取到 78 756篇论文, 23 057





















图 1  基于 LDA模型的研究框架和流程(以 CAS数据为例) 
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3  LDA 主题模型分析及可视化 
对数据进行预处理, 整合论文和专利数据, 提取
文献号、年代、机构、主题词、物质、功能等特征字




类划分, 因此参数设置为 12-20个主题, α= 4.1, β=0.01, 
进行 1000次迭代。经过对主题之间的交叉判读, 最终
参数选定为 12个主题, 每类主题 Top10的特征词及其
概率分布如表 1所示。 
 
表 1  石墨烯领域主题–特征词分布 
主题 1 石墨烯建模仿真 主题 2 石墨烯电化学性能 主题 3 石墨烯 FET器件 主题 4 石墨烯反常霍尔效应
特征词 概率 特征词 概率 特征词 概率 特征词 概率 













multilayers 0.024 cyclic voltammetry 0.051 electric resistance 0.050 electron transport 0.027 
electric field 
effects 




0.033 electrodes 0.043 band structure 0.025 
electric 
conductivity 
0.016 Nano sheets 0.032 field effect transistors 0.038 fermi level 0.023 
electric current 
carriers 






0.014 electric impedance 0.021 raman spectra 0.034 landau level 0.018 
semiconductor 
materials 
0.014 x-ray diffraction 0.020 solar cells 0.023 magnetization 0.017 
dielectric 
constant 




主题 5 石墨烯/ 
碳纳米管复合材料 主题 6石墨烯生物相容性 主题 7 氧化石墨烯 
主题 8 石墨烯高 
分子复合材料 
特征词 概率 特征词 概率 特征词 概率 特征词 概率 






0.021 oxidation 0.036 carbon nanotubes 0.034 
carbon 
nanotubes 
0.034 surface treatment 0.016 adsorption 0.033 epoxy resins 0.022 






0.014 Nano sheets 0.017 polyimides 0.020 
etching 0.020 ph 0.014 nanostructured materials 0.017 polyurethanes 0.019 
metals 0.020 quantum dots 0.013 sonication 0.017 polyamides 0.018 
coating process 0.020 stability 0.013 exfoliation 0.016 polyoxyalkylenes 0.015 
electrodes 0.018 fluorescence 0.012 pore size distribution 0.016 polyethers 0.015 
sheet resistance 0.018 
nanoscale surface 
modification 
0.012 pore size 0.015 coating materials 0.014 
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(续表) 
主题 9 石墨烯 
纳米带 
主题 10 石墨烯 
复合材料的光学性 
主题 11 石墨烯 
复合材料的力学性 
主题 12 石墨烯 
储能电池 
特征词 概率 特征词 概率 特征词 概率 特征词 概率 
density of states 0.057 raman spectra 0.093 nanocomposites 0.049 secondary batteries 0.063 




0.041 thermal stability 0.030 composites 0.053 
density functional 
theory 
0.043 nanoparticles 0.041 polymer morphology 0.028 fluoropolymers 0.047 
band structure 0.036 nanocomposites 0.038 young's modulus 0.028 carbon black 0.035 
electronic structure 0.035 surface structure 0.037 electric conductivity 0.024 battery anodes 0.034 




electron density 0.023 uv and visible spectra 0.032 tensile strength 0.020 heat treatment 0.020 
fermi level 0.020 nanosheets 0.029 molecular dynamics simulation 0.020 battery cathodes 0.015 























异性, 利用 Python 的 Matplotlib 绘图工具包建模实现
基于 LDA主题模型聚类的可视化。由于聚类可视化显
示了各个点所代表的特征词, 为了视觉辨析性选择特
征词概率 0.0035作为显示阈值, 结果如图 2所示。 
 
图 2  石墨烯领域主题分布 
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4  关联分析及可视化 
基于 LDA 主题模型进行大体量文本数据的主题
发现和关联分析以及结果可视化将涉及到大量的计
算。本研究基于 Python 的 Numpy、Pandas 等工具包
进行分析建模, 并利用 Matplotlib 绘图工具包建模实
现分析结果的可视化, 解决绘图标签中文显示乱码的
问题。通过反复优化和测试, 最终从 101 813条数据的 
 
读取、12个隐含主题的发现及可视化到本研究涉及的
关联分析及可视化, 整个流程所需时间约 2分钟左右, 
提高了执行速度且节省了内存空间。 
4.1  时间–主题模型 
基于 LDA主题模型构建时间–主题模型, 通过分
组循环计算各个主题领域的各年代文档数量, 实现主
题年代演进对比分析及可视化, 如图 3所示。 
 






器件”的研究在 2014年–2015年有所波动; 第 4个主题
“石墨烯反常霍尔效应”和第 5 个主题“石墨烯/碳纳米
管复合材料”的研究产出下浮较大。 
4.2  机构–主题模型 
基于 LDA主题模型构建机构–主题模型, 进行 12






算 ,  从而实现主要机构的研究主题对比分析。 
根据聚类结果对石墨烯领域各主题的 Top10机构









根据聚类结果对石墨烯领域 Top10 机构的 12 个
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图 4  石墨烯领域 12个主题的 Top10机构分析 
 
图 5  石墨烯领域 Top10机构的 12个主题对比分析 
   










4.3  类型–主题–时间模型 







图 6  石墨烯领域研发对比分析 
对石墨烯领域基础研究和应用研发进行对比分













“石墨烯 FET 器件”和第 6 主题“石墨烯生物相容性”
等方面的研究以基础研究为主, 应用研发逐步跟进, 
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Visualizing Document Correlation Based on LDA Model 
Wang Li  Zou Lixue  Liu Xiwen 
(National Science Library, Chinese Academy of Sciences, Beijing 100190, China) 
(University of Chinese Academy of Sciences, Beijing 100049, China) 
Abstract: [Objective] This paper tries to construct data analysis model for the topics of scientific research based on 
machine learning. [Methods] First, we clustered data with the Latent Dirichlet Allocation model. Then, we investigated 
the correlation among year, institution and research types with the help of Python modules. Finally, we revealed and 
visualized the key research areas of every year or institution. [Results] We analyzed 101,813 papers and patents of 
graphene industray research. The proposed method finished the topic identification, correlation analysis, and 
visualization in about two miniutes. [Limitations] More research is needed to explore the network analysis issues. 
[Conclusions] Machine learning provides enormous potentiality for intelligence studies, especially the large volume 
text analytics and visualization. 






服务型导向的机器学习(Machine Learning as a Service, MLaaS) 是自动化和半自动化云平台的一个概括性定义, 这个云平台
范围很广, 包含数据预处理、模型训练、模型评估、以及预测。而且预测结果可以通过 REST API与其他 IT系统进行交互。 
亚马逊机器学习服务、微软 Azure机器学习和谷歌云 AI是三个领先的云MLaaS服务, 只有少量甚至没有数据科学专业
知识的用户也能利用这些服务进行快速模型训练和部署。 
在用于自定义预测分析任务的机器学习服务方面, 微软 Azure 机器学习工作室拥有最全面的服务; 然而, 如果需要用到
深度神经网络, 亚马逊的 SageMaker和谷歌的机器学习引擎则更加合适。亚马逊机器学习服务有两个层面: 亚马逊机器学习
的预测性分析和数据科学家的 SageMaker工具。微软 Azure提供的服务可以分为两个主要类型: Azure机器学习工作室和机
器人服务。谷歌的机器学习引擎适合有经验的数据科学家, 它非常灵活, 并建议将 TensorFlow的云端基础架构作为机器学习
的驱动程序。 
除了成熟的平台, 用户还能使用机器学习 API, 这些 API 提供了底层训练好的模型服务, 用户可以输入数据, 然后获取
结果。API完全不需要机器学习的专业知识。目前, 这三家供应商的 API大致可以分为三大类: 文本识别、翻译和文本分析; 
图像+视频识别和相关分析; 其他, 包括特定的未分类服务。 
亚马逊针对语音和文本处理而提供的 API包括: 亚马逊 Lex、亚马逊 Transcribe、亚马逊 Polly、亚马逊 Comprehend, 以
及亚马逊 Translate。针对图像和视频处理提供的 API是亚马逊 Rekognition。微软针对语音、文字处理, 图像与视频处理提
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