Abstract-When dealing with compartmental systems, an important question is: given an experiment, i.e., an input-output sequence, and supposing there is no error in the data, is the sequence compatible with the compartmental assumption? If the process under analysis is linear, then the previous question is obviously equivalent to asking whether a given transfer function is that of a compartmental system. In this note we provide an answer to the latter question giving necessary and sufficient conditions for a transfer function to be that of a compartmental system of some finite order (i.e., number of compartments). Another problem tackled in this note originates from the observation that in many cases one wants to determine the number of compartments involved in the process. In this note we report a step toward the solution of this fundamental problem by proving necessary and sufficient conditions for a given third order transfer function with real poles to be that of a compartmental system with three compartments.
I. INTRODUCTION
Compartmental systems are effectively used in an impressive number of different applicative fields of mathematical modeling, ranging from tracer kinetics to distillation columns, from population dynamics to water resources (see, for example, [1] , [10] , and [9] ). They are composed of a finite number of subsystems, called compartments, interacting by exchanging material. Moreover, some type of mass conservation condition holds for all transfers between compartments and, to/from the environment. Since the state variables represent the amount of material contained in each compartment, they are bounded to be nonnegative over time. Then, compartmental systems belong to the class of positive systems (see, for example, [12] , [7] , and [16] for a general overview) which are characterized by the property that the state and output variables remain nonnegative whatever the positive input sequence might be.
The process of assessing the compartmental nature of a system under analysis involves a number of different professional skills depending on the complexity of the problem. In most cases, however, a deep physical knowledge is required. In fact, once the investigator is convinced that a compartmental model is reasonable for the process under study, then he tries to find experimental evidence of his assumption.
In this context, the first basic question is: given an experiment, i.e., an input-output sequence, and supposing there is no error in the data, is the sequence compatible with the compartmental assumption?
If the process under analysis is linear, then the previous question is obviously equivalent to asking whether a given transfer function is that of a compartmental system.
In this note we provide an answer to the latter question giving necessary and sufficient conditions for a transfer function to be that of a compartmental system of some finite order (i.e., number of compartments).
Another problem tackled in this note originates from the observation that in many cases one wants to determine the minimum number of compartments involved in the process. In system's theory, this problem is known as the minimal realization problem and, when dealing with compartmental systems, is known to be as a very difficult problem (see, for example [14] , [15] , and the references cited therein).
In this note, we report a step toward the solution of this fundamental problem by proving necessary and sufficient conditions for a given third order transfer function with real poles to be that of a compartmental system with three compartments.
An outline of the note is as follows. In Section II, we give some preliminary definitions and known results on compartmental and positive systems and in Section III, we state the main results of the note, that is Theorems 8 and 10.
II. BASICS OF COMPARTMENTAL SYSTEMS
We will consider in the following continuous-time linear systems of the form:
with A 2 N2N ; b; c 2 N . Such system is a compartmental system [1] , [10] , [9] provided that bi 0; ci 0;
(2)
for i; j = 1; . . . ; N , and where the a ij 's are the entries of A and b i ; ci those of b and c, respectively. The usual physical interpretation of the above constraints is that, a compartmental system consists of a finite number of subsystems, called compartments, interacting by exchanging material. Because the interactions between compartments are transfers of material, some type of mass conservation condition holds for all transfers between compartments and, to/from the environment. The state variables xi(t) represent the amount of resource present in the i-th compartment at time t; a ij (i 6 = j ) is the rate constant inflow from the j -th to the ith compartment, a ii is the rate constant outflow from compartment ith (i.e., the sum of the outflow and of the losses of resource in the compartment). Since the input u(t) consists of material injection from the environment and b determines in which way this material is distributed among compartments, then at least one entry of b is positive; moreover, since the output y(t) measures the material contained in some compartment(s), then at least one entry of c is positive. It is worth noting that compartmental systems belong to a broader class of systems called positive systems [12] , [7] . In fact, a continuous-time systems of the form (1) is a positive system provided that only constraints (2) and (3) hold. In order to establish a link between the classes of compartmental and positive systems, we first show that the class of asymptotically stable matrices satisfying (3) is similar to the class of asymptotically stable matrices satisfying (3) and (4) . To this end, let us define the set M of matrices for which (3) holds, and the set C of matrices for which (3) and (4) hold. A matrix T is said to be positive diagonal provided that it is diagonal with positive diagonal entries. Then, we have the following lemma. Observe that the proof of the previous theorem provides an explicit form for the equivalence transformation matrix T . This matrix is positive diagonal so that we consider the following definition of equivalence between realizations, coming from [13] . When considering an asymptotically stable system, using the previous definition, then Lemma 1 can be fruitfully employed to establish the link between positive and compartmental systems:
Theorem 3: A positive asymptotically stable system is diagonally equivalent to a compartmental system.
A. Basics of Positive Systems
Positive systems are characterized by the specific property that the state and output variables remain nonnegative whatever the positive input sequence might be [12] , [7] . These systems are quite common in applications where input, output and state variables represent positive quantities such as populations, consumption of goods, densities of chemical species and so on. The fundamental result of positive systems theory is that a discrete-time positive linear system is characterized by nonnegativity of the system's matrices fA; b; c T g, i.e., each of the entries of A; b and c T are nonnegative real numbers. On the other hand, a continuous-time positive system is characterized by nonnegativity of b; c T and of the off-diagonal entries of A (see [12] , [7] for details).
The relevant problem in this note is the so-called positive realization problem [2] , [6] , [11] ii) what is the minimal dimension over all realizations? Recently the question i) has been solved in [2] , [6] , and [11] where conditions for the existence of a positive realization are given in terms of pole locations of the given transfer function with nonnegative impulse response and in [3] a partial answer to the question ii), i.e., to the minimality problem, has been presented. In the following, we restate, in a suitable form to our purposes, some known results on the positive realization problem for the discrete and continuous-time case (see [2] and [13] ). The corresponding positive realization of 6 D is fA + ; b + ; c T + g. The corresponding positive realization of 6C is fA+ 0 I; b+; c T + g.
We state now two lemmas (whose proof is based on the previous two theorems and is omitted for the sake of brevity) which are the fundamental devices which will be used in the next sections to prove the main results of the note.
Lemma 6: Let fF; g; h T g be any minimal realization of a continuous-time system 6C. Then, 6C has a positive realization of dimension N if and only if the continuous-time system6 C described by the triple fF + aI; g; h T g has a positive realization of dimension N for any a 2 .
Roughly speaking, the above lemma says that shifting the real part of the spectrum of the system leaves unchanged its property of being positively realizable. This last lemma establishes the equivalence w.r.t. the property of a system to be positively realizable between a given continuous-time system and an appropriate family of discrete-time systems. ii) what is the minimal dimension over all realizations?
In the next paragraph we provide the answer to question i) while a specific result related to question ii) for the case of compartmental systems with real eigenvalues, will be then given.
A. Existence Conditions
In most approaches to the study of identifiability of the parameters of a compartmental model, the size is assumed known. Yet, in many biomedical applications, it is unclear whether to include certain compartments in the model so that one of the most important problems in the analysis of compartmental systems is the determination of internal structures, in particular the number of compartments, from input-output observations. The first main result of this note consists of the characterization of compartmental systems' transfer functions. This result allows to recognize whether a given transfer function is that of a compartmental system of some finite order and may be worth using in the determination of the number of compartments involved by input-output observations. Consider, for the sake of illustration, one has performed an experiment (i.e., an input-output time series has been collected) on a linear system which is a priori known to be a compartmental system, but its order is unknown. A typical identification session consists of estimating the parameters of a family of systems of increasing order until some estimation index (say, the output mean square error) reach a "satisfying" value. When the family of systems under consideration is the family of linear systems, then the problem of actually estimating the parameters is an ill-posed problem, that is, the output may be close to the true output, whereas the parameters are still quite different than the true ones. On the other hand, restricting the family of linear systems to that of compartmental and linear systems, may reduce parameter sensitivity during the estimation process. The following theorem gives the conditions for a transfer function H(s) to be that of a compartmental system: eliminate certain uncontrollable blocks and still retain the nonnegativity of the realization. Starting with an arbitrary nonnegative realization, then we can reduce it by eliminating uncontrollable and/or unobservable blocks, and retaining the nonnegativity, until the real dominant eigenvalue is controllable and observable, i.e., we can consider, without loss of generality, a positive realization fA + ; b + ; c T + g of H(s)
such that (A+) = . Then, is real negative and unique, that is condition 2).
(Sufficiency) Since the system is asymptotically stable, then by virtue of Theorem 3, without loss of generality we will consider positive systems in place of compartmental ones. For the sake of simplicity, consider then the transfer functionH(s) = H(s + ) whose pole with maximal real part is zero. From Lemma 6, the system H(s) has a positive realization if and only ifH(s) has one. Let then fF; g; h T g be any minimal realization ofH(s). Consider the Cauchy-Euler discrete-time approximation x k+1 0 x k 1 = Fx k + gu k y k = h T x k whose impulse response ish d (k;1) = 1h T (1F + I) k01 g. The theory of numerical approximation to the solution of differential equations ensures that, for any time interval T > 0 and any > 0, there exists a positive integer such that jh(k1) 0h d (k;1)j < for k = 1; 2; ...; 0 1, where 1 = T= (see [4] , [8] ). From Condition 1), it follows that also the impulse responseh(t) = L 01 [H(s)] = e 0t h(t) satisfies Condition 1). Moreover, since the pole with maximal real part ofH(s) is zero, then limt!1h(t) > 0. From this follows that, also when considering T ! 1, there exists a sufficiently small value 1 such that for any 1 one has 3 jh(k) 0h d (k;)j < for k = 1; 2; ... withh d (k;) > 0 for k = 1; 2; .... Consequently, h d (k;) = h T (F +I) k01 g > 0 for k = 1; 2; ... Then, as proved in [2] , h d (k;) has a (discrete-time) positive realization for any 1, so that, in view of Lemma 7 with = (1=) and = (1=1),the triple fF; g; h T g has a (continuous-time) positive realization.
B. The Third-Order Case
The second main result of this note consists of the characterization of third-order compartmental systems' transfer functions with real poles. Analogously to the previous case, suppose one has performed an experiment on a linear system which is a priori known to be a third-order compartmental system with real poles, but still no information is given on the internal structure of the system. Again, restricting the family of linear systems to that of compartmental systems, may reduce parameter sensitivity during the estimation process. The main result of this section relies on the next theorem, which has been recently proved in [2] and is here reported for the sake of readability. This theorem provides necessary and sufficient conditions for a third-order transfer function with positive real poles to be that of a positive system of the same order, in the discrete-time domain. On the basis of the previous result, we can state now the condition for a transfer function to be that of a compartmental system with three compartments. . Then, the theorem remains proved letting := (1 0 ).
Active Sensing Policies for Stochastic Systems
Shuo Liu and L. E. Holloway
Abstract-In systems with sensing cost, an active sensing policy is needed to determine when to collect sensing observations. This note presents an active sensing policy for systems with additive and parametric white noise. The policy uses an open-loop estimator between sensings and a Kalman filter when observations are requested. We present two active sensing policies. The goal of the first policy is to maintain the uncertainty (variance) of the state estimate below a given threshold. Sufficient conditions are presented that guarantee that this goal is achievable and will be met. The second policy senses when needed to distinguish discrete state regions for control. Sufficient conditions are presented that show within any specified probability, the control under the active sensing will be identical to the control under conventional sensing. Experiments demonstrate that sensing and sensing communications can be significantly reduced with active sensing policies, while still meeting control objectives.
Index Terms-Active sensing, Kalman filtering, observers, stochastic systems.
I. INTRODUCTION
System and control theory typically considers systems for which sensing is available either continuously or at each discrete time step. In many systems, however, this assumption of regular sensing may not be reflective of practice. In this note, we present a framework for systems which have active sensing, where the time instances of sensings are determined dynamically. The framework is shown in Fig. 1 . A state estimator operates in open loop during periods without sensing and with feedback when sensing is available. The estimator outputs an expected state value and an estimated state covariance matrix P k . These are input into one or more active sensing policies. These policies evaluate the state and the covariance estimate and then determine, based on different criteria, when to request system sensing.
Nonperiodic sampling has been considered in the past. Troch presented a method of optimal choice of nonperiodic sampling instants over a time interval in order to reduce propagation of measurement errors and to provide sensing for control at predetermined discrete control times [1] . De La Sen showed that proper selection of nonperiodic sampling instances improved identifiability of a system's state transition matrix and improved model matching [2] .
