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Abstract In this article, we illustrate an algorithm for the computation of the weight
distribution of CRC codes. The recursive structure of CRC codes will give us an
iterative way to compute the weight distribution of their dual codes starting from
some “representative” words. Thanks to MacWilliams’ Theorem, the computation of
the weight distribution of the dual codes can be easily brought back to that of CRC
codes.
Keywords CRC codes · Distance · Linear recurring sequences · Polynomial ring ·
Weight distribution
1 Introduction
Cyclic Redundancy Check (CRC) codes are an important class of error detecting codes.
These codes are widely used in computer communication networks because of their
easy and fast encoder and decoder implementation and their considerable burst-error
detection capability. These properties are provided by the structure of shortened cyclic
codes. The capability to detect burst-errors is discussed in [8].
To measure the degree of goodness of error-detecting codes, we have to investigate
two properties: the minimum distance and the undetected error probability (Pue). The
performance of the code improves when the minimum distance increases or when Pue
decreases.
To investigate these two properties, it is important to know the weight distribution
of the code. A way to compute this distribution is by computing the weights of the
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codewords of the dual code. The weight distribution of the code itself is then provided
by MacWilliams’ Theorem [6].
In the late 1980s Fujiwara, Kasami and Lin [2] provided a method to compute the
minimum distance of Hamming codes. In the early 1990s the method was extended to
any CRC code over the binary field. The structure of CRC codes offers the opportunity
to construct an ad hoc algorithm that has low computational cost [1]. This work mainly
extends the algorithm of [1] to CRC codes over any finite fields.
Another method using Gröbner Bases can be found in [7].
The sections are organized as follows. The second section of this paper is concerned
with preliminary notions about CRC codes and properties they have in common with
cyclic codes.
The third section deals with the fundamental step of the algorithm. We examine
the connection between Linear Recurring Sequences (LRS’s) and the words of the
dual code of a CRC code, explain the need of choosing the best LRS’s, and consider
the bijective relation between LRS’s and elements of Fq [x]/(g(x)), where g(x) is the
polynomial generating the code.
We then turn to studying the structure of the ring Fq [x]/(g(x)). The fourth section
shows that it is possible to use the Chinese Remainder Theorem while working with
quotient rings via powers of irreducible polynomials.
The main task of the fifth section is to find representatives of the x-orbits in the ring
Fq [x]/(g(x)t ), where g(x) is an irreducible polynomial.
We then give a pseudocode representation of the algorithm in the sixth section. We
end in the seventh section with the study of the complexity of the algorithm.
2 Preliminaries
Definition 1 Let n, r ∈ N with n > r > 0. Let q ∈ N be some power of a prime
number p and g(x) ∈ Fq [x] a monic polynomial such that deg g(x) = r and g(0) = 0.
An (n, n − r) CRC code C is the set
C = {c(x) ∈ Fq [x] | c(x) = g(x)m(x), deg m(x) < n − r
}
.
Notice that a CRC code is cyclic if and only if the generator polynomial g(x) divides
xn − 1.
From this representation, it is easy to deduce that CRC codes are shortened cyclic
codes. In fact, a basis of a CRC code can be formed by x-multiplications of the
generator polynomial.
Recall that given a polynomial g(x), the dual code of a CRC code of any length
generated by g(x) is in bijection with the ring Fq [x]/(g(x)).
2.1 Notations
In this work, we will use the following notations:
– Fq will be a finite field of characteristic p, q = pδ for some δ ∈ N+;
– n ∈ N+ will be the length of the CRC code;
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– g(x) ∈ Fq [x] will be the monic generator polynomial of a CRC code, with g(0) =
0, deg g(x) = r and 0 < r < n;
– g(x) = ∏mi=l gl(x)el will be the irreducible decomposition of g(x) over Fq ;
– u(x) will denote both an element of the ring Fq [x]/(g(x)) and a polynomial of
Fq [x];
– Rqg will be the ring Fq [x]/(g(x)) and Rqgt the ring Fq [x]/(g(x)t );
– Mqg will be the multiplicative group of Rqg , i.e.
(
Fq [x]/(g(x))
)∗
, and Mqgt the
multiplicative group of the ring Rqgt .
3 Quotient ring by a primitive polynomial and fundamental step
of the algorithm
In this section the fundamental step of the algorithm will be illustrated.
The next theorem is part of Theorem 6.40 of [4]. As a matter of historical interest
this result can be found in [3].
Theorem 2 Let u(x) ∈ Fq [x] be a polynomial with deg u(x) < deg g(x).
Then there exists exactly one sequence (ci )i∈N ⊂ FNq such that
u(x)
g(x)
=
∞∑
i=0
ci
xi+1
=: c(1/x).
Moreover the sequence (ci )i∈N satisfies the linear relation
ci = −g0ci−r − · · · − gr−1ci−1, i ≥ r. (1)
As an immediate application one obtains the following corollary.
Corollary 3 There exists a bijection between the ring Rqg and the set of all LRS’s with
characteristic polynomial g(x).
It follows that there is a bijection between the set of LRS’s with characteristic
polynomial g(x) and the dual code of any CRC code whose generator polynomial is
g(x). In the following theorem, we make this bijection explicit.
Theorem 4 Let Lg be the set of all LRS’s over Fq with characteristic polynomial
g(x). Let C be an (n, n − r) CRC code over Fq whose generator polynomial is g(x),
and C⊥ its dual code. Then the following relation
ψ : Lg → C⊥
(ci )i∈N 	→ (c0, . . . , cn−1)
is bijective.
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This bijection allows one to work with LRS’s rather than with words of the dual
code. The next lemma will allow us to reduce the number of LRS’s that we work with.
Lemma 5 Let C ⊂ Fnq be a CRC code with generator polynomial g(x), and (ci )i∈N ∈
Lg. Then
(ck, . . . , ck+n−1) ∈ C⊥ ∀ k ∈ N.
With this Lemma one can “extract” words of the dual code from a LRS.
We now describe a good way to construct a LRS.
Let u(x) ∈ Fq [x] be such that deg u(x) < deg g(x). Then
u(x)
g(x)
= ur−1
x
+ u
′(x)
xg(x)
, (2)
where ur−1 is the xr−1 coefficient of u(x) and u′(x) = xu(x) − ur−1g(x) ≡ xu(x)
(mod g(x)). It is trivial to see that the polynomial u′(x) satisfies the condition on
the degree. Relation (2) can be iterated, and the resulting sequence of the extracted
coefficients ur−1 is a LRS.
As an aside, note that LRS’s can be easily constructed using a Linear Feedback
Shift Register (LFSR) with generator polynomial g(x).
3.1 The fundamental step
This subsection follows the lines of [1]. We repeat the argument here for the sake of
completeness.
Let us consider a LRS (ci )i∈N with characteristic polynomial g(x). The following
figure depicts the idea of the algorithm; this scheme follows from Lemma 5.
c_0 c_1 c_2 c_3 c_n−1 c_n c_n+1 c_n+2
c^2
c^1
c^0
c_n+3
In the figure above, c(k) ⊂ Fnq denotes the k-th word of the dual code extracted
from the above sequence.
The figure leads directly to relations between the weight distribution of the words
thus extracted:
Remark 1 (Weight relations between words)
– if ck = 0 and ck+n = 0, then wt (c(k+1)) = wt (c(k)) − 1;
– if ck = 0 and ck+n = 0, then wt (c(k+1)) = wt (c(k)) + 1;
– wt (c(k+1)) = wt (c(k)) otherwise.
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This remark will be very useful in decreasing the computational cost of the algo-
rithm. Once the weight of the first extracted word has been computed, the weights of
the following words can be easily determined. This procedure has a minimal compu-
tational cost, because the operations of addition or subtraction are of constant time
complexity.
A way to compute all the weights of C⊥ from just two LFSR’s is explained in [1].
3.2 Relation between LRS’s and words of C⊥
Now we are able to extract words of the dual code from LRS’s, but some questions are
still unanswered. What is a minimal set of LRS’s sufficient to determine the weight
distribution? How can we be sure that we are not considering the same word more
than once?
Definition 6 Let u(x) ∈ Fq [x] with deg u(x) < deg g(x), and (ci )i∈N ⊂ FNq be
the LRS related to u(x) as in (2). We denote by C⊥u ⊂ C⊥ the set of all codewords
extracted from (ci )i∈N.
The order of u(x) is the least natural number ou such that u(x) divides xou − 1.
Lemma 7 Let u(x) ∈ Fq [x] such that deg u(x) < deg g(x). The cardinality of C⊥u is
|C⊥u | = ord
(
g(x)
gcd(g(x), u(x))
)
.
The proof follows directly from the relation between the number of words that can
be extracted, the period of (ci )i∈N and the definition of the order of a polynomial.
Details can be found in [1].
3.3 x-orbits, LRS’s and Words of C⊥
Notation For u(x) ∈ Rqg , we denote by C⊥u the x-orbit of u(x).
It is well known that x-orbits can be considered as equivalence classes in the ring
Rqg . The next lemma gives an explicit relation between the x-orbits and the sets C⊥u .
Lemma 8 Let u1(x), u2(x) be two distinct elements of Rqg. Then
u2(x) ∈ C⊥u1 ⇐⇒ C⊥u1 = C⊥u2 .
It follows from the previous lemma that the dual code can be constructed by taking
the union of disjoint sets that are related to the x-orbits of the ring Rqg . These orbits are
also related to LRS’s. Our goal is to find a representative for each x-orbit. Thereafter,
using the fundamental step, we will be able to compute the weight distribution of the
dual code.
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4 Application of the Chinese Remainder Theorem
We now want to obtain a representation of the structure of the ring Rqg that will be
useful for our particular algorithm. We will look for a decomposition of the ring into
x-orbits.
From the Chinese Remainder Theorem we know that
Rqg ∼=
m∏
l=1
Rq
gell
, (3)
where g(x) = ∏ml=1 gl(x)el is the irreducible factor decomposition.
Let us write the isomorphism explicitly in our case. The following theorem is
claimed implicitly in [1].
Theorem 9 Let g(x) ∈ Fq [x] be a monic polynomial such that g(0) = 0 with the
irreducible decomposition just above.
The map
φ : Rqg →
m∏
l=1
Rq
gell
given by φ(u) = (u1, . . . , um) with
ul(x) ≡ u(x) (mod gl(x)el )
is an isomorphism with inverse
φ−1(u1, . . . , um) =
m∑
l=1
ul(x)vl(x)
g(x)
gl(x)el
(mod g(x)),
where vl(x) is the multiplicative inverse of g(x)/gl(x)el in Rqgell .
Let ul be an element of the ring Rqgell , we will denote by u
(kl )
l the equivalence class
of xkl ul . From the paper [1] and some calculations, one obtains the next theorem.
Theorem 10 Let g(x) ∈ Fq [x] be monic with g(0) = 0 and g(x) = ∏ml=1 gl(x)el
be its irreducible decomposition. Let C⊥ul be x-orbit of R
q
gell
with cardinality dl and
representative ul , l = 1, . . . , m.
A complete set of representatives for the x-orbits of Rqg is given by
(
u1, u
(k2)
2 , . . . , u
(km )
m
)
∈
m∏
l=1
Rq
gell
for 0 ≤ kl < gcd(dl , lcm(d1, . . . , dl−1)), l = 2, . . . , m.
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5 Decomposition of Rqgt into x-orbits
Let t be a natural number and g(x) ∈ Fq [x] be an irreducible polynomial of degree r .
Then
Lemma 11 Every f (x) ∈ Rqgt can be represented uniquely as
f (x) =
t−1∑
l=0
fl(x)g(x)l ,
where fl(x) ∈ Fq [x] and deg fl(x) < deg g(x).
The next step is to investigate subsets of the ring Rqgt which are closed under
x-multiplication.
Theorem 12 Let u(x) ∈ Rqgt , lu := max
{
i ∈ N ∣∣ g(x)i |u(x)} be the representative
of minimal degree of a class u(x) ∈ Rqgt , and u¯(x) the factor of u(x) coprime with
g(x). The following are equivalent:
1. u′(x) ∈ C⊥u ⊂ Rqgt ,
2. lu′ = lu and u¯′(x) ∈ C⊥¯u ⊂ Rqgt−s .
The proof of this theorem is an easy computation.
Remark 2 Remarks from the theorem.
1. The maximal power of g(x) that divides an element of the x-orbit C⊥u does not
depend on the choice of element;
2. The choice of the best representative of x-orbits can be limited to the set of
elements of Rqgt whose representatives in Fq [x] are coprime with g(x).
The next corollary follows from Lemma 11 and the previous theorem.
Corollary 13 The ring Rqgt can be decomposed as follows:
Rqgt = {0} ∪
t−1⊔
l=0
g(x)l · Mqgt−l ,
where the sets
g(x)l · Mqgt−l =
{
u(x) ∈ Rqgt
∣
∣ u(x) = g(x)l u¯(x), u¯(x) ∈ Mgt−l
}
are stable under x-multiplication.
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5.1 Characterization of elements of Mqgl
We now give a corollary of Lemma 11.
Corollary 14 The element f (x) ∈ Rqgt is invertible if and only if f0(x) = 0.
The finite group Mqgl is the multiplicative group of the ring R
q
gl . It is a finite abelian
group and therefore can be expressed as a product of cyclic groups. We investigate
this structure.
Let us distinguish between two cases: If l = 1 the ring Rqq is a finite field; hence
its multiplicative group is cyclic. If g(x) is a primitive polynomial, i.e. if ord(g(x)) =
qr −1 then x ∈ Mqg is a generator. In either case, we denote by h(x) ∈ Mqg a generator
of the cyclic group.
Let us now consider the case l ≥ 2.
Theorem 15 The order of the group Mqgl is (qr − 1)q(l−1)r . Moreover
Mqgl
∼= Mqg × Sp,
where Sp is the p-Sylow subgroup of Mqgl .
We now study the structure of the p-Sylow subgroup.
Proposition 16 Let f ∈ Mqgl . The multiplicative order of f is a power of p if and
only if there exists a polynomial m(x) ∈ Fq [x] such that
f (x) = 1 + m(x)g(x).
Proof
ord( f (x)) is a power of p ⇐⇒ f (x)pk = 1 for k  0
⇐⇒ f (x) ≡ 1 (mod g(x))
where the last equivalence follows from writing f (x) = 1 + m(x)g(x) and raising
both sides to the pk-th power. unionsq
Notations Let α ∈ Fq be an algebraic element of degree δ over Fp. Therefore Fq =
Fp[α]. Let
ai, j,k(x) = 1 + αi x j g(x)k ∈ Sp, (4)
where 0 ≤ i < δ, 0 ≤ j < r , 1 ≤ k < l.
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Lemma 17 For any polynomial of the form
f (x) = 1 + fk(x)g(x)k + m(x)g(x)k+1 ∈ Fq [x]
with k ∈ N+ and deg fk(x) < deg g(x), there exist
c(i, j) ∈ {0, 1, . . . , p − 1}
such that
∏
i, j
ai, j,k(x)c(i, j) ≡ f (x) (mod g(x)k+1)
for every 0 ≤ i < δ and 0 ≤ j < r .
Proof Let us suppose that p  k. The polynomial fk(x) can be written as
fk(x) =
∑
i, j
c(i j)αi x j ,
with c(i j) ∈ Fp. It follows that
∏
i, j
ai, j,k(x)c(i j) = 1 +
∑
i, j
c(i j)αi x j g(x)k + m′(x)g(x)k+1
≡ f (x) (mod g(x)k+1).
The case p | k is analogous. It starts by setting h = ph′ and continues as above. unionsq
Theorem 18 Let Sp be the p-Sylow subgroup of Mqgl . Then
Sp ∼=
∏
i, j,k
(
ai, j,k(x)
)
,
where
(
ai, j,k(x)
) ⊂ Sp is the cyclic group generated by ai, j,k(x) and the parameter k
satisfies the condition p  k.
Proof The polynomial f1(x) can be expressed as
f1(x) =
∑
i, j
c(i j1)αi x j .
From the previous lemma we have
∏
i, j
ai, j,1(x)c(i j1) = 1 + f1(x)g(x) + m(x)g(x)2. (5)
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Let now consider f˜2(x) ≡ f2(x) − m(x) (mod g(x)); then
f˜2(x) =
∑
i, j
c(i j2)αi x j .
Using the lemma once more, we obtain
∏
i, j
ai, j,2(x)c(i j2) = 1 + f˜2(x)g(x)2 + m˜(x)g(x)4. (6)
Multiplying the relations (5) and (6):
(1 + f1(x)g(x) + m(x)g(x)2)(1 + f˜2(x)g(x)2 + m˜(x)g(x)4)
= 1 + f1(x)g(x) + f2(x)g(x)2 + mˆ(x)g(x)3.
The claim is obtained by iterating this computation l times. unionsq
Let us now consider the homomorphism of groups
µ :
∏
i, j,k
(
ai, j,k(x)
) → Sp,
Theorem 19 The following holds:
∏
i, j,k
ai, j,k(x)c(i jk) ≡ 1 (mod g(x)l) ⇐⇒ c(i jk) ≡ 0 (mod ord(ai, j,k(x))).
Proof Since
c(i jk) = ps(i jk)c′(i jk),
it follows that
ai, j,k(x)c(i jk) = 1 +
c′
(i jk)∑
h=1
(
c′(i jk)
h
) (
αi p
s(i jk)
x jp
s(i jk) g(x)kp
s(i jk) )h
. (7)
Let Kps := mini, j,k kps(i jk) . In order to use this notation it is important that p  k,
so that any triplet (i¯, j¯, k¯) giving this minimum is such that s(i¯ j¯ k¯) = s.
Sorting all monomials in (7) according to the power of g(x) that they contain, we
obtain
mKps (x) :=
∑
(i, j)∈J
c′(i jk)α
i ps x jp
s =
( ∑
(i, j)∈J
c′(i jk)α
i x j
)ps
where J is the set of all pairs (i, j) for which the exponent kps(i jk) is minimal.
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The polynomial m′(x) := ∑(i, j)∈J c′(i jk)αi x j does not vanish, because the pairs
(i, j) appear exactly once in the sum. Moreover, the condition j < deg g(x) implies
that no factor of g(x) divides m′(x). The hypothesis is then satisfied if and only if
Kps ≥ l.
This last remark concludes the proof, because for every factor of the product
ai, j,k(x)c(i jk) ≡ 1 (mod g(x)l),
hence c(i jk) ≡ 0 (mod ord(ai, j,k(x))). unionsq
5.2 Set of generators of the x-orbits of Mqgl
Theorem 20 The elements ai, j,k(x) ∈ Mqgl have order
ord(ai, j,k(x)) = plogp l/k.
Proof Thanks to Theorem 16, the order of the elements ai, j,k(x) is a power of p. Since
gcd(αi x j , g(x)) = 1 we get
(αi x j g(x)k)p
m ≡ 0 (mod g(x)l) ⇐⇒ kpm ≥ l.
From the definition of order it follows that m = logp l/k. unionsq
To investigate the construction of the x-orbits more in depth, we divide the cyclic
group (x) into a product of other cyclic groups.
Theorem 21 The order of the element x ∈ Mqgl is
ord(x) = ord(g(x)) · plogp l.
Corollary 22 The cyclic group (x) ⊂ Mqgl is isomorphic to the product of two cyclic
groups whose orders are plogp l and ord(g(x)).
Remark 3 Using the representation of the groups Mqgl given in the previous section
we can make the previous corollary explicit. We have
(x) ∼= (xp(x)
) × (xog (x)
)
where
(
xp(x)
) ⊂ Sp and
(
xp(x)
) ⊂ Mqg . Without loss of generality let
xp(x) := xord(g(x)) ∈ Sp and xog (x) := h(x)
qr −1
ord(g(x)) ∈ Mqg
where h(x) is a generator of Mqq .
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Theorem 23 Let xp(x) ∈ Sp ⊂ Mqgl be an element of order plogp l. There exist
parameters 0 ≤ i0 < δ − 1 and 0 ≤ j0 < deg g(x) such that
Sp ∼=
(
xp(x)
) ×
∏
i, j, k
(i. j.k) = (i0, j0, 1)
(
ai, j,k(x)
)
.
Proof Since xp(x) ∈ Sp, then
xp(x) ≡
∏
i, j,k
ai, j,k(x)c(i jk) (mod g(x)l).
The order of the element is plogp l. Then there exist 0 ≤ i0 < δ − 1 and 0 ≤ j0 <
deg g(x) such that
gcd(c(i0 j01), p) = 1.
For every e(i jk) ∈ N
∏
i, j,k
ai, j,k(x)e(i jk) = xp(x)e˜p ·
∏
i, j, k
(i, j, k) = (i0, j0, 1)
ai, j,k(x)e˜(i jk) ,
with
e˜p ≡ e(i0 j01) · (c(i0 j01))−1
(
mod plogp l
)
e˜(i jk) ≡ e(i jk) − c(i jk)e˜p
(
mod plogp l/k
)
.
unionsq
We can now characterize every possible representative of the x-orbits of Mqgl .
Theorem 24 Let g(x) ∈ Fq [x] be an irreducible polynomial of degree r and let l ≥ 2.
There exist 0 ≤ i0 < δ − 1 and 0 ≤ j0 < deg g(x) such that the set
{
h(x)m ·
∏
(i, j, k) = (i0, j0, 1)
0 ≤ i < δ, 0 ≤ j < r
1 ≤ k ≤ t, p  k
(1 + αi x j g(x)k)c(i jk) (mod g(x)l)
}
,
is a family of representatives of the orbits in Mqgl . Here, h(x) is a primitive element
of Rqg, α ∈ Fq is an algebraic element of degree δ over Fp, and m and c(i jk) are such
that 0 ≤ m < qr −1ord(g(x)) and 0 ≤ c(i jk) ≤ plogp l/k.
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6 Pseudocode of the algorithm
input : g(x) ∈ Fq [x]: generator polynomial of the CRC code;
n ∈ N: length of the code (n < qdeg g(x) − 1).
output : {A0, A1, . . . , An}: weight distribution of the dual code.
Step 1 - Factorization of g(x) and computation of the orders.
g(x) = ∏ml=1 gl (x)el ; ogl := ord(gl (x)) and og := ord(g(x)).
Step 2 - Representatives Rqg .
for l ← 1 to m do
h(x) the generator of the cyclic group Mqgl .
Step 2.1 - Representatives of Mqgl
case gl (x) primitive: the polynomial x is the representative.
case gl (x) not primitive: the set of representatives is
{h(x)k (mod gl (x)) | 0 ≤ k < q
deg gl (x)−1
ogl
}.
Step 2.2 - Representatives of Rq
g
el
l
for r ← 2 to el do
Step 2.2.1 - Generators of Sp
for α ∈ Fq algebraic of degree δ over Fp , the set of generators is{
ai, j,k (x) := 1 + αi x j gl (x)k
}
.
Step 2.2.2 - Representatives of Mqgrl
xp(x) := xqdeg gl (x)−1 (mod gl (x)2) = 1 + f (x)gl (x) with f (x) =
∑
αi x j . Pick
indices i0, j0 from the monomials of f (x).
The representatives are
ui jkm (x) := h(x)m
∏
i, j, k
(i. j.k) = (i0, j0, 1)
ai, j,k (x)ci jk (mod gl (x)r ).
Step 2.2.3 - Representatives of Rq
g
el
l{
ui jkm(x)gl (x)el−r
}
is a subset of the representatives of the ring.
Step 2.3 - Representatives of Rqg
Apply Theorem 3.
Step 3 - Fundamental Step
Apply section 3 to all the representatives of Step 2.4.
6.1 Example
Let consider F4 = F2[α] with α ∈ F4 such that α2 + α + 1 = 0. We apply the first
two steps of the algorithm to the ring R4g2 where g(x) = x2 + x + α.
We know that R4g2 = {0} unionsq g(x)M4g unionsq M4g2 .
Let us first compute the representatives of g(x)M4g . The order of g(x) is 5. A
generator of M4g is h(x) := x + α. The set of representatives are then
OgM4g =
{
g(x)h(x), g(x)h(x)2, g(x)h(x)3
}
.
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We now consider the set M4g2 . The generators of Sp are:
{a0,0,1(x), a1,0,1(x), a0,1,1(x), a1,1,1(x)}.
Since xp(x) = x42−1 ≡ 1 + (αx + x)g(x) (mod g(x)2), we decide not to consider
in the computation of the representatives the polynomial corresponding to i0 = 1 and
j0 = 1, i.e. a1,1,1(x) = 1 + αxg(x).
It follows that the representatives of the set are the elements of the union of the
following three sets:
OiM4
g2
= {h(x)i , h(x)i a0,0,1(x), h(x)i a1,0,1(x), h(x)i a0,1,1(x),
h(x)i a0,0,1(x)a1,0,1(x), h(x)i a0,0,1(x)a0,1,1(x), h(x)i a1,0,1(x)a0,1,1(x),
h(x)i a0,0,1(x)a1,0,1(x)a0,1,1(x)},
with i = 1, 2, 3.
A complete set of representatives of the ring R4g2 is then
OR4
g2
= OgM4g ∪
3⋃
i=1
OiM4
g2
.
7 Complexity
The complexity was investigated with the help of M.J. Gatto of the Institute of Theo-
retical Computer Science of the ETH Zürich.
We consider only the case of a ring obtained as a quotient by the power of an irredu-
cible polynomial. The general case follows directly. Recall that g(x) is an irreducible
polynomial and deg g(x) = r .
Since the complexity of Steps 1 and 2 of the algorithm is negligible with respect to
the complexity of Step 3, we focus on the last step.
1. Complexity of relation (2).
To completely determine the LRS, starting from a representative element (namely
u(x)), we need to compute r t times the relation (2). The cost of this operation is:
– xu(x) is a constant time operation,
– urt−1g(x) are at most r t multiplications that are of constant time complexity,
it costs O(r t)
– xu(x) − urt−1g(x) requires at most r t subtractions, therefore it costs O(r t).
Thus the complexity is O(r2t2).
2. Computation of the weight of the first codeword
Without any excessive use of memory and starting from the first tr entries, is
it possible to compute the remaining entries of the codeword in constant time.
Therefore the complexity is O(n).
3. Computation of the weight of any other codeword from the LRS
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The cost of constructing the entries of the LRS is constant. From Lemma 7 we
have |C⊥u | = ord
(
g(x)
gcd(g(x),u(x))
)
. Since g(x) is primitive,
ord
(
g(x)t
gcd(g(x)t , u(x))
)
≤ord(g(x)t )=ord(g(x))plogp t≤(pδr − 1)plogp t.
It follows that the cost is
O
(
(pδr − 1)plogp t
)
= O(tpδr ).
The complexity of the algorithm is the complexity of Step 3 times the number of
representatives of the ring.
Following the conditions of Theorem 24 it is easy to show that pδr r t2δ is an upper
bound on the number of the representatives.
Therefore the overall complexity of the algorithm is
O
(
(pδr r t2δ)(r2t2 + n + tpδr )
)
= O
(
(pδr r t2δ)(n + tpδr )
)
,
since r2t2 is negligible with respect to n.
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