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Abstract 
This paper presents an approach which enables 
a system analyst to derive process models from 
data models. To accomplish this, existing data 
models are augmented with additional informa-
tion regarding the intended process goal and 
the dependencies which have to be fulfilled. 
After giving an introductory example and pro-
posing a notation for the augmentations, a sim-
ple algorithm is sketched. This derives a proc-
ess model consisting of all steps necessary to 




Following a separation of concerns, it is common in 
software engineering (SE) to describe separate aspects of 
the represented domain in separate models. Typical ex-
amples are structure-oriented models and models which 
describe the dynamic behaviour of a system. 
As these models represent different views on the same 
object, it is only natural that they are related to each other 
and partially overlap in the concepts they describe. 
Modelling methods usually provide hints and heuris-
tics about the order in which the various models should 
be created and refined. When following these sugges-
tions, some concepts in one model can often be derived 
from other models. These derivations are possible be-
tween many types of models and in many directions. 
However, surprisingly little work has been conducted in 
the area of deriving process models from data structures. 
 
We will address this by presenting a corresponding 
approach. Section 2 sets the stage by describing common 
use of distinct models in SE. Section 3 gives an overview 
of related work, especially process-driven approaches. 
Section 4 presents our approach, starting with an intro-
ductory example, and then discussing how to derive the 
process descriptions from augmented data models. Two 
more advanced examples are included. Section 5 closes 
by assessing some features of the presented approach and 
describing opportunities for future research. 
2. Distinct Models in Software Engineering 
To describe all relevant aspects of a modelled domain, 
state-of-the-art modelling languages usually offer several 
model types – and are therefore actually sets of inter-
linked languages. One prominent example is the UML [1] 
which provides, for instance, scenario-oriented models 
(use cases), structure-oriented models (e.g. class dia-
grams) and behaviour-oriented models (e.g. statechart 
and activity diagrams). Other object-oriented methodolo-
gies like OPEN [2] suggest similar concepts. 
The idea of such approaches is not to consider the dif-
ferent modelled perspectives on software in isolation but 
to combine these views. So, static aspects like the data 
structure are linked with dynamic aspects describing the 
methods of the classes and their interplay. As an example, 
consider a class in a class diagram describing the inner 
structure and relationships to other classes, and related 
statechart diagrams describing its behaviour. These con-
nections are often formally defined in a meta model; in 
UML for instance the meta model states that each Mod-
elElement can have one or more StateMachine describing 
its behaviour [3]. 
A similar but slightly different way of thinking is the 
concept of having just one model with the “different de-
scriptions (static, dynamic, use case) [being] different 
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views of aspects of the same entity” as Henderson-Sellers 
puts it [2]. 
In the discussion of an appropriate way of eliciting and 
describing the suggested models, almost all modelling 
methodologies give hints about the order in which these 
models should be created. For example, UML suggests to 
initially develop use cases, i.e. pictorial descriptions of 
the interaction between the users, the application and fur-
ther aspects of the environment relevant for the execution 
of the software. 
Software development processes help to progress from 
relatively informal descriptions of the problem to precise 
and executable software. Within each single refinement 
step, previous results are taken as input and are further 
developed. Consequently, there is a strong relationship 
between the elements of the designed models. 
As two related models describe some overlapping as-
pects (cf. Figure 1) some of the information in one model 
can be derived from the other and then be augmented by 
aspects only described in the second model. 
This derivation can be done in both directions and the 
question of which model should be created first depends 
on the context and the perspective of the system analyst. 
  
Figure 1. Overlapping aspects in different model 
types – here data models and process models. 
In other cases with an even larger overlap, almost all 
the information can be directly derived from the other 
model, e.g. for sequence diagrams and collaboration dia-
grams illustrating aspects of the same interaction in dif-
ferent presentation forms. 
When deriving and refining models, we have to con-
sider the goal of traceability, which is the ability to re-
construct the path the requirements haven taken through 
the different representations (narrative descriptions, for-
mal models, source code) during the different phases of 
software engineering. 
Another challenge is the goal of consistency of the 
whole set of models. If we use overlapping models to 
describe the same object from different perspectives, we 
inevitably create redundancy, and consequently run the 
risk of inconsistencies between these models [4, 5]. As an 
example, consider a use case describing a scenario in one 
way and related class and statechart diagrams describing 
the same scenario in another, conflicting way [6]. This 
problem is intensified even further by the fact that the 
semantics of common modelling language is often not 
defined in an unambiguous formal way [7]. 
It should be noted that most modelling methodologies 
describe the sequence in which models should be created 
only as a logical ordering of the models, but promote an 
iterative approach (or an approach where the different 
models are refined side-by-side) as a process model [8]. 
This is similar to overall software engineering approaches 
describing sequences of phases to provide a logical struc-
turing (e.g. analysis, design, implementation, transition), 
but then promoting iterative process models for the prac-
tical approach [9]. 
As can be seen in the following section, approaches 
which begin with a process view on the problem have 
become quite popular in the past years. 
3. State of the Art 
The development of information systems is typically 
process-driven. We start by understanding the underlying 
business processes and capturing them in a narrative way, 
a graphical or formal mathematical notation. The degree 
of formalization depends on the chosen notation: Event-
driven Process Chains (EPC) [10] are a semi-formal nota-
tion based on Petri nets [11, 12] but without a defined 
semantics [13]. Other approaches like Workflow-nets 
[14], also a Petri-net based approach, describe business 
processes in such a way that the resulting models can be 
executed in a Workflow Management Engine [15]. 
On the basis of such a precise specification of the sys-
tem to be modelled, data and resources must be associ-
ated with each single task in order to complete the speci-
fication for execution. Figure 2 visualizes this develop-
ment process.  
Earlier approaches to software development like Struc-
tured Design [16] are also process- driven. In this meth-
odology, however, the lack of separation of data and con-
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Figure 2. Process-driven approaches 
Process-driven approaches to software development 
are quite often chosen by development teams because of 
their ability to visualize the strong relationship between 
the business processes to be supported and the way the 
information system is executed. Moreover, experience 
shows that users who are involved in the software devel-
opment process feel especially comfortable with process 
visualization techniques. 
Process-centred approaches also typically provide ana-
lyzing techniques which give clear insights into the mod-
elled processes. Two examples for this are ConcurTask-
Trees (CTT) [17] which allow to determine all tasks that 
can possibly be enabled at the same time, or a Logic of 
Actions (LoA) [18, 19] which proves process implemen-
tations against process specifications. Finally, we want to 
mention Process Algebra [20] as a formalism to specify 
and analyze processes. 
Temporal Logic [21], on the other hand, concentrates 
more on states and whether specific states are reachable 
in the future or not. As such, Temporal Logic is not fo-
cussed on the actual processes but is more a link between 
process-oriented and data-oriented approaches. 
While a lot of research has been conducted on  how to 
find appropriate process models and how to analyze them 
when developing new software, surprisingly little has 
been done on deriving (new) process models from given 
applications or their specifications. 
One example of such an approach is the mining of 
workflows from data collected during the monitoring of 
workflow management systems [22]. An application is in 
the field of software reengineering, especially if the un-
derlying formal workflow model is lost. This approach 
allows the model to be reconstructed and the application 
to be reengineered. 
In the following, we consider another approach in 
which we use existing data models to rapidly derive proc-
ess models. The data models are augmented with infor-
mation concerning the sequence of access to the data. 
Subqueries and sequences of forms can be derived from 
this information in a structured way. 
The resulting process models can be used for both the 
analysis of the implemented workflows with respect to 
existing business processes, and the generation of user 
front-end descriptions. 
As we are discussing the derivation of one model from 
another, we have to mention the generation of user inter-
face descriptions from these declarative models. 
A first, rather primitive mechanism in this sense is the 
functionality in common data-oriented tools which allow 
the user to create a simple ad-hoc user interface from a 
data model. In practice, this is not usually described as a 
distinct model on its own but is available in the form of 
the schema of the currently used database (cf. Figure 3).  
 
Figure 3. From data structures to user interfaces 
These simple mechanisms do not include dedicated 
process or task models and therefore can only create 
schematic user interfaces. The interfaces provide support 
for standard operations like selecting and updating exist-
ing records or creating new ones. Examples of such tools 
are wizards in common database software, which allow 
the user to generate data manipulation forms based on the 
data structure of the underlying database (cf. Figure 4). 
More advanced research projects aim for the develop-
ment or even the automatic generation of user interfaces 
based on declarative models [23-27]. Tools developed in 
the context of such projects are therefore often called 
Model-Based (User) Interface Development Environ-
ments (MB-IDEs). Detailed overviews of such ap-
proaches can be found in [28-30]. 
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Figure 4. Tool support to generate a simple UI 
from a database structure, here Microsoft Ac-
cess. 
Almost all of these approaches use domain models 
and/or task models, as the foundation for the generation 
of the user interface (cf. Figure 5). Some also include a 
user model describing constraints and requirements given 
by properties of the envisioned user or a dialogue model. 
This corresponds to the steps described in the task model, 
but is more detailed and more oriented on interactions. 
 
Figure 5. Model-based development of user in-
terfaces 
From these numerous model-based approaches, we 
will focus here on the above-mentioned, task-oriented 
CTT [17], since corresponding mechanisms can be em-
ployed to take further advantage of process models which 
have been elicited by our approach by deriving user inter-
face descriptions from them. In particular it is worth men-
tioning TERESA [31], a tool which – besides being a 
modelling tool for task descriptions in CTT – allows us to 
generate user interfaces from these task descriptions. In 
this context it explicitly addresses the challenge of devel-
oping multiple front-ends (e.g. GUI, PDA, mobile phone, 
speech). The related approach suggests creating refined 
task models for each device – a step which has to be per-
formed by manual augmentations and refinements by the 
designer – and then generating the different user interface 
descriptions from them. 
4. Deriving Tasks from Augmented Data 
Models 
4.1 Example: Cinema Ticketing 
As an introductory example we will have a look at a 
fictitious cinema ticketing application. To keep this first 
example simple, we will assume that a ticket allows you 
to see a certain show (i.e. a certain movie in a certain 
cinema at a certain performance time), but does not in-
clude reservation of a particular seat. Figure 6 shows the 
related UML data model including augmentations 
(dashed lines and note symbols) which are added during 
the analysis process. 
 
Figure 6. Cinema ticketing, UML data model and 
augmentations (dashed lines and note symbols) 
We assume that the non augmented data model is 
given by the current cinema management system which 
functions quite well in principle. We will now review this 
data model in order to identify new processes which 
could be supported by the information available. For in-
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stance, instead of selling cinema tickets at a ticket win-
dow, we want to investigate the possibility of selling 
them at a ticket machine or even by mobile devices. For 
this it is necessary to conduct a process analysis. 
From a data perspective, buying a ticket means insert-
ing a new record or object into the Ticket class. Here we 
have to determine all object attributes and all related ob-
jects: each ticket is related to exactly one Show which is 
related to exactly one Movie at a specific Performance 
Time and in a specific Cinema. A customer has to select 
these parameters, but is not allowed to insert more re-
cords (e.g. to add an additional Movie). 
If we augment the Ticket class by the information that 
our primary goal is to buy a ticket (i.e. insert a corre-
sponding record), then this is achieved by a process 
which we call level 0 process. This process can be di-
vided into the actual insertion and the preparation of all 
parameters necessary for it (level 1). On level 2 we have 
the interactive selections, which are subdivided into fur-
ther subprocesses on level 3 responsible for the selection 
of Movie, Performance Time, and Cinema, and the result-
ing selection of the chosen Show. The actual insert opera-
tion can be subdivided into three steps (level 2): an insert 
confirmation, writing a new data object to the database 
and a feedback concerning a successful operation, includ-
ing a code number (e.g. printed as a bar code) which en-
ables the entrance into the show room. 
It should be noted that this three-step insertion (asking 
for confirmation, actual database insert, and feedback) is 
not a direct consequence of the augmented data model, 
but rather a kind of subprocess design pattern we use for 
all similar insertion processes. 
Figure 7 visualizes the resulting overall process for the 
cinema ticketing example as a ConcurTaskTrees (CTT) 
diagram. From the information given by the augmented 
data model (Figure 6) we derive a tree of tasks. Its root 
results from the goal of the augmented data model (Buy 
Ticket). All other nodes describe subtasks which have to 
be performed to reach that goal.  
In CTT, the different node symbols indicate whether a 
particular subtask is carried out by the technical system 
alone (computer icon), the user alone (portrait icon, not 
used here), by the user interacting with the system (per-
son with computer) or is aggregated from a mixture of 
subtasks of different types (cloud icon). 
The subtasks are connected by operators which de-
scribe temporal relationships between them. Some exam-
ples are: 
|=| Independent Concurrency – The tasks con-
nected with this operator can be performed in 
any order. 
[] Choice – Any of the tasks can be performed. 
>> Enabling – One task enables the execution of 
the next one when it finishes. 
[]>> Enabling with Information Passing – One task 
provides information for the next task. 
Consider, for instance, the two child nodes of the root: 
to buy a ticket you have to specify all necessary parame-
ters (left subtree) and then (temporal operator []>> ) in-
sert the new Ticket record (right subtree). 
 
Figure 7. Cinema ticketing, resulting CTT task 
model  
 
For more details concerning the CTT notation we refer 
to [17]. 
4.2 Overview of Our Approach 
We use a UML data model as the input for our ap-
proach (cf. Figure 8). This data model is initially anno-
tated manually with the intended goal n (e.g. the Ticket 
class is annotated with the goal INSERT). 
Suggestions for further annotations can then be auto-
matically derived o by considering constraints given in 
the data model (e.g. to insert a Ticket record we have to 
fulfil all relationship and cardinality constraints. Hence, 
we have to provide related Movie, Performance Time and 
Cinema records which probably have to be selected or 
inserted. The application designer decides which of these 
operations – select, insert, or both – are available to the 
user. 
As an option, the analyst may also manually add aug-
mentations  p which may lead to additional implica-
tions q. Further iterations might be required to complete 
the model.  
This leads to a data model annotated with a goal and 
additional augmentations which can be considered as 
subgoals. This final model has to be transformed into a 
process model in CTT notation r. 
 
14.5 
AWRE’04 9th Australian Workshop on Requirements Engineering 
 
 
Figure 8. Overview of our approach 
This transformation (for details see the following sec-
tion 4.3) results in the final output of our approach: a 
process-oriented model in CTT notation, which can then 
be employed as a foundation for the engineering of an 
application and its user interface. 
4.3 Task Generation from Augmented Data 
Models 
Process models are derived from data models by aug-
menting them with intended operations on the represented 
data. In principle, four different operations on the data 
entities must be describable: insert, delete, update and 
finally select in the case of pure information retrieval. 
These operations can be applied to both types of informa-
tion represented in classes and the relationships among 
them. In the case of an update, we imagine that we also 
have finer granular operations on an attribute’s level. We 
do not consider them in more detail here, since they are 
of no further relevance in this context. 
In our initial example, we furthermore observe that we 
can differentiate levels of closeness of such an operation 
to a primary goal defined in terms of modify or query 
operations. In the resulting process model, these close-
ness levels will be translated into hierarchy levels in a 
tree-shaped process structure, with the primary goal rep-
resented by the root of the tree. 
In the example, the insertion of an instance of a spe-
cific class can be seen as a primary goal. However, this 
object can only exist in conjunction with others which 
have to be selected first. Then these selections are subor-
dinate to the primary goal and therefore on the next level. 
Both augmented level and augmented operations can-
not be derived automatically from the data model in all 
cases since they represent world knowledge. In our initial 
example, we have to know that visitors of a cinema are 
not allowed to modify the program (only select opera-
tions are allowed on Show, Movie, Performance Time and 
Cinema). They are only allowed to buy tickets (i.e. insert 
entities to Ticket). 
Although we can derive the sequence in which opera-
tions must be conducted from cardinality information of 
the data model in many cases (especially for 1:1 and 1:n 
relationships), this is not possible in general. For exam-
ple, the data model defines (by cardinality) that each 
ticket requires, among other related objects, an associated 
Show. Consequently, a select or an insert operation on 
objects of this class must also be conducted when a ticket 
is inserted. In relationships with n:m cardinality, knowl-
edge of the problem domain is required to determine the 
level correctly. Therefore, both level and intended opera-
tion must be augmented by a domain expert. A tool could 
suggest specific levels.  
These considerations lead to the simple meta model of 
data models shown in Figure 9. In this model, we left 
away concepts like generalisation-specialisation and ag-
gregation as this gives us more space for considering two 
additional examples in the following. There we do not 
make use of these concepts, but they can be integrated in 
a straightforward way.  
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A meta model is needed for our target modelling lan-
guage in order to derive a task model from our augmenta-
tions. We chose to generate CTT models already men-
tioned in the third section. A meta model for CTTs can be 
found at [32].  
Now we are able to sketch an algorithm for the genera-
tion of the process structure. As input, we assume a given 
augmented data model represented in a data structure in 
accordance with the meta model of Figure 9. As output, 
we generate a CTT model in accordance with the meta 
model of CTT cited above. For each augmented class and 
relationship, both operation and level information are 
assumed to be explicitly given. 
The fulfilment of the goal operations depends on the 
successful execution of all operations on level 1 which 
are linked with the considered class or relationship. 
Therefore, the implementation of these operations is con-
sidered as a sub goal. Our algorithm is recursively ap-
plied to level 1 elements and to all following levels. For 
these, a hierarchy is generated in the CTT model. 
Afterwards – on the hierarchy of the CTT model 
which handles the parallel execution of the level 0 opera-
tions – a generation pattern is applied to each of the spe-
cific operation types (insert, delete, update, or select). We 
already described the three-step insertion in section 4.1 as 
an example for such a pattern. A pattern for a combined 
select-or-insert operation is discussed in the following 
section. 
As a final remark, it is possible that one and the same 
class or relationship is augmented with several operations 
at different levels. Although this causes no problems for 
our algorithm, the task of reading and understanding data 
models augmented this way can be confusing. 
4.4 Example: Purchase Order Processing 
We will now consider a second example which deals 
with a purchase order processing application. Imagine an 
agent of a retailing company answering calls and taking 
customer orders. For simplification we will assume each 
purchase order contains only one product (and not a list 
of purchase order items). Hence, each PurchaseOrder is 
related to exactly one Customer and exactly one Product 
(cf. Figure 10).  
From a data perspective, creating a purchase order 
means inserting a PurchaseOrder record which is our 
goal for the ongoing augmentation. Hence, the insertion 
of a purchase order will be our level 0 process. By ana-
lysing the outgoing relationships and their cardinalities, 
we can conclude that we must have exactly one Customer 
and exactly one Product to be associated to the newly-
created PurchaseOrder. 
Again the information whether these records already 
exist (select) or have to be created (insert) in the process 
is world knowledge and, hence, has to be specified as an 
.  
Figure 9. Excerpt from the UML meta model with augmentation extensions (dashed) 
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augmentation by the designer. 
 
Figure 10. Purchase order processing, UML data 
model and augmentations (dashed lines and 
note symbols) 
Although it might be desirable in real life that cus-
tomer requests create new business ideas, we will – in the 
small world of our simplified example – assume that cus-
tomer calls never trigger the creation of new products. 
Consequently, the Product class is augmented with a se-
lect label and can be handled similarly to the previous 
example. 
It might, however, happen that a new customer is con-
tacting us, i.e. someone for whom we have no Customer 
record yet. As we already have a small basis of existing 
records and the calling customer might be in there, we 
augment the Customer class with a Select/Insert Label. 
This will be transformed into a process subtree describing 
the steps necessary for an attempted select (when the 
agent is searching for matching records) and an optional 
insert if the required record is not found. 
These two subprocesses (select of a Product) and (Se-
lect/Insert of a Customer) can be performed independ-
ently as there are no dependencies between them, i.e. 
relationships between the affected classes in the data 
model. Together they form a subprocess which provides 
the parameters necessary for the PurchaseOrder inser-
tion. 
The insertion itself, as in the previous example, is ex-
pressed in the CTT task tree (c.f. Figure 11) as a combi-
nation of confirmation (showing the record to-be-
inserted), an insert transaction (which might be skipped if 
the user does not confirm it) and a feedback screen show-
ing the results to the user. 
 
Figure 11. Purchase order processing, resulting 
CTT task model 
4.5 Example: Product Catalog 
With the following final example, we want to focus on 
the discussion of whether the augmentations should be 
done on the schema (class) level or on the instance (ob-
ject) level. 
Imagine a simple ProductCatalog consisting of Pro-
ductCategories which themselves contain Products. 
Product categories are hierarchically organized, so a Pro-
ductCategory can have one or zero parent categories (cf. 
Figure 12). 
 
Figure 12. Product catalog, data model (class 
diagram) 
Now imagine an existing catalog content management 
application which we want to extend by a new process 
that supports the insertion of new subcategories. We can-
not really express this on schema level (with an aug-
mented class diagram) since we are talking about two 
instances of ProductCategory here: the existing super 
category and the to-be-inserted subcategory. This can be 
expressed by an object diagram (Figure 13) fulfilling the 
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static structure laid out by the related class diagram 
shown before. 
 
Figure 13. Product catalog, data model (object 
diagram with augmentations) 
Our goal is to insert a new ProductCategory object 
(c2). This operation becomes our level 0 process. Before 
we can do the already known three-step insertion, we 
have to determine all required parameters. These are the 
attributes of the new object and all related objects. In this 
example, the user has to interactively select a Product 
Category (c1) which then will be associated as a super 
category to the new product category c2. 
Figure 14 shows the resulting task model, which 
largely corresponds to the structure already discussed in 
the preceding examples. 
 
Figure 14. Product catalog, resulting CTT task 
model 
5. Conclusion 
The need to find process specifications exists for both 
iterative software engineering and reengineering. We 
demonstrated in our paper how to rapidly find such speci-
fications when a data model already exists. 
Our approach is based on augmenting classes and rela-
tionships of data models by primary goals (like insertion 
or deletion) and by subgoals needed to fulfil the primary 
goal. These goals can be evaluated concerning their 
closeness to the primary goal by introducing a level con-
cept. An algorithm generates a process model describing 
the sequence in which the (sub-) goals have to be ful-
filled. Especially if we systematically annotate classes 
and relationships of our data model by possible goal op-
erations, we can evaluate applications concerning their 
completeness with respect to the set of processes that 
could be implemented. 
The generated process models can be used for verifica-
tion and for generating application source code or a user 
interface description. 
Our approach is novel in the sense that we describe 
how to derive process models from data models while the 
reverse is typically investigated in software engineering. 
This allows us to reveal formerly hidden processes by 
only relying on a given data model. 
Based on these results we see several opportunities for 
future work. We plan to further improve our approach on 
the attribute level of data models, especially exploring the 
use of attributes for the generation of finer granular proc-
esses which, beside the pure process structure, also pro-
vide information for the initialisation of new entities. 
We intend to further refine and formalise the presented 
notation by defining a more detailed meta model. Here 
we see an important task in integrating our augmentations 
with existing notations for data models. 
Besides being desirable in itself, this would simplify 
the next step: the implementation of an application which 
provides tool support for the presented approach: the in-
teractive augmentation of existing data models and the 
generation of corresponding process models (e.g. in the 
mentioned CTT notation). They could then be processed 
with tools focusing on process models, for instance to 
generate user interface descriptions from them. 
An open question is the problem of having processes 
which are operated by several users. Here, our process 
model must allow the delivery of intermediary result to 
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