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Gravitational wave (GW) detections of binary black holes (BBHs) from the first two observing
runs of advanced LIGO and Virgo have shown evidence for a maximum component black hole mass
of . 50M. This is consistent with expectations of a gap in the mass spectrum of black holes due
to the existence of pair-instability supernovae (PISN). This upper mass gap is expected to exist in
the range ∼ 50M–120M, beyond which a population of intermediate mass black holes (IMBHs)
may arise. We argue that ground-based GW detectors are expected to be sensitive to BBHs with
masses above the mass gap. In the absence of detections, two years at upgraded sensitivity (A+)
would constrain the local merger rate of these “far side of the PISN gap” black holes to be lower
than 0.01 yr−1Gpc−3. Alternatively, with a few tens of events it may be possible to constrain the
minimum IMBH mass to the percent level, if the edge of the distribution is sufficiently sharp. These
far side BBHs would also be observed by future third generation detectors such as the Einstein
Telescope (ET) as well as space-based GW interferometers such as LISA, and may dominate the
fraction of multi-band events. We show that by comparing the number of detections observed from
ground and space it is possible to constrain the merger rate history. Moreover, we find that the
location of the high end of the PISN mass gap leaves an imprint on the spectral shape of the
stochastic background of unresolved binaries, and that this may be accessible with A+ sensitivity.
Finally, we show that by exploiting the upper edge of the gap, these high-mass BBHs can be used
as GW standard sirens to constrain the cosmic expansion at redshifts of ∼ 0.4, 0.8, and 1.5 with
LISA, LIGO, and ET, respectively. These far-side black holes would be the most massive black
holes LIGO could detect.
I. INTRODUCTION
The first two observing runs of Advanced LIGO [1] and
Virgo [2] have shown evidence for a population of stel-
lar mass binary black holes (BBHs) with an upper cutoff
at approximately 50M [3–5]. This is consistent with
pair-instability supernova (PISN) [6–8], a runaway pro-
cess induced by electron-positron pair production occur-
ring in massive stars. These PISN result in complete dis-
ruption of the stars, preventing the formation of remnant
black holes and thus inducing a gap in the mass spectrum.
However, for sufficiently massive stars the PISN process
is insufficient to prevent direct collapse, and a population
of intermediate mass black holes (IMBHs) with masses
above ∼ 130M is expected to arise. These “far side”
or “post gap” massive binaries appear in a range of for-
mation channels. For example they may be produced in
field binaries [9] with different mechanisms [10–12], lead-
ing to merger rates in the range ∼ 10−4–0.5 yr−1Gpc−3.
They may also form in globular clusters [13], although
the rates are expected to be lower [14]. Still, the PISN
gap may not be strictly empty, since it could be partially
filled with second generation mergers in dense star clus-
ters [15–17] and galactic nuclei [18], stellar collisions [19]
or quadruple systems [20]. However, present data sug-
gests that it is unlikely they would provide a significant
population with total mass above 100M [21].
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BBHs above the PISN mass gap would be an extraordi-
narily loud source of GWs. Remarkably, these binaries lie
at the intersection of ground- and space-based detector
sensitivities, and may represent the peak of multi-band
GW detections. In this letter we study the sensitivity of
present and future detectors to the mergers of binaries
above the PISN mass gap. We explore a range of gap
locations and population properties, as well as a range of
ground- and space-based instruments. We address the
precision with which the minimum IMBH mass could
be constrained, both from the detection of individual
sources and from the stochastic background of unresolved
sources. We also propose the use of the edge of the mass
gap to directly constrain the cosmic expansion rate using
standard sirens at high redshift. Detecting this new pop-
ulation of black holes would have important implications
for astronomy, fundamental physics, and cosmology.
II. LIGO SENSITIVITY ABOVE THE PISN
MASS GAP
In order to determine the sensitivity of a GW inter-
ferometer to BBHs in a given mass range, it is useful to
estimate the sensitive volume weighted by the time of
observation, Tobs [3, 22]:
〈V T 〉sen(m1,m2) = Tobs
∫
dz
1
1 + z
dVc
dz
pdet(z,m1,m2) ,
(1)
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FIG. 1. Projected upper bounds on the merger rate in the
absence of detections (90% confidence upper limits). This
is derived from the sensitive space-time volume 〈V T 〉sen (see
Eq. 1) of past and future observing runs, assuming equal mass,
non-spining binaries.
where pdet encodes the probability of detecting a binary
with source masses m1 and m2 at a redshift z, and encap-
sulates details of the detector including the power spec-
tral density and antenna power pattern [23]. We set the
threshold signal to noise ratio (SNR) for detection in a
single detector at 8, and assume a Planck 2018 cosmol-
ogy [24]. We note that the definition of 〈V T 〉sen assumes
that the sources are uniformly distributed in comoving
volume Vc and source frame time, neglecting the effect of
spin. Using 〈V T 〉sen as a metric, one finds that LIGO is
most sensitive to binaries with total masses in the range
100–300M. In fact, the non-detection of BHs within
this range was one of the early observational arguments
in favor of a PISN gap [3].
In the absence of GW detections, one can use the sen-
sitive space-time volume to place an upper bound on the
comoving merger rate, R. Following [25], we estimate
the 90% confidence upper limit for a given total mass
as R90% = − ln(0.1)/〈V T 〉sen. The corresponding pro-
jected upper bounds from the first two observing runs
and a number of future campaigns are shown in Fig. 1.
We follow the future observing scenarios described in
[26], which we detail in Appendix A 1. Our estimate
of the upper bound on the comoving merger rate from
O1 and O2 is consistent with the more detailed search of
[25], which includes un-modeled searches of short dura-
tion signals to overcome noise from glitches [27]. We find
that after two years at Advanced LIGO design sensitiv-
ity (aLIGO) the merger rate could be constrained to be
below 0.03yr−1Gpc−3 for Mtot in the range 100–200M.
After two additional years at upgraded sensitivity (A+),
the upper bound would be lowered to 0.01yr−1Gpc−3.
Future LIGO observing runs will be increasingly sen-
sitive to BBHs above the PISN mass gap. If we want to
quantify the number of events that will be detected, we
need two additional pieces of information. First, we need
to know where the mass gap ends, and what type of mass
spectrum describes the population above the gap. This
information will determine the probability density func-
tion of the source masses, p(m1,m2). Second, we need to
estimate the redshift evolution of the merger rate, R(z).
Combining these two elements, we can compute the ex-
pected number of GW detections:
d4Ndet
dm1dm2dzdtd
=
R(z)
1 + z
dVc
dz
p(m1,m2)pdet . (2)
As a first simple calculation, we consider the sensitivity
as a function of the total mass of the binary, assuming
equal mass components (we will explore BBH popula-
tions in section IV A). We also examine the dependence
on the redshift evolution of the comoving merger rate,
considering two representative scenarios: (i) a constant
merger rate, and (ii) a merger rate following the star
formation rate (SFR). For the evolving merger rate, we
adopt a redshift dependence following Eq. 15 of [28], nor-
malized to R0 at z = 0, and without the inclusion of a
time delay distribution.
If we take as input the present upper bounds on IMBHs
from the first two observing runs of LIGO (solid blue
line in Fig. 1), we can estimate the maximum number of
detections that might occur in future runs. Our result is
shown in the left panel of Fig. 2. In one year of O4 at
design sensitivity (light blue aLIGO curve) there will be
no more than 20 events across the mass range of interest.
Still, due to the weak constraints atMtot > 300M, there
could be hundreds of events above these masses in one
year of observation of O5 at A+ sensitivity. The width of
the shaded regions in Fig. 2 encapsulates the differences
between a constant merger rate and one that evolves with
redshift following the SFR [29]. For example, we find that
the A+ band is more pronounced than the aLIGO curve;
this is due to its farther horizon, and therefore the larger
number of relative detections.
In summary, we find that aLIGO is a powerful probe
of a possible BBH population above the mass gap. In-
terestingly, this population of IMBHs will also be probed
by future detectors beyond LIGO. As we discuss in the
following section, exploring this far side BBH population
from multiple instruments will be of particular value, in-
cluding the possibility of disentangling the mass spec-
trum and redshift evolution of this population.
III. SENSITIVITY BEYOND LIGO
We focus on two representative types of future
gravitational-wave detectors: the space-based detector
LISA [30], and a third generation (3G) of ground-based
detectors [31]. However, our analysis could be extended
to other concepts; in particular, it would be interesting to
apply it to a future deci-hertz observatory [32]. Details
of our assumed detector specifications can be found in
Appendix A 1; the sensitivities are summarized by their
respective horizon distances as shown in Fig. 7.
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FIG. 2. (Left panel) Projection of the maximum number of events detected given the upper bounds from the O1 and O2 runs
(see Fig. 1). (Right panel) Ratio between the number of non-spinning, equal mass binaries detected by different ground-based
detectors, with respect to LISA. Solid lines represent a constant merger rate with redshift, while the shaded areas delineate the
difference resulting from a redshift evolution tracking the star formation rate. We fix the observing time for all ground-based
detectors to be 1 year (except for O2, which we take to be its actual value of 9 months), and 4 years for LISA.
A. LISA
LISA provides an interesting perspective in the quest
for binaries above the PISN mass gap. Instead of de-
tecting the final stages of the merger and ring-down, as
is the case for ground-based detectors, it will be mostly
sensitive to the inspiral. In fact, LISA could detect BBHs
which are still hundreds of years from merging, and mon-
itor them during its entire observing lifetime. For this
reason it is convenient to express the number of events
that LISA will detect as a function of detector frame fre-
quency fd:
d4Ndet
dm1dm2dzdfd
= (1 + z)R(z)dVc
dz
dts
dfs
p(m1,m2)pdet ,
(3)
where the time to coalesce in the source frame is com-
puted assuming a circular orbit
dts
dfs
=
5
96pi8/3
t
−5/3
Mc f
−11/3
s (4)
with the chirp mass,Mc = (m1m2)3/5/(m1+m2)1/5, and
associated chirp time, tMc = GMc/c3 ∼ 5(Mc/M)µs.
Again, pdet encapsulates the detector’s antenna pattern.
There is, however, an important difference with respect
to ground-based detectors due to the time dependence of
LISA’s antenna power pattern caused by the variation in
its orbit over the course of observation of a given source.
This effectively makes pdet not only a function of SNR of
the source, but also on the initial frequency and mass of
the binary (see Appendix A 1 for details).
Although the number of detections of different obser-
vatories is subject to the intrinsic merger rate, the ratio
between them is independent of its local value R(z = 0).
In other words, by comparing the number of events be-
tween different detectors we can learn about the redshift
evolution of the population. The right panel of Fig. 2
shows the number of ground-based detections in 1 year
for different detectors, each of them normalized to the
LISA detection rate in 4 years. As the masses of the
binary increase, LISA begins to detect more events and
the ratio drops below 1. The precise point at which this
transition occurs depends both on the detector and the
merger rate evolution. If we take the upper bound from
O2 as an input for the merger rate, we see in the left
panel of Fig. 2 that LISA could detect in 4 years tens to
hundreds of events for Mtot between 200–400M.
The comparison of LISA and ground-based detection
rates offers a way to leverage the redshift evolution of
the merger rate above the gap. Nevertheless, depending
on the schedules and sensitivities of future ground-based
observing campaigns, it may happen that by the time
LISA flies, R(z) is already well constrained. In that case,
comparing with LISA would be a useful consistency test
of the derived redshift evolution. A difference between
the ground-based prediction and LISA observations could
signal for instance that binaries have non negligible ec-
centricities.
Another opportunity that space-based detectors pro-
vide is the possibility of detecting the same GW event
across different frequencies in a multi-band fashion. In
fact, soon after the first GW detection it was realized
that LIGO stellar mass BBHs could be seen by LISA [33].
However, the prospects of multi-band detections for the
population below the PISN mass gap is limited by the
LISA sensitivity at high frequencies [34]. If present in
nature, IMBHs would be a more promising multi-band
population [32, 35, 36]. Here, instead of considering the
multi-band horizon radius as in [36], we focus on the frac-
tion of multi-band events, defined as the subset of LISA
detections that will merge within 10 years and be de-
tected by a ground-based detector. We fix the detection
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FIG. 3. Fraction of multi-band events, defined as those de-
tected by LISA that merge within 10 years and would also
be detected by a ground-based detector. The solid line corre-
sponds to a constant comoving rate, while the shaded bands
correspond to a rate evolution tracing the star formation rate.
threshold SNR for both LISA and ground-based dectors
at 8. Figure 3 presents the multi-band fraction as a func-
tion of the total mass. As discussed above, this is an
interesting quantity because it is independent of the lo-
cal merger rate. Interestingly, the fraction of multi-band
events peaks at mass scales corresponding to where the
upper end of the PISN mass gap is expected to be found.
As noted in [37], we find that for stellar mass BBHs,
Mtot . 100M, there is no difference for the multi-band
ratio between 2G and 3G detectors because it is lim-
ited by LISA (this is why all the curves overlap). On
the contrary, for Mtot > 200M the difference among
ground-based detectors are sizable. Finally, we observe
from the width of the bands in Fig. 3 that the fraction of
multi-band events provides information on the redshift
evolution of the merger rate above the mass gap.
B. 3G
We consider three ground-based detector concepts to
follow aLIGO: Voyager [38], a transitioning design to-
wards third generation (3G) detectors; Einstein Tele-
scope (ET) [39], the European 3G proposal; and Cos-
mic Explorer (CE) [40], the US 3G proposal. 3G detec-
tors will have the capability of detecting almost all BBH
mergers in cosmic history. Despite the differing sensitiv-
ity curves of ET and CE, which can be seen by comparing
their respective horizon distances in Fig. 7, we find that
they have similar sensitivities to far side BBHs.
From the right panel of Fig. 2 we find that 3G in-
terferometers will detect more BBH sources in 1 year
than LISA will detect in 4 years in the mass range
Mtot = 200–400M. In addition, the left panel shows
that there could be up to several hundred events in this
mass range. Moreover, since 3G detectors probe to higher
redshifts, they are more sensitive to evolution in the
merger rate. Finally, Fig. 3 shows that ET will be highly
complementary to LISA in terms of the fraction of multi-
band events for the most massive BBHs.
IV. OPPORTUNITIES ABOVE THE MASS
GAP/SCIENCE WITH FAR-SIDE BINARIES
There would be tremendous scientific potential asso-
ciated with the detection of a new population of BBHs
located on the far side of the PISN gap, including the
nuclear physics of the PISN, the astrophysical modeling
of formation channels, tests of gravity, and cosmological
probes. Here we focus on three simple questions: (i) how
well could we constrain the upper end of the PISN gap
(also known as the minimum IMBH mass), (ii) how can
we use these BBHs to constrain the cosmic expansion
history, and (iii) what would be the impact of the far
side population on the background of unresolved bina-
ries? Given the uncertainty in the intrinsic population
above the PISN gap, we estimate the dependence of our
results on the the location of the end of the mass gap.
A. Minimum IMBH mass
In order to determine how well we can measure the
minimum IMBH mass (corresponding to the upper edge
of the PISN gap), we need to know how well we deter-
mine the edges of a distribution given a finite number of
random draws. We utilize the maximum separation esti-
mation technique, which maximizes the geometric mean
of the separations of data in the cumulative distribution
function [41]. This could be considered as a continuum
extension of the ‘German tank problem’ or ‘serial number
analysis’ in statistics [42] where the intrinsic distribution
is approximately given by a power-law. 1
Since we are interested in the minimum mass of the
BBH above the gap, it is convenient to work with the
distribution of secondary masses, m2 (by definition m2 ≤
m1). Assuming that the distribution of observed masses
follows a power-law p(mobs2 ) ∼ (mobs2 )α with α < −1,
then after N events the error in our estimate of the min-
imum mass would be
∆mmin
mmin
∼
∣∣∣∣ 1N(α+ 1)
∣∣∣∣ . (5)
It is to be noted that this error scales faster than the typ-
ical 1/
√
N scaling; it is easier to find the edge of a distri-
bution than the peak of a distribution. We provide more
details on the derivation of this formula in Appendix A 2.
For a given detector the actual value of the power-law
slope would depend on the source frame distribution of
1 We thank Maya Fishbach for bringing this to our attention, and
for providing a solution to this problem.
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FIG. 4. (Left panel) Number of detected events as a function of the minimum IMBH mass. We assumed a uniform distribution
masses from mmin to mmin + 60M with comoving merger rate Rc = 0.1 Gpc−3yr−1. The shaded regions represent the
uncertainty in the redshift evolution of the merger rate between a constant rate (thick line) and a rate following the star
formation rate (thin line). (Right panel) Estimated fractional error on the minimum mass of the population of BBHs above
the upper mass gap.
IMBHs, which is at present unknown. We model our fidu-
cial IMBH population as a uniform distribution in pri-
mary mass and mass ratio withR0 = 0.1 Gpc−3yr−1, and
a fixed mass range mmax−mmin. This way, when we vary
mmin in a given interval, for example [100M, 160M],
the overall rate is preserved. We have chosen the local
merger rate to be in agreement with O2 upper bounds.
Two important assumptions are relevant in this esti-
mate. First, we are assuming that all binaries come from
the same population. In principle, one could envision bi-
naries resulting from different formation channels. For
instance, a population of second and third generation bi-
naries with component masses above 100M could con-
taminate our analysis if their abundance is comparable
to the far-side binaries. However, it is not expected that
such hierarchical mergers would result in a significant
population at these large masses [43]. Second, we are
assuming that the slope of the observed distribution of
secondary masses is known. In reality one would have to
perform a full Bayesian inference to simultaneously deter-
mine the slope and mmin, similar to the analysis in [21].
In this sense our estimates may be considered optimistic,
although they should constitute a good approximation
for sufficient numbers of detections.
For our fiducial IMBH model, we plot the number of
detections as a function of the minimum mass in the left
panel of Fig. 4. We find that there will be at least 10
events in all scenarios considered, but the precise num-
ber will be sensitive to the redshift evolution. Moreover,
aLIGO will be more sensitive at lower masses, while LISA
will be more sensitive at higher masses. On the contrary,
ET is equally sensitive to all binaries in this mass range
(and CE would behave similarly). It is to be noted that
these numbers can be easily scaled to different observing
times and/or local merger rates.
Taking as input the number of detections, we can es-
timate the error in the minimum mass from Eq. 5. In
addition to the location of this minimum mass, the pre-
cision depends on the slope of the distribution of detected
secondary masses [44], α, which we can compute directly
for our fiducial model. As can be seen in the right panel
of Fig. 4, the minimum mass could be precisely measured,
to better than 1% in most cases. This measurement is al-
ways improved if R(z) follows the SFR (c.f., the bottom
of the colored bands), since this increases the number
of detected binaries. Since we are determining the min-
imum mass from the distribution of secondary masses,
our results are subject to the assumption that our mass
ratios are uniformly distributed. If we were to determine
the minimum IMBH mass from the primary mass, which
could be thought as a proxy for equal mass binaries, the
errors ∆mmin/mmin will be a factor of 5–10 larger.
B. GW standard sirens
Binary GW sources provide a direct measurement of
the luminosity distance, and thereby can be used as stan-
dard sirens to provide a potentially powerful cosmolog-
ical probe [45, 46]. In general, GW observations only
constrain the luminosity distance, but do not provide
any direct information about the redshift of the sources.
To constrain the cosmic expansion history, both distance
and redshift are required. The most direct approach is
to obtain the redshift from an electromagnetic counter-
part to a GW source [46–48]. This was spectacularly
accomplished with GW170817 [49]. Since electromag-
netic counterparts are expected to accompany binary
neutron star mergers, this population can be expected
to provide precision cosmological constraints in the near
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FIG. 5. (Left panel) Estimated fractional error on the Hubble parameter ∆H(z)/H(z) at 90% confidence interval (C.I.) obtained
from standardizable GW sirens above the PISN gap, and (right panel) their most probable detected redshift. For both plots we
assumed a uniform distribution of BBHs masses from mmin to mmin + 60M with comoving merger rate Rc = 0.1 Gpc−3yr−1.
The shaded regions represent the uncertainty in the redshift evolution of the merger rate between a constant rate (thick line)
and a rate following the star formation rate (thin line)
future [50, 51]. In the absence of an electromagnetic
counterpart, one can perform a statistical analysis in-
corporating all possible host galaxies and their associ-
ated redshifts [45, 52]; this approach has been applied to
LIGO/Virgo detections [53, 54], and in the future may
be applied to LISA [55, 56].
Alternatively, one could use features in the mass dis-
tribution to directly calibrate the population. This is be-
cause in the detector frame we observe redshifted masses
mz1,2 = (1 + z)m1,2. Therefore, if we know the source-
frame mass distribution, we can infer the redshift distri-
bution of the population. In other words, by utilizing the
mass distribution we can use GW events as standardiz-
able sirens. A particularly promising feature in the BBH
mass spectrum is the PISN gap, and [57] proposes us-
ing the lower edge of the PISN gap to constrain H(z) to
the percent level at z ∼ 0.8. In what follows we pursue
a similar approach, applying it to the opposite (upper)
end of the mass gap.
Because we want to determine the cosmological param-
eters, we must work solely with detector frame masses
(since to convert to source frame masses requires knowl-
edge of cosmology). Nonetheless, the value of the min-
imum mass can be obtained as in the previous section.
For a given bin in luminosity distance we could obtain
the minimum mass mdLmin applying Eq. 5 to all the events
detected at that distance. Comparing this value with the
minimum mass of the whole population one could obtain
the redshift associated with the dL value for the bin, since
mdLmin = (1 + z
dL)mmin. Repeating this process for dif-
ferent luminosity distance bins one obtains the Hubble
diagram, dL(z), which constrains the cosmic expansion
rate history H(z) via
dL = (1 + z)
∫ z
0
cdz′
H(z′)
. (6)
Since we have shown that mmin can be well constrained
(see Fig. 4), the individual error in H(z) is going to be
dominated by the measurement uncertainty in dL, which
is subject to the detector’s calibration and the degeneracy
with inclination. We are interested in the number of de-
tected events with information about the minimum mass
per luminosity distance bin, N∆mmin , which we quantify
by mdet2 − 2σm2 < mdLmin. The error in the determination
of H(z) can then be approximated by
∆H(z)
H(z)
∼ ∆dL(z)/dL(z)√
N∆mmin
. (7)
This estimation will be most precise at the peak of the
redshift distribution of detected GWs. Details on the
measurement errors that we use for each detector can be
found in Table A 1 b.
We present our estimates for the measurement of the
cosmological expansion rate in the left panel of Fig. 5.
A+, LISA, and ET could constrain H(z) to better than
10% at 90% confidence interval, with ET potentially
achieving < 5% if the BBHs above the mass gap follow
the SFR. With two years of observations of aLIGO, the
limit will remain larger than 10%. Of course, these num-
bers could improve if the observing time or the merger
rate increases. Interestingly, because the peak of the
detected redshift distribution 〈zdet〉 is different for each
detector and minimum IMBH mass (see right panel of
Fig. 5), this method is sensitive to the expansion rate at
different cosmic times. In particular, LISA could provide
a better measurement of the local expansion rate H0, Ad-
vanced LIGO would best constrain the equation of state
of the dark energy, and ET would best constrain the dark
matter. Although these constraints are less sensitive than
other standard siren tests, they provide an entirely inde-
pendent determination, and could be used to improve the
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on the energy density spectrum Ωgw of the unresolved BBHs
during 1 year of A+, as a function of the minimum IMBH
mass. For reference, we include the 2σ power-law integrated
curve. Details on the population above and below the gap are
described in the main text.
global GW constraint. Moreover, we note that this test
could be particularly interesting for LISA since it could
be used to cross-calibrate its low redshift standard sirens
with LIGO’s binary neutron star standard sirens [45–47].
We emphasize that Eq. 7 is a rough, order of magni-
tude estimate. Once data is collected one should perform
a proper Bayesian analysis as in [57]. Moreover, this test
of the expansion rate assumes that the minimum IMBH
mass does not change across cosmic history, which re-
mains to be established and could introduce an impor-
tant systematic uncertainty. Recent analyses have shown
that the lower end of the PISN gap is robust against vari-
ations in the metallicity and stellar winds [58], while the
width of the gap is also robust against the nuclear reac-
tion rate 12C(α, γ)16O.2 Interestingly, one could then use
the location of the lower end, which soon will be precisely
measured [57], to calibrate the upper end of the gap. Ad-
ditionally, this analysis does not take into account the
additional systematic errors from lensing, which in the
case of 3G detectors could be of the same order as the
measurement error ∆dL [59–61]. Finally, this test as de-
scribed here assumes the validity of General Relativity
through the definition of the luminosity distance in Eq. 6.
However, it could be applied as well to constrain mod-
ifications in the GW luminosity distance [62], although
introducing larger degeneracies in the cosmological pa-
rameters [63].
C. Stochastic GW Background
Binaries above the PISN mass gap will not only be
seen as individual GW events, they will also leave an
2 Rob Farmer, private communication.
imprint on the stochastic GW background (SGWB) of
unresolved binaries (defined as ρ < ρth). In particular,
we show that a population of far side binaries will mod-
ify the spectral shape at a given frequency scale in the
band of ground-based detectors, and that this modifica-
tion can be directly linked to the minimum IMBH mass.
As pointed out in [12], these BBHs will also contribute
to LISA’s confusion noise in a similar fashion to stellar-
mass BHs [33], and for this reason we do not consider the
LISA SGWB further here.
We study the SGWB produced by our fiducial model
above the gap Ωabovegw , together with a population be-
low the gap consistent with O1-O2 data [5] leading to
Ωbelowgw . Specifically, we consider a power-law distribution
between 5 and 42M with slope 1.6, R0 = 30Gpc−3yr−3,
and following the SFR of the fiducial IMBH model. As
shown in Fig. 6, for BBHs above the gap, Ωgw peaks at
the frequencies where LIGO detectors are most sensitive
(as represented by the 2σ power-law integrated (PI) curve
[64]). For 1 year of observations of A+, the bump in the
total SGWB induced by the additional far side, post-
PISN gap BHs lies well within the sensitivity. In fact,
for this particular population, the total SNR [65] will be
∼ 6, with signals above and below 25 Hz contributing
ρ ∼ 4.5 and 3.5, respectively. The relative difference in
the SNR with and without the population above the gap
is 10% below 25 Hz. This hints that this characteristic
breaking of the standard Ωgw ∼ f2/3 scaling could be
detected at 1σ within ∼ 4 years (recall that the SNR
scales with
√
Tobs). Note that although binary neutron
stars and neutron star black hole binaries also contribute
to the unresolved SGWB, they do not affect the spectral
shape below 100 Hz [66–68].
Needless to say, the detectability of this spectral fea-
ture is subject to the ratio Ωabovegw /Ω
below
gw , which itself
depends on the local merger rate and redshift evolution
of each population. Moreover, this effect could also be
degenerate with the spectral distortion arising from cer-
tain models of redshift evolution (e.g. see Fig. 2 of [69]).
However, given the connection of the breaking of the
power-law with mmin, holistic analysis of resolved and
unresolved GWs such as [70–73] could be used to disen-
tangle the end of the PISN gap.
V. FUTURE PROSPECTS
There are reasons to believe that a population of
BBHs exists with masses ∼ 120–200M, just beyond
the upper edge of the PISN mass gap. These far side,
post-PISN BBHs would constitute the most massive
sources detectable by LIGO/Virgo. Present bounds from
LIGO/Virgo’s second observational run (O2) allow for up
to several tens of events during O4 and O5. In the ab-
sence of detections, the merger rate could be strongly
constrained, to less than 0.01yr−1Gpc−3 in the range
Mtot ∼ 200–400M at the end of O5. These bounds
are sufficient to test different formation scenarios [10–12].
8Alternatively, with a few tens of detection one could con-
strain the location of the upper edge of the PISN mass
gap or, equivalently, the minimum IMBH mass, to the
percent level (see Fig. 4). These bounds could be im-
proved with third generation detectors such as Einstein
Telescope or Cosmic Explorer. Knowing the breadth of
this mass gap would have important implications for the
theory of stellar evolution [6, 7], and the quest to explain
the origin of LIGO/Virgo’s black holes.
We demonstrate that the end of the PISN mass gap
could also be seen by LISA. We find that the relevant
range of masses corresponds to a ground/space “sweet
spot”, maximizing the fraction of multi-band events (see
Fig. 3). Comparing the number of detections from
ground and space would serve to constrain the redshift
evolution of the merger rate of this population. Similarly,
these merging binaries will leave a distinctive imprint on
the spectral shape of the stochastic background of unre-
solved sources, further narrowing constraints on the lower
end of the PISN gap. Moreover, as shown in Fig. 5, the
minimum IMBH mass scale could be used to “standard-
ize” GW standard sirens, enabling direct constraints on
H(z) at redshift ∼ 0.4, 0.8 and 1.5 with LISA, aLIGO,
and ET respectively.
Looking to the future, our analysis could be extended
in several ways. First, we have neglected the effects of
spins and eccentricities, which might be relevant depend-
ing on the origin of the population above the mass gap.
Second, one could extend our models for the popula-
tion, as well as combine different probes. In particular,
it would be interesting to asses how a power-law distri-
bution of source frame IMBH masses would affect the
constraints on mmin and H(z), taking into account both
resolved and unresolved sources. Finally, we note that
detecting the end of the PISN mass gap could be a key
target for deci-hertz observatories [32], possibly serving
to further strengthen these proposals.
We have shown that the existence of a far side, post
PISN gap population would provide a wealth of astro-
physical and cosmological information. Future obser-
vations will either uncover this population, or provide
strong limits on its existence.
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Appendix A: Supplemental material
1. Methods
In the following we provide further details on our
methodology. We detail the observing scenarios consid-
ered, and our methodologies for incorporating GW de-
tection efficiencies, measurement errors, and selection bi-
ases. We use pyCBC [74] with the IMRPhenomD ap-
proximant [75] to compute the waveform of non-spinning
BBHs.
a. Observing scenarios: We consider Advanced
LIGO and Virgo runs following the latest version of [26]
(specifically LIGO public document P1200087-v58 of
early 2020). For O1/O2/O3 we consider 116/269/365
days of observation with 41/46/60% coincident opera-
tion of both aLIGO detectors. For O4 and O5 we adopt
2 years of observation at design sensitivity and 2 years
at the upgraded design (A+) with a 70% coincident op-
eration time. We use the sensitivity curves described in
[26], which can be found at [76].
For third generation detectors, Voyager, Einstein Tele-
scope and Cosmic Explorer, we adopt the sensitivity
curves given in [77]. Finally, for the future space-based
detector LISA we use the sensitivity curve defined in [78],
which can be downloaded from GitHub [79].
b. Sky localization sensitivity: In order to determine
the probability of detecting a GW from a given binary
system, defined as pdet in the main text, we take into
account the sky position, orientation, and inclination an-
gle. For ground-based detectors, since their antenna pat-
tern is basically fixed during the detection time, we use
the cumulative distribution function pdet(w) of having a
9signal-to-noise ratio (SNR) above a given threshold ρth
given an optimal SNR ρopt (face-on, over-head), where
w = ρth/ρopt [22]. A table with pdet(w) values can be
found in [80]. Given the uncertainty of the actual con-
figuration of future networks, in our analysis we focus on
single detector SNR and set ρth = 8.
For LISA the situation is more complicated because
the SNR of a single detection is accumulated over a
longer period of time, and must take into account a
time-dependent antenna pattern. We use the tools de-
veloped in [78], which provide the LISA sensitivity for
any sky location and inclination, and facilitate the com-
putation of LISA’s antenna pattern cumulative distribu-
tion function for different masses and initial frequencies,
pdet(w,Mc, fi). We note that for binaries that are ob-
served early in their inspiral, and thereby stay in band
over the whole LISA mission, the effect of the sky local-
ization is small since it tends to average out. However,
the SNR of binaries that are going to merge or leave the
LISA band within the LISA observational window can
be significantly affected by the position in the sky and
inclination.
The sensitivity of a detector can also be described by
its horizon distance. In Fig. 7 we summarize the different
detector configurations used throughout the analysis.
c. Mock GWs: In order to estimate the measure-
ment errors and selection biases, we follow the prescrip-
tion of [81] (explained in detail in their appendix A). We
begin by assigning a measurement error to the observed
SNR
ρobs = N (ρ, 1) , (A1)
which we assume to follow a normal distributions N cen-
tered at the true value. Then, we compute the typical
error in the observed redshifted chirp mass Mobsz , sym-
metric mass ratio ηobs and angular projection term wobs.
Again, we assume that the observed quantities follow nor-
mal distributions N centered at their true values and
with a variance scaling inversely with the observed SNR
ρobs, namely
logMobsz = N [logMz, σlogMz · ρth/ρ] , (A2)
ηobs = N [η, ση · ρth/ρ] , (A3)
wobs = N [w, σw · ρth/ρ] , (A4)
where 0 ≤ ηobs ≤ 1/4 and 0 ≤ wobs ≤ 1 must be imposed.
Finally, the uncertainty in the observed masses σmobs1,2 and
luminosity distance dobsL can be directly drawn from the
above assumptions. One should note that this simulates
the maximum likelihood rather than the full posterior of
the parameters [81].
Our choices for the measurement uncertainty for each
detector are summarized in Table A 1 b. We make these
choices in order to recover the typical errors in the masses
and luminosity distance to be expected from detailed pa-
rameter estimation analyses of 2G detectors [82], 3G de-
tectors [83], and LISA [84]. We emphasize that these
errors are subject to the precise networks of detectors
active during the time of observation.
Knowing the typical errors of the observed masses,
mobs1,2 , allows us to estimate the uncertainty in our deter-
mination of the minimum mass of the distribution (see
Fig. 4). We use this information in order to estimate the
error in the determination of the expansion rate in Eq.
(7).
2. Determining the edges of a distribution
Under the assumption that the average separation of
the observed events is larger than the measurement un-
certainty for each event, we can use the maximum sepa-
ration estimation technique [41] to asses the question of
how well the edge of a distribution can be constrained.
This technique allows us to estimate the error in the
intrinsic parameters of a distribution given N random
draws by maximizing the geometric mean of spacings in
the cumulative distribution function of the data.
For example, for N observed systems taken from a uni-
form distribution, with a minimum, m1, and a maximum,
mN , observed mass, then the error in the estimate of the
minimum mass of the distribution ∆mmin = m1 −mobsmin
and the maximum mass ∆mmax = m
obs
max−mN are given
by
∆mmin =
mN −m1
N − 1 = ∆mmax . (A5)
As expected, the larger the number of events which
are detected close to the edge in the mass distribution,
the better the constraint on the location of the edge.
This could be considered as a continuum extension of
the ‘serial number analysis’ in statistics [42]. In the
case that the observed distribution follows a power-law,
p(mobs) ∝ (mobs)α/((mobsmax)α+1 − (mobsmax)α+1), the error
in minimum and maximum mass are given by
∆mmin =
m1(N − 1) 1α+1 − (mα+11 N −mα+1N )
1
α+1
(N − 1) 1α+1
(A6)
and
∆mmax =
(mα+1N N −mα+11 )
1
α+1 −mN (N − 1) 1α+1
(N − 1) 1α+1
.
(A7)
As before, we find that additional events close to the
edge tend to do a better job of constraining the location
of the edge, but now the value of the slope of the dis-
tribution can impact the measurement. For example, a
value of α < −1 improves the measurement of the mini-
mum mass, while α > 1 improves the measurement of the
maximum mass. Focusing on the minimum mass deter-
mination, if mα+1N  mα+11 N (limit valid when α  −1
and/or N  1), we can expand Eq. (A6) in N  1 to
arrive at the result in the main text of Eq. (5). Note
also that we have to make sure that the range of masses,
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Detector σlogMz ση σw ∆m
obs
1,2 /m
obs
1,2 (90% C.I.) ∆d
obs
L /d
obs
L (90% C.I.)
O4 (aLIGO) 8 · 10−2 1 · 10−2 8 · 10−2 40% 50%
O5 (A+) 3 · 10−2 5 · 10−3 5 · 10−2 25% 40%
Voyager 1 · 10−2 2 · 10−3 5 · 10−2 20% 40%
LISA 1 · 10−5 1 · 10−3 3 · 10−2 5% 25%
ET 5 · 10−3 7 · 10−4 2 · 10−2 10% 20%
CE 5 · 10−2 7 · 10−4 2 · 10−2 10% 20%
TABLE I. Summary of the measurement errors used for each detector and the consequent typical 90% confidence interval (C.I.)
for the observed, source frame masses mobs1,2 and luminosity distances d
obs
L of threshold events. We assume that the observed
values of the logarithm of the redshifted chirp mass logMobsz , symmetric mass ratio ηobs and angular projection term wobs
follow Gaussian distributions with variances at threshold SNR ρth = 8 given by each column, cf. Eqs. (A2-A4).
namely mN−m1, is sufficiently large for the average sep-
aration of the events to be larger than the typical error
in the observed mass, which we can calculate using the
procedure described in the previous section.
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