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Abstract
In previous studies done at the University of Vermonts Inductively coupled Plasma
(ICP) touch facility, the plasma conditions were always assumed to be in Local Ther-
modynamic Equilibrium(LTE) state. To improve the knowledge of the thermody-
namic properties of the plasma conditions, in this study, experiments and analysis
were conducted to determine whether or not the facility is indeed in LTE. LIF data
was collected at 7mm off the exit of the quartz tube and compared with CEA simu-
lations for the same plasma conditions. The facility was also better characterized by
using LTE analyses of the absolute emission intensities to determine the temperatures
and enthalpies of the plasmas at the 7mm location. This will improve baseline data for
CFD modeling of the facility. Further work has been done to develop a quasi-steady
injection probe to replicate the pyrolysis of PICA to enable better characterization of
the evolution of the pyrolysis products as they react with plasma gases. This probe,
which was designed, built and modified in previous works done at UVM, has been
used to inject mixtures with different volumetric rations of Carbon Dioxide and Hy-
drogen gases into pure Argon and argon diluted Nitrogen and air plasmas. Spatially
resolved, point-wise, line of sight emission measurements were taken in the bound-
ary layer region and was used to characterize the spatial evolution of the different
mixtures of carbon dioxide and hydrogen as they are injected into different plasma.
These results were then compared to temporally resolved PICA emission data taken
in a previous study. A better match was found for the comparison between the PICA
data and the emission data from the injected mixtures.
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Chapter 1
Introduction
1.1 Objective
One of the most difficult aspects of planetary exploration and research is the successful
entry or re-entry of spacecraft into a planetary atmosphere.1 As a result of the hyper-
velocity aero-thermal heating, the vehicle is subjected to extremely high heating rates.
Upon atmospheric entry, a vehicle may form a detached bow shock that results in the
partial dissociation and ionization of molecules and atoms. In this post-shock region,
the gas relaxes towards Local Thermodynamic Equilibrium (LTE) as it flows towards
the vehicle’s surface where more reactions may occur. Dealing with these intense
thermal loads, chemically active and erosive conditions requires advanced thermal
protective system (TPS) materials. Unfortunately, these materials increase the mass
of the spacecraft significantly. For example, the Apollo heat-shield accounted for
nearly 13.7% of the capsule’s total mass, and the Galileo spacecraft’s more aggressive
Jupiter entry conditions meant that the TPS material accounted for nearly 50% of
the vehicle’s mass.7,12
1
As mass is a major constraint in any space flight mission, low mass TPS materials
have become a major research topic at NASA and other space agencies and companies.
In 2012, NASA’s Entry, Descent, and Landing Road-map included the need for a TPS
material that was low mass as well as qualified for a wide range of reentry conditions.3
The focus of this study is the steady state evaluation of the pyrolysis gas of the
TPS material PICA (Phenolic Impregnated Carbon Ablator) and it’s interaction with
the plasma in an ICP torch facility. The reason for studying this stage of pyrolysis
is that it is present during a majority of the entry trajectory, whereas the initial
burst of gas lasts only for a few seconds. Spectroscopic measurement techniques were
implemented in order to identify and characterize the atomic and molecular species
present in the boundary layer surrounding the material surface. The data were then
compared to data collected from PICA samples under the same conditions to quantify
how accurately the steady state simulation replicates PICA pyrolysis. The results
can be used along with those of other studies to help improve and validate numerical
atmospheric entry models as well as to provide more information to help engineers
properly size PICA heat shields based on entry conditions.
1.2 Background
The harsh conditions experienced by the vehicle upon atmospheric entry are caused
by hypersonic speeds. At these speeds, a bow shock is formed ahead of the leading
edge of the vehicle. The increase in temperature is caused by the kinetic energy of
the flow being converted into thermal energy. These high temperatures in turn cause
the gas to dissociate and partially ionize, producing a plasma. The plasma conditions
encountered by the spacecraft cause severe heating load on the spacecraft.15 Thermal
2
protection systems are therefore implemented to protect the spacecraft. Currently,
there are two categories of TPS materials that are used to protect spacecraft during
atmospheric entry: nonablative TPS and ablative TPS. Figure 1.1 shows these two
materials as well as their different cooling methods.
Figure 1.1: Thermal management associated with reusable and ablative TPS.12
Non-ablative thermal protection systems are primarily used in conditions with
lower heat fluxes such as reentry from low earth orbit. They rely primarily on the re-
radiation of thermal energy that the material absorbs during entry. These materials
are generally characterized by a high emissivity and have low catalytic surfaces. They
are also typically very poor heat conductors.12 An advantage gained with these
materials is the ability for it to be reused. The non-ablative thermal protection tiles
of the space shuttle were made out of silica and they could often be reused after every
mission.
Ablative TPS materials are not reusable, but they can survive much harsher con-
ditions than reusable materials. They have been used by NASA for over 40 years and
3
have been the material of choice for all NASA planetary entry probes and manned
ballistic re-entry capsules. Ablative materials have two primary methods of coping
with the intense heat of atmospheric entry: phase change and mass loss. The material
is generally made up of reinforced composite that uses an organic resin as the binder.
This resin is what produces the pyrolysis gas as the material is heated. Ablative
thermal protection system materials have been used for the Galileo, Stardust, Mars
Science Laboratory, Orion, Mercury, Gemini, and Apollo missions.12
Phenolic Impregnated Carbon Ablator (PICA) is a type of ablative TPS material.
It was developed in the 1990s at NASA Ames Research Center. PICA was the chosen
heatshield material for the Stardust and Mars Science Laboratory missions. It is
also used by SpaceX for their Dragon capsule.23 The base material of PICA is a low
density, rigid, carbon fiber insulation called FiberFormR○, which is impregnated with
a commercial phenolic resin.8,12,17 Only a brief description of the cooling mechanisms
of PICA will be given here. The first method of cooling for PICA is pyrolysis. As the
resin is heated by the high temperature environment surrounding the spacecraft it
begins to pyrolyze, producing the pyrolysis gas. The gas absorbs some of the heat as
it travels through the material and is ejected into the boundary layer surrounding the
vehicle. This creates a buffer layer between the plasma and the spacecraft, leading
to a reduction in convective heating. The second method is ablation. This method
involves the material itself melting and/or vaporizing and being removed from the
heatshield. This process carries away heat and exposes new material so the process
can begin again.
The introduction of pyrolysis gas into the superheated and reactive plasma envi-
ronment surrounding a vehicle entering an atmosphere adds complexity to the atmo-
spheric entry problem. There are many more mechanisms and reactions that need to
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be fully understood before an accurate model can be produced to properly predict
heating rates and material recession. Pyrolysis gases can react with the shock-heated
plasma gases as they flow over the vehicle surface, and knowledge of the downstream
flow conditions depends on the mixture compositions.2,4 The overarching goal behind
the work presented in this thesis is to help validate and improve these models. Once
models are proven accurate, future heatshields can be sized more appropriately and
mass can be saved to use elsewhere. This could lead to more instruments being used
on missions and could save a lot of money.
1.3 Previous Work
A 30 kW Inductively Coupled Plasma (ICP) Torch Facility has been developed at
the University of Vermont (UVM) to address gas-surface interactions directly using
optical emission and laser-spectroscopic measurement techniques. The facility was
designed to study finite rate chemistry problems ranging from surface-catalyzed re-
combination to pyrolysis gas kinetics in the near surface region of an ablative material.
Spectroscopic methods have been developed and implemented to observe and char-
acterize pyrolysis gases as well as the chemical reactions that occur in the boundary
layer.15,22 These spectroscopic methods have been implemented at UVM’s ICP torch
facility in previous studies. The initial goal of these studies was to attempt to char-
acterize the pyrolysis gases. To provide an experimental platform to enable such
experiments, a gas injection probe was designed for use in the ICP Torch. This probe
allows the injection of controlled amounts of simulated pyrolysis gas directly into
the plasma flow. With the appropriate flow rate and gas composition it is possible to
replicate the fluid dynamic behavior and emission spectral signature of PICA samples
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tested under identical plasma conditions.8,9, 17
Studies of injecting gas into plasma flow have been done. Two of these studies
can be found in references.26,28 The focus of the first study28 was how gas injection
affected the stagnation point heat transfer to the probe face. It was found that a
higher gas injection rate led to lower surface heat fluxes under both subsonic and
supersonic plasma conditions. The second study26 was able to verify, to some degree,
the results of the first study mentioned. Other studies identified three injection flow
regimes: film, cone, and separated cone and found that the film flow regime provided
the best heat flux reduction.9
Uhl designed an injection probe and graphite plug for his study of injection.8
Modifications were later made to this probe to improve cooling and gas delivery to
the graphite plug. The temporal PICA emission data gathered in Tillson’s work17 as
well as the methodology developed by both Tillson and Uhl are used in the present
study. Data from Martin’s9 investigation are also used as a baseline to determine the
accuracy and validity of the gas injection results. Each prior investigation contributed
to the method that is used to gather comparable emission data from each test. Beyond
the UVM investigations, information found by Bessire29 was used to determine that
the early injection gases should be carbon dioxide, hydrogen, and then a mixture
thereof, as these were the most common gases found in pyrolysis from PICA after
the initial period. The study done by Martin, first injected CO2 to test the injection
system as well as the survivability of the new probe. Next, H2 was injected and
that was followed by a mixture of the two gases. Some results from that study are
presented here.
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Figure 1.2: Top: PICA emission data (red) at 2 mm and mixture injection data
(blue) at 2 mm in pure Argon Bottom: Residual.9
Figure 1.2 represents PICA emission data at 2 mm and mixture injection data at
2 mm in pure Argon.9 From the figure it can be seen that the two emission scans
vary greatly both in terms of intensity as well as spectra present. This is due to
the fact that the pyrolysis gases contain more species than just Carbon Dioxide and
Hydrogen. For the injection data (blue) the two pyrolysis spectra detected are a small
amount of OH (310 nm) and NH (337 nm). The OH is present owing to Oxygen from
Carbon Dioxide and dissociated Hydrogen combining. The NH is present as a result
of Hydrogen combination with Nitrogen. Nitrogen is present because of base pressure
leaks.17
The PICA data (red) presents a richer spectrum than the injected mixture data.
The main feature is CN Violet ∆v = 0 at 385 nm as well as the ∆v = ± 1 to either
side at 359 and 416 nm. The NH feature at 337 nm is much larger than the one from
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the injection scan. OH is also present at nearly the same level as in the injection.
Emission from C2 Swan, which was not detected in any injection tests, is also present
in the PICA data from this condition. The ∆v = 0 band is located at 520 nm with
the +1 at 475 nm and the -1 at 545 nm. The strong line at 589 nm is Sodium. Some
emission from Hα is also present in the PICA data although not as strong as for the
injection data.
Figure 1.3: Top: PICA emission data (red) at 14 seconds at 2 mm and mixture
injection data (blue) at 2 mm in a dilute Nitrogen Argon mixture Bottom: Residual.9
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Figure 1.4: Top: PICA emission data (red) at 27 seconds at 2 mm and mixture
injection data (blue) at 2 mm in a dilute Nitrogen Argon mixture Bottom: Residual.9
Figure 1.3 and 1.4 represent dilute Nitrogen Argon mixture data comparison to
PICA emission data at 14 seconds and 27 seconds respectively.9 For the dilute Ni-
trogen test case (71.4 g/min Ar, 2.5 g/min N2) two separate PICA emission times
stamps are examined. For the PICA data at 14 seconds the injected gas emission
shows a NH feature at 337 nm that matches up very well in intensity. The later
emission from PICA at 27 seconds shows CN band emission that is closely matched
but this is the spectral feature with the injection data that matches.
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Figure 1.5: Top: PICA emission data (red) at 7 seconds at 2 mm and mixture
injection data (blue) at 2 mm in dilute Oxygen Argon mixture Bottom: Residual.9
Figure 1.5 represents dilute oxygen Argon mixture data comparison to PICA
emission data at 7 seconds.9 The injected gas spectral emission closely matches the
OH band comparison from PICA at 7 seconds.
The final comparison done in Martin’s work, and the most important for Earth
entry, is the dilute air condition (71.4 g/min Ar, 2.6 g/min Air). The PICA emission
snapshot that most closely matched the injection emission data for this condition was
the spectrum recorded at 10 second from injection.
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Figure 1.6: Top: PICA emission data (red) at 10 seconds at 2 mm and mixture
injection data (blue) at 2 mm in dilute Air Argon mixture Bottom: Residual.9
Figure 1.5 represents dilute Air Argon mixture data comparison to PICA emission
data at 10 seconds.9 As seen in the figure the overall match between the injected gas
and PICA spectral data for the dilute Air condition is quite good. Discrepancies exist
again for both Hα at 657 nm and Hβ at 487 nm as well as Sodium at 589 nm. The
comparison between the two data suggests that the injection probe is capable of closely
replicating PICA pyrolysis gas emission signatures in a dilute Air condition. These
tests were conducted with a 50:50 by volume mixture of H2 and CO2 into different
plasmas. Thus, it is likely that further refinement of the injection gas mixture may
provide closer match. In this study, more work is done in order to more closely model
the pyrolysis gases of PICA. First, different percent by volume mixture is created
between the Carbon Dioxide and the Hydrogen in order to increase the match between
11
the injection and PICA emission data. The rate of injection is kept the same in all
test condition. The injection data is then compared to PICA at different times for a
better match.
12
Chapter 2
Plasma Facility and Experimental
Arrangement
2.1 UVM 30 kW ICP Torch Facility
Experiments are performed within the UVM 30 kW ICP Facility, which is designed to
simulate the near-surface, chemically reacting boundary layer of hypersonic reentry
and atmospheric flight.10 The use of ICP-type facilities for atmospheric entry and hy-
personic testing applications is not new, but arc-heated facilities are more commonly
used for these investigations in the United States. However, in arc-heaters the direct
arc attachment to electrodes produces vaporized copper as a stream contaminant.
In an ICP torch, heating is done through electron excitation via magnetic field cou-
pling; thereby providing contaminant-free flow. Replication of the flight trajectory
boundary layer in either type of plasma facility occurs when boundary layer edge
velocity gradient, total enthalpy and total pressure are matched with those of the
flight condition,11 and this is illustrated in Fig. 2.1.
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Figure 2.1: Illustration of flight boundary layer (shown with thickness ∆) replication
in an inductively coupled plasma facility.17
The main components of UVM’s facility are: the radio 30 kW frequency (RF)
power supply, the gas injection system (gas bottles, volumetric flow meters, gas injec-
tion block and quartz tube), cooling system, vacuum pump and the test chamber. A
lab schematic is shown in Figure 2.2 with a full overview of the operational and test-
ing capabilities presented in Table 2.1. The facility is capable of providing chemically
pure air, N2, O2, CO2, and Ar plasmas (or mixtures thereof) at trajectory relevant
conditions.
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Figure 2.2: Schematic of the UVM 30kW ICP Torch Facility. The power supply, gas
injection system, test chamber, and water cooling system can be seen.20
Table 2.1: UVM 30 kW ICP torch parameters
Test Gas Ar, N2, O2, Air, CO2
Maximum Power 30 [kW]
Normal Operating Pressure 100 to 200 [torr] (13 to 26 [kPa])
Stagnation Heat Flux 10 to 150 [W/cm2]
Mach Range 0.3 to 1.4 [-]
Plasma Jet Diameter 36 [mm]
Operating Frequency 2 to 3 [MHz]
Mass flow controllers (MKS M100B) that are calibrated for each specific gas con-
trol the flow rate into the injector block (Fig. 2.3a) from the pressurized gas bottles.
The gases are mixed into a uniform mixture and move past the brass insert along
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the sides of the 36 mm inner-diameter quartz tube. The insert aligns the flow in an
annular direction and produces a low pressure region at the end of the insert causing
the gas to recirculate. At this location, a water-cooled alternating RF induction coil
surrounds the quartz tube. It is connected a Lepel Model T-30-3-MC5-TLI-RF induc-
tion heating power generator. The recirculating gas couples with the coils magnetic
field, heating and ionizing and this produces the plasma ball. This phenomenon is
seen in Fig. 2.3. The plasma exits the quartz tube into the constant pressure (∼160
torr) test chamber. The jet moves vertically upward through the chamber where it
meets a sample or injection probe. The flow continues up through a heat exchanger,
then flows through a vacuum pump and is released outside the lab.10,19
Figure 2.3: Gas injection block assembly and effective coupled plasma.10
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2.2 Sample Design and Material
A view of the insertion probe with a sample in a full air plasma is shown in test in
Fig. 2.4. The flow travels upwards from the chamber base towards the sample. Due
to little expansion in the full air case as a result of flow entrainment, as the plasma
leaves the quartz tube it spreads but emission looks straight. The stagnation line,
boundary layer thickness, and measurement locations (2 mm off the sample surface
and 7 mm off the quartz tube exit) are indicated for future reference.
Figure 2.4: Air plasma with indications of important reference locations
2.2.1 Gas Injection Holder
The probe that is used to provide the cooling and the gas flow to the gas injection
sample holder was initially designed by Uhl and is known as the “insertion” probe.8
This probe uses the facility’s chilled water loop as its cooling source. After multiple
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iterations of a gas injection holder, a new gas injection holder was designed for this
study. After the failure of the previous holders, it was decided that the next design
would be machined out of a single piece of copper stock. In order to seal the settling
chamber from the cooling water, a copper disc was soldered into place. This holder,
which is also the final holder designed and the holder used to acquire all the data
presented in this thesis, consists of four parts. These parts are: the holder, a copper
spacer, a copper disk, and a brass barbed fitting.
The holder was designed to have the same outer geometry as the PICA pucks
that were tested by Tillson.17 The outer diameter is 25 mm and the height is 27
mm. The holder is designed to work with the collar attachment system currently in
place on the insertion probe. Inside the holder is a channel that supports the graphite
plug and also serves as a settling chamber for the injectant gas before it enters the
plasma flow. This channel is slightly wider than the outer diameter of the plug to
help insulate the plug from the cooled copper holder. This was done to increase the
surface temperature of the plug to more closely replicate the material temperatures
of PICA.
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Figure 2.5: CAD drawing of final gas injection holder (dimensions in mm).
The remaining components of the holder mentioned above are then stacked in
place in the inner channel of the holder. First the graphite plug is inserted in an
orientation so that its tapered end mates with the tapered end of the holder. Then
the 5 mm copper spacer is inserted. This spacer provides the volume for the settling
chamber while also holding the plug in place. Finally the brass barbed fitting is
screwed into the copper disk and the assembly is inserted on top of the spacer. The
disc and fitting are then soldered into place. The solder provides a reliable seal while
also firmly holding the entire assembly in place. It also has the smallest impact on the
overall cooling of the holder. This holder has been tested extensively in the facility
and proven to survive even the harshest conditions.
2.2.2 Graphite Plug
The graphite plug is the final component that the injectant gas flows through before
entering the plasma flow. The plug was designed by Uhl to approximately match
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the permeability of PICA.8 It is made out of POCO DFP-2 graphite to reduce the
amount impurities introduced into the experiment. The plug is 13 mm diameter and
8 mm tall. It tapers down to 11 mm over the last 3 mm, which is the taper that the
holder was designed to match. In order to facilitate the gas flow, the plug has 69 0.3
mm diameter holes. These holes are spaced 1 mm apart. Figure 2.6 shows a CAD
drawing of the plug as well as an actual image.
Figure 2.6: Graphite plug8
Figure 2.7 shows a section view CAD model of the complete holder assembly and
a picture of the finished holder post testing.
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Figure 2.7: Assembled gas injection holder showing all components. Left: Section
view drawing, Right: Actual Holder9
2.3 Emission Spectroscopy Instrumentation
Optical emission spectroscopy is a simple, non-intrusive, diagnostic technique that
was used to measure thermally excited specie’s concentrations along a line of sight
within highly energized plasmas. It was used to observe, identify, and track key
pyrolysis gas species during gas injection tests. Emission spectroscopy works by
collecting the light that is emitted by atomic and molecular transitions. This light is
then separated spectrally and converted into absolute intensity by a calibration lamp.
These transitions occur between levels associated with species dependent electrical,
rotational, and vibrational energy states. For atoms, only electronic transitions are
possible, but molecules can exhibit all three transitions; however, our detection system
cannot detect pure vibration or rotation translation that occur at much larger energy
states.
The key radiating pyrolysis species are CN violet, NH, OH, Hα, and Hβ.
17 These
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same species were also investigated in this work. Table 4.2 lists the wavelength,
transitions, oscillator strengths, and Einstein coefficients (Au) for these species.
Table 2.2: Pyrolysis gas species of interest with spectroscopic constants17
Species Transition λ(nm) f Aul(sec
−1)
CN Violet ∆ v=0 B2Σ+ → X2Σ+ 365 - 390 3.36 ×10−2 1.49 ×107
CN Violet ∆ v=+1 B2Σ+ → X2Σ+ 400 - 425 2.95 ×10−3 1.54 ×106
CN Violet ∆ v=-1 B2Σ+ → X2Σ+ 330 - 360 6.57 ×10−3 2.53 ×106
OH A2Σ+ → X2Π 305 - 330 8.0 ×10−4 1.21 ×105
NH A3Π→ X3Π− 355 - 350 8.0 ×10−3 N/A
Hα 3p
2P0 → 2s2S 656 6.41 ×10−1 4.41 ×107
Hβ 4d
2 D → 2p2P0 486 1.19 ×10−1 8.42 ×106
The 30 kW ICP torch is equipped with several spectroscopic measurement devices,
including two Ocean Optics spectrometers that provide single line of sight detection
with high recording rate. One is equipped with a composite grating that provides
broad spectral coverage from 250 to 1000 nm, while the second one is optimized for
the ultra-violet to visible spectral range of approximately 250 to 650 nm. As shown
earlier, the plasma flow in the facility is vertically upward, and samples are mounted in
stagnation point configuration facing the oncoming plasma, so most emission spectra
are acquired across the flowing plasma, parallel to the material surface, as indicated in
Fig. 2.8 below. All emission spectra are calibrated using a tungsten lamp to provide
absolute spectral intensities.13
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(a) Emission Collection Setup. (b) Emission Collection Location.
Figure 2.8: Left : A top view of the emission spectrometer setup showing the location
of the test chamber (1), 25-mm diameter mirror (2), aperture (3), lens tube (4), 50-mm
diameter, 300-mm focal length concave mirror (5) and fiber optic cable, spectrometer
assembly (6). Right: Emission locations (red dots) shown under cut-away view of
holder.
A z-fold setup was implemented to maintaining a 1:1 imaging ratio from the sample
to the spectrometer. At a distance of 300 mm, one focal length, from the jet center,
a 50 mm diameter converging mirror with a focal length of 250 mm was used to focus
emission back onto a flat 25 mm diameter mirror and then through an aperture to a
fiber optic. The adjustable aperture allows for a controlled collection volume. The
signal is then transmitted through the fiber into the spectrometer. The Ocean Optics
HR4000CG-UV-NIR spectrometer was used to take broadband emission ranging from
the UV to the NIR. The specifications for this spectrometers can be seen in Table
2.2. Information on the calibration and alignment procedures can be found in the
references.16,17,21
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Table 2.3: UVM Spectrometer Specifications for HR4000CG-UV-NIR
Wavelength 0.20 - 1.10 µm
Slit Width 5 µm
Grating HC - 1 300 G/mm
FWHM 1.65 nm
Resolution 3648-element linear-array CCD
2.4 Laser Instrumentation
The facility is equipped with a Continuum ND6000 dye laser, running a DCM/methanol
mixture, pumped by 532 nm light from a Continuum Powerlite Nd:YAG (neodymium-
doped yttrium aluminum garnet) laser. This provides a tuning wavelength range
between 615-635 nm. The second harmonic generator (SHG) frequency doubles the
tuned dye frequency. The dye and doubled frequencies combine in the third harmonic
generator (THG) to create frequency tripled light in the UV between 206-212 nm.
Due to all three frequencies (dye fundamental, doubled and tripled) overlapping each
other, the harmonic separator utilizes a series of 4 prisms to separate and block all
but the desired UV light while maintaining the same exit trajectory of the beam with
changing wavelength. This pulsed laser system can be seen in Fig 2.9
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Figure 2.9: UVM’s laser system
The extracted beam, at the desired frequency, travels down a periscope consisting
of two prisms followed by a 20/80 beam splitter. The 20% is directed towards the Flow
Reactor (FR) which can be used with and without a microwave discharge. Nitric oxide
titration is used to produce known atomic populations. The Microwave Discharge
Flow Reactor (MDFR) is kept at a known pressure(∼0.5 torr for O and N atom
and ∼0.1 torr for NO), and at room temperature, ∼298 K, that allows performance
characteristics of the laser to be determined. The rest of the beam is sent to the ICP
torch where a set of steering and shaping optics are used to pass the beam through the
test chamber. Prisms were used to keep a constant beam path with varying UV light.
Translation stages are used to give precise 3-axis control of the beam traveling through
the chamber. The beam is focused slightly past the sample, while this slightly reduces
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the spatial resolution of the measurements, it prevents the possibility of saturation.
Fluorescence signals are measured with gated Hamamatsu R-636-10 PhotoMultiplier
Tubes (PMTs) at both the ICP and MDFR. Appropriate spectral filters were used
ahead of each PMT to reject non-fluorescence light. Molectron energy meters recorded
the laser energy at both locations. All signals were processed by Stanford Research
Systems (SRS) SR250 Gated Integrators without any preamplifiers. The PMT signal
at the ICP is split and sent to a second boxcar gate with the same width but timed
just before the laser pulse to record a background emission from thermal excitation of
the target species. The laser and boxcar system were synchronized by a SRS DG545
digital delay generator.
A newly developed scheme for sum frequency mixing to generate UV wavelengths
has been installed, which allows for a greater tuning range.31 The tunable light is
produced with the same dye. Additionally, the recently obtained THG, installed
in the Nd:YAG, produces 355 nm light. Both, the dye fundamental and 355 nm
wavelengths bypass the SHG. The 355 nm light passes through a series of collimating
and steering optics that overlap it with the dye fundamental before they are summed
and generate the UV frequency beam. Again, similar to the THG method, the desired
wavelength is selected through the harmonic separator. The laser layout for this new
scheme is shown in Fig. 2.10.
Figure 2.10: Laser bench configuration to produce 224-226 nm UV light
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Chapter 3
Laser Induced Fluorescence
3.1 Overview
A common technique used to research flow phenomena is Laser Induced-Fluorescence
(LIF). It is a minimally intrusive procedure consisting of two components: absorption
and emission. Laser radiation excites an atom or molecule to an excited energy
state from an initial state, normally the ground state. The subsequent spontaneous
emission (fluorescence) occur from this excited state to a lower energy level.30 Shown
in Fig. 3.1 are potential energy curves and vibrational energy levels of two electronic
energy states. The LIF mechanism is illustrated by photon absorption, molecule
excitation, and subsequent emission observed and measured as fluorescence.
The LIF strategy is beneficial compared to other approaches due to the ability
to test ground state specie populations.30 Such measurements are significant because
they are typically the states with the highest population. Furthermore, unlike emis-
sion or absorption spectroscopy, LIF does not require axisymmetric flow and Abel
Inversion to resolve the measurements spatially. A measurement of LIF is produced
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at a located point identified by the projected detection aperture and laser beam in-
tersection. This can be seen in a standard experimental LIF configuration where a
point-wise measurement is created by the intersection of the collection optics focus
and laser beam which allows high spatial resolution as shown on the right of Fig. 3.1.
Figure 3.1: Left: The molecular energy process that occurs within an diatomic
molecule. Right: Schematic of a simple LIF system.
3.2 LIF Excitation Strategy
3.2.1 Two-Photon LIF
The key species are often atoms in high enthalpy and mostly dissociated flow. Atoms
have a large energy spacing between electronic energy levels and most of the exist-
ing laser systems are unable to produce directly the energy needed to promote this
excitation. Using two or more photons, however, can often provide the appropriate
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frequency. A two-photon absorption laser induced fluorescence (TALIF) excitation
strategy was used in this study for both atomic species (O- and N- atom), as shown in
Fig. 3.2 laser light at a wavelength near 226 nm was used to excite the 2p3P ← 3p3P
triplet transition of atomic oxygen with subsequent detection at 845 nm. Atomic ni-
trogen is produced via the two-photon excitation of 2p3 4S0 ← 2p23p 4D0 at 211 nm
with 2p23p 4D0 ← 2p23p 4P emission at 869 nm. This transition was selected over the
more desirable 207 nm transition31 owing to absorption by NO in the re-circulation
zone of the test chamber for air plasma.
Figure 3.2: Left: TALIF process for Oxygen atom and Right: Nitrogen atom
3.2.2 Single-Photon LIF
To reach an excited electronic energy level state, most molecules do not need the same
energy required as atomic species. For this reason, single-photon LIF was therefore
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used to probe for gas phase NO. When selecting a preferred NO scan range, a low
temperature feature for the flow reactor must be included as well as a high temper-
ature feature which does not overlap an ICP low temperature transition. LIFBase,
a LIF excitation and emission simulation program, was used to determine the best
transitions to be tested.32 A simulated LIFBase spectra for NO-γ is shown in Fig 3.3
at low and high temperatures.33
Figure 3.3: NO A-X LIFBase simulation at 160 torr for 400 K and 3000 K represented
in the positive scale. O-atom J” = 2 shown on the negative scale.33
Figure 3.4 shows a zoomed-in plot of the selected scan range and its key features.
Within its boundaries are an optimal feature for the ICP torch (high-temperature
transitions) and an optimal feature for the flow reactor (low-temperature transitions).
Feature 1, which is suitable for ICP, is P12(33)+P2(33) transitions while Feature 2,
ideal for the FR, consists of the S21(10)+Q21(21)+Q1(21) transitions.33
30
Figure 3.4: Scan range in LIFBase Simulation at high and low temperatures.33
3.3 Collisional Quenching
Collisional quenching is a process that decreases fluorescence intensity, by removing
population of the upper state (excited stated) as a result of collision with molecules
or atoms. Collisional quenching is an important factor when interpreting measured
fluorescence and it’s magnitude depends on temperature and pressure. Testing is
performed at a constant pressure but when a sample is injected into the flow it creates
a large temperature gradient over a very short distance that introduces significant
deviation from equilibrium species mole fractions. Unfortunately, there is little data
on the effects of quenching at high temperatures that are relevant for this study. The
approach used to find the best method to account for quenching was to assume frozen
flow for a noncatalytic surface (quartz) due to the slow three-body recombination rates
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for atomic nitrogen in the gas-phase.
Most collisional quenching rate measurements are performed in laboratories at
room temperature with variable pressure, because this experiment is relatively easy to
perform with good precision with pressure and mass flow control. Consequently, there
is little information about the temperature dependence of quenching. Temperature
dependence is included using a general model as;
Q = cqnT
a (3.1)
where the exponent, a, has values for different species ranging from 0 < a < 1. The
most common value is a = 0.5, which represents the hard sphere, inelastic collision
rate (the density times the relative thermal speed between collision partners). Again,
for temperatures greater than 1500 K, there is very little information available on the
temperature dependence of the collisional quenching rate.
To understand the temperature dependence of the quenching usually O and N
atoms requires measurement of the fluorescence lifetimes to see how they vary in the
high temperature gradient region of the boundary layer. However, this was not done
because the lifetimes are so short that it is difficult to get an accurate measurement.
An alternative approach to answering the question was recently found.
Note that the fluorescence signal in all cases is proportional to the product of the
Stern-Volmer factor, the Boltzmann population fraction, the species mole fraction,
and the total number density, as
SLIF ∝ K A21
A21 +Q
f1(T )χin (3.2)
Where K represents the product of all of the other terms in the equation that are
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constant from point to point when we do radial or axial surveys. In the high-pressure
limit for most fluorescing species, Q > A21, so the Stern-Volmer factor becomes
approximately A21/Q and we can write the signal dependence as
SLIF ∝ KA21
Q
f1(T )χin (3.3)
Substituting the general expression for collisional quenching in terms of a constant
times number density times a temperature dependent term gives;
SLIF ∝ K A21
cqnT a
f1(T )χin (3.4)
The quenching rate constant and radiative lifetime can be combined with the
other constant terms as K ′ = KA21/cq. Thus the measured signal distribution is now
independent of number density (assuming that it is collisionally quenched).
SLIF ∝ K ′f1(T )
T a
χi (3.5)
Even though our flow velocity is relatively slow, the chemical composition of the
boundary layer over a test sample does not adjust to the temperature as it decreases
from > 6500K at the edge to 1000 to 2000 at the surface of a test sample, thus
χ is constant for whatever species is being probed in most cases (recombination in
air plasma over metal surfaces is an exception to this). Chemically, the composition
of the test gas appears frozen. Also, N atoms recombine slowly on virtually all
materials, with the notable exception of hot graphite, where they recombine rapidly.
This suggests that the LIF signal distribution from nitrogen atoms probed over a non-
catalytic surface, such as cooled quartz, should provide the most reliable indication
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of the temperature dependence of collisional quenching. Figure 3.5 represents the
comparison of the measured N atom LIF signal distribution above a cooled-quartz
sample in the boundary layer with five different values of the exponent a. The five
values considered are: 0, 0.25, 0.5, 0.75 and 1.0. All values plotted are normalized to
their respective value 3.5 mm from the surface. The LIF signals from the experiment
represent the spectral integral of the energy (squared) normalized fluorescence signals.
The root-mean-square difference between measured, normalized, spectrally integrated
LIF signals and the different temperature-dependent distributions (Table 3.1) showed
that a = 0.5 best represented the distribution.
Figure 3.5: N atom comparison of different temperature dependence of collisional
quenching with measured LIF signal values
A smooth fit of the measured temperatures is used in this for clear visualization
of the data and simplicity. These N atom LIF measurements were done in nitrogen
plasma for a cold quartz surface. For cold quartz, the surface catalyzed recombi-
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nation rate is very close to zero. With little to no consumption of N atoms at the
surface by recombination the distribution of measured integrated signals should follow
the increase in density. If there is no collisional quenching, the measured integrals
would follow density exactly (increasing toward the surface). However, if signals are
quenched, then the signals should follow a trend that fits with the temperature scaling
of collisional quenching. An additional assumption is that the gas phase chemistry is
completely frozen. Note that NT 1/2 is the same as P/T 1/2 from the ideal gas equation
of state. The formulation with N makes the analysis simpler.
Table 3.1: Root-mean-square difference between measured LIF signals and the differ-
ent temperature-dependent models
Different Temperature Residual difference
dependent models
T0 6.63
T0.25 4.33
T0.5 2.57
T0.75 2.61
T1 7.10
3.4 Translational Temperature and Species Con-
centration
At each spatial location, data are recorded over a small frequency range. This includes
raw PMT signals (SPMT ) and laser pulse energies (Ep) for both the ICP and MDFR.
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The signal is normalized to SLIF by dividing the PMT signal by the pulse energy
squared for two-photon excited species (O and N atom) and the pulse energy for
single-photon excited species (NO). A typical laser scan used for atomic nitrogen can
be seen in Fig. 3.6. The top graph shows the normalized ICP signal and the bottom
is the normalized MDFR scan. Both scans are fitted with a Gaussian curve.
Figure 3.6: Typical LIF traces in the ICP and flow reactor.
The total line widths, ∆νTot, expressed as Full Width Half Max (FWHM) are
assumed to be the result of solely thermal (Doppler) broadening, ∆νDopp, and laser
line width broadening, ∆νLaser. It should be noted, collisional broadening is often
ignored at low pressures, as in the FR (0.1-0.6 torr at 300 K), and high temperatures,
as in the ICP (2000-7000 K at 160 torr). Both Doppler and laser broadening follow
a Gaussian distribution, and their squares can be summed to calculate the total line
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widths in the ICP (Eqs. 3.6) and FR (3.7). A constant, α, is 1 for single-photon
processes and 2 for two-photon processes.
(∆νTot,ICP )
2 = (∆νDopp,ICP )
2 + α(∆νLaser)
2 (3.6)
(∆νTot,FR)
2 = (∆νDopp,FR)
2 + α(∆νLaser)
2 (3.7)
With a known temperature and pressure in the FR, the Doppler width is calculated
by,
∆νDoppler =
ν0
c
√
2kbT
Mi
= ν0 ∗ 7.162× 10−7
√
TFR
M
(3.8)
where ν0, is the center wavelength in wave-number, M, the mass of target specie
i, kb, is the Boltzmann constant, c, is the speed of light, and T is the flow reactor
temperature. The laser line width was calculated from the total and doppler widths in
the FR. With the newly acquired laser line width and measured total line width in the
ICP, the doppler width and subsequent temperature within the ICP was computed.
The relationship between line widths to calculate temperature is shown in Eq. 3.9.
TICP =
M
(ν0 ∗ 7.162× 10−7)2
[
(∆νTot,ICP )
2 −
(
(∆νTot,FR)
2 − (∆νDopp,FR)2
)]
(3.9)
The temperatures for N and O atoms can be calculated easily using the above
relations, because the MDFR is operating while the ICP torch facility is powered.
The PMT signals and laser pulse energies are collected simultaneously for both the
ICP and MDFR. However, this is not the case when conducting the NO scans. For
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the NO transition probed in the ICP, there is no signal at room temperature in
the MDFR. To overcome this problem a scan is done in the flow reactor at room
temperature to probe a different, well-populated transition. This is post-processed
and produces the laser line width for the NO specie for the transition of interest. The
ICP scan for the NO specie is then conducted. Again, PMT signals as well as laser
pulse energies are recorded. Using the laser line width from the FR scan and the data
from the ICP scan, the temperature for NO scan in ICP can be calculated using the
equations presented in Section 3.4.
Relative number densities can be determined from the spectral integrals of the
LIF signal. Since the number density is proportional to the spectral integral of the
LIF signal, it is expressed as;
n ∝
∫
SPMT
E2p
P√
T
(ω)dω × f(T )−1 = A
(
P√
T
)
f(T )−1 (3.10)
Nitrogen atom has shown to be the simplest as it is directly proportional to the
integrated signal that has been normalized by the the laser pulse energy squared:
nN ∝
∫
SPMT
E2p
P√
T
(ω)dω × fN(T )−1 (3.11)
where nN is the nitrogen atom number density, SPMT is the PMT signal, Ep is the
laser pulse energy and ω is the wavelength range of integration. Collisional quenching
is accounted for by including the temperature dependence ( P√
T
). Since the ground
state for N atom is a singlet, the temperature dependent term for N atom fN(T ) = 1.
The approaches for oxygen (Eq. 3.12) and nitric-oxide (Eq. 3.13), while similar to
nitrogen, require an additional factor to account for the population distribution in the
lower state, represented by f(T). This temperature dependent correction term of the
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transition lower state is assumed to follow a Boltzmann distribution. Additionally,
NO is normalized by only the first power of the pulse energy because it is a single-
photon process.
nO ∝
∫
SPMT
E2p
P√
T
(ω)dω × fO(T )−1 (3.12)
nNO ∝
∫
SPMT
Ep
P√
T
(ω)dω × fNO(T )−1 (3.13)
For O atom the correction term accounts for the a triplet feature being used. The
strongest of these, J ′′ = 2, discussed previously in Section 2.4, was used in this study
and shown in Eq. 3.16.
f0(T ) =
5
5 + 3e−228.75/T + e−326.59/T
(3.14)
For NO molecules, the correction term must account for the larger number of
possible energy levels (vibrational and rotational modes) and therefore a Boltzmann
distribution of the ro-vibrational levels was used,
fNO(T ) =
N(J ′′)
Qrot
.
N(ν ′′)
Qvib
(3.15)
fN0(T ) =
2(2J ′′ + 1)e(−ν
′′θν−J ′′(J ′′+1)θr)/T
Qtot(T )
(3.16)
where, θr and θv represent the characteristic rotational and vibrational temperature
(2.5 K and 2740 K, respectively for NO).34 A temperature dependent model for the
total partition sum for NO (Qtot(T )) is derived from a fit to data from the HITRAN
2004 database.35 The resulting expression is a 3rd-order polynomial fit.
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Qtot(T ) = −41.817 + 3.648T + 0.00116T 2 + 1.1396× 10−7T 3 (3.17)
It should be noted that the HITRAN 2004 data only spans a range from 100 K
to 3000 K but has been extrapolated for cases up to 7000 K. Uncertainty from this
extrapolation is not expected to have a considerable impact due to nitric oxide tem-
peratures measured largely between 2000 K - 4000 K.
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Chapter 4
Investigation of Equilibrium in
Plasma Torch
4.1 Local Thermodynamic Equilibrium
Local Thermodynamic Equilibrium (LTE) is a condition where there are a sufficient
number of collisions to ensure particle (atom or molecule) energy level populations
exhibit an equilibrium distribution.14 This is not a complete equilibrium condition;
rather, it is in quasi-equilibrium. One of the most important things to assess in the
UVM ICP facility is whether or not the conditions at the quartz tube exist are in
LTE. One way to check this is by using Chemical Equilibrium Analysis (CEA) for
the mixtures tested at the exit of the quartz tube to compare with experiments at
each radial location.
The integrated LIF signal (area) is proportional to the number density of the
probed species. For a constant pressure across the jet, the total number density from
the ideal gas equation of state just becomes;
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ntotal =
P
kbT
(4.1)
where; kb is Boltzmann’s constant, P is pressure and T is temperature. Note that
while pressure is nearly constant across the jet, temperature variation causes the total
number density to vary radially.
Boundary layer surveys were conducted to obtain a radial distribution of temper-
ature from spectral line shape analysis, and relative species density form integrated
LIF signals. A fit to the temperature distribution is calculated and the fitted tem-
perature is used to account for the temperature dependence of the species LIF signal
as shown below.
n ∝
∫
SPMT
E2p
P√
Tfit
(ω)dω × f(Tfit)−1 = A
(
P√
Tfit
)
f(Tfit)
−1 (4.2)
Relative mole fractions are calculated from these values and normalized to a radial
position.
χrelative =
nspecies
ntotal
(4.3)
The normalization is done to a position with the maximum signal level.
χrelative,Norm =
nspecies/ntotal
nnorm/ntotal,norm
(4.4)
This study was conducted for three different target LIF species; Oxygen atom,
Nitrogen atom and Nitric-Oxide molecule. Measurement results were compared to
the species mole fraction distribution from CEA for the same test conditions.
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4.1.1 Temperature Measurements at Quartz Tube Exit
Radial scans were conducted for each of the probed species (N atom, O atom and NO
molecule) to determine species temperature distribution across the quartz tube exit.
Raw PMT signals (SPMT ) and laser pulse energies (Ep) for both the ICP and MDFR
were recorded (section 3.4) at 1-2 mm increments from the center of the quarts tube
radially outwards. The signal is normalized to SLIF by dividing the PMT signal by
the pulse energy squared for two-photon excited species (O and N atom) and the
pulse energy for single-photon excited species (NO). The temperature is determined
for each of the radial location using Eq. 3.9 for each species.
Figure 4.1 represents a typical LIF scan for an oxygen atom as well as the resultant
temperature for an Air plasma condition. The top plot shows the normalized and
fitted flow reactor LIF signal and the bottom plot shows the normalized and fitted
ICP LIF signal collected at 7 mm from the exist of the quartz tube. The temperature
gotten from this can was approximately 6560 K.
43
Figure 4.1: Normalized flow reactor and ICP LIF scan for O atom in an Air plasma.
In Figure 4.2 is presented a typical LIF scan for a nitrogen atom as well as the
resultant temperature for an Air plasma condition. Again, the plot on top shows
the normalized and fitted flow reactor LIF signal and the bottom plot shows the
normalized and fitted ICP LIF signal collected at 7 mm from the exist of the quartz
tube. N atom temperature for this scan was determined to be approximately 6710 K
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Figure 4.2: Normalized flow reactor and ICP LIF scan for N atom in an Air plasma
Figure 4.3 presents a LIF scan for a nitrogen oxide molecule and the temperature
for an Air plasma condition. In this case, since there wasn’t a FR scan recorded when
the ICP scan was collected, the plot on top shows an empty back flow reactor LIF
signal and the bottom plot shows the normalized and fitted ICP LIF signal collected
at 7 mm from the exist of the quartz tube. The calculated temperature for this NO
scan was determined to be approximately 3128 K.
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Figure 4.3: Normalized ICP LIF scan for NO molecule in an Air plasma
A comparison of the temperature distribution for each specie is presented below;
As can be seen in Fig. 4.4 data was recorded at 2 mm increments. Zero is the center
of the quartz tube and is indicated with red dotted line. Data was collected in the
radial direction. The dotted line on the right side of the figure indicates the quartz
tube edge from the center. Signal from N atom can be detected from the temperature
in the middle of the plasma until about 10 mm out and afterwards, the temperature
is too low to form N atoms. NO is detected starting from about 8 mm from the center
of the jet, the temperature at the jet center is too high for NO formation. O atoms
are detected over the range of the scan.
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Figure 4.4: Radial Temperature distribution comparison at 30 SLM Air and 10 SLM
Ar plasma
Fig. 4.5 also shows the species temperature distribution comparison but in full
Air (40 SLM) plasma. N atoms are detected from the center of the jet to 12 mm
out. NO molecules are detected from 10 mm out to about 22 mm out, this is possible
because data was collected at 7 mm above the quartz tube exit, there is possible flow
re-circulation occurring at the edge of the jet. O atoms are detected from the middle
of the jet until about 18 mm out.
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Figure 4.5: Radial Temperature distribution comparison at 40 SLM Air plasma
For both comparisons presented above, some of the scans were repeated for the
same radial location either because of laser energy level or specie signal level. O
atom scans conducted, have a good signal-to-noise ratio because of the SFM scheme
implemented. One of the benefits of the SFM scheme has been a narrower laser
line width which has improved the precision of our LIF measurements. Due to the
narrower laser line width, the SFM scheme is less broad than the old THG scan.
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Additionally, it resolves the hyperfine structure of the 2p3P ← 3p3P triplet transition
of atomic oxygen more clearly. However, the signal to noise ratio for the NO scans
were not as good as that of the O atom.
Uncertainty Analysis
Uncertainty analysis was performed on the determined temperature and species mole
fraction distribution. The uncertainty associated with the LIF temperature measure-
ments was determined using the method discussed below. The raw PMT fluorescence
signal collect has a total of 1000 data points, the data is then normalized and fit-
ted with a Gaussian curve to determine the temperature as explained in Section 3.4.
To determine the temperature uncertainty, every fifth data point was selected start-
ing with the first data point and then fitted with a Gaussian curve to determine a
temperature value. This was repeated for second, third, fourth and fifth data point
considering them as the start of the new data set and counting only every fifth data
point after that one. This gives five different temperature values which are then aver-
aged. The standard deviation is also determined from these temperature, this reflects
the level of uncertainty associated with the temperatures.
Table 4.1: Uncertainty Analysis for 40 SLM of Air Plasma Condition
Probed Species ∆T/T¯ T (K) ∆χ/χ¯ χ
O atom 0.0260 ±171 0.0433 ±6.0674×10−3
N atom 0.0632 ±380 0.1469 ±4.5266×10−3
NO molecule 0.1179 ±506 0.2637 ±4.4080×10−3
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Table 4.2: Uncertainty Analysis for 30 SLM Air & 10 SLM Ar Plasma Condition
Probed Species ∆T/T¯ T (K) ∆χ/χ¯ χ
O atom 0.0370 ±230 0.0658 ±1.0406×10−3
N atom 0.0584 ±383 0.0928 ±2.1924×10−3
NO molecule 0.1334 ±495 0.2744 ±3.0199×10−3
As a result of the uncertainty associated with N atom temperatures as well as the
NO molecule temperature, the temperatures determined from the O atom radial scans
were used in the next section to determine how close the CEA species relative mole
fraction distribution compares with the measured mole fraction distribution from the
ICP. This is a valid approach because the plasma temperature should be the same
for each specie radial scan as long as the facility settings are the same.
4.1.2 Mole fraction distribution in Full Air Plasma
Figure 4.6 represents the CEA study conducted full air plasma (79% Nitrogen and
21% Oxygen) over temperatures ranging from 500 K - 10900 K.The broken lines
on the figure represents the lower and upper temperature bands from the ICP. It
is observed that N2 dissociation begins at about the 3500 K while, O2 dissociation
begins within at 2000 K. Nitrogen and Oxygen dissociate to form Nitrogen atoms and
Oxygen atoms respectively. NO molecule formation begins at about 2000 K.
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Figure 4.6: Species Mole Fraction Determined from CEA as a function of Temperature
in pure Air
In the ICP facility, the temperature is higher in the center of the jet, and decreases
as the outside of the quartz tube is approached. The CEA study suggests that for
full air plasma, Oxygen and Nitrogen molecules are strongly dissociated at center-line
temperature. Oxygen atom, stays relatively constant for the temperature in the center
of the jet and starts to drop off at about 3500 K. Nitrogen atom is mostly present at
the center of the plasma and should quickly drop off as temperature decreases near
the perimeter. Nitric-oxide appears to have a donut shaped specie population across
the diameter of the quart tube. The temperatures in the center of the plasma is too
high to form NO, but as the temperature decreases to about the 4000 K - 5000 K
range, the formation of NO begins and then drops off as the temperature approaches
2000 K.
For the relative species mole fraction presented below, the ICP temperature dis-
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tribution and species number number density is calculated as discussed in sec. 3.4.
The relative species mole fraction is determined from the species number density as
discussed in sec. 4.1. A fit was applied to the measured O atom temperatures. The
fitted O atom temperatures was used in the calculations for all species number density
distributions. The bottom plot of the relative species mole fractions shows the fitted
values of the measured O atom temperature.
Oxygen Atom
Figure 4.7 represents the comparison of ICP and CEA relative O atom mole fraction
distribution across the quartz tube. The comparison between the study from CEA
and the experiment conducted in the ICP facility for a pure air plasma shows good
agreement. They both show relatively constant specie mole fraction for the temper-
atures in the middle of the jet, out to about 12 mm from the center of the jet and
then gradually drop off. Both data sets were normalized and the normalization was
done to the their respective maximum values. This makes the maximum displayed
relative species mole fraction distribution value 1.
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Figure 4.7: Top: Comparison of ICP and CEA relative O atom mole fraction as a
function of distance from plasma jet center, Bottom: O atom ICP Temperature as
a function of distance from plasma jet center(in pure air)
Nitrogen Atom
Figure 4.8 represents the comparison of ICP and CEA relative N atom mole fraction
distribution across the quartz tube in pure air plasma. This comparison also shows
good agreement. They both follow the same trend, staying relatively about the same
species population density until about the temperature experienced at about 4mm
from the center of the jet then gradually drops off. N atom was not detected beyond
12 mm. Values for this comparison were also normalized to respective max for each
data set.
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Figure 4.8: Top: Comparison of ICP and CEA relative N atom mole fraction as a
function of distance from plasma jet center, Bottom: O atom ICP Temperature as
a function of distance from plasma jet center(in pure air)
Nitric-Oxide Molecule
Figure 4.9 comparisons between ICP and CEA relative NO mole fraction distribution
in pure air plasma. This comparison shows a pretty good agreement as well, but it
also shows that NO in the ICP is higher than CEA from about 12 mm, while the O
atom in ICP is lower when compared to CEA at these locations. This might indicate
some degree of non-equilibrium. NO molecule is not detected from the center of the
jet to about 8 mm from the center of the jet. Again, Values for this comparison were
also normalized to respective max for each data set.
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Figure 4.9: Top: Comparison of ICP and CEA relative NO molecule mole fraction
as a function of distance from plasma jet center, Bottom: O atom ICP Temperature
as a function of distance from plasma jet center(in argon-air mixture)
4.1.3 Mole fraction distribution in 30 SLM Air and 10 SLM
Ar Plasma
Figure 4.10 shows species mole fraction from the CEA study conducted with reacting
gas as 75% air and 25% argon over temperatures ranging from 500 K - 10900 K. N2
dissociation begins at about 3000K while O2 dissociation begins at about 2000 K.
Argon stays relatively constant as it is an inert gas. Oxygen atom and NO formation
begin within the 2000 K - 3000 K range. This study shows that for a reacting gas with
75% Air and 25% Argon condition, Oxygen atom population density stays relative
constant for the temperature in the center of the jet and starts to tail off at about
3500 K. Nitrogen atom again is mostly populated at the center of the plasma and
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quickly drops off. Nitric-oxide appears to basically the same as in full air condition.
The temperatures in the center of the plasma are too high to form NO, but as the
temperature decreases to about the 4000 K - 5000 K range, the formation of NO
begins and then drops off as the temperature approaches 2000 K.
Figure 4.10: Species Mole Fraction Determined from CEA as a function of Tempera-
ture in Argon-Air mixture
Oxygen Atom
In Figure 4.11 is a comparison between ICP and CEA relative O atom relative mole
fraction distribution in an argon-air plasma. This comparison shows an overall good
agreement. They both show relatively constant specie mole fraction for the tempera-
tures in the middle of the jet, out to about 14 mm from the center of the jet then the
measured and calculated relative mole fractions gradually decreases. Both data sets
were normalized and the normalization was done to the their respective maximum
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values
Figure 4.11: Top: Comparison of ICP and CEA relative O atom mole fraction as a
function of distance from plasma jet center, Bottom: O atom ICP Temperature as
a function of distance from plasma jet center(in argon-air mixture)
Nitrogen Atom
The comparison presented in Figure 4.12 is between the CEA computed relative N
atom mole fraction with values measured in the ICP facility for an argon-air mixture.
They both follow the same trend, and gradually drop off from the center of the jet.
Overall, this comparison also shows good agreement. N atom was not detected beyond
10 mm from the center of the jet.
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Figure 4.12: Top: Comparison of ICP and CEA relative N atom mole fraction as a
function of distance from plasma jet center, Bottom: O atom ICP Temperature as
a function of distance from plasma jet center(in argon-air mixture)
Nitric-Oxide Molecule
In Figure 4.13 the relative species mole fractions from the ICP show a decent agree
with the computed results from CEA. There is a good agreement from 10 mm to
about 16 mm from the center of the jet and then a some discrepancies in the 17 mm
to 18 mm range. NO molecule was not detected from the center of the jet to about
10 mm out. Again, normalization was done to respective maximum value for each
data set.
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Figure 4.13: Top: Comparison of ICP and CEA relative NO molecule mole fraction
as a function of distance from plasma jet center, Bottom: O atom ICP Temperature
as a function of distance from plasma jet center(in argon-air mixture)
4.2 Total Flow Energy Comparison
In addition to temperature, the enthalpy and total energy of the free stream flow can
be determined. Temperature is a generalized aspect of the flow, describing the the
molecular behavior of the plasma, but it does not fully characterize the conditions of
the flow. By determining the enthalpy, and eventually the total energy, the flow con-
ditions can be better characterized. In this section, the total flow energy is calculated
two different ways and then compared. The flow conditions can also be compared
to other facilities’ enthalpy conditions. The first method is the Enthalpy integration
approach and the the second is the power supply approach.
59
4.2.1 Enthalpy Integration Approach
The total energy of the plasma can be determined from the enthalpy, density and the
velocity. Determining the total flow energy requires the calculation of the velocity
distribution profile of the free stream plasma. One must know the composition (total
mass flow rate) and properties (density) of the plasma to compute the distribution
of the velocity profile. To determine the properties of the plasma, the experimental
condition was simulated in CEA and generated properties of the free stream plasma at
equilibrium. The enthalpy and density distributions were determined by interpolating
from CEA for the temperatures obtained from LIF measurements as a function of the
radial distance from the center of the quartz tube. The total enthalpy flow rate (H˙)
of the free stream plasma can be determined using Equation 4.6
H˙int =
∫ 2pi
0
∫ R
0
h(r)ρ(r)U(r)rdrdθ (4.5)
Where h(r), ρ(r) and U(r) are the specific enthalpy, density and velocity distributions
of the free stream plasma respectively, while r is the radial position from the center
of the quartz tube. Assuming that the plasma is axisymmetric then;
∫ 2pi
0
dθ = 2pi
H˙int = 2pi
∫ R
0
h(r)ρ(r)U(r)rdr (4.6)
The only unknown in the above equation is the velocity distribution. To determine
the U(r), the average density and velocity are calculated;
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ρ¯ =
2pi
Aquartz
∫ R
0
ρ(r)rdr (4.7)
where; Aquartz is the cross-sectional area of the quartz tube;
Aquartz = piR
2
U¯ =
m˙measured,total
ρ¯Aquartz
(4.8)
where
m˙measured,total =
n∑
i=1
ρSTP,iV˙i
here; ρSTP,i is the density at standard temperature and pressure (STP) of a plasma
gas i, V˙i is the volumetric flow rate of gas i and n is the number of gases in the plasma.
After determining the average velocity from the total mass flow rate measured, the
average density and the cross-sectional area of the quartz tube, this is the equivalent
area under the velocity distribution curve. Therefore, the average velocity can be
expressed as;
U¯ =
2pi
Aquartz
∫ R
0
U(r)rdr (4.9)
Knowing the density and temperature distribution, we can assume a parabolic
distribution for velocity profile. Therefore assuming;
U(r) = αr2 + βr + γ (4.10)
Some of the properties of the velocity profile are; Because the flow is laminar and
subsonic, the velocity is zero at the quartz wall. Therefore, it is reasonable to assume
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the velocity peaks at the center and reduces as it approaches the quartz tube wall.
U(0) = Umax = γ
If γ is the peak velocity, α and β can be determined as follow; Previous work has
been done to determine the peak velocity,8 Umax ≈ 152 m/s. Evaluating U(r) at the
quartz tube wall (r = R);
γ − βR− αR2 = 0⇒ βR + αR2 = γ (4.11)
Therefor;
α =
γ − βR
R2
From U¯ ;
U¯ =
2pi
Aquartz
∫ R
0
(γ − βr − αr2)rdr = 2pi
Aquartz
(
γR2
2
− βR
3
3
− αR
4
4
)
(4.12)
2
3
βR +
1
2
αR2 = γ − U¯ (4.13)
Solving equations 4.11 and 4.13 simultaneously yields;
β =
6
R
(
γ
2
− U¯
)
Therefore;
α =
2
R2
(
3U¯ − γ
)
Substituting these constants into Equ 4.10 give an expression for the velocity profile
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as a function of radial position from the center of the quartz tube.
Figure 4.14: Plasma Jet Velocity Distribution as a function of radial distance (in full
air plasma)
Figure 4.14 represents the plasma jet velocity distribution in a full air plasma.
The velocity was calculated from the plama properties and then fitted with a second
order polynomial. The fitted values were used in Equation 4.6 to determine the total
enthalpy flow rate. To verify the velocity profile, the measured mass flow rate was
compared to the integrated mass flow rate.
That is;
m˙total = 2pi
∫ R
0
ρ(r)U(r)rdr
The determined velocity profile was substituted into equ 4.6 to determine the total
enthalpy flow rate of the free stream plasma.
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4.2.2 Power Supply Approach
In the previous section, the total enthalpy flow rate of the plasma was derived and
calculated using known plasma flow characteristics and experimentally collected val-
ues. A secondary approach using the conditions of the facility power supply can be
used to validate the analysis of the previous method.
The total power output of the power supply can easily be calculated from the plate
current and voltage. The total power output is not transferred in full to the plasma.
Energy is lost in the form of heat transfer, radiation, and facility cooling. With the
plate amperage, voltage and the total power transfer coefficient of the power supply
the total power transferred to the plasma can be determined. The total power transfer
coefficient of the power supply η was determined to be 0.3 in previous studies.10
P = H˙ICP = ηtotalVplateIplate (4.14)
The total enthalpy flow rate was evaluated from equation 4.6 and 4.14 for both
plasma conditions and compared in Table 4.3. The maximum and average species
enthalpies were also determined. In Table 4.3 H˙int is the total enthalpy flow rate
determined from the enthalpy integration approach and H˙ICP is determined from the
power supply approach.
Table 4.3: Flow characteristics of the different plasma conditions
Plasma Condition hmax[MJ/kg] h¯[MJ/kg] H˙int[kW] H˙ICP [kW]
40 SLM of Air 26.91 12.79 10.68 7.92
30 SLM Air & 10 SLM Ar 26.25 8.57 7.76 7.86
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The comparison of the total enthalpy flow rate in the plasma shows pretty good
agreement for the 30 SLM Air & 10 SLM Ar plasma condition. The total enthalpy of
the plasma which was determined from the plasma flow properties was 10.68 kW for
40 SLM of air and 7.76 kW for 30 SLM Air & 10 SLM Ar. However, the total enthalpy
determined from the ICP power supply was 7.92 kW for 40 SLM of air and 7.86 kW
for 30 SLM Air & 10 SLM Ar. The integrated enthalpy approach when compared to
the Lapel power supply approach gave a difference of about 1% but was about 25%
for the 40 SLM of Air plasma condition. This led to a power supply coefficient study
in Section 5.4.
4.3 Local Thermodynamic Equilibrium Calcula-
tions
In the case of the UVM ICP facility, based on the studies conducted in Section 4.1,
it can be concluded that the plasma flow is likely to be in equilibrium with itself but
not with its surroundings, therefore in an LTE state. That means, the conditions of
the plasma are based solely on local collisions between particles, and the atomic and
molecular state populations are in their equilibrium levels.17
At LTE the distribution of atoms and molecules over the available energy levels
are governed by the Boltzmann distribution. The equation for the electronic state
Boltzmann distribution at LTE temperature is;
ni
no
=
gi
QElec
exp
( −εi
kBTLTE
)
(4.15)
In this equation ni, gi, and εi are the number density, degeneracy, and energy level
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of electronic state level i respectively. The ground state number density is no and
QElec is the electronic partition function. The other factors, kB and TLTE, are the
Boltzmann constant and LTE temperature respectively.18
ni
gi
=
no
QElec
exp
( −εi
kBTLTE
)
(4.16)
For Argon QElec = g0 and g0 = 1. The electronic partition function for an atom
whose next energy level lies considerably above the ground state level is represented
by go .
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This relation provides an estimate of an emitting state number density, where the
subscript is now changed to u to designate the upper state of a radiative transition.
nu =
guexp
(
−εu
kBTLTE
)
g0
ns (4.17)
where gu is the upper state degeneracy, εu the upper state energy.
The consideration of a LTE condition is key the ICP torch. It implies that the
plasma is close to an equilibrium state before coming in contact with the test article.
This simplifies the mathematical and spectroscopic analysis of the interactions that
occur between the pyrolysis gases and the plasma flow. It also leads to less complex
and time consuming computer simulations of the phenomena seen in the facility.
Previous work has been done in the UVM ICP facility with full Nitrogen plasma
and it was found that these are not in a LTE state.25 Work has also been completed
by Tillson which suggests that pure Argon plasma, as well as other plasma diluted
with Argon, are in a LTE state. The data gathered for this study also included free
stream measurements of Argon plasma. These data were analyzed using the emission
spectroscopy LTE analysis developed by Tillson.17 This technique is described in the
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section below.
4.4 Emission Spectroscopy
A tool that can be used to analyze and determine if the plasma is in an LTE state
is emission spectroscopy. Emission data, after calibration, is presented in terms of
intensity with unitsWcm−2µm−1sr−1 also known as spectral radiance. The integrated
intensity of a spectral feature can be used to find the number density of the upper
state of the transition via the following equation.18
E
[ W
cm3sr
]
=
nuAul∆εul
4pi
(4.18)
In this equation Aul is the Einstein coefficient and ∆εul is the difference between
the upper and lower transition energy levels. The transition energy level (ε) is given
by the equation:
εi = hcυi (4.19)
where h is Plancks constant, c is the speed of light and υ represents frequency. The
integrated intensity can be found using the following equation where l is the emission
path-length (2.54 cm in the UVM ICP facility).
E =
∫ λ2
λ1
I
l
dλ (4.20)
Combining Equations (4.19) and (4.20) with Equation (4.18) and solving for the
upper number density leads to the following equation:
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nu =
4pi
Aul
∫ λ2
λ1
I
l
dλ
hc(υu − υl) (4.21)
The final piece of the puzzle is the total number density ns. Under the LTE
assumption, the total number density of a species can be found using the ideal gas
law.
ns = χs
P
kBTLTE
(4.22)
Where χs is the mole fraction of the species in question and P is the pressure.
Substituting this equation into Equation (4.17) gives a second equation for the upper
state number density dependent only on the LTE temperature.
nu =
guexp
(
−hcυu
kBTLTE
)
go
χsP
kBTLTE
(4.23)
Setting the two equations for upper state number density equal to each other and
rearranging so the temperature terms are on the same side leads to the following
equation:
TLTEexp
( −hcυu
kBTLTE
)
= χAr
gu
Q
P
kB(106)
Aulhc(υu − υl)
4pi
∫ λ2
λ1
I
l
dλ
(4.24)
This equation cannot be solved algebraically but can be solved numerically using
software such as MATLAB. For argon emission line analysis using the LTE approach,
the mole fraction is available from the volumetric flow rates of the plasma gases
(see Appendix A). With that known, the LTE temperature is the only unknown
and solving the equation is fairly straightforward. The factor of 106 is introduced in
order to convert m3 into cm3 and align the units. This method will produce a path
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averaged LTE temperature across the entirety of the the plasma jet based on the
emission signal gathered. It is best used for free stream measurements as there are no
outside reactions occurring, nor are external contaminates being introduced into the
flow which could effect the emission signal. The method and final equation presented
above are used in the next chapter to further analyze the test conditions and verify
the LTE temperatures of different conditions.
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Chapter 5
Characterization of the Facility
5.1 LTE Temperature Analysis of Test Condi-
tions
The understanding and characterization of the flow conditions with the UVM ICP
facility is important for multiple reasons. It helps validate results produced by the
lab, enables better comparisons with other facilities, and allows future CFD models
of the facility to obtain a higher level of accuracy. In this section, the same LTE
temperature analysis approach that was used by Tillson and Martin is applied to free
stream data collected at 7 mm above the exit of the quartz tube and at the nominal
2 mm location off the sample surface during gas injection tests. The temperatures and
their associated uncertainties are presented as well as the emission data associated
with the measurements.
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5.2 Emission Based Temperature Analysis and Sen-
sitivity
As stated above, the emission data gathered from the exit of the quartz tube and
during gas injection tests can also be used to further validate results of the free
stream flow temperature of the Argon and Argon diluted plasma conditions used for
the tests. These temperatures are based on the LTE temperature analysis described
in the previous chapter. The LTE analysis was applied to a pure Argon plasma,
dilute Nitrogen plasma, and dilute air plasma. Equation (4.24) was solved for the
LTE temperature using a MATLAB solver with the constants presented in Table 5.2.
For each argon transition used in this analysis, the relevant spectroscopic constants
are shown in Table 5.1.
Table 5.1: Argon Spectroscopic Constants and Energy Levels.27,17
λ(nm) go gi Aul(sec
−1) υu(cm−1) υl(cm−1)
738 1 5 8.47 × 106 107299 93751
763 1 5 2.45 × 107 106238 93144
772 1 3 1.17 × 107 107496 94554
794 1 3 1.86 × 107 107132 94554
912 1 3 1.89 × 107 104102 93144
5.2.1 Measurement near quartz tube exit
The LTE analysis for the data collected near the exit (7 mm) of the quartz tube
is presented below. Figures 5.1 to 5.4 show the calibrated emission spectrum with
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calculated argon line temperatures in different argon-air plasma.
Figure 5.1: Calibrated emission spectrum with calculated Argon temperatures for a
40 SLM Ar plasma at 7 mm above the quartz tube
Figure 5.2: Calibrated emission spectrum with calculated Argon temperatures for a
40 SLM Ar & 2 SLM Air plasma at 7 mm above the quartz tube
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Figure 5.3: Calibrated emission spectrum with calculated Argon temperatures for a
35 SLM Ar & 5 SLM Air plasma at 7 mm above the quartz tube
Figure 5.4: Calibrated emission spectrum with calculated Argon temperatures for a
30 SLM Ar & 10 SLM Air plasma at 7 mm above the quartz tube
Averaging the temperatures of the five probed features for each individual case
gives an estimate of the flow temperature for each condition and their values are
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shown in Table 5.2. The enthalpies were determined by running CEA at the facility
condition for each of the cases. It shows that as the amount of air present the plasma
increases, the enthalpy of the flow also increase. The average temperatures calculated
across the cases were: 8406 K for pure Argon, 7710 K for the 40 SLM Ar & 2 SLM
Air plasma condition, 6662 K for the 35 SLM Ar & 5 SLM Air plasma and for the 30
SLM Ar & 10 SLM Air case the temperature was determined to be 6217 K. Again,
these temperature values represent the average along the line of sight through the
plasma, where gradients may be present. The University of Michigan uses data from
the UVM plasma lab collected at the 2 mm nominal location, and then back calculate
to determine the conditions at the exit of the quartz tube.4 This will provide better
understanding of the exit conditions of the facility. The temperatures determine here
were also used in Section 5.4 to determine the power supply coefficient at the various
plasma conditions.
Table 5.2: Mean and Standard Deviation of the Temperature in each case.
Plasma Gas T¯ (K) S(K) Enthalpy[MJ/kg]
40 SLM Argon 8406 ±126 4.21
40 SLM Ar & 2 SLM Air 7710 ±90 5.68
35 SLM Ar & 5 SLM Air 6662 ±70 7.26
30 SLM Ar & 10 SLM Air 6217 ±58 8.84
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5.2.2 Measurement at 2 mm nominal location off the sample
surface
The spectrum and resultant temperatures for each test case are shown in Figures 5.5,
5.6 and 5.7. The figures below show one of those data sets for each case.
Figure 5.5: Calibrated emission spectrum with calculated Argon temperatures for a
pure Argon plasma.
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Figure 5.6: Calibrated emission spectrum with calculated Argon temperatures for a
dilute Nitrogen plasma.
Figure 5.7: Calibrated emission spectrum with calculated Argon temperatures for a
dilute air plasma.
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Table 5.3: Mean and Standard Deviation of the Temperature in each case.
Plasma Gas Mean Temperature(K) Standard Deviation(K)
40 SLM Argon 7903 ±123
40 SLM Ar & 2 SLM Air 6910 ±122
40 SLM Ar & 2 SLM N2 6621 ±102
The average temperatures calculated across the cases were: 7903 K for pure Argon,
6621 K for the dilute Nitrogen flow, and 6910 K for the dilute air flow. These
temperatures make sense in a physical sense, as energy is absorbed in the mixture
conditions by the dissociation of molecules. This energy absorption drives down the
temperature. Again, these temperature values represent the average along the line of
sight through the plasma, where gradients may be present. Currently, the uncertainty
of the LTE temperatures is estimated to be ± 200 K, which can be seen in Martin’s
work.21 The main contribution to the uncertainty comes from the calibration of the
spectrometer.
5.3 Temperature comparison of LIF and Spec-
trometer measurements
Directly comparing temperature measurements from LIF to measurements from spec-
tral data provides another means to characterize the ICP facility and verify the plasma
conditions during these experimental procedures. Figure 5.8 presents the free stream
spectrometer measurement as well as the temperature from the integrated argon line
for a 30 SLM Ar and 10 SLM Air plasma condition.
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Figure 5.8: Free stream spectrometer measurements of 30 SLM Ar and 10 SLM Air
plasma at 7 mm above the exit of the quartz tube
For the case of 30 SLM Argon and 10 SLM Air plasma the emission data were ac-
quired at 7 mm above the exit of the quartz tube and the average temperature was
determined to be 6187 K and a standard deviation of 74 K between the probed fea-
tures.
Figure 5.9 presents a LIF scan for an oxygen atom as well as the resultant tem-
perature for a 30 SLM Ar and 10 SLM Air plasma condition. The top plot shows
the normalized and fitted flow reactor LIF signal and the bottom plot shows the
normalized and fitted ICP LIF signal collected at 7 mm from the exist of the quartz
tube.
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Figure 5.9: Free stream O atom LIF scan for a 30 SLM Ar and 10 SLM Air plasma
at 7 mm from the exit of the quartz tube
The ICP LIF signal was post-processed and the temperature of O atom was deter-
mined to be 5945 K ± 270 K. These two independent Temperature measurements
agree to within 4% difference.
5.4 Power supply coefficient
The power supply is a Lepel Model T-30-3-MC5-J-TL1 induction heating generator
that delivers up to 30 kW of radio frequency (RF) energy at a frequency between
2.5-3 Mhz. It is rated for continuous duty and was re-engineered from its original
application as a fiber optic furnace to work for plasma generation. The power supply
contains a primary saturable reactor control with silicon diode rectifier stacks. All
components are conservatively rated and a network of safety devices and warning
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lights are employed to protect both the operator and the equipment. The power
supply converts line voltage through a three phase plate transformer and rectifiers to
DC voltage. Plate power is controlled by varying this DC voltage level. A grid-tuned
plate oscillator converts the high voltage DC power to RF output power supplied to
the tank circuit. A proper tank circuit and the variable grid coil provide the flexibility
required for matching a wide variety of plasma conditions to the generator output.
The power supply has a maximum voltage of 12 kV, and as a result of the
impedance matching circuit the maximum current is 4.2 Amps, which produces 50kW
of power (Plapel). There are internal losses which results in a 40% power loss before
the power gets to the coils. Maximum power to the coil;
Pmax,coil = 0.6× Plapel
This means that the maximum power output to the coils is approximately 30 kW.
Even though the maximum power output to the coil is 30 kW, that’s not the amount
of power that is transferred to the plasma gases. To determine the power that is
transferred to the plasma gases, equation 5.1 is used.
P = H˙total,ICP = ηtotalVplateIplate (5.1)
The total power output of the power supply can easily be calculated from the plate
amperage and voltage. As stated above, the total power output is not transferred in
full to the plasma. Energy is lost in the form of heat transfer, radiation, and facility
cooling. With these parameters, the power transfer coefficient of the power supply
(ηtotal) can be determined.
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ηtotal =
H˙total,ICP
VplateIplate
(5.2)
Previous work has been done to determine the power supper coefficient (ηtotal ≈
0.3).10
But;
ηtotal = ηcoil · ηGas (5.3)
In this work, the effect of different gas flow rates on the total power supply coef-
ficient is studied and reported. This is done by using the Argon lines average LTE
temperatures determining from the spectrally resolved emission data, then calculat-
ing the total enthalpy. Note: For this study, different mixtures for the Argon Air
plasma was considered. The Air gas used in the lab for these experiments is 21%
Oxygen and 79% Nitrogen. The equation for the total enthalpy flux is;
Ptotal = H˙total = H˙Oxygen + H˙Nitrogen + H˙Argon (5.4)
H˙total = hO · m˙O2 + hN · m˙NO2 + hAr · m˙Ar (5.5)
Determining the total enthalpy requires the calculation of the thermal and dis-
sociation energies of the free stream plasma. The composition and characteristics of
the species in the plasma are used to compute the quantities of these enthalpies. The
thermal components of the enthalpies (hth) for specie i can be determined from;
hth,i = cp,i · T¯ (5.6)
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The total specific heat for diatomic gases is determined by summing the transla-
tional, rotational and vibrational contributions. The total specific heat capacity at
constant pressure for diatomic gases is shown in equ. 5.7
cp,diatom = R
(
7
2
+
[
Θv/2T
sinh(Θv/2T )
]2)
(5.7)
The contribution of 5
2
R accounts for the translational component of the specific heat
capacity, 2
2
R contribution accounts for the rotational component and the other terms
represent the vibrational component. However, after the CEA analysis done in sec-
tion 4.1.2 it shows that Oxygen molecule is completely dissociated at about 4000 K.
This mean the atoms now only have translational energy. Assuming both Oxygen
and Nitrogen are completely dissociated at the temperatures this analysis is being
conducted; The thermal components of the enthalpies of each specie is expressed as;
hth,O =
5
2
RO2T¯ (5.8)
hth,N =
5
2
RN2T¯ (5.9)
hth,Ar =
5
2
RArT¯ (5.10)
All three species only have the translational component contribution to the thermal
enthalpy.However, the enthalpies of Oxygen and Nitrogen includes the thermal energy
component as well as the dissociative energy component. To determine the total
enthalpy, first, the number densities at the known mole fractions for O2 and N2 are
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determined to affirm the plausibility of the conditions;
nO2 = χO2 ·
P
kBT¯
(5.11)
nN2 = χN2 ·
P
kBT¯
(5.12)
Once the condition has been validated, the per molecule mass of oxygen and nitrogen
are calculated.
mO2 =
MWO2
NA
(5.13)
mN2 =
MWN2
NA
(5.14)
MWi is the molecular weight of specie i, and NA is Avogadro’s number, 6.022 × 1023
particles per mole. The masses are then used to determine dissociation enthalpies
(hD) in a per mass measure. The masses of Nitrogen and Oxygen are divided by
a factor of 2 as this account for the fact the molecules have dissociated in atoms.
However, the dissociation energy is also divided by the same factor for the same
reason and these cancel out in the equation. The dissociation enthalpies are found
using the characteristic dissociation temperatures for Oxygen and Nitrogen, which
are 59,500 K and 113,000 K respectively.34 This value is transformed to Joules by the
Boltzmann constant.
hD,O =
Θd,OkB
m0
(5.15)
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hD,N =
Θd,NkB
mN
(5.16)
Θd,i is the characteristic temperature for dissociation for specie i.
To find the enthalpy flux, or total power, from these enthalpies, the mass flow of
the gases are next determined. The densities, ρ, are determined at STP with each
species respective gas constant (RAr = 208.1 J/kg · K, RO2 = 259.82 J/kg · K, RN2
= 296.99 J/kg · K).
m˙Ar = ρArV˙Ar =
PSTP
RArTSTP
V˙Ar (5.17)
m˙O2 = ρO2V˙O2 =
PSTP
RO2TSTP
V˙O2 (5.18)
m˙N2 = ρN2V˙N2 =
PSTP
RN2TSTP
V˙N2 (5.19)
m˙total = m˙02 + m˙N2 + m˙Ar (5.20)
The total enthalpy flux of each specie is determined by summing the thermal and
dissociative energy components and then multiplying by the mass flow rate of that
specie.
H˙O =
(
hth,O + hD,O
) · m˙O2 (5.21)
H˙N =
(
hth,N + hD,N
) · m˙N2 (5.22)
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H˙Ar = hth,Ar · m˙Ar (5.23)
As shown in equation 5.4 the total power is determined by summing the total
enthalpy flux contributions from Oxygen, Nitrogen and Argon.
H˙total = H˙O + H˙N + H˙Ar (5.24)
For different plasma gas combination, this power (Equ. 5.25) is compared with
the total power supplied from the power supply to determine the total power supply
coefficient (ηtotal).
htotal =
H˙total
m˙total
(5.25)
Table 5.4 shows the results for the power supply coefficient, total plasma energy
and also the total enthalpy comparison (calculated from plasma properties versus
determined from CEA for the same plasma condition).
Table 5.4: Power Supply Coefficient
Plasma Condition H˙total[kW] htotal[MJ/kg] hCEA[MJ/kg] ηtotal
40 SLM of Ar 4.58 4.36 4.21 0.33
40 SLM Ar & 2 SLM Air 5.63 5.16 5.68 0.38
35 SLM Ar & 5 SLM Air 6.53 6.44 7.26 0.41
30 SLM Ar & 10 SLM Air 9.15 9.37 8.84 0.52
From the result found in Table 5.4, there appear to a relationship between the
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efficiency of the power supply (how much power is transferred to the plasma gas)
and the plasma gas composition. For this section, the response of the power supply
coefficient to the change in plasma gas was studied. Analysis done for Argon and
Air plasmas are presented above. It appears, an increase in the Argon percentage
by volume in the plasma results in a decrease in the power supply efficiency. The
total enthalpy of the flow determined by dividing the total power by the total mass
flow rate. The calculated enthalpy was then compared to the enthalpy determined
using CEA for the same plasma conditions shown in table 5.2. The results of the
enthalpy comparison show pretty good agreement in values for the pure argon and
30 SLM Ar & 10 SLM Air mixtures, where the values differ approximately by 3 %
and 6 % respectively. However, for the 40 SLM Ar & 2 SLM Air and 35 SLM Ar &
5 SLM Air mixtures cases, the enthalpy comparisons showed percent differences of
approximately 9 % and 11 % respectively. This discrepancy/deviation in the percent
difference is believed to be sourced from the assumption of full dissociation. Given
the determined facility conditions and nitrogen’s dissociation energy, it would be
expected that nitrogen would only be partially dissociated. This then reduces the
actual energy in the system, producing over estimates from the described analyses.
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Chapter 6
Injection Testing Results
An important aspect of this work was the replication of pyrolysis gases at a steady
state condition using the aforementioned gas injection probe and holder. In order to
accurately compare the injection probe emission data with that from PICA the ICP
torch conditions must be matched. Table 6.1 shows the different gas flow rates for the
steady-state pyrolysis probe simulations with varying injected gas compositions. For
each of the flow rate of CO2 and H2 in sccm, the measurement in g/min is juxtaposed
to it. The plasma test conditions are shown in Table 6.2. The argon buffering of the
reactive gases resulted from the earlier tests where PICA was tested in a buffered flow
to slow the surface recession as the material ablates; thereby facilitating temporal
acquisition of emission spectra. This allowed emission collection to occur at the
nominal 2 mm (from the sample surface) location for a longer period of time using
the HR4000CG-UV-NIR spectrometer and optical setup mentioned in Section 2.3.
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Table 6.1: Injected gas flow rates for different tests
Injection Mix CO2 flow rate H2 flow rate
sccm g/min sccm g/min
1 141 0.2763 141 0.0127
2 169 0.3312 113 0.0101
3 197 0.3861 85 0.0076
4 226 0.4429 56 0.0050
5 268 0.5252 28 0.0025
Table 6.2: Plasma conditions for injection tests
Plasma Gases (SLPM) Power (Amps) Pressure (torr) Injection Mix
40 Ar 2.5 160 1, 2, 3, 4, 5
40 Ar, 2 Air 2.5 160 “
40 Ar, 2 N2 2.5 160 “
The injection probe has been tested at these conditions to match the PICA con-
ditions as closely as possible. Previously conducted tests showed that the hydrogen
emission levels were higher than those from PICA samples, so the injection rates of
CO2 and H2 are adjusted to attempt to better replicate the PICA emission data.
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6.1 Mixture of CO2 and H2 Injection Gas Re-
sults
Recently conducted experiments have shown encouraging results. The flow through
the injection probe was kept at a relatively constant rate but the percentage by volume
of the combined flowing fluids was varied. This was done by increasing the flow
rate of CO2 and decreasing that of H2. Preliminary analyses of spectrally resolved
emission from these tests were used to assess their relation to temporally resolved
PICA spectral data. The emission results at 2 mm are presented in this Chapter.
6.1.1 Pure Argon Plasma
The first condition presented is the mixture of the injection gases in pure Argon (71.4
g/min Argon) plasma condition. The individual mixture spectra are presented in
Appendix B.
It can be seen that the CN line is visible at 385 nm. The NH line at 337 nm is
present in mixture cases although it is weaker in the mixture emission scan. A new
feature present in the mixture case that was not seen in previous work in either the
CO2 or the H2 case is the presence of OH at 310 nm. This makes sense as the CO2
dissociation produces O which would then bond with the dissociated H to produce
OH. The Hα line is strongly present at 657 nm and the Hβ is also visible at 487 nm.
The Argon line at 697 nm is visible as well. The last test in the pure argon plasma
shown in Fig. B.5, wherein the hydrogen flow rate is greatly reduced in comparison
to the initial 50-50% mixture while the CO2 flow rate is increased. As a result of
the significant decrease in the flow rate of the H2, it can be seen that there is also a
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Figure 6.1: Comparison of CO2 and H2 mixture injected into a pure Argon plasma
corresponding decrease in the NH line at 337 nm, OH at 310 nm, Hα and Hβ lines at
657 nm and 487 nm respectively. The only specie that seems not to be affect much
is the CN line which is visible at 385 nm.
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Figure 6.2: Species Tracking of CO2 and H2 mixture injected into a pure Argon
plasma
Figure 6.2 shows the behavior of key species as the flow rate of the injection gases
is changed from 141 sccm CO2 and 141 sccm H2 to 268 sccm CO2 and 28 sccm H2.
NH and OH gradually decreases as the hydrogen decreases. CN stays relatively the
same but the hydrogen alpha line stays relatively the same until the hydrogen flow
rate is reduced to about 58 sccm, then a significant drop is observed in the hydrogen
alpha line.
6.1.2 Dilute Nitrogen Plasma
The second plasma condition that was chosen for testing the different injection flow
rates was dilute nitrogen (71.4 g/min Ar, 2.5 g/min N2) condition.
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Figure 6.3: Comparison of CO2 and H2 mixture injected into argon-nitrogen plasma
The 2 mm emission scan for the Argon-Nitrogen plasma is shown in Fig. 6.3 as a
comparison with varying injection gases. In this figure all five key species are visible,
indicating that they are all present at the 2 mm collection location. NH at 337 nm
and the CN Violet main band at 385 nm as well as the ∆v = ±1 (359 and 416 nm)
are very clear as well. The CN Violet ∆v = -2 can also be seen at 450 nm. OH also
appears around 310 nm, although at a much lower intensity than NH or CN Violet.
Both Hα (657 nm) and Hβ (487 nm) are also visible.
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Figure 6.4: Species Tracking of CO2 and H2 mixture injected into argon-nitrogen
plasma
In Fig. 6.4, NH starts out high when the flow rate was 50% by volume of H2 and
decreases significantly as the H2 flow rate decreases. OH and Hα gradually decrease as
the hydrogen decreases but not as much as NH. CN increased gradually then stayed
relatively the same and then went back down.
6.1.3 Dilute Air Plasma
The final injection test was into a dilute air (71.4 g/min argon, 2.6 g/min air) plasma.
A plot of the comparison of all the 2 mm scans for varying hydrogen can be seen in
Fig. 6.5. The scan looks similar to the scan taken in the dilute nitrogen condition
(Fig. 6.3) with one of the exceptions being that the OH band is stronger in intensity
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Figure 6.5: Comparison of CO2 and H2 mixture injected into argon-air plasma
and the overall CN Violet and NH bands are weaker in intensity. All five key species
are visible in the emission snapshot. NH at 337 nm is very visible as well as CN
Violet main band at 386 nm and the ∆v = ±1 at 359 and 416 nm. The CN violet
∆v = -2 can also be seen at 450 nm. OH is visible again at 310 nm and the ∆v = +1
is visible at 282 nm. Hα is strongly present at 657 nm and the Hβ emission was not
detected at 487 nm.
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Figure 6.6: Species Tracking CO2 and H2 mixture injected into a Argon and Air
plasma
Again in Fig. 6.6, NH starts out high when the flow rate was 50% by volume of
H2 and decreases pretty quickly as the H2 flow rate decreases. OH and Hα gradually
decrease as the hydrogen decreases but with a smaller slope in comparison to that
of NH. CN increases gradually as hydrogen decreases with corresponding increase in
CO2.
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Chapter 7
PICA and Injection Comparison
This chapter presents comparison between the PICA data gathered by Tillson17
and the mixture injection data presented in Section 6.1. The data prove the viability
of using the injection probe to simulate the pyrolysis of PICA in a steady state con-
dition. The sections below present the comparison results for each different standard
condition. Due to the fact that the PICA data is temporally resolved and not steady
state, PICA emission snapshots were chosen based on how they matched with the
steady state injection data. All data presented in this section was taken at the 2 mm
collection location using the same emission setup described in Section 2.3. Previous
work showed that the best comparison between PICA and the injection gases are
for the injection of CO2 and H2 into dilute Air plasma. So in this work, only the
comparison of PICA with dilute air plasma is presented but now with varying flow
rate ratio of CO2 to H2.
Some of results of the direct comparison between injection gases and PICA tests
at different times in the same plasma conditions can be seen in sections below. Due
to the fact that the PICA emission spectra changes over the duration of dynamic
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testing, PICA emission scans at different times have been chosen that best matched
the steady state emission from the injection probe for each plasma test condition.
For these comparisons all emission data are acquired 2 mm below the sample face.
All injection emission data and the PICA emission data used in this comparison were
taken in a 40 SLM Ar & 2 SLM Air at same facility pressure and power setting of
2.5 A.
7.1 Injection Gas vs PICA at 8 seconds
Figures 7.1 to 7.5 shows the varied injection gas emission compared to PICA data at
8 seconds for a dilute air plasma. The first comparison was with the 141 sccm of H2
and 141 sccm of CO2 in a dilute Air plasma. For this injection condition, the best
match was obtained for the NH feature at 337 nm. The OH at 310 nm, CN violet
∆v = 0 at 385 nm and Hα at 657 nm were not good matches. The signal intensity
of the injection gas was higher for the OH and Hα signal but was less for the CN
violet signals. For the 169 sccm of CO2 and 113 sccm of H2 injected gas, the OH and
CN violet signals were slightly better matched compared to the previous case but in
general none of the species were matched. For the 197 sccm of CO2 and 85 sccm of H2
injected gas case, the OH signal for the PICA emission was matched pretty well, this
gas injection combination, produced the best result for the OH signal when compared
to the PICA data at 8 seconds. There was also a better match for the CN violet signal
but the NH specie wasn’t matched well. The 226 sccm of CO2 and 56 sccm of H2 and
the 268 sccm of CO2 and 28 sccm of H2 injection gas cases proved the best matches
for the CN violet signals when compared to PICA at 8 seconds. However, for both of
these cases, there wasn’t a good match between the other species.
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Figure 7.1: 141 sccm of CO2 and 141 sccm of H2 in a dilute Air plasma vs PICA @
8 seconds
Figure 7.2: 169 sccm of CO2 and 113 sccm of H2 in a dilute Air plasma vs PICA @
8 seconds
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Figure 7.3: 197 sccm of CO2 and 85 sccm of H2 in a dilute Air plasma vs PICA @ 8
seconds
Figure 7.4: 226 sccm of CO2 and 56 sccm of H2 in a dilute Air plasma vs PICA @ 8
seconds
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Figure 7.5: 268 sccm of CO2 and 28 sccm of H2 in a dilute Air plasma vs PICA @ 8
seconds
7.2 Injection Gas vs PICA at 9 seconds
The injection tests were also compared to PICA emissions at 9 seconds which are
presented in Figures 7.6 to 7.10. Compared to the PICA emission data, the 50-50%
by volume of CO2 and H2 injection gas had a slightly higher intensity for the OH
signal and a slightly lower signal for the CN violet signal. However, it does have a
really good match for the NH signal. The comparison between PICA at 9 seconds and
169 sccm of CO2 and 113 sccm of H2 injection gas produced the best match overall.
There was a better match across all species for this injection condition in comparison
to all other injection condition. The PICA signal located at 590 nm is sodium. On the
bottom of the comparison plots, the residual is plotted to show the difference between
the injection gas signals and the PICA signals. The spike seem on the residual plot,
that corresponds to the wavelength of the NH signal is as a result of the fact that the
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spectrometer detecting the peak signals at slightly different wavelengths. Figure 7.8
shows a really good match for the OH signal as well as the CN bands but the PICA
intensity for the NH signal was higher than that of the injection gas. The OH and
NH signals were higher in PICA than the injected gas signals for both Figure 7.9 and
7.10. The CN bands however were higher in intensities in comparison to the PICA
signal.
Figure 7.6: 141 sccm of CO2 and 141 sccm of H2 in a dilute Air plasma vs PICA @
9 seconds
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Figure 7.7: 169 sccm of CO2 and 113 sccm of H2 in a dilute Air plasma vs PICA @
9 seconds
Figure 7.8: 197 sccm of CO2 and 85 sccm of H2 in a dilute Air plasma vs PICA @ 9
seconds
102
Figure 7.9: 226 sccm of CO2 and 56 sccm of H2 in a dilute Air plasma vs PICA @ 9
seconds
Figure 7.10: 268 sccm of CO2 and 28 sccm of H2 in a dilute Air plasma vs PICA @
9 seconds
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7.3 Injection Gas vs PICA at 10 seconds
Previous studies done showed the best match between 50-50% by volume injected gas
and PICA at 10 seconds.21 In this section, the varied composition of injection gas is
compared to PICA at 10 seconds to determine the best match as shown in Figures
7.11 to 7.15. In the 50-50% by volume injected gas vs PICA at 10 seconds, even
though there is an overall acceptable match between the PICA and the injected gas
for the NH and CN band species, the OH signal for PICA is of slightly lower intensity
compared to that of the injected gas. When compared to the 169 sccm of CO2 and
113 sccm of H2 mixture injected gas, there was a slightly better match with the OH
signal as well as the NH feature. However, the injection gas seemed to be of higher
intensity for the CN violet ∆v = 0 when compared to that of PICA. The Hα signal
was also higher for the injected gas in comparison to that of PICA. Again sodium is
seen at 589 nm. The best match for the OH signal for this set of comparisons was
found for the 197 sccm of CO2 and 85 sccm of H2 injected gas case, the NH signal
was higher for PICA than the injection gas and vice-versa for the CN bands. The
comparison between PICA emissions at 10 seconds and 226 sccm of CO2 and 56 sccm
of H2 and 268 sccm of CO2 and 28 sccm of H2 injected gas wasn’t any better. Again,
the OH and NH signals were higher in PICA than the injected gas signals for both
cases. The CN bands were higher in intensities in comparison to the PICA signal.
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Figure 7.11: 141 sccm of CO2 and 141 sccm of H2 in a dilute Air plasma vs PICA @
10 seconds
Figure 7.12: 169 sccm of CO2 and 113 sccm of H2 in a dilute Air plasma vs PICA @
10 seconds
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Figure 7.13: 197 sccm of CO2 and 85 sccm of H2 in a dilute Air plasma vs PICA @
10 seconds
Figure 7.14: 226 sccm of CO2 and 56 sccm of H2 in a dilute Air plasma vs PICA @
10 seconds
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Figure 7.15: 268 sccm of CO2 and 28 sccm of H2 in a dilute Air plasma vs PICA @
10 seconds
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Chapter 8
Conclusion
8.1 Summary
One of the objectives of this work was studying the interactions in the boundary layer
between the simulated pyrolysis gases and the plasma to increases the understanding
of the reactions occurring at this location, which would be used to help validate
numerical models. First, the current and past research on the subject was discussed,
including work done at UVM. Gas-injection results were presented in comparison
with PICA emission results from previous studies. Next the operating conditions
and components of the UVM 30 kW Inductively Coupled Plasma Torch Facility were
described. Relevant reference locations ware discussed. The new holder and graphite
plug were also discussed. The experimental arrangement, emission spectroscopy and
the UVM laser configuration system were explained. The LIF approach and it’s
excitation strategies were also presented. The process for determining the plasma
temperature and species number density while accounting for collisional quenching
and the temperature correction factors for O atom, N atom and NO molecule were
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also presented.
There were a couple other objectives for this study, A huge part of this study
was the investigation of local thermodynamic equilibrium (LTE) in the ICP torch
facility. This study is of significant importance to the facility because it increases
the understanding of the facility test conditions and helps validate the long term
existing assumption of the ICP being close to LTE. To do this LIF radial surveys
were conducted at 7 mm above the exit of the quartz tube. The temperature and
species number density for each radial location in the plasma were determined. Then,
the normalized relative species mole fraction distribution was calculated. Using the
known plasma temperature and pressure, CEA simulations for the same plasma con-
ditions were computed. The species mole fraction as a function of radial distance
from the center of the jet was also determined and compared to data from the LIF
measurements. This was done for O atom, N atom and NO molecule and in a 40SLM
Air plasma and 30 SLM Air-10 SLM Ar Plasma. After the comparison of the relative
species mole fraction as a function of radial distance from the center of the jet, the
total power in the plasma flow was also compared to the power output from the power
supply.
The results of the injection gas study were also presented. The study itself con-
sisted of five different gas mixtures each being injected into three different plasma
conditions. The five injection gas mixtures were presented in table 6.1, and ranged
from 50-50 % mixture of CO2 and H2 by volume to 268 sccm of CO2 and 28 sccm
of H2. The three plasma conditions were: pure Argon, dilute Nitrogen and dilute air
as shown in table 6.2. The plasma conditions were chosen to match previous PICA
work so as to produce data at the same test conditions. Single point emission scans
as well as species evolution(as a result of varied flow-rate of the composition injected
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gas) tracking of the key species (CN Violet, NH, OH, Hα, and Hβ) were presented.
The injection data of the mixture showed that the two gasses mix in the boundary
layer to form other molecules. In the pure argon plasma, Hα was the dominant specie,
that was also the highest Hα intensity in all three plasma conditions. The CN signal
was highest in the dilute nitrogen plasma and with the injection mixture of 197 sccm
of CO2 and 85 sccm of H2. For this plasma condition NH starts out high when the
flow rate was 50% by volume of H2 and decreases significantly as the H2 flow rate
decreases. NH and OH gradually decreases as the hydrogen decreases. NH starts
out high in the dilute air plasma when the flow rate was 50% by volume of H2 and
decreases pretty quickly as the H2 flow rate decreases. CN increases gradually as
hydrogen decreases with corresponding increase in CO2.
Finally, the results of the PICA and injection gas comparison study were pre-
sented. The best match between PICA at 8 seconds and the injection gas was found
when the PICA data was compare to 197 sccm of CO2 and 85 sccm of H2 mixture
injection gas. The OH signal was pretty well matched. However, the PICA signals
are slightly higher for the NH signals and CN bands when compared to the injection
gas. 141 sccm of CO2 and 141 sccm of H2 mixture injection gas best matched PICA
at 10 seconds. The best match between all the injection gases and the PICA data
comparison was found with PICA at 9 seconds vs 169 sccm of CO2 and 113 sccm of
H2.
In conclusion, the LIF and CEA species mole faction comparison showed the
plasma flow at 7 mm above the exit of the quartz tube, is very close to equilibrium.
However, more comparison with increase argon flow rate needs to be conducted. The
characterization of the facility which was done by the determination of the tempera-
ture and enthalpy will improve the understanding of the lab as well as the computa-
110
tional model of the facility.
These emission results from CO2 and H2 injection tests appear to simulating with
very good repeat-ability, the pyrolysis mechanics of PICA in a steady state for the
same plasma conditions. All of the plasma conditions provided relatively low heating
rates to simulate the PICA sample test conditions. The data presented here is very
valuable as it presents steady state simulated pyrolysis species for numerical validation
efforts.
8.2 Future Work
The relative species mole fraction comparison for O atom, N atom and NO molecule
showed some agreement. The test were conducted for just full air plasma as well as
30 SLM Air and 10 SLM Argon, more data needs to be collected for more LIF and
CEA data comparison in plasma conditions with increased argon flow rates. The
test conducted at 7 mm height above the exit of the quartz tube shows that the
facility at this location, is very close to LTE. To know the equilibrium condition of
the whole plasma as it travels through the stagnation line, the LIF and CEA species
mole fraction comparison study should be conducted at the nominal 2 mm location
or at the 90 mm location off the base of the test chamber. This will show how far
away from equilibrium the plasma is at that location.
Work can still be done to model the PICA pyrolysis gases more closely. To improve
the match between the injection and PICA emission results, a more precise mixture
could be produced between the carbon dioxide and the hydrogen. The injection rate
could be reduced as the hydrogen flow is reduced instead of keeping the total flow rate
constant to more closely simulate the later stages of pyrolysis. Once a full suitable
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mixture has been found it can then be tested in the entire range of torch conditions
in order gather emission data for those conditions. Two important conditions to test
would be a full air condition that simulates Earths atmosphere as well as a CO2
condition simulating Mars entry. These tests would simulate two entry conditions
that PICA has been, and could again, be used for in the near future.
Once the correct injection rates have been established, investigative methods that
require longer times at steady state can be used. One such method is laser induced
florescence or LIF. Two-photon LIF could be used with the steady state operation of
the probe to study CO and O, and single-photon LIF could be used to further probe
CN, OH, NH, and H could also be probed with LIF.
The IsoPlane spectrometer can be used to obtain higher resolution and spatially
resolved measurements of the boundary layer. In this study measurements were only
taken, point-wise. The data collected by the IsoPlane would have much greater spatial
resolution.
Finally, an automated algorithm can be created to compare data base of injected
gas emissions to PICA emissions at every time stamp.
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Appendix A
Calculating Enthalpies and Mole
Fractions
In section 4.4, equation 4.24 is used to determine the LTE temperature. The equa-
tion is expressed in terms of the mole fraction, however, the know parameter is the
volumetric flow rate while conducting the experiments. The mole fractions of the
gases can be calculated directly from the volumetric flow rates and In this section,
it is shown why this is a valid approach to calculating the mole fraction of gases.
The mass flow rate of a fluid at standard temperature and pressure (STP) can be
expressed as the product of the volumetric flow rate and the density of the fluid at
STP;
m˙ = V˙ ρSTP (A.1)
if ρSTP =
PSTP
RTSTP
;
Then the volumetric flow rate can be expressed as;
118
V˙ = m˙R
TSTP
PSTP
(A.2)
Therefore, for multiple gas plasma;
j∑
i=1
V˙i = VT =
( j∑
i=1
m˙iRi
)
TSTP
PSTP
(A.3)
where i = 1, 2, 3, ...j and j is the number of gases present in the plasma. Assuming a
two gas plasma, V˙1+V˙2˙VT
= 1
V˙1
V˙T
+
V˙2
V˙T
=
(
m˙1R1
m˙1R1 + m˙2R2
)
+
(
m˙2R2
m˙1R1 + m˙2R2
)
(A.4)
multiply and divide the R.H.S by m˙1 + m˙2
V˙1
V˙T
+
V˙2
V˙T
=
c1R1
Rmix
+
c2R2
Rmix
(A.5)
where c1 =
m˙1
m˙1+m˙2
, c2 =
m˙2
m˙1+m˙2
and Rmix =
m˙1R1+m˙2R2
m˙1+m˙2
From Dalton’s law of partial pressure;
For pi = nikT and For pT = nkT
∑
pi = pT =
∑
nikT = nkT (A.6)
where n is the particle density and k = Ru
NA
is Boltzmann’s constant Note that;
ni
NA
=
particles/cm3
particales/mol
=
mols
cm3
=
η
V
η(mols) =
ni
NA
V
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Therefore;
pi = nikT = ni
Ru
NA
T (A.7)
piV = niRuT (A.8)
and total mixture:
pTV = nTRuT
Recall that R = Ru
M
and;
pi
pT
=
ni
nT
= χi
Thus Rmix = c1R1 + c2R2 where c1 =
m1
mT
, c2 =
m2
mT
and mT = m1 + m2 From Ideal
gas equation of state (IGES) mass basis: piV = miRiT
pT = m1R1
T
V
+m2R2
T
V
=
(
m1R1 +m2R2
)T
V
pT = mTRmix
T
V
Recall that;
p1
pT
= χ1 =
m1R1
T
V
mTRmix
T
V
χ1 = c1
R1
Rmix
(A.9)
As already determined from equation A.5
V˙1
V˙T
+
V˙2
V˙T
=
c1R1
Rmix
+
c2R2
Rmix
= χ1 + χ2 (A.10)
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Appendix B
Injection Testing Results
B.1 Pure Argon Plasma
Figure B.1: 141 sccm CO2 and 141 sccm H2 mixture injected into a pure Argon
plasma
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Figure B.2: 169 sccm CO2 and 113 sccm H2 mixture injected into a pure Argon
plasma
Figure B.3: 197 sccm CO2 and 85 sccm H2 mixture injected into a pure Argon plasma
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Figure B.4: 226 sccm CO2 and 56 sccm H2 mixture injected into a pure Argon plasma
Figure B.5: 268 sccm CO2 and 28 sccm H2 mixture injected into a pure Argon plasma
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B.2 Dilute Nitrogen Plasma
Figure B.6: 141 sccm CO2 and 141 sccm H2 mixture injected into a Dilute Nitrogen
plasma
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Figure B.7: 169 sccm CO2 and 113 sccm H2 mixture injected into a Dilute Nitrogen
plasma
Figure B.8: 197 sccm CO2 and 85 sccm H2 mixture injected into a Dilute Nitrogen
plasma
125
Figure B.9: 226 sccm CO2 and 56 sccm H2 mixture injected into a Dilute Nitrogen
plasma
Figure B.10: 268 sccm CO2 and 28 sccm H2 mixture injected into a Dilute Nitrogen
plasma
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B.3 Dilute Air Plasma
Figure B.11: 141 sccm CO2 and 141 sccm H2 mixture injected into a Dilute Air
plasma
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Figure B.12: 169 sccm CO2 and 113 sccm H2 mixture injected into a Dilute Air
plasma
Figure B.13: 197 sccm CO2 and 85 sccm H2 mixture injected into a Dilute Air plasma
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Figure B.14: 226 sccm CO2 and 56 sccm H2 mixture injected into a Dilute Air plasma
Figure B.15: 268 sccm CO2 and 28 sccm H2 mixture injected into a Dilute Air plasma
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