Abstract. A new algorithm is presented that uses a local transformation procedure to construct a triangulation of a set of n three-dimensional points that is pseudo-locally optimal with respect to the sphere criterion. It is conjectured that this algorithm always constructs a Delaunay triangulation, and this conjecture is supported with experimental results. The empirical time complexity of this algorithm is O(n4/3) for sets of random points, which compares well with existing algorithms for constructing a three-dimensional Delaunay triangulation. Also presented is a modification of this algorithm for the case that local optimality is based on the max-min solid angle criterion.
1. Introduction. The three-dimensional triangulation problem is as follows. Given n three-dimensional points, connect them into nonoverlapping tetrahedrons that fill the convex hull of the points. There are many ways to triangulate the n points. Special triangulations include the Delaunay triangulation and the triangulation satisfying the max-min solid angle criterion. Algorithms for constructing a Delaunay triangulation in k-dimensional space for k->2 are given by Bowyer [2] , Watson [14] , and Avis and Bhattacharya [1] . For the three-dimensional case, the estimated time complexity is O(n4/3) for Bowyer's algorithm and higher for the other two algorithms. Applications of three-dimensional triangulations include finite-element mesh generation (Nguyen [11] , Cavendish, Field, and Frey [3] ), where it is usually desired to avoid small angles in triangulations, and interpolation and contouring (Petersen, Piper, and Worsey 
12]).
In this paper, we investigate a local transformation procedure for threedimensional triangulations that is analogous to the procedure of Lawson [8] for two-dimensional triangulations, and use this local transformation procedure in a new algorithm for constructing three-dimensional pseudo-locally optimal triangulations, where local optimality is based on either the sphere criterion (satisfied by Delaunay triangulations) or the max-min solid angle criterion. We conjecture that our algorithm always constructs a Delaunay triangulation in the case of the sphere criterion.
In 2, preliminary definitions and results are given. In 3, the main theoretical results are presented for the sphere criterion. In 4, an algorithm and data structure are given for constructing a pseudo-locally optimal triangulation with respect to the sphere criterion, assuming that no four vertices are co-planar. In 5, this assumption is removed and the algorithm is. extended. In 6, optimal triangulations with respect to the max-min solid angle criterion and their computation are discussed. In 7, experimental results are presented for a Fortran implementation of the algorithms. In 8, concluding remarks and open problems are given.
2. Preliminaries. Let S be a set of n >=4 three-dimensional points (or vertices) that are not all co-planar. A triangulation of S is valid if and only if (a) the four vertices of any tetrahedron are not co-planar; (b) any tetrahedron abcd contains no points of S-{a, b, c, d}; (c) the intersection of the interior of any two tetrahedrons is empty; and (d) a triangular face is either on the boundary of the convex hull of S (and occurs in exactly one tetrahedron), or it is common to exactly two tetrahedrons.
For any valid triangulation of S, let Vb and V be the number of boundary and interior vertices, respectively; let E b and Ei be the number of boundary and interior edges, respectively; let Fb and Fi be the number of boundary and interior faces (triangles), respectively; and let T be the number of tetrahedrons. For any triangulation of S, Vb, Vi, Eb, and Fb are the same. Vb is the number of vertices on the boundary of the convex hull of S and V n-Vb. Eb and Fb are constant because all two-dimensional triangulations of the same vertices have the same number of edges and triangles.
However, different triangulations of S may have different values for E, F, and T. The above quantities satisfy the following relations (Fuhring [5] ):
(1) (a) T= (2) T--Vb + Ei-Vi- 3. Clearly, E may be at most n(n-1)/2= O(n2). From (1 (c)) and (2) , it can be seen that F and T may be at most O(n2) as well. Note that if E is increased by one, then Fi is increased by two and T is increased by one. It is not too difficult to construct a family of triangulations for which E, F, and T are all proportional to n 2 (see 7). For two-dimensional triangulations, the local transformation procedure is as follows. If two adjacent triangles of the triangulation form a strictly convex quadrilateral, then swap the common edge for the other diagonal edge of the quadrilateral to form two new triangles. Lawson [8] proves that given any two triangulations T1 and T2 of a set of two-dimensional points, there exists a finite sequence of local transformations (edge swaps) by which T1 can be transformed to T2. Lawson [9] uses this local transformation procedure in an algorithm for constructing a two-dimensional Delaunay triangulation of n points in an estimated average time of 0(/'/4/3).
For three-dimensional triangulations, the analogous local transformation procedure is based on the observation that a strictly convex hexahedron formed from five vertices can be triangulated in two ways, the first containing two tetrahedrons and the second containing three tetrahedrons. This is illustrated in Fig. 1 , where the five vertices are a, b, c, d, and e; (i) contains the two tetrahedrons abcd and abce, and (ii) contains the three tetrahedrons abde, acde, and bcde. Note that (i) contains interior face abc and no interior edges while (ii) contains three interior faces ade, bde, cde, and interior edge de. The local transformation procedure is that if two (three) adjacent tetrahedrons of the triangulation form a strictly convex hexahedron as in Fig. 1 , then replace the tetrahedrons by the other possible triangulation of the hexahedron containing three (two) tetrahedrons. This local transformation procedure can be considered to be a face "swap," where one interior face is "swapped" for three interior faces or vice versa. In the next two sections, we describe how this local transformation procedure can be used to construct a (nearly) Delaunay triangulation.
Two special three-dimensional triangulations of n vertices are the Delaunay triangulation and the triangulation satisfying the max-min solid angle criterion. A Delaunay triangulation satisfies the sphere criterion: the circumsphere of the four (ii) Three tetrahedrons abde, acde, and bcde.
vertices of any tetrahedron of the triangulation contains no vertices in its interior. A Delaunay triangulation is unique if no five vertices are co-spherical. The Delaunay triangulation is also the dual of the oronoi tessellation (Bowyer [2] , Watson [14] ).
The Voronoi tessellation of n vertices is a collection of n convex regions such that each region contains the points closer to one vertex than all the other vertices.
A tetrahedron contains twelve planar angles (three in each of the four triangular faces), six dihedral angles (one at each of the six edges), and four solid or trihedral angles at the vertices. The planar and dihedral angles are straightforward to compute. The definition and computation of a solid angle, e.g., at vertex d of tetrahedron abcd, are as follows. The solid angle at d is the surface area on the unit sphere formed by projecting each point on face abc to the surface of the unit sphere with d at its centre.
In general, a solid angle can be defined as a double integral. In the special case of a tetrahedron, the solid angle (or spherical excess) at d can be computed as c / fl + y-7r (Gasson [6] ), where a, /3, and 5' are the dihedral angles at edges ad, bd, and cd, respectively (a, fl, and 5' are also the spherical angles at the projection of a, b, and c, respectively, on the unit sphere).
A triangulation satisfies the max-min solid angle criterion if over all possible triangulations of the vertices, the minimum of the solid angles at all vertices of all tetrahedrons is maximized. For two-dimensional triangulations, the circle and max-min angle criteria are identical, i.e., a Delaunay triangulation satisfies the max-min angle criterion and vice versa (Lawson [9] ). Field [4] recently conjectured that the sphere criterion and max-min solid angle criterion are identical for three-dimensional triangulations. However, the following simple example shows that this conjecture is false. Let vertices a, b, c, d, and e have the (x,y, z) coordinates (0, 0, 0), (2, 0, 0), (2,2, 0), (1.5, 0.5, 2), and (1.5, 0.5,-0.5), respectively. There are two ways to triangulate these five vertices as illustrated in Fig. 1 . It is straightforward to verify by calculation that triangulation (i), containing two tetrahedrons, satisfies the max-min solid angle criterion but is not Delaunay, and triangulation (ii), containing three tetrahedrons, is Delaunay but does not satisfy the max-min solid angle criterion. In 6, we discuss the max-min solid angle criterion further.
3. Theoretical results. In this section, we present some theoretical results for three-dimensional triangulations and the sphere criterion. Some of these results are three-dimensional versions of those in Lawson [9] . We start with definitions and results concerning the local optimality of interior faces in three-dimensional triangulations.
In particular, we show that if every interior face of a triangulation is locally optimal, then it is a Delaunay triangulation. Then we discuss how the local transformation procedure given in the previous section can be used to improve an arbitrary threedimensional triangulation to a nearly Delaunay triangulation, called a pseudo-locally optimal triangulation. We give results on when this improvement process does not terminate in a Delaunay triangulation, due to the nontransformability of some nonlocally optimal faces (unlike the two-dimensional case). Finally, we give an example of a pseudo-locally optimal triangulation that is not a Delaunay triangulation.
For simplicity, we assume for now that no four vertices are co-planar among the n vertices to be triangulated. (This assumption will be removed in 5.) This means that the triangulation of five vertices can be three different configurations. The first two configurations are illustrated in Fig. 1 Proof. In part (a), either Fig. 1(i) or Fig. l (ii) must be a Delaunay triangulation since these are the only two possible triangulations. A Delaunay triangulation satisfies the sphere criterion so all its interior faces are locally optimal. In the case that the five vertices are not co-spherical, only one of the triangulations can be Delaunay; the non-Delaunay triangulation does not satisfy the sphere criterion, and hence the circumsphere of at least one of its tetrahedrons contains a vertex in its interior, implying that at least one of its interior faces is not locally optimal since there are only five vertices.
Therefore part (a) holds.
Suppose the non-Delaunay triangulation is Fig. 1 (ii). Proof. Let To be a non-Delaunay triangulation, and let To, T1, T2,... be a sequence of triangulations where T/+I is obtained from T by applying the local transformation procedure to a nonlocally optimal transformable interior face of T if such a face exists; otherwise, the sequence terminates at T. Let R be the nondecreasing sequence of circumradii of tetrahedrons in T. From Lemma 3, R+ is lexicographically less than R for all i. Since the R are lexicographically decreasing as increases, it is not possible for the sequence of triangulations to contain a cycle, so the sequence must terminate in a pseudo-locally optimal triangulation T,. COROLLARY 1. Let To be a non-Delaunay triangulation, and let To, T1, T, be a sequence of triangulations where for < m, T is not pseudo-locally optimal and T+I is obtained from T by applying the local transformation procedure to a nonlocally optimal transformable interior face of T, and T is pseudo-locally optimal. If T, does not contain a connected NLONT-cycle, then Tr is a Delaunay triangulation.
Proof. This corollary follows from Lemma 5 and Theorem 2.
If every non-Delaunay triangulation is not pseudo-locally optimal, then it would be straightforward to derive an algorithm to construct a Delaunay triangulation using the local transformation procedure. Unfortunately, we have found an example of a triangulation of eight vertices that is pseudo-locally optimal but not Delaunay. By Lemma 5, this triangulation must contain at least one connected NLONT-cycle. The eight vertices are given in Table 1 , the tetrahedrons in the pseudo-locally optimal non-Delaunay and Delaunay triangulations are given in Table 2 , and the NLONT- configurations of the former triangulation are given in Table 3 . The four tetrahedrons in the connected NLONT-cycle formed from the first three entries of Table 3 are illustrated in Fig. 4 .
However, we conjecture that a non-Delaunay triangulation can be transformed to a Delaunay triangulation by a finite sequence of local transformation procedures. From the above example, some of the local transformation procedures may have to be applied to locally optimal transformable interior faces. This is a special case of the following conjecture that holds for two-dimensional triangulations. Unfortunately, the approach of Lawson [8] for proving the two-dimensional version of this conjecture does not extend to the three-dimensional case. CONJECTURE 1. Given two different triangulations T1 and T 2 of the same n three-dimensional vertices, T2 can be obtained from T1 by a finite sequence of local transformation procedures. 4 . Algorithm and data structure. Based on the results of the previous section, we present an algorithm and data structure for constructing a pseudo-locally optimal triangulation of n three-dimensional vertices vl, v2," , vn (we are still assuming that no four vertices are co-planar). In our algorithm, the n vertices are first sorted in lexicographical order of their coordinates. In the general step, a pseudo-locally optimal An example of the VC array is given in Table 1 . An example of the FC and HT arrays is given in Fig. 5 for the four tetrahedrons in Fig. 4 , where any face appearing in only one tetrahedron is taken to be a boundary face. The number of vertices is n=8, the hash table size is M=5, and the hashing function is h(a,b,c)= (an2+ bn + c)mod M. TOP, HEAD, and TAlL are scalar variables that are pointers to the top of sta6k S and the head and tail of the doubly linked list of boundary faces.
An obvious variation of algorithm TRSPH 1 is to first construct an initial triangulation T1 as in step (A), then to put all interior faces of T1 in stack S, and finally to apply local transformation procedures to nonlocally optimal transformable faces of S as in the main "while" loop of TRSPH1. If the interior faces are added to stack S by sequentially traversing the array FC in the forward (backward) direction, then we call this algorithm TRSPH2 (TRSPH3, respectively). Note that algorithm TRSPH1 can be interpreted as constructing T first (although T never actually exists during the algorithm) and then processing the interior faces in a different order from algorithms TRSPH2 and TRSPH3. The order of processing the interior faces in TRSPH1 is closer to that in TRSPH3 than TRSPH2, since in TRSPH3 faces created closer to the beginning of the construction of T are closer to the top of stack S initially. Since T is in general not close to a Delaunay triangulation, it seems likely that TRSPH2 and TRSPH3 have a greater chance than TRSPH1 of ending up with a connected NLONT-cycle and a pseudo-locally optimal triangulation that is not Delaunay. In 7, we report on experiments that compare these algorithms.
5. Degeneracy. In this section, we describe the extensions to the results of 3 and algorithm TRSPH1 of 4 when we remove the assumption that no four vertices are co-planar. Definition 1 and Theorem 1 of 3 (about locally optimal faces) still hold when subsets of four co-planar vertices are allowed.
The degenerate configurations for two tetrahedrons abcd and abce sharing common face abc with d and e on opposite sides of abc are illustrated in. Fig. 6 , where the vertices of abc are labelled so that a, b, d, and e are co-planar and c lies on a different plane. In Fig. 6 (i), quadrilateral adbe is strictly convex and the other triangulation of the five vertices contains tetrahedrons acde and bcde. In Fig. 6 (ii), quadrilateral adbe degenerates to a triangle. In Fig. 6 (iii), quadrilateral adbe is nonconvex and tetrahedron acde must be added to fill the convex hull of the five vertices. In the latter two cases, there are no other possible triangulations of the five vertices.
Hence, an additional case to the local transformation procedure described in 2 is as follows. If tetrahedrons abcd and abce are in the configuration of Fig. 6 (i), then replace them by tetrahedrons acde and bcde, i.e., swap interior face abc for face cde. In the three configurations of Fig. 6 , the circumcircles of faces abd and abe (which are on the circumspheres of tetrahedrons abcd and abce, respectively) are in the same plane. This implies that interior face abc is locally optimal if and only if the circumcircle of abd does not contain e in its interior (i.e., edge ab is locally optimal in the two-dimensional triangulation of a, b, d, e). Therefore, in Figs. 6 (ii) and 6(iii), abc is locally optimal, and in Fig. 6(i) , either abc or cde is locally optimal.
DEFINITION 5 (extension of Definition 2). Let abcd and abce be two tetrahedrons in triangulation T that are in the configuration of Fig. 6(i Note that the configuration of Fig. 6 (i) can be detected and distinguished from the other configurations of 3 by the fact that de intersects the boundary of triangle abc. The main extension to algorithm TRSPH1 is to detect the configuration of Fig.   6 (i) when face abc from stack S is not locally optimal and to apply the local transformation procedure to abc if it is transformable. In the case that abd and abe are interior faces, the local transformation procedure must be applied to both abc and abf where f is defined in Definition 5(ii), i.e., tetrahedrons abcd and abce are replaced by acde and bcde, and tetrahedrons abdf and abef are replaced by adef and bdef In this case, both cde and def are locally optimal faces in the new triangulation, and the faces that may have to be put on stack S are ade, bde, acd, ace, bcd, bce, adf, aef, bdf, and bef
In the case that abd and abe are boundary faces, the faces that may have to be put on stack S are acd, ace, bcd, and bce.
The only other modification to the algorithm is a possible slight reordering of the sorted vertices to get a valid first tetrahedron (i.e., vl, v2, v3, and v4 are not co-planar). Let Vl,''', v, be the sorted vertices. Let Vk, k_->3, be the vertex of smallest index such that Vl, v2, and o k are not collinear. Let v,,, m > k be the vertex of smallest index such that vl, v2, Vk, and v,, are not co-planar. Then shift the vertices to get the new ordering: Vl, V2, Vk, /)m, /)3, "'', /)k-l, /)k+l, "'', /)m-l, /)m+l, "'', Vn. Note that with this new ordering, the vertices still satisfy the property that the ith vertex is outside the convex hull of the first i-1 vertices. The modifications to algorithms TRSPH2 and TRSPH3 are clearly similar.
All the remaining results in 3 also extend to the case when subsets of four co-planar vertices are allowed. Lemmas 2 and 3 extend to the two possible triangulations in the configuration of Fig. 6 (i). 6. Max-min solid angle criterion. In this section, we describe how our algorithms for constructing a pseudo-locally optimal triangulation with respect to the sphere criterion can be modified to construct a locally optimal triangulation with respect to the max-min solid angle criterion. The main modifications are due to the definition of "locally optimal" with respect to the max-min solid angle criterion. DEFINITION 9. A triangulation T of a set S of three-dimensional vertices is said to be SA-globally optimal if over all possible triangulations of S, the minimum of the solid angles at all vertices of all tetrahedrons is maximized in triangulation T.
Note that, unlike the case of the sphere criterion, a SA-locally optimal triangulation may not be SA-globally optimal. We have no theoretical results such as those of Theorem 1 that characterize a SA-globally optimal triangulation. It is possible that the problem of constructing a SA-globally optimal triangulation is NP-hard. The following results, which are similar to Lemma 3 and Theorem 2, indicate how an SA-locally optimal triangulation can be constructed. Proof This lemma follows from Definition 7. TtEOREM 3. Every triangulation that is not SA-locally optimal can be transformed to a SA-locally optimal triangulation by a finite sequence of local transformation procedures applied to nonlocally optimal interior faces.
Proof This theorem follows from Lemma 7 using the same approach as in the proof of Theorem 2.
To construct an SA-locally optimal triangulation, the algorithms given in 4 and 5 must be modified, when processing a face V,VbV from stack S, to first check whether V,VbV is transformable before determining whether it is nonlocally optimal. The only other modification is inside the "for" loop labelled (A) in which face V,VbV, V,VcV, or VbVcVi must be added to stack S if it is an interior face. The reason for this is that a face abe in the configuration of Fig. 6 (i) may be locally optimal if abd and abe are boundary faces, but abe may become nonlocally optimal if abd and abe become interior faces. We call the modified algorithms TRMMSA1, TRMMSA2, TRMMSA3, with the obvious correspondence to the earlier algorithms.
7. Experimental results. We implemented algorithms TRSPH1, TRSPH2, TRSPH3, TRMMSA1, TRMMSA2, and TRMMSA3 in Fortran, and ran many test problems to compare these algorithms and to determine the empirical time complexity. It is not possible to obtain an average or worst-case time complexity analytically since the complexity depends on the number of faces tested for local optimality and the number of applications of the local transformation procedure for which we have no general bounds. The implementations used double precision floating point arithmetic and were compiled using the f77 compiler without the optimization option ( In problem Pll,, the vertex coordinates are on a uniform grid and have the form (i,j, k), where i, j, and k are integers in the ranges 0 to n-1, 0 to ny 1, and 0 to n 1, respectively, and n nxnyn. For n 100, n 4, ny nz 5; for n 200, nx ny 5, nz 8; for n 300, nx 5, ny 6, n 10; for n =400, n 5, ny 8, n 10; and for n 500, n 5, ny nz--10. The number of tetrahedrons in a Delaunay triangulation of this problem can range from 5(n-1)(ny-1)(nz-1) to 6(nx-1)(ny-1)(nz-1), since a unit cube can be triangulated by five or six tetrahedrons.
Problem P12, has k [n/2J vertices that are equally spaced points on the unit circle centred about the origin in the x-y plane, and m n-k points that are equally spaced in interval [0, 1] of the z-axis, i.e., vi (cos (ia), sin (ia), 0) for 1, , k and Vi+k=(O,O,(i--1)S) for i=l,''',m where a=2zr/k and s=l/(m-1). All tetrahedrons in the Delaunay triangulation of this problem must consist of two vertices with index _-<k and two with index > k, therefore the number of tetrahedrons, faces, and boundary faces in the Delaunay triangulation are n(n-2)/4, n(n-1)/2, and n, respectively, for even n. For our experiment, we used the hashing function given in 4 and a hash table size M 1.5n, where M is a prime number and n is the number of vertices, so the storage complexity of the algorithms is proportional to the number of faces in the triangulation. For all algorithms and problems P1, to Plln, the average number of face records compared when a face is searched in the hash table is a small constant: 2.0 for TRSPH1 and TRMMSA1, 4.7 for TRSPH2 and TRMMSA2, and 6.1 for TRSPH3 and TRMMSA3. For problem P12n, the average mumber of face records compared during searches is up to 8.2 for TRSPH1, TRSPH2, TRSPH3, TRMMSA1, and 19.7 for TRMMSA2, TRMMSA3 when n-250; the higher numbers are due to a quadratic number of faces (the hash table size should be proportional to the number of faces in order to get a constant number of comparisons, on average).
The following quantities are used to measure the performance of the algorithms (i refers to the algorithm number in TRSPHi or TRMMSAi)"
NTETi--number of tetrahedrons in triangulation; NFACi--number of faces in triangulation; NBFCi--number of boundary faces in triangulation; TIMim CPU time in seconds for constructing triangulation;
TInit--CPU time in seconds for sorting vertices and producing initial triangulation TI (or producing preliminary tetrahedrons in step (A) of TRSPH1), so TIMimTInit is the CPU time spent in checking faces for local optimality and transformability, applying the local transformation procedure, and updating stack S; LOP/--number of faces that are locally optimal when tested for local optimality;
LTPi--number of applications of the local transformation procedure (the degenerate case in which four tetrahedrons are replaced by four other tetrahedrons is counted as one application); NTFim number of faces that are nonlocally optimal and nontransformable when tested for local optimality in TRSPHi or that are nontransformable when tested for transformability in TRMMSAi;
MSAi minimum solid angle in radians at vertices of tetrahedrons of triangulation.
Note that LOP// LTPi / NTFi is the number of faces on stack S that are tested for local optimality (transformability) in algorithm TRSPHi (TRMMSAi). We first describe the experimental results from running the 60 test problems for algorithms TRSPH1, TRSPH2, and TRSPH3. TRSPH1 constructed a Delaunay triangulation for all the problems (this is verified by checking that all interior faces are locally optimal). TRSPH3 failed to construct a Delaunay triangulation for only problem P13oo; for this pseudo-locally optimal triangulation, there are 34 nonlocally optimal nontransformable interior faces. TRSPH2 constructed pseudo-locally optimal non-Delaunay triangulations for 18 of the 60 problems" P52oo, P72oo, P102oo, P13oo, P53oo, P63oo, P83oo, P14oo, P24oo, P44oo, P54oo, P94oo, P15oo, P35oo, P45oo, P55oo, P65oo, P95oo. The number of nonlocally optimal faces in these triangulations are 21, 13, 20, 27, 27, 46, 12, 74, 35, 48, 68, 13, 23, 7, 57, 27, 52, and 33, respectively. It appears that algorithm TRSPH2 is more likely to construct a non-Delaunay triangulation as n increases.
We split the measurements into three categories, the average of Pln to P10,, Plln, and P12,, since the performance of the algorithms on the last two problems is significantly different from the random problems. The measurements for the 10 random problems are approximately the same, with problems P5, and P8, always having the highest CPU times and number of faces tested for local optimality (this is probably because the lexicographical ordering of the vertices causes these two problems to have more long tetrahedrons with small solid angles in the initial triangulation TI). Tables   4, 5 , and 6 contain measurements for the average of Pln to P10. Tables 7, 8, and 9 contain measurements for Plln. Tables 10, 11 , and 12 contain measurements for P12n.
The CPU times in these tables are subject to a variation of up to about 5 percent when the program is run at different times.
For the random problems, it can be seen from Table 6 that the number of faces in the Delaunay triangulation is O(n), and the time complexity of algorithm TRSPH1 is approximately 0(n4/3). From equation (1)(a), the number of tetrahedrons in the For the three types of problems, the time complexities of algorithms TRSPH2 and TRSPH3 are the same as that for TRSPH1, as can be seen from calculations similar to those in Tables 6, 9 , and 12. Therefore our experiment has shown that there is no advantage to using TRSPH2 or TRSPH3 over TRSPH1, since all three algorithms require approximately the same amount of CPU time and TRSPH2 and TRSPH3 have each failed to construct a Delaunay triangulation for at least one test problem.
Due to the amount of CPU time required, we chose to use a maximum value of n-500 in our experiment. This is large enough to determine the complexity trends given in Tables 6, 9 , and 12. We have run TRSPH1 for a few problems with up to n 5,000 vertices, and have not found a counterexample to Conjecture 2. The complexities for these larger problems are similar to those given in the above tables. The CPU time required for P15,o0o is approximately 73 minutes.
We now describe the experimental results from running the 60 test problems for algorithms TRMMSA1, TRMMSA2, and TRMMSA3. MSA3a for 8 of the 50 problems. Therefore none of the algorithms always produces a SA-globally optimal triangulation (we do not know whether a triangulation with the highest MSA value is SA-globally optimal, but we do know that the triangulations with smaller MSA values are not SA-globally optimal), and from Table 13 , it can be seen that the MSA value for a SA-locally optimal triangulation can be much smaller than that for a SA-g|obally optimal triangulation. Since MSA3a_ >-MSA12 for 52 of the 60 problems, it seems that the best approach to constructing an SA-locally optimal triangulation with a "good" MSA value is to improve the Delaunay triangulation by applying the local transformation procedure to nonlocally optimal faces (with respect to the max-min solid angle criterion).
In Tables 14, 15 , and 16 we present the counts and times for algorithm TRMMSA1 (the results for TRMMSA2 and TRMMSA3 are similar). From comparison with Tables Finally, to compare the CPU times for the three different types of problems and the two different types of local optimality criteria, the graphs of n versus TIM1 are given in Fig. 7. 8. Concluding remarks. We have presented an algorithm called TRSPH1 for constructing a triangulation of a set of n three-dimensional points that is pseudo-locally optimal with respect to the sphere criterion. Experimental results show that TRSPH1 always constructs a Delaunay triangulation (so far), although variations of TRSPH1 can sometimes fail to construct a Delaunay triangulation. The Delaunay triangulation of n three-dimensional random points (from the uniform distribution) is shown experimentally to contain O(n) tetrahedrons and faces, and the empirical time complexity of TRSPH1 is O(n4/3) for sets of random points, which compares well with existing algorithms for constructing a three-dimensional Delaunay triangulation (Bowyer [2] , Watson [14] , Avis and Bhattacharya [1] Delaunay triangulation. If the latter case occurs, then open problems are to determine sufficient conditions for TRSPH1 to be successful and to determine whether the local transformation procedure can be used in a modified algorithm that always produces a Delaunay triangulation (this may involve applying the local transformation procedure to locally optimal faces, and may be related to Conjecture 1).
We believe that the approach of using the local transformation procedure to improve a triangulation, as in the TRSPHi algorithms, is especially useful if an initial triangulation that is nearly Delaunay can be constructed quickly, say in linear time. This may be possible in an application such as finite-element mesh generation in which the vertices as well as the tetrahedrons are generated. Information about the location of the generated vertices can be used to construct a "good" initial triangulation, and then it may be possible to improve this triangulation to a Delaunay triangulation in linear time. This is done in two dimensions in Joe [7] and is a subject of further research in three dimensions. We have also introduced the max-min solid angle criterion in this paper. This criterion does not seem to have been used before, although Nguyen 11] tries to avoid small solid angles in his three-dimensional triangulation algorithm. Experimental results show that, unlike the case of the sphere criterion, a SA-locally optimal triangulation may be far from being SA-globally optimal due to many nontransformable faces.
An approach to constructing a SA-locally optimal triangulation with a "satisfactory" minimum solid angle is to improve the Delaunay triangulation by applying the local transformation procedure to nonlocally optimal faces. A further research problem is to derive more theoretical results for SA-globally optimal triangulations such as determining whether the local transformation procedure can be used in their construction or whether the problem of constructing a SA-globally optimal triangulation is NP-hard.
Finally, we discuss the possibility of extending the local transformation approach to triangulations of higher dimensions. Lawson [10] has recently proved that an arbitrary dimensional version of Theorem 1 is true, shown that a set of k / 2 points in k-dimensional space may be triangulated in at most two different ways, and characterized the different configurations of k / 2 points from the point of view of their possible triangulations (the number of configurations increases as k increases). Hence the local transformation procedure can be defined in any dimension, but the number of different cases increases as the dimension k increases. However, we suspect that the use of the local transformation procedure to construct k-dimensional Delaunay triangulations for k_-> 4 will be more difficult than the three-dimensional case (and maybe even not possible), since the configuration containing a facet may have four or more simplices so more facets are likely to be nonlocally optimal and nontransformable.
