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Introduzione
Introduciamo l’ argomento della tesi richiamando preliminarmente il concetto
di problema diretto e inverso sottolineando le problematiche di quest’ ultimo
a cui abbiamo dato una risposta attraverso lo studio del metodo di regolariz-
zazione di Tikhonov generale e la SV D Generalizzata (GSV D).
Nell’ ambito dei problemi reali vi e` una distinzione naturale tra problema
diretto e inverso. Per problema diretto si intende la determinazione del com-
portamento di un sistema fisico a partire dal suo stato iniziale e dalle leggi
fisiche che ne regolano l’ evoluzione.
Per problema inverso si intende la determinazione della configurazione iniziale
del sistema a partire dalla conoscenza del suo stato negli istanti successivi
(evoluzione a ritroso nel tempo). In questo ordine di idee, seguendo [1], pos-
siamo dire che un problema diretto e` “orientato lungo la sequenza causa-effetto
mentre il corrispondente problema inverso e` caratterizzato dall’ inversione dei
ruoli di questi ultimi.
Dal punto di vista matematico questa situazione puo` essere modellizzata con-
siderando un’ applicazione, nel nostro caso lineare,
K : X → Y (1)
tra due spazi X e Y di Hilbert definendo come
• problema diretto la determinazione, a partire dal dato x ∈ X, del risul-
tato y = Kx;
• problema inverso la determinazione del valore x ∈ X la cui immagine
secondo K e` y = Kx.
Una proprieta` tipica dei problemi inversi e` quella di poter risultare mal-posti
(Hadamard) nel senso che la soluzione puo` non esistere, non essere unica o non
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dipendere con continuita` dai dati.
Poiche` in ogni applicazione si hanno a disposizione dati finiti lo studio teorico
del problema va affiancato da un approccio numerico opportunamente costrui-
to in grado di sostituire i metodi standard dell’ analisi numerica resi inefficaci
dalle peculiarita` dei problemi inversi. Questo e` dovuto al fatto che questi
metodi amplificano i disturbi (noise) di cui sono affetti i dati di ogni problema
concreto generando una funzione altamente oscillante che altera la soluzione
corrispondente al problema non affetto da noise.
Scopo di un qualunque metodo di regolarizzazione e` pertanto quello di trattare
i problemi inversi ristabilendo esistenza, unicita` e continuita` della soluzione dai
dati.
Un metodo classico utilizzato nello studio dei problemi inversi e` rappresentato
dalla regolarizzazione di Tikhonov la cui validita` e` dovuta principalmente a
un buon compromesso tra risultati teorici e numerici fondamentale per la trat-
tazione di ogni problema concreto. Prenderemo questo metodo come punto di
partenza proponendoci, come scopo della tesi, di studiarne una sua generaliz-
zazione.
Spieghiamo piu` in dettaglio questa differenza tra i due metodi evidenziando il
passaggio che porta dalla regolarizzazione di Tikhonov standard alla definizione
di quella generale.
Il metodo di Tikhonov standard ha come fine la determinazione di una soluzione
x che soddisfa le relazioni
• ‖Kx − y‖Y ≤ ² che esprime l’ approssimazione del dato entro un certo
margine di errore;
• ‖x‖X ≤ E che individua un vincolo di regolarita` sulla soluzione
minimizzando il funzionale associato
G˜λ(x, y) = ‖Kx− y‖2Y + λ2‖x‖2X
dipendente dal parametro λ.
Il metodo di regolarizzazione di Tikhonov generale e` ottenuto da quello stan-
dard imponendo nuovamente la condizione ‖Kx − y‖Y ≤ ² e sostituendo il
vincolo ‖x‖X ≤ E con la condizione Ω(x) = ‖Lx‖2Y ≤ E dove
L : D(L) ⊆ X → Y (2)
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e`, per esempio, un operatore differenziale (cfr. def 2.2.1). Il funzionale G˜(λ) e`
pertanto sostituito da
Gλ(x) = ‖Kx− y‖2Y + λ2‖Lx‖2Y ∀x ∈ D(L).
Nonostante la regolarizzazione di Tikhonov generale sia una naturale esten-
sione di quella standard al caso di due operatori i problemi che ne derivano
sono tutt’ altro che banali. Tra questi i piu` importanti, con i quali ci siamo
confrontati, sono:
• determinazione delle condizioni di esistenza e unicita` della soluzione
regolarizzata;
• trattazione teorica che fornisca condizioni di convergenza della soluzione
regolarizzata e un suo sviluppo in funzioni singolari;
• trattazione numerica di effettiva applicabilita` dovuta all’ assenza di rou-
tine in grado di sostituire, in modo altrettanto valido, la SV D utilizzata
nel caso standard.
Queste problematiche sono state affrontate proponendoci l’ estensione dei risul-
tati piu` caratteristici della regolarizzazione di Tikhonov standard al caso ge-
nerale mantenendo una sostanziale simmetria tra approccio teorico e numerico
motivato dalle seguenti considerazioni.
L’approccio teorico permettera` una caratterizzazione dei risultati di convergen-
za piu` forte dovuta alla possibilta` di introdurre metriche, e quindi topologie,
piu` adatte al problema in esame.
L’ approccio numerico, imposto dalla necessita` di risolvere problemi concreti
tipici della Matematica Applicata in cui i dati a disposizione sono di tipo di-
screto, e` stato affrontato utilizzando la GSV D delle matrici A ∈ Mm,n(R),
L ∈Mp,n(R) di discretizzazione di (1) e (2) rappresentata da 1:
A = UΣX−1 = U
(
Σp 0
0 In−p
)
X−1, L = VMX−1 = V (Mp, 0)X−1,
con U ∈Mm,n(R) e V ∈Mp,p(R) matrici ortogonali e X ∈ Gln(R).
Le matrici Σp e Mp sono matrici diagonali di ordine p:
Σp = diag(σ1, ..., σp), Mp = diag(µ1, ..., µp)
1Gln(R) = {Z ∈Mn,n(R) : det(Z) 6= 0}.
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in cui gli elementi diagonali sono ordinati come segue
0 ≤ σ1 ≤ ... ≤ σp ≤ 1, 1 ≥ µ1 ≥ ... ≥ µp ≥ 0,
e normalizzati in modo tale che
σi
2 + µi
2 = 1 i = 1, ..., p.
Con questo ordine di idee abbiamo cos`ı suddiviso lo studio del metodo di re-
golarizzazione.
Nel capitolo 1 introdurremo la decomposizione GSV D utilizzata per lo studio
discreto del metodo di regolarizzazione di Tikhonov generale.
Nel capitolo 2 presenteremo uno studio teorico della regolarizzazione in forma
generale: la struttura che gli abbiamo dato e` fatta al fine di renderlo il piu`
compatibile possibile con i capitoli successivi.
Nel capitolo 3 abbiamo trattato lo stesso problema dal punto di vista discreto
estendendo alcuni risultati della regolarizzazione standard al caso generale.
I risultati, ottenuti in modo autonomo, confermano la possibilita` di unificare
la trattazione numerica e teorica confermando la validita` della trattazione e
delle scelte fatte nel capitolo 2.
Presenteremo nel capitolo 4 un legame tra regolarizzazione standard e ge-
nerale verificando che e` possibile ridurre il problema generale, attraverso un
opportuno cambiamento di variabili, a uno standard. Utilizzeremo poi questi
risultati per proporre una routine [6] alternativa a quella [24] presentata nel
capitolo 1 e di uguale efficacia per la trattazione del nostro problema.
Utile lo scambio di idee con il Prof. P.C.Hansen (Institute of Mathemati-
cal Modelling, University of Denmark, Lyngby) che ci ha permesso alcune
osservazioni di carattere numerico sull’ algoritmo gsvd, di cui e` autore, imple-
mentato nell’ ultima versione del Matlab [20]. Dallo studio dell’ applicabilita`
di questo algoritmo alla regolarizzazione generale abbiamo inoltre ottenuto un
nuovo approccio alla TGSV D alternativo e concorde a quello proposto in [11].
Concludendo abbiamo dimostrato che e` possibile utilizzare la regolarizzazione
di Tikhonov generale come metodo di risoluzione dei problemi inversi al pari
di quella standard.
Capitolo 1
Algoritmo GSV D
Introduciamo in questo capitolo l’ algoritmo per il calcolo della GSV D di
(A,L). Nonostante la sua stabilita` numerica non sia stata ancora dimostrata
in maniera definitiva abbiamo riportato, nella sezione 1.3, alcune consider-
azioni che motivano le scelte fatte nell’ algoritmo evidenziando le difficolta`
connesse con la sua analisi completa.
Le prove da noi eseguite, forzando le dimensioni e soprattutto il condizion-
amento delle matrici A, L, forniscono buoni risultati di stabilita` rispetto a
perturbazioni sulle matrici e una capacita` di ricostruzione altrettanto vali-
da. Alcune osservazioni di particolare interesse relative all’ applicabilita` della
GSV D alla regolarizzazione di Tikhonov generale verranno fornite alla fine del
capitolo 4.
1.1 Decomposizione CS (Coseno-Seno)
Sia 1
Q =
(
Q1
Q2
)
una matrice ortogonale:
QTQ = QT1Q1 +Q
T
2Q2 = Ip. (1.1)
con Q1 ∈Mn1,p(R), Q2 ∈Mn2,p(R) e n1 ≥ p.
La decomposizione CS di Q consiste nel determinare tre matrici ortogonali
U1 ∈Mn1,n1(R), U2 ∈Mn2,n2(R), V ∈Mp,p(R)
1Faremo uso di diverse fattorizzazioni tipiche dell’ Analisi Numerica per la cui trattazione
dettagliata rimandiamo a [3,7].
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tali che {
UT1 Q1V = C = diag(c1, c2, ..., cp) ∈Mn1,p(R)
UT2 Q2V = S = diag(s1, s2, ..., sq) ∈Mn2,p(R)
(1.2)
con q = min{p, n2}. Possiamo supporre che i valori singolari {ci}pi=1 , {si}qi=1
siano ordinati come segue:
0 ≤ c1 ≤ c2 ≤ ... ≤ cq ≤ cq+1 = ... = cp = 1,
1 ≥ s1 ≥ s2 ≥ ... ≥ sq ≥ 0.
Osserviamo che (1.2) puo´ essere riscritta nella forma
(
U1 0
0 U2
)T (
Q1
Q2
)
V =
(
C
S
)
∈Mn1+n2,p(R). (1.3)
Da (1.2) otteniamo le relazioni{
Q1 = U1CV
T
Q2 = U2SV
T
che sostituite in (1.1) ci permettono di scrivere:
CTC + STS = Ip
e quindi {
c2i + s
2
i = 1 ∀i = 1, 2, ..., q
|ci| = 1 ∀i = q + 1, ..., p.
Da queste otteniamo che i valori singolari di Q1 e Q2 rappresentano i coseni e
i seni di opportuni angoli motivando il nome di tale decomposizione.
Andiamo ora a studiare l’ algoritmo [24] per la CS Decomposizione che verra`
poi utilizzato per determinare, in modo semplice e diretto, quello per il calcolo
della GSV D di (A,L) introdotto nel seguente paragrafo.
1o passo
Calcolo U2 ∈Mn2,n2(R) e V ∈Mp,p(R) matrici ortogonali tali che
UT2 Q2V = (0,∆), q = min{n2, p} (1.4)
con ∆ = diag(δ1, δ2, ..., δq) ∈ Mn2,q(R) (ovvero determino la SV D per la
matrice Q2 ordinando nel modo prescelto i valori singolari). Sia k tale che
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0 ≤ δ1 ≤ δ2 ≤ ...δk ≤ 1√2 ≤ δk+1 ≤ ... ≤ δq: la scelta di questo parametro e`
fatta al fine di migliorare la stabilita` dell’ algoritmo e sara` in parte chiarita
al passo 5. Per una trattazione piu` dettagliata di questo aspetto si consulti [24].
2o passo
Aggiorno Q1 e Q2 ponendo
{
Q1 := Q1V
Q2 := U
T
2 Q2V = (0,∆)
. (1.5)
3o passo
Utilizzando la fattorizzazione QR di Q1 calcolo U1 ∈Mn1,n1(R) ortogonale tale
che:
UT1 Q1 =
(
R
0
)
∈Mn1,p(R) (1.6)
con R ∈Mp,p(R) matrice triangolare superiore e elementi diagonali non nega-
tivi.
Dimostriamo che RTR = diag(1, 1, ..., 1, 1− δ21, ..., 1− δ2q ) ∈Mp,p(R): a tal fine
utilizzeremo, solo per questa verifica, i simboli Q˜1 e Q˜2 per indicare i valori di
Q1 e Q2 aggiornati (come fatto al passo 2)
Q˜1 = Q1V e Q˜2 = U
T
2 Q2V.
Abbiamo allora, utilizzando (1.1), (1.5) e (1.6)
RTR = (UT1 Q˜1)
T (UT1 Q˜1) = Q˜
T
1 Q˜1 = (Q1V )
T (Q1V ) = V
TQT1Q1V =
V T (Ip−QT2Q2)V = V TV−V TQT2Q2V = Ip−V TQT2Q2V = Ip−(Q2V )T (Q2V ) =
Ip−( 0, U2∆)T ( 0, U2∆) = Ip−
(
0
∆TUT2
)
( 0, U2∆) = Ip−
(
0 0
0 ∆TUT2 U2∆
)
=
Ip −
(
0 0
0 ∆T∆
)
= diag(1, ..., 1, 1− δ21, ..., 1− δ2q ).
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4o passo
Aggiorniamo nuovamente Q1 ponendo
Q1 := U
T
1 Q1, γi = 1− δ2i ∀i = 1, 2, ..., q.
Dalla precedente uguaglianza otteniamo, essendo R triangolare e 1 − δ2i >
0 ∀i = 1, 2, ..., k 2,
(
R
0
)
= UT1 Q1 =: Q1 =

Ip−q 0 0
0 diag(γ1, ..., γk) 0
0 0 R1
0 0 0
 ∈Mn1,p(R)
con RT1R1 = diag(γ
2
k+1, ..., γ
2
q ) ∈Mq−k,q−k(R).
5o passo
Calcolo la SV D di R1 determinando U˜1 ∈ Mq−k,q−k(R) e V˜ ∈ Mq−k,q−k(R)
ortogonali tali che
U˜T1 R1V˜ = diag(γk+1, ..., γq) (1.7)
e aggiorno le matrici nel seguente modo:
U1 := U1diag(Ip−q+k, U˜1, In1−p)
V := V diag(Ip−q+k, V˜ )
Q1 := diag(Ip−q+k, U˜T1 , In1−p)Q1diag(Ip−q+k, V˜ )
Q2 := Q2diag(Ip−q+k, V˜ ).
Osserviamo che per poter scrivere (1.7) abbiamo usato la relazione ottenuta
al passo precedente che fornisce i valori singolari di R1. A questo punto dell’
algoritmo abbiamo
Q2 = Q2diag(Ip−q+k, V˜ ) = Q2
(
Ip−q+k 0
0 V˜
)
= (0,∆)
(
Ip−q+k 0
0 V˜
)
=
(0,∆)
 Ip−q 0 00 Ik 0
0 0 V˜
 =
 0 diag(δ1, ..., δk) 00 0 dig(δk+1, ..., δq)
0 0 0

 Ip−q 0 00 Ik 0
0 0 V˜
 =
2Il parametro k e` quello definito al passo 1.
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 0 diag(δ1, ..., δk) 00 0 diag(δk+1, ..., δq)V˜
0 0 0
 .
Posto allora
W = diag(δk+1, ..., δq)V˜ ∈Mq−k,q−k(R)
si ha
W TW = (diag(δk+1, ..., δqV˜ )
T (diag(δk+1, ..., δq)V˜ ) = diag(δ
2
k+1, ..., δ
2
q ) =
Iq−k − diag(1− δ2k+1, ..., 1− δ2q ) = Iq−k − diag(γ2k+1, ..., γ2q ).
Poiche` σmin(W ) = δk+1 ≥
√
2
2
e` possibile diagonalizzare W , in modo nu-
mericamente stabile, normalizzando le sue colonne: calcoliamo pertanto U˜2 ∈
Mq−k,q−k(R) ortogonale tale che U˜T2 W sia triangolare superiore.
Poniamo quindi
Q2 := diag(Ik, U˜
T
2 In2−q)Q2
U2 := U2diag(Ik, U˜2, In2−q).
Dalle relazioni precedenti otteniamo
Q1 = diag(Ip−q+k, U˜T1 , In1−p)Q1diag(Ip−q+k, V˜ ) =

Ip−q+k 0 0
0 U˜1
T
0
0 0 In1−p


Ip−q 0 0
0 diag(γ1, ..., γk) 0
0 0 R1
0 0 0

(
Ip−q+k 0
0 V˜
)
=

Ip−q 0 0 0
0 Ik 0 0
0 0 U˜T1 0
0 0 0 In1−p


Ip−q 0 0 0
0 diag(γ1, ..., γk) 0 0
0 0 R1 0
0 0 0 0

 Ip−q 0 0 00 Ik 0 0
0 0 V˜ 0
 =

Ip−q 0 0 0
0 diag(γ1, ..., γk) 0 0
0 0 U˜T1 R1 0
0 0 0 0

 Ip−q 0 0 00 Ik 0 0
0 0 V˜ 0
 =

Ip−q 0 0 0
0 diag(γ1, ..., γk) 0 0
0 0 U˜T1 R1V˜ 0
0 0 0 0
 =
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
Ip−q 0 0 0
0 diag(γ1, ..., γk) 0 0
0 0 diag(γk+1, ..., γq) 0
0 0 0 0

e
Q2 =
 Ik 0 00 U˜T2 0
0 0 In2−q

 0 diag(δ1, ..., δk) 00 0 W
0 0 0
 =
 0 diag(δ1, ..., δk) 00 0 U˜T2 W
0 0 0
 .
Poiche` U˜T2 W e` triangolare superiore e
QT2Q2 = Ip −QT1Q1 = diag(1, ..., 1, 1− γ21 , ..., 1− γ2q )
otteniamo U˜T2 W = diag(δk+1, ..., δq) e quindi
Q2 =
 0 diag(δ1, ..., δk) 00 0 diag(δk+1, ..., δq)
0 0 0
 .
A questo punto le matrici Q1 e Q2, ridotte in forma diagonale, vanno riportate
nella forma (1.2) applicando opportunamente le matrici elementari; fatto cio`
basta porre C = Q1 e S = Q2.
1.2 SV D Generalizzata
Prima di introdurre la SV D Generalizzata richiamiamo brevemente la SV D:
riprenderemo questa decomposizione nel capitolo 3 in cui evidenzieremo la sua
utilita` per la risoluzione del metodo di regolarizzazione di Tikhonov standard.
Proposizione 1.2.1 Sia A ∈ Mm,n(R). Allora esistono due matrici ortogo-
nali U ∈Mm,m(R) e V ∈Mn,n(R) tali che
UTAV = diag(σ1, ..., σp), p = min{m,n}
con σ1 ≥ ... ≥ σp ≥ 0.
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Dimostrazione. Si consulti [7].
Date due matrici A ∈ Mn1,t(R), n1 ≥ t, L ∈ Mn2,t(R), dimostriamo che
esistono U ∈Mn1,n1(R), V ∈Mn2,n2(R) ortogonali e X ∈ Glt(R) tali che{
A = UΣXT
L = VMXT
(1.8)
con
Σ = diag(σ1, ..., σt) ∈Mn1,t(R),M = diag(µ1, ..., µr) ∈Mn2,t(R)
e r = min{t, n2}.
A tale scopo calcoliamo la SV D di
(
A
L
)
:
(
A
L
)
= Q∆ZT (1.9)
dove Q ∈Mn1+n2,n1+n2(R), ∆ ∈Mn1+n2,t(R), Z ∈Mt,t(R).
Detto p = rank(
(
A
L
)
) poniamo m = n1 + n2 − p e partizioniamo le matrici
precedenti come segue:
Q =
(
Q11 Q12
Q21 Q22
)
∆ =
(
∆p 0
0 0
)
Z = (Z1, Z2 )
con Q11 ∈Mp,p(R), Q22 ∈Mm,m(R), ∆p ∈Mp,p(R), Z1 ∈Mt,p(R).
Per l’ ortogonalita` di Q otteniamo
QT11Q11 +Q
T
21Q21 = Ip
e quindi, applicando la CS Decomposizione a(
Q11
Q21
)
∈Mn1+n2,p(R),
si deducono le relazioni {
Q11 = U1CV
T
Q21 = U2SV
T .
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Pertanto da (1.9) si ha, per l’ ortogonalita` di Z,
(
A
L
)
Z = Q∆ =
(
Q11∆p 0
Q21∆p 0
)
=
(
U1CV
T∆p 0
U2SV
T∆p 0
)
e quindi (
A
L
)
=
(
U1 0
0 U2
)(
C 0
S 0
)(
V T∆p 0
0 W
)
ZT
con W ∈Mt−p,t−p(R) matrice arbitraria.
Scelta W , non singolare, affinche` valga (1.8) poniamo
U = U1, Σ = (C, 0 )
V = U2, M = (S, 0 )
XT =
(
V T∆p 0
0 W
)
ZT (det(X) =
 p∏
j=1
σj
 det(W ) 6= 0).
L’ algoritmo precedente, che permette di calcolare la GSV D utilizzando de-
composizioni standard, e` definito in ogni sua parte tranne che per la scelta
della matrice W .
Indichiamo con K2 il condizionamento di una matrice rispetto alla norma 2.
Supponendo Σp = diag(σ1, ..., σp) con σ1 ≥ σ2 ≥ ... ≥ σp abbiamo
K2(X) = K2(X
T ) = K2(
(
V TΣp 0
0 W
)
ZT ) = max{K2(V TΣpZT ), K2(WZT )} =
max{K2(Σ), K2(W )} ≥ K2(Σ) = σ1σp
e quindi la scelta migliore e` data da
W = σI con σp < σ < σ1
poiche` in tal caso
K2(X) =
σ1
σp
.
1.3 Stabilita` della CS Decomposizione e della
SV D Generalizzata
Per poter confrontare due diversi algoritmi per il calcolo della decomposizione
CS dobbiamo introdurre il concetto di stabilita` numerica ad esso associato.
Tale definizione deve essere formulata rileggendo le precedenti uguaglianze a
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meno della precisione di macchina ².
L’ algoritmo per la CS Decomposizione e` stabile se
‖U˜T1 U1 − In1‖2 ≈ ² (U˜1 ortogonale rispetto a ² e ‖ ‖2),
‖U˜T2 U2 − In2‖2 ≈ ² (U˜2 ortogonale rispetto a ² e ‖ ‖2),
‖V TV − Ip‖2 ≈ ² (V ortogonale rispetto a ² e ‖ ‖2),
C˜ = diag(c˜1, ..., c˜p) = U˜1
T
(Q1 + E1)V˜ con ‖E1‖2 ≈ ²‖Q1‖2,
S˜ = diag(s˜1, ..., s˜q)U˜
T
2 (Q2 + E2)V˜ con ‖E‖2 ≈ ²‖Q2‖2.
Premettiamo un risultato che ci servira` nel seguito.
Teorema 1.3.1 Sia X ∈Mm,k(R), k = rank(X) e
X = ( x1, x2, ..., xk )
la corrispondente decomposizione per colonne. Supponiamo XTX = D2 + E
con D = diag(‖x1‖2, ‖x2‖2, ..., ‖xk‖2). Detta X = QR la sua fattorizzazione
QR si ha che
|rij| ≤ min{‖xj‖2, ‖E‖2
σmin(Xj)
} ∀j > i.
(rij = 0 i < j) dove Xj e` la sottomatrice principale di X e σmin(Xj) il
corrispondente valore singolare piu` piccolo.
Dimostrazione. Poniamo G = XTX e Ri la sottomatrice principale di R
(i.e (Ri)p,q = rpq p, q = 1, 2, ..., i): allora G = X
TX = (QR)T (QR) = RTR e
quindi ∀j = 1, 2, ..., k si ha
(XTX)j = (R
TR)j
ovvero XTxj = R
T rj. Dalle precedenti relazioni otteniamo ∀i = 1, 2, ..., k,
∀j = i+ 1, ..., k
RTi rj = X
T
i xj
e cioe`
RTi

r1j
r2j
.
.
rij
 = XTi xj.
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Poiche` per ipotesi rank(X) = k si ha
k = rank(X) = rank(QR) = rank(R) = rank(RTR) ⇐⇒ det(RTR) 6=
0 ⇐⇒ (essendo R triangolare superiore) det(RTR) = ∏kj=1 r2jj 6= 0 ⇐⇒
rjj 6= 0 ∀j = 1, 2, ..., k.
Da tale relazione deduciamo che Ri ∈ Gli(R) ∀i = 1, 2, ..., k e quindi, inver-
tendo RTi , 
r1j
r2j
.
.
rij
 = R−Ti XTi xj. (1.10)
Passando alla norma 2 in (1.10), si deduce
|rij| ≤ (r21j+...+r2ij)1/2 = ‖R−Ti XTi xj‖2 ≤ ‖R−Ti ‖2‖XTi xj‖2 =
1
σmin(Ri)
‖XTi xj‖2.
Poiche` σmin(Ri) = σmin(Xi) e ‖XTi xj‖2 ≤ ‖E‖2 otteniamo dalla relazione
precedente
|rij| ≤ ‖E‖2
σmin(Xi)
.
Utilizzando la maggiorazione |rij| ≤ (r2i1+ ...+rjj)1/2 = ‖xj‖2 si ottiene la tesi.
Con queste premesse vogliamo fare alcune osservazioni relative all’ algoritmo
per il calcolo della CS Decomposizione localizzando la nostra attenzione sul
passo 3 che ne costituisce la parte piu` delicata. Infatti nelle altre parti dell’
algoritmo si fa sostanzialmente uso della SV D la cui stabilita` numerica e` stata
dimostrata dettagliatamente in [7].
Al passo 2 abbiamo introdotto la matrice Q1V , che da ora in poi indicheremo
con X, di cui abbiamo calcolato (al passo 3) la fattorizzazione QR per poter
determinare la matrice triangolare superiore R che nei passi successivi e` stata
ridotta in forma diagonale.
Indichiamo con X˜ la versione numerica di tale matrice e con R˜ quella di
(
R
0
)
.
Allora, seguendo lo sviluppo fatto in [24], si ha
X˜T X˜ = diag(1, 1, ..., 1, 1− δ˜21, ..., 1− δ˜2q ) + E
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con {δ˜i}qi=1 valori singolari di Q2 effettivamente calcolati e ‖E‖2 ≈ ².
La relazione (1.6) puo` essere pertanto riscritta nella forma
UT1 (X˜ + F ) = R˜
dove U1 e` ortogonale e ‖F‖2 ≈ ²‖X˜‖2.
Dal teorema 1.3.1 segue che ∀j = i+ 1, ..., p
|r˜ij| ≤ min{‖x˜j‖2; ‖E‖2
σmin(X˜j)
} ≈ min{‖x˜j‖22,
²√
1− δ˜2i
}
e pertanto, essendo δk+1 ≥
√
2
2
, si ha
|rij| ≈ ²‖R‖2 i = 1, 2, ..., p− q + k, j = i+ 1, ..., p.
Questa scelta di k in (1.4) permette di lavorare con una matrice R˜ effettiva-
mente triangolare superiore garantendo la possibilita` di applicare con successo
la fattorizzazione QR in (1.6).
L’ algoritmo per la CS Decomposizione soddisfa le proprieta` di stabilita` date
all’ inizio del paragrafo ed e` pertanto numericamente stabile. La stabilita`
della GSV D, anche se non dimostrata, e` essenzialmente dovuta all’ uso di
algoritmi quali la SV D e la CS Decomposizione che godono di buone propri-
eta` di stabilita`. Anche se utilizzeremo la GSV D come decomposizione base
per l’ analisi del metodo di regolarizzazione di Tikhonov generale vogliamo
evidenziare brevemente alcune proprieta` dei valori singolari generalizzati
γi =
σi
µi
∀i = 1, 2, ..., p = rank(L)
e un legame tra GSV D e SV D.
(1) GSV D come generalizzazione della SV D:
Le matrici U , Σ, V utilizzate nella GSV D di (A,L) sono diverse dalle cor-
rispondenti matrici relative alla SV D di A. Se pero` L e` la matrice identica le
matrici U e V relative alla GSV D di (A,L) sono uguali, a meno dell’ ordine
delle colonne, alle matrici U , V della SV D di A. Analogamente i valori singo-
lari di A sono uguali ai valori singolari generalizzati γi di (A,I).
Va sottolineato pero` che in generale non vi e` alcun legame tra valori singo-
lari/vettori generalizzati e valori singolari/vettori ordinari.
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(2) Legame tra lo spettro di A e spettro di (A,L):
Data una matrice A ∈ Mm,n(R) si ha, utilizzando la proprieta` di invarianza
ortogonale del determinante e la SV D di A, che
det(ATA− λ2I) = 0⇐⇒ λ ∈ {σ1, ..., σp}.
Ci chiediamo ora se e` possibile estendere questa proprieta` dei valori singolari
al caso dei valori generalizzati di (A,L).
In analogia con il caso precedente definiamo autovalori generalizzati di (A,L)
gli elementi dell’ insieme
λ(A,L) = {λ : λ ≥ 0, det(ATA− λ2LTL) = 0}
con L ∈Mp,n(R).
Allora da (1.8) deduciamo che
det(ATA− λ2LTL) = det[X(ΣTΣ− λ2MTM)XT ] =
det(X)2det(ΣTΣ− λ2MTM) = det(X)2∏rank(L)j=1 (σ2j − λ2µ2j)∏nj=rank(L)+1 σ2j
e quindi
λ(A,L) =
{
R+ se σj = 0 per qualche j ∈ {rank(L) + 1, ..., n}
{γj, j = 1, 2, ..., r} altrimenti .
Osserviamo che λ(A,L) = R+ ⇐⇒ σj = 0 per qualche j ∈ {rank(L) +
1, ..., n} ⇐⇒ N(A) ∩ N(L) 6= {0}. In tal caso, essendo p = rank(
(
A
L
)
),
abbiamo che il sottospazio vettoriale generato dalle prime p colonne di X e`
ortogonale al sottospazio generato dalle ultime (n − p). Inoltre quest’ ulti-
mo sottospazio e` proprio N(A) ∩ N(L) = N(
(
A
L
)
). Evidenziamo infine che
il problema di determinare le radici dell’ equazione (calcolo degli autovalori
generalizzati)
det(ATA− λ2LTL) = 0
e` una sintesi dei probleni det(ATA− λ2I) = 0 e det(A− λL) = 0. Pertanto il
problema di determinare λ(A,L) eredita le stesse difficolta` associate a ciascuno
di questi problemi base.
Sono possibili altre formulazioni della GSV D che pero` non aggiungono, a
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nostro parere, nulla di piu` rispetto alla nostra trattazione. Questa routine e`
infatti di facile implementazione ed e` stata recentemente introdotta in diversi
pacchetti software [20]; ritorneremo a parlare piu` dettagliatamente di tale al-
goritmo nel capitolo 3 e 4 dove avremo modo di analizzare la sua utilita` per la
trattazione del metodo di regolarizzazione di Tikhonov generale.
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Capitolo 2
Regolarizzazione in forma
generale con operatori
differenziali
Introduciamo in questo capitolo il metodo di regolarizzazione di Tikhonov
con operatori differenziali per il problema lineare Kx = y determinando le
condizioni di esistenza e unicita` della soluzione regolarizzata verificando che
queste estendono in modo naturale quelle valide nel caso standard. Presenter-
emo nelle sezioni 2.3 i risultati di convergenza di maggiore rilievo e in 2.6 lo
sviluppo in funzioni singolari della soluzione regolarizzata.
Sottolineiamo che mentre i risultati di esistenza e unicita` sono stati studiati
a fondo da piu` autori quelli di convergenza non sono altrettanto conosciuti:
proprio questi ultimi, pur richiedendo un’ approccio teorico piu` profondo im-
posto dalla necessita` di lavorare con diverse strutture hilbertiane indotte dagli
operatori che definiscono il metodo di regolarizzazione, permettono di avere
una visione unificata della regolarizzazione riducendo il metodo standard a un
caso particolare di quello generale. Per capire meglio questo abbiamo riportato
nella prima sezione alcune peculiarita` dei problemi mal posti e della regolar-
izzazione di Tikhonov standard per fornire un background di situazioni a cui
tenteremo di dare un possibile e piu` generale metodo di analisi.
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Riportiamo qui di seguito alcune notazioni e definizioni di base.
Definizione 2.0.2 Un operatore K : X 7→ Y e` detto operatore lineare se
K(αx+ βy) = αKx+ βKy ∀α, β ∈ R, ∀x, y ∈ X.
Indichiamo con:
- dominio di K l’ insieme D(K) = {x ∈ X : ∃ Kx} ⊆ X
- nucleo di K l’ insieme N(K) = {x ∈ X : Kx = 0} ⊆ X
- range di K l’ insieme R(K) = {Kx : x ∈ D(K)} ⊆ Y.
Dati due spazi vettoriali normati X e Y indichiamo con Λ(X, Y ) lo spazio
vettoriale
Λ(X, Y ) = {K : X 7→ Y : K lineare}
e ∀K ∈ Λ(X,Y ) diciamo che K e` continuo se esiste una costante M > 0 tale
che
‖Kx‖Y ≤M‖x‖X ∀x ∈ X.
Nel caso in cui X = Y indicheremo Λ(X,X) con Λ(X).
Definizione 2.0.3 Definiamo norma di un operatore
‖K‖ = sup{‖Kx‖Y : ‖x‖X = 1}.
Diremo che K e` limitato se ‖K‖ < +∞.
Le nozioni di limitatezza e continuita`, per un operatore lineare, sono equivalenti
negli spazi di Hilbert come specificato nel seguente teorema.
Teorema 2.0.4 Dato K ∈ Λ(X,Y ) sono fatti equivalenti
(1) K e` continuo in X ⇐⇒ K e` continuo in x0 ∀x0 ∈ X ⇐⇒
∀x0 ∈ X limx→x0 Kx = Kx0
(2) K e` limitato.
Definito
B(X,Y ) = {K : X → Y : K lineare e continuo}
possiamo considerare l’ applicazione
B(X, Y )→ R+
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K → ‖K‖
che definisce una norma su B(X, Y ) rendendolo uno spazio normato.
Dati due spazi di Hilbert X, Y e K ∈ B(X,Y ) definiamo aggiunto di K
l’ operatore K∗ : Y → X definito, in modo unico, dalla relazione
(x,K∗y)X = (Kx, y)Y ∀x ∈ X, ∀y ∈ Y.
Si puo` dimostare [8] che K ∈ B(X, Y )⇐⇒ K∗ ∈ B(Y,X).
Dato K ∈ B(X,X) =: B(X) diciamo che K e` autoaggiunto se K = K∗:
esempi di operatori autoaggiunti sono K∗K e KK∗.
Definizione 2.0.5 Dato un sottoinsieme S di uno spazio di Hilbert X defini-
amo complemento ortogonale di S, indicato con S⊥, l’ insieme
S⊥ = {x ∈ X : (x, y) = 0 ∀y ∈ S} ⊆ X.
Ricordiamo che S⊥ e` un sottospazio di X chiuso indipendentemente da S;
inoltre S⊥⊥ = S.
Teorema 2.0.6 Se S e` un sottospazio chiuso di uno spazio di Hilbert X al-
lora X puo` essere decomposto nella somma diretta di S e S⊥ (X = S ⊕ S⊥)
intendendo con questo che
∀x ∈ X ∃!x1 ∈ S, ∃!x2 ∈ S⊥ tali che x = x1 + x2.
Passiamo ora a definire le proiezioni ortogonali.
Definizione 2.0.7 Supposto S un sottospazio chiuso di uno spazio di Hilbert
X. L’ operatore PS : X → S definito da PSx = x1, con x = x1+x2 rappresen-
tazione di X attraverso la decomposizione X = S ⊕ S⊥, e` detto proiezione
ortogonale di X su S.
Riportiamo qui di seguito alcune proprieta` fondamentali degli operatori di
proiezione ortogonale:
(1) PS e` lineare e limitato (‖PS‖ = 1),
(2) PS⊥ = I − PS (operatore di proiezione complementare rispetto a PS),
(3) PS = P
∗
S ovvero PS e` autoaggiunto.
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Teorema 2.0.8 Sia K ∈ B(X, Y ). Allora valgono le seguenti relazioni:
(1) N(K)⊥ = R(K∗),
(2) N(K∗)⊥ = R(K),
(3) N(K∗) = R(K)⊥,
(4) N(K) = R(K∗)⊥.
2.1 Problemi mal posti e loro trattazione
Consideriamo una generica equazione
Kx = y (2.1)
dove K e` una applicazione tra gli spazi topologici X e Y , y e` il dato assegna-
to e richiamiamo brevemente le peculiarita` dei problemi mal posti attraverso
la definizione data da Hadamard. Un problema e` detto ben posto se sono
soddisfatte le seguenti condizioni.
Esiste una soluzione per ogni dato y ∈ Y . (2.2)
La soluzione e` unica per ogni dato y ∈ Y . (2.3)
La soluzione dipende con continuita` dai dati. (2.4)
Se una di queste condizioni non e` soddisfatta il problema e` detto mal-posto.
Per rendere le condizioni precedenti piu` precise dobbiamo specificare la nozione
di soluzione e quali topologie dobbiamo utilizzare per valutare la continuita`.
La condizione (2.2) equivale alla surgettivita` dell’ operatore K, ed e` quindi
soddisfatta se Y = K(X), mentre la condizione (2.3) equivale alla sua iniet-
tivita` garantita da N(K) = {0}. Condizione necessaria e sufficiente per la
validita` di (2.2) e (2.3) e` l’ invertibilita` di K. Supposte valide (2.2) e (2.3),
la condizione (2.4) dipende dalle topologie introdotte in X e Y che possono
rendere continua o meno l’ applicazione che associa ad ogni dato y ∈ Y la sua
(unica) controimmagine x ∈ X.
Da qui nasce la necessita` di ridefinire alcuni concetti, come quello di soluzione,
introducendo un nuovo problema, opportunamente legato a (2.1), per cui
valgano le condizioni (2.2), (2.3), (2.4).
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A tale scopo diamo ora alcune nozioni fondamentali relative agli oper-
atori generalizzati tra spazi di Hilbert evidenziandone le caratteristiche piu`
importanti. Per una trattazione piu` dettagliata si consulti [2,8].
Definizione 2.1.1 Sia K : X → Y un operatore lineare e limitato.
xLS ∈ X e` detta soluzione ai minimi quadrati ( o pseudosoluzione) di Kx = y
se
‖KxLS − y‖ = inf{‖Kz − y‖ : z ∈ X}.
x† ∈ X e` detta soluzione generalizzata di Kx = y se e` la soluzione ai minimi
quadrati di Kx = y di norma minima; cioe`
‖x†‖ = inf{‖z‖ : z e′ soluzione ai minimi quadrati di Ku = y}.
Per definizione di pseudosoluzione otteniamo che questa e` l’ elemento dello
spazio X che approssima al meglio il dato dell’ equazione (2.1) in quanto
minimizza la distanza ‖Kx− y‖ su tutto X.
Osserviamo inoltre che il vettore x† e` determinato in modo unico poiche`
l’ insieme delle pseudosoluzioni di Kx = y e` un sottoinsieme chiuso e convesso
di X.
Definiamo ora l’ operatore inversa generalizzata di K restringendo il dominio
di quest’ ultimo in modo tale che l’ operatore ottenuto sia invertibile; il suo
inverso verra` quindi esteso al suo dominio massimale.
Indichiamo con K|S, S ⊂ X, la restrizione dell’ operatore K al sottoinsieme
S di X. Senza ledere la generalita` della trattazione supporremo fin da subito
che il dominio di K sia tutto X (D(K) = X).
Definizione 2.1.2 L’ inversa generalizzata (o pseudoinversa) K† di K ∈
Λ(X, Y ) e` definita come l’ unica estensione lineare di K˜−1 a :
D(K†) := R(K)⊕R(K)⊥
con
N(K†) = R(K)⊥
dove K˜ e` l’ isomorfismo definito da
K˜ := K|N(K)⊥ : N(K)⊥ → R(K).
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Verifichiamo che la definizione appena data e` ben formulata dimostrando
inoltre che e` possibile esprimere K† a partire da K˜ e P con P operatore di
proiezione su R(K).
Innanzittutto dobbiamo dimostrare che K˜−1 esiste: a tale scopo verifichiamo
che
N(K˜) = {0} e R(K˜) = R(K).
Infatti:
-x ∈ N(K˜)⇐⇒ K˜x = 0⇐⇒ x ∈ N(K)⊥ e Kx = 0⇐⇒
x ∈ N(K) ∩N(K)⊥ = {0} ⇐⇒ x = 0.
-R(K˜) = R(K|N(K)⊥) = R(K).
La linearita` di K˜−1 si deduce dalla linearita` di K.
A questo punto dobbiamo dimostrare che ∀y ∈ R(K)⊕R(K)⊥ si ha
K†y = K˜−1Py.
Infatti per l’ ipotesi y ∈ R(K)⊕R(K)⊥ = D(K†) possiamo scrivere
y = y1 + y2 , y1 ∈ R(K), y2 ∈ R(K)⊥ = N(K†)
da cui segue
K†y = K†(y1 + y2) = K†y1 = K˜−1Py
dove nell’ ultimo passaggio si e` utilizzata la relazioneK†|R(K) = K˜. L’ unicita`
di K† discende dalla relazione appena trovata.
Un’ altra caratterizzazione dell’ operatore K† e` data dalle condizioni di Moore-
Penrose indicate nella proposizione seguente.
Proposizione 2.1.3 L’ operatore K† : D(K†) → X e` l’ unico operatore per
cui valgono le equazioni di Moore-Penrose:
K†KK† = K†,
KK†K = K,
K†K = PN(K)⊥ ,
KK† = PR(K)|D(K†).
Inoltre R(K†) = N(K)⊥.
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Il legame tra K† e soluzione ai minimi quadrati di (2.1) e` fornito dal seguente
teorema.
Teorema 2.1.4 Sia y ∈ D(K†). Allora, Kx = y ha un’ unica soluzione
generalizzata data da
x† ≡ K†y. (2.5)
L’ insieme di tutte le soluzioni ai minimi quadrati e` rappresentato da
x† +N(K) = {x† + y : y ∈ N(K)}. (2.6)
Teorema 2.1.5 Se y ∈ Y con y = y¯ + z dove y¯ ∈ R(K) e z ∈ R(K)⊥,
allora sono fatti equivalenti:
(1) y ∈ D(K†) = R(K)⊕R(K)⊥.
(2) y¯ ∈ R(K).
(3) Esiste x ∈ X soluzione ai minimi quadrati di (2.1):
‖Kx− y‖ = infu∈X‖Ku− y‖. (2.7)
(4) Esiste x ∈ X soluzione dell’ equazione normale:
K∗Kx = K∗y. (2.8)
(5) Esiste x ∈ X soluzione dell’equazione proiettata:
Kx = PR(K)y = y¯. (2.9)
Inoltre se x ∈ X soddisfa una delle relazioni (2.7), (2.8), (2.9) verifica le altre
due.
Se l’ operatore K ha range chiuso, l’ equazione Kx = PR(K)y ammette sempre
almeno una soluzione: infatti, essendo PR(K)y ∈ R(K) = R(K), si ha
{x ∈ X : Kx = PR(K)y} 6= ∅. Poiche` il teorema precedente considera un
generico operatore K ∈ B(X, Y ) con range arbitrario, se R(K) non e` chiuso,
l’ elemento (PR(K)y) puo´ non appartenere a R(K) e in tal caso, per la relazione
(2.9), non esistono pseudosoluzioni del problema (2.1). Possiamo pertanto
riassumere quanto detto nella seguente proposizione.
Proposizione 2.1.6 Il problema (2.1) ammette pseudosoluzioni se e solo se
y ∈ R(K)⊕R(K)⊥.
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Ricordando che R(K) ⊕ R(K)⊥ e` denso in Y e coincide con quest’ ultimo se
R(K) e` chiuso otteniamo che, se l’ operatoreK ha range chiuso, la pseudosoluzione
di (2.1) esiste sempre.
Introdotte le proprieta` della pseudoinversa (proposizione 2.1.3) e le caratter-
izzazioni della soluzione ai minimi quadrati (proposizione 2.1.5) ci chiediamo
quale condizione su K assicura la continuita` di K†.
Teorema 2.1.7 Sia K ∈ B(X, Y ). Allora:
(1)K† e` lineare
(2)K† e` limitato ⇐⇒ R(K) e` chiuso.
Dimostrazione. Si consulti [10].
Possiamo pertanto dire che se K ∈ B(X, Y ) il problema Kx = y e` ben posto,
nel senso della soluzione generalizzata, se e solo se R(K) e` chiuso: infatti in
queste ipotesi si ha D(K†) = R(K) ⊕ R(K)⊥ = Y e K† continuo garantendo
cos`ı la validita` di (2.2) e di (2.4).
2.1.1 Operatori lineari compatti: rappresentazione in
funzioni singolari
In questo paragrafo daremo alcune nozioni relative alla teoria spettrale [9].
Definizione 2.1.8 Sia K : X 7→ Y un operatore lineare tra X e Y spazi
vettoriali normati (in particolare spazi di Hilbert). K e` detto compatto se
∀S ⊂ X limitato K(S) e` compatto in Y .
Definizione 2.1.9 λ ∈ C e` detto autovalore di un operatore K : X → Y se
(K − λI) non e` iniettivo. Definiamo inoltre spettro di K l’ insieme
σ(K) = {λ ∈ C : K − λI non e′ invertibile}.
Gli elementi di N(K−λI) sono detti autovettori di K relativi all’ autovalore
λ.
Fondamentali per lo studio degli operatori compatti sono i teoremi riportati
qui di seguito.
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Teorema 2.1.10 Sia K un operatore compatto su uno spazio di Hilbert di
dimensione infinita. Allora
(1) 0 ∈ σ(K)
(2) ogni elemento di σ(K)− {0} e` un autovalore di K
(3) se σ(K) non e` finito, allora σ(K) e` numerabile e ha zero come unico punto
di accumulazione
(4) se K e` autoaggiunto σ(K) ⊆ R e autovettori corrispondenti ad autovalori
distinti sono ortogonali.
Teorema 2.1.11 Sia K ∈ B(X) un operatore compatto, autoaggiunto e sia
λ1, λ2, .... una enumerazione dei suoi autovalori distinti e non nulli. Allora
∀x ∈ X
Kx =
+∞∑
n=1
λnPnx
dove Pn e` l’ operatore di proiezione di X sul sottospazio vettoriale N(K−λnI).
Il teorema precedente mostra che ogni operatore compatto e autoaggiunto
e` il limite di operatori con range di dimensione finita che rappresentano le
proiezioni ortogonali sugli autospazi di K. Attraverso il teorema precedente e`
possibile definire, per un operatore compatto K : X → Y , un sistema singolare
(σn, vn, un)n nel seguente modo. Indichiamo innanzitutto con (σ
2
n)n l’ insieme
degli autovalori non nulli dell’ operatore lineare, compatto e autoaggiunto
K∗K, scritti in ordine decrescente
σ1 ≥ σ2 ≥ ....
e con molteplicita`. L’ insieme (vn)n rappresenta allora il sistema ortonormale
completo di autovettori dell’ operatoreK∗K corrispondente al sistema di valori
singolari (σn)n ( con σn > 0 ∀n) e genera R(K∗) = R(K∗K). L’ insieme di
vettori (un)n e` costruito mediante la relazione:
un =
Kvn
‖Kvn‖
e costituisce un sistema ortonormale completo di autovettori di KK∗ e genera
R(K) = R(KK∗). Ricordiamo infine le relazioni:
Kvn = σnun (2.10)
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K∗un = σnvn (2.11)
Kx =
+∞∑
n=1
σn(x, vn)un, ∀x ∈ X (2.12)
K∗y =
+∞∑
n=1
σn(y, un)vn ∀y ∈ Y (2.13)
dove le serie infinite convergono negli spazi di Hilbert X e Y . Pertanto un sis-
tema singolare per K e` costituito da una famiglia di autovalori (σn)n non nulli
e da due sistemi ortonormali completi di autovettori (un)n e (vn)n attraverso
cui l’ operatore K puo´ essere diagonalizzato.
Nel caso in cui vi siano infiniti valori singolari e` possibile ordinarli in modo
decrescente σ1 ≥ σ2 ≥ ... in maniera tale che abbiano come unico punto di
accumulazione zero (teorema 2.1.10):
lim
n→+∞σn = 0.
Osserviamo esplicitamente che se K ha rango di dimensione finita, K ha un
numero finito di valori singolari e le serie in (2.12), (2.13) diventano somme
finite.
Ricordando ora che i soli sottospazi di uno spazio di Hilbert chiusi sono quelli di
dimensione finita, dalla proposizine 2.1.7, segue che, nell’ ipotesi K compatto,
l’ operatore K† e` continuo se e solo se dimR(K) < +∞. Pertanto, se si esclude
il caso banale, la soluzione generalizzata, qualora esista (y ∈ R(K)⊕R(K)⊥),
non dipende con continuita` dal termine noto e il problema corrispondente e`
mal posto. Usando il sistema singolare di K, e` possibile trovare una rappresen-
tazione esplicita dell’ inversa generalizzata di un operatore lineare compatto
che permette di mettere in relazione le proprieta` spettrali di K con il carattere
mal posto del problema (2.1).
Teorema 2.1.12 Sia (σn, vn, un) il sistema singolare per l’ operatore lineare
compatto K, y ∈ Y . Allora abbiamo:
(1) y ∈ D(K†)⇐⇒ ∑+∞n=1 |(y,un)|2σ2n < +∞
(2) per ogni y ∈ D(K†),
x† ≡ K†y =
+∞∑
n=1
(y, un)
σn
vn. (2.14)
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La relazione (2.14) mostra come gli errori in y influenzino il risultato inK†y:
le componenti degli errori in y rispetto alla base (un)n, che corrispondono ai
valori singolari “maggiori, sono ininfluenti mentre le componenti degli errori
che corrispondono ai valori singolari σn piu` piccoli sono amplificati dai fattori
1
σn
risultando cos`ı pericolosi per la costruzione di x†. Se dimR(K) < +∞ esiste
un numero finito di valori singolari cosicche` questi fattori di amplificazione sono
limitati benche` possano risultare ampi e quindi inaccettabili dal punto di vista
numerico. Se invece dimR(K) = +∞, essendo limn→+∞ σn = 0, gli errori
sui dati di una certa grandezza posso essere amplificati in modo arbitrario
attraverso il fattore 1
σn
che cresce senza limite superiore. Ad esempio, posto
yδ,n = y + δun si ha ‖yδ,n − y‖ = δ e per (2.14) vale
K†y −K†yδ,n = (δun, un)
σn
vn =
δ
σn
vn
da cui
‖K†y −K†yδ,n‖ = δ
σn
→ +∞ n→ +∞.
Lo studio dei problemi mal posti ha acquistato notevole importanza con la
necessita` di affrontare i problemi inversi. Considerato il modello matematico
(2.1) per problema diretto intendiamo la determinazione, a partire dal dato
x ∈ X, del risultato y = Kx. Supposto l’ operatore K compatto e con sis-
tema singolare (σn, vn, un)n la determinazione del valore y = Kx e` espressa da
(2.12). Il problema inverso sara` la determinazione del valore x la cui immagine
secondo K sia y. Utilizzando l’ espressione dell’ inversa generalizzata (2.14)
si puo´ osservare che, mentre nel problema diretto i coefficienti dello sviluppo
in funzioni singolari tendono a zero per n → +∞, i corrispondenti coeffici-
enti divergono nel caso inverso. Una generica metodologia che permetta di
affrontare un problema mal posto viene detta “regolarizzazione. Lo scopo di
ogni metodo di regolarizzazione e` quello di approssimare la soluzione cercando
di fare in modo che soddisfi opportune proprieta` di regolarita` che hanno in
genere le soluzioni corrispondenti ai dati non perturbati.
2.1.2 Regolarizzazione
Consideriamo nuovamente l’ equazione (2.1)
Kx = y
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con X e Y spazi di Hilbert, x ∈ X, y ∈ Y e supponiamo che R(K) non sia
chiuso. L’ equazione (2.1) da` luogo a un problema mal posto in quanto la
non continuita` dell’operatore K† comporta che la soluzione non dipende con
continuita` dai dati.
L’ idea alla base dei metodi di regolarizzazione e` quella di definire una famiglia
di operatori Rλ limitati che approssimino con continuita` K
†.
Definizione 2.1.13 Una famiglia di operatori (Rλ)λ, con Rλ : Y 7→ X ∀λ ∈
R+, e` detto algoritmo regolarizzante per il problema (2.1) se sono soddis-
fatte le seguenti condizioni:
(1) Rλ e` lineare e continuo ∀λ > 0
(2) ∀y ∈ R(K)⊕R(K)⊥ si ha limλ→0Rλy = x† = K†y.
Dalla definizione appena data, segue che ogni algoritmo regolarizzante converge
alla soluzione generalizzata qualora questa esista (y ∈ D(K†)). Nell’ ipotesi
che il dato sia perturbato puo´ succedere che y non appartenga a D(K†): in
tal caso, mentre l’ inversa generalizzata non e` di alcuna utilita` l’ algoritmo
regolarizzante (Rλ)λ, essendo D(Rλ) = Y , permette di ottenere ugualmente
una soluzione approssimata del problema non perturbato. Supposto infatti
y = y¯ + e con y¯ ∈ D(K†) ed e ∈ Y −D(K†) abbiamo
Rλy = Rλy¯ +Rλe
con limλ→0Rλy¯ = K†y¯: l’ operatore Rλ, per piccoli valori di λ, approssima
bene la soluzione del problema corrispondente al dato y¯ ma, come dimostrato
in [5], questo comporta un grosso errore dovuto al fatto che il valore (Rλe)
diverge per λ → 0. Pertanto la scelta del parametro λ dovra` essere tale da
garantire il fatto che l’ operatore di regolarizzazione approssimi in maniera
soddisfacente K† e contemporaneamente non risenta eccessivamente dell’ er-
rore sul dato.
L’ idea che sta alla base della realizzazione di un algoritmo regolarizzante e`
quella di utilizzare informazioni aggiuntive che permettano di gestire il prob-
lema mal posto in maniera piu` regolare.
Considereremo soltanto una particolare famiglia di operatori regolarizzanti,
proposta da Tikhonov, analizzando in dettaglio la sua estensione al caso gen-
erale. Il metodo della regolarizzazione di Tikhonov ha come fine la determi-
nazione di una soluzione x che soddisfa, non proprio il problema Kx = y, bens`ı
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le due relazioni
(1) ‖Kx− y‖ ≤ ² (approssimazione del dato entro un margine di errore ²)
(2) ‖x‖ ≤ E (vincolo sulla soluzione)
minimizzando il funzionale, dipendente dal parametro λ,
G˜λ(x, y) = ‖Kx− y‖2Y + λ2‖x‖2Y . (2.15)
Attraverso lo studio di G˜λ si possono stabilire le condizioni di esistenza di una
soluzione regolarizzata e, in caso affermativo, si puo´ dimostrare [5] che questa
e` ottenuta risolvendo l’ equazione di Eulero
(K∗K + λ2I)x = K∗y.
Per un operatore compatto K con sistema singolare (σn, vn, un)n la soluzione
regolarizzata del problema standard
minx∈X{G˜(x)} = minx∈X{‖Kx− y‖2Y + λ2‖x‖2Y }
e` espressa da :
xλ =
+∞∑
n=1
σn
σ2n + λ
2 (y, un)vn.
In tal caso, un semplice confronto con (2.14) mostra il miglioramento ottenuto
in termini di stabilita`: gli errori in (y, un) non vengono propagati, nel risul-
tato, con i fattori 1/σn, ma solo con i fattori σn/(σ
2
n + λ
2) che sono limitati
superiormente da σ1/λ
2 e tendono a zero per n→ +∞.
2.2 Regolarizzazione di Tikhonov generale
Definizione 2.2.1 Definiamo operatore di regolarizzazione una funzione
L : D(L) ⊆ X −→ Y tale che:
-L e` lineare,
-D(L) e` un sottospazio di X,
-D(L) denso in X,
-il grafico di L, Γ = {(x, Lx) : x ∈ D(L)}, e` chiuso nello spazio prodotto
X ⊗ Y = {(x, y) : x ∈ X , y ∈ Y } munito del prodotto scalare usuale
< (x, y), (x
′
, y
′
) >= (x, x
′
)X + (y, y
′
)Y ∀x, y ∈ X ∀x′ , y′ ∈ X ′ . (2.16)
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Definiamo in D(L) un nuovo prodotto scalare e la relativa norma indotta:
(x, y)L = (x, y) + (Lx,Ly) ‖x‖2L = ‖x‖2 + ‖Lx‖2 ∀ x, y ∈ D(L)
e verifichiamo che l’ ipotesi L chiuso 1 assicura che (D(L), ( , )L) e` uno spazio
di Hilbert. Dobbiamo dimostrare che se (xn)n ⊆ D(L) e` una successione di
Cauchy in D(L), rispetto a ‖ ‖L, esiste x ∈ D(L) tale che limn→+∞ xn = x.
Per ipotesi: ∀² > 0 ∃N tale che se n,m ≥ N
‖xn − xm‖L = ‖xn − xm‖+ ‖Lxn − Lxm‖ ≤ ²
e quindi (xn)n e (Lxn)n sono successioni di Cauchy in X e Y rispettivamente.
Dalle ipotesi X e Y spazi di Hilbert e L e` chiuso otteniamo che:
(xn)n −→ x ∈ D(L) e (Lxn)n −→ y = Lx per n→ +∞
come volevemo dimostrare.
Il metodo di regolarizzazione di Tikhonov generale, in analogia con il suo
corrispondente standard, ha come scopo la determinazione di una soluzione
che soddisfi la condizione ‖Kx− y‖ ≤ ² mentre il vincolo ‖x‖ ≤ E e` sostituito
dalla condizione di regolarita` Ω(x) = ‖Lx‖ ≤ E introdotta al fine di diminuire
le oscillazioni nella soluzione. Tale soluzione e` pertanto ottenuta studiando il
funzionale
Gλ : D(L) −→ R (2.17)
x −→ ‖Kx− y‖2Y + λ2‖Lx‖2Y .
che estende quello definito in (2.15) al caso L 6= I.
Determiniamo ora le condizioni su K e L che garantiscono esistenza e unicita`
della soluzione regolarizzata nel caso generale.
Teorema 2.2.2 Il funzionale Gλ ha un minimo nel punto x ∈ D(L) se e solo
se x ∈ D(L∗L) e
(K∗K + λ2L∗L)x = K∗y (2.18)
1Si ricordi che L ha grafico chiuso ⇐⇒ L e` chiuso ⇐⇒
{xn}n ⊆ D(L), xn → x e Lxn → y
implica x ∈ D(L) e Lx = y.
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Dimostrazione. Siano x,w ∈ D(L) e f : R −→ R il funzionale quadratico
definito a partire da Gλ come f(α) = Gλ(x+ αw).
Se x e` un punto di minimo per Gλ allora α = 0 e` punto di minimo per f :infatti
per ipotesi ∀y ∈ D(L) Gλ(x) ≤ Gλ(y) e quindi scelto y = x + αw ∀α ∈
R si ha f(0) = Gλ(x) ≤ Gλ(x+ αw) = f(α) ∀ α ∈ R.
Poiche` f e` derivabile la condizione che f abbia un minimo in α = 0 e` equiva-
lente a imporre:
0 = f
′
(0) = 2[λ2(Lx,Lw) + (Kx− y,Kw)]
da cui otteniamo, sfruttando la linearita` del prodotto scalare e le proprieta`
dell’operatore aggiunto, la relazione cercata.
Dimostriamo ora che se x ∈ D(L∗L) soddisfa (2.18) allora x e` punto di minimo
per Gλ. Sia x ∈ D(L∗L) ⊆ D(L) tale che (K∗K + λ2L∗L)x = K∗y allora
∀u ∈ D(L) poniamo w = u − x e f(α) = Gλ(x + αw): poiche` f e` una
funzione quadratica in α e f
′
(0) = (K∗K +λ2L∗L)x−K∗y = 0 otteniamo che
f ha un minimo in α = 0.
In particolare:
Gλ(x) = f(0) ≤ f(1) = Gλ(x+ w) = Gλ(u) ∀u ∈ D(L)
come volevamo dimostrare.
Da ora in poi indicheremo, per ogni λ, la soluzione di (2.18) con xλ.
Osservazione 2.2.3
D(L∗L) = {x ∈ D(L) : Lx ∈ D(L∗)}.
N(K∗K + λ2L∗L) = N(K) ∩N(L) ∀λ 6= 0.
La prima uguaglianza discende dalla definizione di dominio di un operatore.
Per la seconda dobbiamo verificare due inclusioni. Per “ ⊇′′ basta osservare
che se x ∈ N(K) ∩N(L) abbiamo subito
(K∗K + λ2L∗L)x = K∗Kx+ λ2L∗Lx = 0
ovvero x ∈ N(K∗K+λ2L∗L). Proviamo ora “ ⊆′′: x ∈ N(K∗K+λ2L∗L) =⇒
((K∗K + λ2L∗L)2x, x) = 0⇐⇒ (K∗Kx, x) + λ2(L∗Lx, x) = 0⇐⇒
‖Kx‖2 + λ2‖Lx‖2 = 0⇐⇒ x ∈ N(K) ∩N(L).
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La precedente osservazione e il teorema 2.2.2 permettono di dedurre che il
problema minx∈D(L)Gλ(x) ammette un’ unica soluzione, qualora esista, se e
solo se
N(K) ∩N(L) = {0}. (2.19)
Basta infatti osservare che se x1 e x2 sono due soluzioni di (2.18) allora
(K∗K + λ2L∗L)(x1 − x2) = 0 cioe` (x1 − x2) ∈ N(K∗K + λ2L∗L) e quindi,
se vale (2.19), x1 = x2. Se invece N(K) ∩ N(L) 6= {0} allora detta xλ una
soluzione di (2.18) si possono definire infinite soluzioni mediante la relazione
xβ,λ = xλ + βu con u ∈ N(K) ∩N(L), u 6= 0 e β ∈ R.
Si ricordi che nel caso standard la condizione di unicita` della soluzione rego-
larizzata era data da
N(K) = {0}.
Osservazione 2.2.4 Il teorema precedente generalizza l’ equazione di Eulero
(K∗K+λ2I)x = K∗y che individua il minimo del funzionale Gλ nel caso in cui
L = I. Sottolineiamo tuttavia che mentre nel caso standard Gλ era definito
su tutto X ora e` definito in D(L). Pertanto l’ equazione (2.18) e` valida in
D(L∗L) ⊆ D(L) garantendo cos`ı una maggiore regolarita` della soluzione.
Piu` precisamente scegliamo X = L2([a, b]), Y = L2([c, d]), K ∈ L2([c, d] ×
[a, b])
(Kf)(x) =
∫ b
a
K(x, t)f(t)dt ∀x ∈ [c, d]
operatore di Fredholm di prima specie e sia L un operatore di derivata di ordine
n definito sullo spazio di Sobolev
D(L) = Hm([a, b]) = {f ∈ L2([a, b]) : Dpf ∈ L2([a, b]) per 1 ≤ p ≤ m} ⊂ L2([a, b])
con prodotto scalare
(f, g) =
m∑
k=0
(Dkf,Dkg) =
m∑
k=0
∫ b
a
Dkf Dkgdω (2.20)
dove Dpf = d
p
dωp
f. Il teorema precedente garantisce allora che
xλ ∈ D(L∗L) = H2m([a, b]) ⊂ Hm([a, b])
ovvero una condizione di regolarita` della soluzione xλ.
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Dalla relazione (2.18), otteniamo che una condizione sufficiente a garantire
sia esistenza che unicita` della soluzione xλ per il problema minx∈D(L)Gλ(x) e`
data dall’ invertibilita` dell’ operatore
K∗K + λ2L∗L : D(L∗L) ⊂ X → X. (2.21)
Si ricordi infatti che la nozione di invertibilita` di (2.21) e` equivalente a imporre
che sia iniettivo, garantendo l’ unicita` di xλ, e che sia surgettivo, garantendo
invece l’ esistenza di tale soluzione. Stabiliamo ora quali ipotesi su K e L
assicurano l’ esistenza di (K∗K + λ2L∗L)−1. A tale scopo assumiamo che K e
L soddisfino le seguenti condizioni [18]:
N(K) ∩N(L) = 0 (2.22)
R(L) e` chiuso (2.23)
∃β ∈ R+ : ‖Kx‖ ≥ β‖x‖ ∀x ∈ N(L) (2.24)
e introduciamo una seconda struttura sul sottospazio D(L) di X
definendo [9, 18, 19]:
(x, y)∗ = (Kx,Ky) + (Lx,Ly), ‖x‖2∗ = ‖Kx‖2 + ‖Lx‖2 ∀x ∈ D(L).
Tale struttura in D(L) e` detta *-struttura su D(L).
Lemma 2.2.5 Si ha:
(1) ( , )∗ e` un prodotto scalare in D(L),
(2) D(L) e` uno spazio di Hilbert rispetto al prodotto ( , )∗,
(3) ‖ ‖∗ e ‖ ‖L sono norme topologicamente equivalenti in D(L).
Dimostrazione.
(1) Naturalmente ( , )∗ e` un operatore bilineare poiche` composto diK,L lineari
e ( , )Y bilineare. Da dimostrare che ‖ ‖∗ e` una norma in D(L):
‖x‖2∗ = ‖Kx‖2 + ‖Lx‖2 = 0 ⇐⇒ Lx = Kx = 0 ⇐⇒ x ∈ N(K) ∩ N(L) =
{0} ⇐⇒ x = 0. Le altre proprieta` discendono dalle analoghe valide per ‖ ‖Y .
(2) Sia (xn)n ⊆ D(L) una successione di Cauchy in D(L) e dimostriamo che
esiste x ∈ D(L) tale che, per n→ +∞, (xn)n −→ x rispetto alla norma ‖ ‖∗.
Per ipotesi 0 = limn,m→+∞ ‖xn − xm‖∗ = limn,m→+∞[‖Kxn −Kxm‖+ ‖Lxn −
Lxm‖]⇐⇒ limn,m→+∞ ‖Kxn −Kxm‖ = 0 e limn,m→∞ ‖Lxn − Lxm‖ = 0.
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Pertanto (Kxn)n e (Lxn)n sono successioni di Cauchy in Y e quindi esistono
ξ, η ∈ Y tali che:
lim
n→+∞Kxn = ξ e limn→+∞Lxn = η.
Poiche` (xn)n ⊆ D(L) = (D(L)∩N(L))⊕(D(L)∩N(L))⊥ scriviamo xn = un+vn
con un ∈ N(L) e vn ∈ N(L)⊥ da cui
Lxn = Lvn −→ η n −→ +∞.
Poiche`, per ipotesi, R(L) e` chiuso si ha che L† e` continuo, η ∈ R(L) e quindi
otteniamo
vn = L
†Lxn −→ L†η ∈ D(L) ∩N(L)⊥.
Poiche` K e` continuo Kvn −→ KL†η e quindi
Kun = K(xn − vn) = Kxn −Kvn −→ ξ −KL†η n→ +∞.
Essendo (un)n ⊆ N(L) posso applicare l’ ipotesi (2.24) e scrivere:
‖un − um‖ ≤ 1
β
‖Kun −Kum‖
da cui si ottiene che (un)n e` una successione di Cauchy in X e quindi esiste
u ∈ N(L) tale che (un)n −→ u.
Posto allora x = u+ L†η ∈ D(L) si ha :
-xn = un + vn −→ (u+ L†η) =: x
-Kxn = Kun +Kvn −→ ξ
-Lxn −→ η.
Poiche` L e` chiuso Lx = η e quindi
‖xn − x‖2∗ = ‖Kxn −Kx‖2 + ‖Lxn − Lx‖2 = ‖Kxn − ξ‖2 + ‖Lxn − η‖2 −→ 0
ovvero (xn)n −→‖ ‖∗ x ∈ D(L) n→ +∞.
(3) Basta dimostrare che ∀x ∈ D(L) esiste c ∈ R+ − {0} indipendente da x
tale che 2:
‖x‖∗ ≤ c‖x‖L.
2Si ricordi che se X e` uno spazio di Banach rispetto a due norme ‖ ‖ e ‖ ‖′ per cui esiste
α > 0 tale che
‖x‖ ≤ α‖x‖′ ∀x ∈ X
allora queste sono topologicamente equivalenti [8].
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Infatti ∀x ∈ D(L) abbiamo: ‖x‖2∗ = ‖Kx‖2 + ‖Lx‖2 ≤ ‖K‖2‖x‖2 + ‖Lx‖2 ≤
max{‖K‖, 1}[‖x‖2 + ‖Lx‖2] = max{‖K‖, 1}‖x‖2L.
In seguito lavoreremo con entrambe le stutture di spazi di Hilbert definite
nel lemma 2.2.5 tenendo presente che inducono la stessa topologia e pertanto
la stessa nozione di convergenza
Lemma 2.2.6 Per ogni λ 6= 0 l’ operatore lineare K∗K + λ2L∗L e` autoag-
giunto e invertibile. Inoltre (K∗K + λ2L∗L)−1 e` continuo.
Dimostrazione.
-Per la disuguaglianza di Schwartz e la proprieta` (3) del lemma 2.2.5 si ha
‖(K∗K +λ2L∗L)x‖‖x‖ ≥ ((K∗K +λ2L∗L)x, x) = (K∗Kx, x)+λ2(L∗Lx, x) =
‖Kx‖2 + λ2‖Lx‖2 ≥ min{1, λ2}(‖Kx‖2 + ‖Lx‖2) = min{1, λ2}‖x‖2∗
≥ m2min{1, λ2}‖x‖2L ≥ m2min{1, λ2}‖x‖2
da cui otteniamo:
‖(K∗K + λ2L∗L)x‖ ≥ m2min{1, λ2}‖x‖ ∀x ∈ D(L∗L).
Da quest’ ultima relazione si deduce:
-(K∗K + λ2L∗L) e` iniettiva:
infatti supposto (K∗K + λ2L∗L)x1 = (K∗K + λ2L∗L)x2 si ha
0 = ‖(K∗K + λ2L∗L)(x1 − x2)‖ ≥ m2min{1, λ2}‖x1 − x2‖ =⇒ ‖x1 − x2‖ =
0⇐⇒ x1 = x2.
-R(K∗K + λ2L∗L) e` chiuso:
dobbiamo dimostrare che se ((K∗K + λ2L∗L)xn)n → y per n → +∞ allora
y ∈ R(K∗K + λ2L∗L). Utilizzando l’ ipotesi, la maggiorazione precedente e
l’ invertibilita` di (K∗K + λ2L∗L) otteniamo
0←− ‖(K∗K+λ2L∗L)xn−y‖ = ‖(K∗K+λ2L∗L)[xn−(K∗K+λ2L∗L)−1y]‖ ≥
m2min{1, λ2}‖xn − (K∗K + λ2L∗L)−1y‖
ovvero esiste limn→+∞ xn = (K∗K + λ2L∗L)−1y := x ∈ D(L∗L) ⊂ D(L) e
quindi
y = (K∗K + λ2L∗L)x ∈ R((K∗K + λ2L∗L))
come volevamo dimostrare.
-(K∗K + λ2L∗L) e` surgettivo:
R(K∗K + λ2L∗L) = R(K∗K + λ2L∗L) = N(K∗K + λ2L∗L)⊥ = {0}⊥ = X.
40 Regolarizzazione in forma generale con operatori differenziali
Pertanto (K∗K + λ2L∗L) e` un operatore lineare, invertibile e
‖(K∗K + λ2L∗L)−1‖ ≤ 1
m2min{1, λ2}
ovvero (K∗K + λ2L∗L)−1 e` limitato.
Possiamo riunire i risultati di questa sezione nel seguente teorema:
Teorema 2.2.7 Se K e` un operatore lineare e L di regolarizzazione per cui
valgono le ipotesi (2.22), (2.23), (2.24) allora: per ogni λ 6= 0 esiste un unico
elemento xλ ∈ D(L) tale che
‖Kxλ − y‖2 + λ2‖Lxλ‖2 = inf
x∈D(L)
[‖Kx− y‖2 + λ2‖Lx‖2].
Inoltre l’ elemento xλ e` l’ unico in D(L
∗L) tale che
(K∗K + λ2L∗L)xλ = K∗y.
2.3 Analisi della convergenza
Dimostriamo ora la convergenza di xλ, per λ→ 0, a una particolare soluzione
ai minimi quadrati di (2.1) di cui daremo una caratterizzazione in termini dei
metodi di regolarizzazione vincolati [2]. La convergenza e` ottenuta rispetto
alla norma ‖ ‖L, o equivalentemente rispetto a ‖ ‖∗, risultando quindi piu`
forte rispetto a quella indotta in D(L∗L) dalla metrica definita su X.
Indichiamo con
A = K|D(L)
la restrizione diK aD(L). Poiche` A e L sono ancora operatori, da (D(L), ( , )∗)
a Y , lineari e limitati possiamo considerare i rispettivi operatori aggiunti,
rispetto a tali strutture, che indicheremo con A] e L] definiti dalle relazioni
(Ax, y) = (x,A]y)∗, (Lx, y) = (x, L]y)∗,
∀x ∈ D(L), ∀y ∈ Y.
Lemma 2.3.1 (1) A]y = (K∗K + L∗L)−1K∗y ∀y ∈ Y.
(2) L]y = (K∗K + L∗L)−1L∗y ∀y ∈ D(L∗).
(3) (A]A+ L]L) = I in D(L).
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Dimostrazione.
(1) Per il lemma precedente l’ operatore (K∗K + L∗L) e` invertibile e quindi
∀y ∈ Y possiamo porre u = (K∗K + L∗L)−1K∗y da cui si ha
-u ∈ D(L∗L)
-(K∗K + L∗L)u = K∗y
-∀x ∈ D(L) (x,A]y)∗ = (Ax, y) = (Kx, y) = (x,K∗y) = (x, (K∗K+L∗L)u) =
(x,K∗Ku) + (x, L∗Lu) = (Kx,Ku) + (Lx,Lu) = (x, u)∗
ovvero, essendo D(L) denso in X, A]y = u = (K∗K + λ2L∗L)−1K∗y.
(2) Analoga alla precedente.
(3) (A]A + L]L)x = A]Kx + L]Lx = (K∗K + L∗L)−1K∗Kx + (K∗K +
L∗L)−1L∗Lx = Ix ∀x ∈ D(L∗L).
Estendiamo ora tale risultato a D(L) :
∀y ∈ D(L) ∃(yn)n ⊂ D(L∗L) tale che lim
n→+∞ yn = y, limn→+∞Lyn = Ly
e quindi
(A]A+ L]L)y = lim
n→+∞(A
]A+ L]L)yn = lim
n→+∞ yn = y.
Teorema 2.3.2 Se K e` un operatore lineare e L e` un operatore differenziale
per cui valgono le ipotesi (2.22), (2.23), (2.24) allora xλ converge a qualche
elemento x0 ∈ D(L) per λ → 0 rispetto alla norma ‖ ‖∗ ( o equivalentemente
‖ ‖L) se e solo se :
y ∈ D(A†∗) = R(A)⊕R(A)⊥ = R(A)⊕N(A])⊥
dove A†∗ rappresenta l’ inversa generalizzata di A rispetto alla norma ‖ ‖∗. In
questo caso x0 e` la soluzione ai minimi quadrati di (2.1) data da
x0 = lim
λ→0
xλ = A
†
∗y. (2.25)
Dimostrazione.
“ =⇒′′
Per ipotesi abbiamo: limλ→0 ‖xλ − x0‖∗ = 0 con x0 ∈ D(L).
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Poiche` ‖xλ − x0‖∗ = [‖K(xλ − x0)‖2 + ‖L(xλ − x0)‖2]1/2 → 0 ⇐⇒¯
xλ → x0 , Kxλ → Kx0 , Lxλ → Lx0 abbiamo, per la continuita` di A] e L],
A]Axλ → A]Ax0, L]Lxλ → L]Lx0 λ→ 0.
Motiviamo brevemente l’ equivalenza “⇐⇒¯′′ dimostrando la validita`, per λ→
0, di
‖xλ − x0‖∗ → 0⇐⇒ xλ → x0, Kxλ → Kx0, Lxλ → Lx0.
L’ implicazione “ ⇐=′′ discende dalla definizione di ‖ ‖∗. Verifichiamo ora l’
implicazione opposta.
Per il lemma 2.2.5 abbiamo, per λ→ 0,
‖xλ − x0‖∗ → 0⇐⇒ ‖xλ − x0‖L → 0⇐⇒ ‖xλ − x0‖ → 0 =⇒ xλ → x0
mentre
0← ‖xλ − x0‖2∗ = ‖Kxλ −Kx0‖2 + ‖Lxλ − Lx0‖2
e` equivalente a
Kxλ → Kx0 e Lxλ → Lx0.
Per ogni xλ ∈ D(L∗L) ⊂ D(L) si ha
(K∗K + λ2L∗L)xλ = K∗y (2.26)
da cui, applicando (K∗K + L∗L)−1 ad ambo i membri, si deduce:
A]Kxλ + λ
2L]Lxλ = A
]y
ovvero
(A]A+ λ2L]L)xλ = A
]y. (2.27)
Passando al limite per λ→ 0 in (2.26) e (2.27) otteniamo
K∗Kx0 = K∗y e A]Ax0 = A]y
e quindi per il teorema (2.1.5) x0 e` soluzione ai minimi quadrati per Kx = y
e y ∈ D(A†∗) = R(A) +R(A)⊥.
“⇐=′′
Sia ora y ∈ R(A) ⊕ R(A)⊥. Sostituendo l’ identita` (A]A + L]L)xλ = xλ,
dedotta nel lemma 2.3.1, in (A]Axλ + λ
2L]L)xλ = A
]y e ricordando che
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xλ ∈ D(L) otteniamo:
A]Axλ + λ
2(−A]Axλ + xλ) = A]y ⇐⇒ (1 − λ2)A]Axλ + λ2xλ = A]y ⇐⇒
A]Axλ +
λ2
1−λ2xλ =
1
(1−λ2)A
]y ⇐⇒
xλ = (1− λ2)−1(A]A+ λ2(1− λ2)−1I)−1A]y |λ| < 1 .
Pertanto, utilizzando la relazione
lim
β→0+
(A]A+ β2I)−1A]y = A†∗y ∀y ∈ D(A†∗),
deduciamo che:
lim
λ→0
xλ = A
†
∗y = x0.
Sottolineiamo che l’ elemento x0 = A
†
∗y e` in generale diverso da x
† = K†y.
Verificheremo nel capitolo 3 che questi, nel caso discreto, coincidono come
conseguenza dell’ ipotesi (2.22).
Osservazione 2.3.3 Dalla dimostrazione del teorema precedente deduciamo
che l’ operatore
L : (D(L), ‖ ‖∗)→ (Y, ‖ ‖Y )
e` continuo indipendentemente dal fatto che
L : (D(L), ‖ ‖X)→ (Y, ‖ ‖Y )
lo sia o meno. Scelto, ad esempio,
L : D(L) = H1([0, pi])→ L2([0, pi])
f → Lf := f ′
si ha [8,22] che D(L) e` denso in L2([0, pi]) ma L non e` continuo. Infatti la
successione
fn(x) := n
−1/2sen(nx) ∈ L2([0, pi]), n ∈ N− {0}
e` tale che (fn)n →L2([0,pi]) 0 ma (Lfn)n 6→L2([0,pi]) 0.
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Osservazione 2.3.4 La convergenza trattata nel teorema precedente e` equiv-
alente a richiedere :
xλ → x0 , Kxλ → Kx0 , Lxλ → Lx0
per λ→ 0. Nel caso in cui L sia scelto come operatore differenziale di ordine
n, la convergenza rispetto a ‖ ‖L corrisponde alla convergenza negli spazi di
Sobolev Hn([a, b]): cioe` alla convergenza uniforme in [a, b] delle derivate di
ordine 0, 1, ..., n − 1 e alla convergenza in L2[a, b] delle derivate di ordine n.
Questo conferma come le ipotesi e le scelte fatte siano tra le piu` opportune
per la regolarizzazione di problemi rappresentati da equazioni lineari di tipo
integrale e/o differenziale in cui gli spazi di appartenenza della soluzione sono,
per l’ appunto, spazi di Sobolev.
Il teorema precedente ci permette di dimostrare che anche nel caso generale
e` possibile definire un algoritmo regolarizzante per (2.1). Infatti l’ equazione
(2.18) implica che xλ puo´ essere scritta nella forma
xλ = Rλy (2.28)
dove
Rλ = (K
∗K + λ2L∗L)−1K∗. (2.29)
e` una approssimazione dell’ operatore inverso generalizzato A†∗. A tale scopo
osserviamo che valgono le seguenti proprieta`:
(1) ∀λ > 0 Rλ e` un operatore lineare e continuo come conseguenza del lemma
2.2.6,
(2) per ogni elemento non perturbato y¯ ∈ D(A†∗) = R(A)⊕R(A)⊥,
lim
λ→0
Rλy¯ = A
†
∗y¯ (2.30)
dove il limite e` fatto rispetto a ‖ ‖∗ o equivalentemente ‖ ‖L (teorema 2.3.2).
Si osservi pero´ che, rispetto alla definizione 2.1.13, la convergenza ora e` ot-
tenuta in R(A)⊕R(A)⊥ e non in R(K)⊕R(K)⊥ come conseguenza del fatto
che D(L) ⊂ X. Inoltre x† e` sostituito da x0 = A†∗y.
Osservazione 2.3.5
R(K)⊥ = N(A]).
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Infatti: x ∈ N(A]) ⇐⇒ A]x = 0 ⇐⇒ (K∗K + L∗L)−1K∗x = 0 ⇐⇒ K∗x =
0⇐⇒ (K∗x, y) = 0 ∀y ∈ X ⇐⇒ (x,Ky) = 0 ∀y ∈ X ⇐⇒ x ∈ R(K)⊥.
In particolare R(A)⊕N(A]) = R(A)⊕R(K)⊥.
Osservazione 2.3.6 Diamo ora una nuova caratterizzazione a x0 = A
†
∗y ∀y ∈
D(A†∗). Indichiamo con
Sy = {x ∈ D(L) : K∗Kx = K∗y}
l’ insieme delle soluzioni ai minimi quadrati di Kx = y appartenenti a D(L)
e dimostriamo che
‖Lx0‖ ≤ ‖Lx‖ ∀x ∈ Sy.
In D(L) l’ equazione K∗Kx = K∗y e` equivalente a A]Ax = A]y e quindi, per
il teorema (2.1.5), Sy 6= ∅ se e solo se y ∈ D(A†∗). In tal caso
Sy = N(A) + x0 = N(K) ∩D(L) + x0.
Supponiamo y ∈ D(A†∗) e per ogni x ∈ Sy 6= ∅ poniamo x = u + x0 con
u ∈ N(K) ∩ D(L). Allora x0 = A†∗y, Kx0 = Kx, e dalla definizione di x0
abbiamo
‖x0‖2∗ = ‖Kx0‖2 + ‖Lx0‖2 ≤ ‖x‖∗ = ‖Kx‖2 + ‖Lx‖2 = ‖Kx0‖2 + ‖Lx‖2
ovvero
‖Lx0‖ ≤ ‖Lx‖ ∀x ∈ Sy.
Forniamo infine una stima, rispetto a ‖ ‖∗, dell’ errore che si commette ap-
prossimando x0 con xλ.
Proposizione 2.3.7 Nelle ipotesi del teorema 2.3.2, sia y ∈ D(A†∗), x0 = A†∗y
e ∀R > 0 sia δR definito da
δR = inf{‖A]ω − x0‖∗ : ω ∈ Y, ‖ω‖ ≤ R}.
Allora
‖xλ − x0‖∗ ≤ δR
2
+
1
2
[λ2(1− λ2)−1(R + ‖Kx0‖)2 + δ2R]1/2.
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Dimostrazione. La dimostrazione e` ottenuta sfruttando alcune relazioni
prima definite. Si consulti [18].
Abbiamo pertanto verificato che se K e L sono operatori per cui valgono
le ipotesi del teorema 2.3.2 il problema (2.1) nel senso della regolarizzazione
generale e` ben posto.
2.4 Legame tra regolarizzazione e minimi
quadrati
Nelle precedenti sezioni abbiamo studiato l’ esistenza, l’ unicita` e la convergen-
za della soluzione regolarizzata generale xλ del metodo di Tikhonov. Il prece-
dente approccio e` stato condotto utilizzando l’ equazione di Eulero generaliz-
zata (2.18) che fornisce una forte caratterizzazione della soluzione chiarendo,
come osservato in 2.2.4 e 2.3.4, i motivi per cui la soluzione cos`ı ottenuta sia
regolare e priva dell’ instabilita` tipica della soluzione generalizzata x† = K†y.
Vogliamo ora considerare la regolarizzazione generale sotto una nuova prospet-
tiva ottenuta trattando il problema (2.1) come “processo ai minimi quadrati
in Y ⊗ Y . A tale scopo consideriamo nello spazio prodotto
Y ⊗ Y = {(x, y) : x ∈ Y, y ∈ Y }
il prodotto standard e la relativa norma gia` definita in (2.16).
Per ogni λ 6= 0 sia Tλ l’ operatore lineare da X in Y ⊗ Y definito da:
D(Tλ) = D(L), Tλ(x) = (Kx, λLx).
L’ operatore Tλ e` chiuso e definito per densita` in X con
N(Tλ) = N(K) ∩N(L),
e per ogni x ∈ D(L) e z = (ξ, η) ∈ Y ⊗ Y si ha:
‖Tλx− z‖2 = ‖Kx− ξ‖2 + λ2‖Lx− η‖2. (2.31)
In particolare, se y ∈ Y e posto y˜ = (y, 0) ∈ Y ⊗ Y , si ha
‖Tλx− y˜‖2 = ‖Kx− y‖2 + λ2‖Lx‖2 = Gλ(x). (2.32)
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∀x ∈ D(Tλ) = D(L).
Dimostriamo ora che:
D(T ∗λ ) = D(L
∗L) e T ∗λ = K
∗K + λ2L∗L.
Per definizione di aggiunto si deve avere:
< Tλx, (x
′
, y
′
) >=< x, T ∗λ (x
′
, y
′
) > ∀x ∈ D(Tλ) = D(L),∀(x′ , y′) ∈ D(T ∗λ )
ovvero < Tλx, (x
′
, y
′
) >=< (Kx, λLx), (x
′
, y
′
) >= (Kx, x
′
) + (λLx, y
′
) =
(x,K∗x
′
) + λ(x, L∗y′) = (x,K∗x′ + λL∗y′) da cui ottenimo la tesi.
Lemma 2.4.1 Se gli operatori K e L soddisfano le ipotesi fatte allora
∀λ 6= 0 R(Tλ) e` chiuso in Y ⊗ Y .
Dimostrazione.
La dimostrazione e` analoga a quella del lemma 2.2.5
Possiamo, attraverso questo lemma, ottenere la relazione tra regolarizzazione
generale e approccio nel senso dei minimi quadrati.
Indichiamo con Qλ l’ operatore di proiezione ortogonale da Y ⊗ Y a R(Tλ).
Teorema 2.4.2 Se K e′ un operatore lineare e L di regolarizzazione per cui
valgono le ipotesi (2.22), (2.23), (2.24) allora valgono i seguenti fatti:
(1) Tλ e` iniettivo, R(Tλ) e` chiuso, T
†
λ = (Tλ)
−1Qλ e` definito in Y ⊗ Y ed e`
limitato.
(2) Per ogni y ∈ Y e per ogni λ 6= 0 esiste un unico elemento xλ ∈ D(L) tale
che
‖Kxλ − y‖2 + λ2‖Lxλ‖2 = inf
x∈D(L)
[‖Kx− y‖2 + λ2‖Lx‖2].
(3) L’ elemento xλ rappresenta anche l’ unica soluzione ai minimi quadrati
dell’ equazione
Tλx = y˜ (2.33)
dove y˜ = (y, 0) ovvero xλ = T
†
λ y˜.
Dimostrazione.
Basta applicare il teorema (2.1.5) all’ operatore Tλ sfruttando l’ espressione
del suo aggiunto ottenuta precedentemente.
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2.5 Inverso L-generalizzato
Vogliamo ora estendere il concetto di operatore inverso generalizzato al caso
della regolarizzazione generale. A tale scopo diamo alcune definizioni e risultati
[22] che ci serviranno nel seguito.
Definizione 2.5.1 T ∈ Λ(X) e` detto operatore semidefinito positivo se (Tx, x) ≥
0 ∀x ∈ X e operatore definito positivo se (Tx, x) > 0 ∀x ∈ X − {0}.
Naturalmente l’ operatore T ∗T e` semi-definito positivo in quanto:
∀x ∈ X (T ∗Tx, x) = ‖Tx‖2 ≥ 0.
Teorema 2.5.2 (1) Per ogni operatore positivo T ∈ B(X) esiste un unico
S ∈ B(X) tale che T = S2. Se T e` invertibile allora lo e` anche S. L’
operatore S e` detto radice quadrata di T e verra` indicata con T 1/2.
(2) Se T ∈ B(X), allora la radice quadrata di (T ∗T ) e` l’ unico operatore
positivo in B(X) che soddisfa l’ uguaglianza:
‖(T ∗T )1/2x‖ = ‖Tx‖ ∀x ∈ X (2.34)
(3) Se T ∈ B(X,Y ) e` invertibile, X e Y sono spazi di Hilbert, allora T ha un’
unica decomposizione polare T = UP intendendo con questo che
U : X → Y e′ un′ isometria, P = (T ∗T )1/2. (2.35)
Dimostrazione.
Per la dimostrazione si consulti [22].
Per poter definire l’ operatore inverso L-generalizzato dobbiamo fare delle
ipotesi aggiuntive sull’ operatore di regolarizzazione L: piu` precisamente richiedi-
amo che L : D(L) ⊂ X → Y soddisfi la relazione
‖Lx‖ ≥ β‖x‖ ∀x ∈ D(L). (2.36)
Indichiamo ora alcune brevi osservazioni che useremo nel seguito.
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Osservazione 2.5.3 (1) L : D(L) ⊂ X → R(L) e` bigettivo. Naturalmente L
e` surgettivo mentre l’ iniettivita` e` garantita da (2.36). Infatti:
0 = ‖Lx‖ ≥ β‖x‖ =⇒ x = 0
ovvero N(L) = {0}
(2) L e` continuo come operatore da (D(L), ‖ ‖L) in Y .
(3) L−1 : R(L) → (D(L), ‖ ‖X) e` continuo. Basta dimostrare che ∃α ∈ R+ −
{0} tale che ∀y ∈ R(L) ‖L−1y‖ ≤ α‖y‖. Poiche` y ∈ R(L) si ha y = Lx e
quindi
‖L−1y‖ = ‖x‖ ≤ 1/β‖Lx‖ = 1/β‖y‖.
Posto T = L∗L : (D(T ), ‖ ‖∗) ⊂ X → R(T ) ⊂ Y si ha che T e` lineare, continuo
(composto di operatori lineari e continui) e poiche` N(L∗L) = N(L) = {0} l’
operatore T e` invertbile. Applicando il teorema precedente otteniamo che T
ammette la decomposizione polare: T = U(L∗L)1/2 con ‖Lx‖ = ‖(L∗L)1/2x‖
∀x ∈ D(L).
Definizione 2.5.4 x†L e` detta pseudosoluzione L-generalizzata [2] per
Kx = y se risolve il problema ai minimi quadrati vincolati
‖Lx†L‖ = min
x∈Sy
{‖Lx‖} (2.37)
con Sy = {x ∈ D(L) : x soluzione ai minimi quadrati di Kx = y} ∀y ∈
D(K†) = R(K)⊕R(K)⊥.
Osserviamo che se y 6∈ D(K†) si avrebbe Sy = ∅ e quindi non sarebbe definito
x†L.
Proposizione 2.5.5 Esiste un’ unica pseudosoluzione L-generalizzata del prob-
lema (2.6) se e solo se
y ∈ D(A†∗) = R(K|D(L))⊕R(K)⊥ (2.38)
Dimostrazione.
“=⇒
Per come e` definita x†L si ha, usando (2.6)
x†L = x† + u u ∈ N(K)
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da cui si ottiene:
Kx†L = Kx† +Ku = Kx† = KK†y = PR(K)y
e quindi, essendo x†L ∈ D(L), otteniamo la tesi.
“⇐=
Per dimostrare l’ implicazione opposta ricorriamo alla decomposizione polare
di L data da
L = U(L∗L)1/2 con U : X → Y operatore isometrico.
Allora
-D((L∗L)1/2) = D(L),
-R((L∗L)1/2) = X.
Pertanto (L∗L)−1/2 e` definito da X a D(L) e ∀u ∈ D(L) ∃w ∈ X tale che
u = (L∗L)−1/2w e quindi ‖Lu‖ = ‖L(L∗L)−1/2w‖ = ‖Uw‖ = ‖w‖. Posto
infine C = K(L∗L)−1/2 abbiamo
‖Ku− y‖ = ‖K(L∗L)−1/2w − y‖ = ‖Cw − y‖.
Il problema e` allora ricondotto a determinare la pseudosoluzione di
Cw = y.
Ricordando (2.5) otteniamo che esiste un’ unica
w† = C†y
se y ∈ R(C†) = R(C)⊕R(C)⊥ = R(K|D(L))⊕R(K)⊥ da cui si ottiene che
x†L = (L∗L)−1/2C†y = (L∗L)−1/2(K(L∗L)−1/2)†y. (2.39)
Usando la proposizione precedente possiamo introdurre la nozione di oper-
atore inverso L-generalizzato.
Definizione 2.5.6 Diciamo inverso L-generalizzato dell’ operatore lineare e
continuo K : X → Y , l’ operatore
K†L : R(K|D(L))⊕R(K)⊥ → X (2.40)
K†Ly = x
†
L (2.41)
dove x†L e` l’ unica pseudosoluzione L-generalizzata del problema (2.1).
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Osservazione 2.5.7 Se l’ operatore K e` iniettivo allora
K†L = (K−1)|D(L)
infatti
K†L = (L
∗L)−1/2(K(L∗L)−1/2)† = K−1|D(L).
Inoltre la soluzione x†L coincide con x0 se y ∈ D(A†∗). Infatti per l’ osser-
vazione (2.3.6) si ha
‖Lx0‖ ≤ ‖Lx‖ ∀x ∈ Sy
da cui discende la tesi.
2.6 La soluzione attraverso il sistema singolare
Vogliamo ora esprimere la soluzione regolarizzata xλ di (2.18) utilizzando il
sistema singolare di opportuni operatori costruiti a partire da K e L: tale
espressione [9] trovata nel caso continuo verra` poi ricavata nel discreto a partire
dalla GSV D di (A,L) 3 mantenendo cos`ı il parallelismo tra approccio teorico
e numerico alla regolarizzazione in analogia con il caso standard.
Supponiamo che K sia un operatore compatto e indichiamo con L†∗ l’ inverso
generalizzato di L rispetto alla norma ‖ ‖∗. Allora [9] (L†∗)∗K∗KL†∗ e` compatto
e esiste una base ortonormale (wj)
+∞
j=1 di R(L) e una famiglia di valori singolari
non negativi (γj)
+∞
j=1 tali che:
(L†∗)
∗K∗KL†∗wj = γj
2wj ∀j = 1, 2, ...,+∞. (2.42)
Supponiamo d’ ora in poi che γ1 ≥ γ2 ≥ ... ≥ 0. Per ogni j sia µj ≥ 0 arbitrario
e definiamo vj = µjL
−1wj. Allora, Lvj = µjwj e ricordando che L†∗wj =
L−1wj ∀j si ha
KL†∗(L
†
∗)
∗K∗Kvj = γj2Kvj. (2.43)
Detto D1 = R(KL
†
∗) dimostriamo che (Kvj)
+∞
j=1 e` una sua base ortogonale. La
relazione (Kvj)
+∞
j=1 ⊆ D1 e` vera per costruzione e dobbiamo pertanto verificare
soltanto l’ ortogonalita` dei vettori. Moltiplicando entrambi i membri di (2.42)
per µjL
∗ otteniamo
µjL
∗(L†∗)
∗K∗KL†∗wj = γj
2µjL
∗wj ⇐⇒ L∗(L†∗)∗K∗Kvj = γj2µjL∗wj = γ2jL∗Lvj
3Qui A rappresenta la matrice di discretizzazione dell’ operatore K.
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e quindi usando la relazione L∗(L†∗)
∗K∗b = K∗P1b con P1 = PR(KL†∗), si ha
K∗Kvj = γ2jL
∗Lvj ∀j = 1, 2, ... (2.44)
da cui segue che
(Kvi, Kvj) = (vi, K
∗Kvj) = γj2(vi, L∗Lvj) = γj2µjµi(wi, wj) = γ2jµiµjδi,j
come volevamo dimostrare.
Introduciamo ora i valori singolari σj = γjµj ∀j = 1, 2, ... e la successione
(yj)
+∞
j=1 definita da
Kvj = σjyj se σj 6= 0. (2.45)
Poiche`
‖Kvi‖2 = γ2i µ2i = σ2i
deduciamo che (yj)
+∞
j=1 costituisce una base ortonormale di D1. Scegliamo ora
µj in modo unico imponendo che valga la relazione σ
2
j + µ
2
j = 1 ∀j = 1, 2, ... .
Poiche K e` compatto esiste una base (v−j)+∞j=1 di N(L) tale che
(Kv−i, Kv−j) = δi,j
e quindi posto
y−j = Kv−j se σ−j = 1, j > 0
otteniamo che la relazione (2.45) e` valida per ogni j 6= 0. Pertanto (vj)j 6=0 e`
una base di D(L) e (yj)j 6=0 e` una base ortonormale di R(K|D(L)).
Dalle relazioni precedenti segue che
L∗wj = µjvj ∀j > 0.
Abbiamo allora introdotto tutti gli elementi che ci permettono di scrivere la
soluzione xλ del problema
minx∈D(L)Gλ(x)
in termini dei vettori precedentemente definiti e dei valori γj = σj/µj detti
valori singolari generalizzati di (K,L).
Ricaviamo pertanto xλ utilizzando l’ equazione di Eulero generalizzata
(K∗K + λ2L∗L)xλ = K∗y
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a partire da
xλ = Σj 6=0ajvj ∈ D(L∗L).
con (aj)j 6=0 da determinare. Allora utilizzando (2.44) e (2.45) otteniamo
(K∗K + λ2L∗L)xλ =
∑
j<0 aj(K
∗K + λ2L∗L)vj +
∑
j>0 aj(K
∗K + λ2L∗L)vj =
∑
j>0 a−j(K∗Kv−j) +
∑
j>0 aj(γ
2
j + λ
2)L∗Lvj =
∑
j>0 a−jv−j +
∑
j>0 aj(γ
2
j + λ
2)L∗(µjwj) =
∑
j>0 a−jv−j +
∑
j>0 ajµ
2
j(γ
2
j + λ
2)vj.
Utilizzando l’ ortogonalita` di (vj)j 6=0 si ottiene:
a−j = (K∗y, v−j) = (y,Kv−j) = (y, y−j) se j > 0
ajµ
2
j(γ
2
j + λ
2) = (K∗y, vj) = (y,Kvj) = σj(y, yj) se j > 0
da cui deduciamo l’ espressione
xλ =
∑
j>0
(y, y−j)v−j+
∑
j>0
σj
γ2j + λ
2
(y, yj)
µ2j
vj =
∑
j>0
(y, y−j)v−j+
∑
j>0,γj 6=0
γ2j
γ2j + λ
2
(y, yj)
σj
vj.
(2.46)
Posto x¯ =
∑
j>0(y, y−j)v−j e supposto y ∈ D(A†∗) le precedenti relazioni e A†∗
possono essere scritte nella forma:
A†∗y =
∑
j<0
(y, yj)vj +
∑
j>0,σj 6=0
(y, yj)
σj
vj = x¯+
∑
j>0,σj 6=0
(yj, y)
σj
vj (2.47)
xλ = x¯+
∑
j>0,σj 6=0
(yj, y)
σj
γ2j r(γ
2
j )vj (2.48)
con r(x) = 1
λ2+x
. Pertanto la funzione F (x) = xr(x) svolge il ruolo di funzione
di filtro in quanto elimina i contributi in (2.48) corrispondenti a valori singolari
generalizzati troppo piccoli. Scegliendo
r(x) =
{
0 se x > γ2p > 0
1
x
se 0 < x ≤ γ2p
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la (2.48) diventa
xr =
∑
j<0
(yj, y)vj +
p∑
j=1
(yj, y)
σj
(2.49)
detta approssimazione troncata ai valori singolari generalizzati di A†∗y.
Vedremo nel capitolo 3 una espressione analoga a (2.46) per xλ e nel capitolo
4 una analoga a (2.49) valide entrambe nel caso discreto.
Capitolo 3
Approccio numerico alla
regolarizazzione generale
Nel capitolo 2 abbiamo trattato la regolarizzazione generale dal punto di vista
teorico evidenziando tutti gli elementi necessari a fornire un quadro il piu`
possibile generale. Affronteremo in questo capitolo lo stesso problema ma dal
punto di vista discreto attraverso la GSV D introdotta nel capitolo 1. Verranno
quindi sottolineate e chiarite le analogie tra approccio teorico e discreto evi-
denziando che i risultati presentati nel capitolo precedente sono quelli necessari
a uno studio concreto dei problemi inversi.
3.1 Derivazione del problema discreto
Per la trattazione numerica del problema Kx = y e dei relativi metodi di
regolarizzazione e` necessario discretizzare il problema continuo riducendolo a
un sistema finito di equazioni lineari.
Denotiamo con Xn ⊂ X e Ym ⊂ Y due sottospazi vettoriali di dimensione n e
m con basi ortogonali:
Xn = span{ϕ1, ..., ϕn}, Ym = span{φ1, ..., φm}
e definiamo xn ∈ Xn come la soluzione dell’ equazione proiettata
QmKxn = Qmy (3.1)
dove Qm : Y → Ym e` un operatore di proiezione. In generale a xn possiamo
associare il vettore ξ ∈ Mn,1(R) delle sue coordinate rispetto alla base (ϕi)ni=1
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corrispondente alla rappresentazione
xn =
n∑
i=1
ξiϕi, ξ = (ξi)
n
i=1. (3.2)
L’ equazione proiettata e` pertanto equivalente al sistema lineare m × n con
matrice dei coefficienti A = ((Kxi, yj))i,j e termine noto b = ((y, yj))j nelle
incognite ξi i = 1, 2, ..., n.
Teorema 3.1.1 Siano xn e {Yi}i definiti come sopra e tali che Yi ⊂ R(K) =
N(K∗)⊥. Se y ∈ D(K†) allora:
(1) xn = Pnx
† con Pn proiezione ortogonale su Xn = K∗Yn
(2) xn → x† n→ +∞.
Il teorema precedente [10] afferma che, sotto opportune ipotesi, xn converge
a x†; pertanto, per la definizione di algoritmo regolarizzante 2.1.13 e la pro-
prieta` (2), il processo di discretizzazione rappresenta di per se` un metodo di
regolarizzazione. Va tuttavia sottolineato che il ricorso a dimensioni via via
maggiori di Xn crea forti problemi numerici dovuti al fatto che cresce il nu-
mero di condizionamento della matrice di discretizzazione dell’ operatore QmK
ovvero la sensibilta` della soluzione xn rispetto a perturbazioni sul dato. Per-
tanto la discretizzazione non puo` rappresentare di per se` un metodo sufficiente
a determinare una soluzione significativa rendendo necessario il ricorso alla re-
golarizzazione.
Per i nostri esempi sceglieremo come L la discretizzazione di operatori di
derivata prima o seconda per i legami che hanno con i concetti di tangente
e curvatura.
La scelta di A e b e` piu` delicata e dipende dal tipo di discretizzazione adottato.
Per i test di questo capitolo utilizzeremo equazioni di Fredholm del primo tipo
K : L2([a, b])→ L2([c, d])
(Kf)(s) =
∫ b
a
K(s, t)f(t)dt (3.3)
con K ∈ L2([c, d]× [a, b]) in cui l’ integrale e` discretizzato attraverso le formule
di quadratura
(Kf)(s) ≈ I(s) =
n∑
i=1
ωiK(s, ti)f(ti) (3.4)
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con ωi pesi opportuni. Utilizzando, ad esempio, le formule di quadratura con
punto di mezzo si ha
ωi =
b− a
n
, ti =
(i− 1/2)(b− a)
n
∀i = 1, 2, ..., n. (3.5)
La soluzione del problema (3.5) e` ricondotta, mediante il metodo di collo-
cazione su un reticolo {si}mi=1 ⊂ [c, d], alla risoluzione del sistema lineare
Ax = b con
A = (ai,j)i,j = (ωjK(si, tj))i.j, bi = g(si), ∀i, j (3.6)
in cui x = (xi)
n
i=1 = (f(si))
n
i=1.
In generale, il problema Kx = y si caratterizza quindi come sistema lineare
Ax = b (3.7)
dove la matrice dei coefficienti A e` l’ approssimazione numerica dell’ operatore
K e il termine noto b e` ottenuto valutando il dato y nei punti di discretiz-
zazione.
Per le osservazioni fatte nel capitolo 2 il concetto di problema mal posto e` lega-
to alla dimensione infinita di R(K). Infatti, indicata con x¯† la pseudosoluzione
del problema Ax = y¯ e con x† quella del problema perturbato Ax = y := y¯+e,
se dim(R(K)) < +∞ il rapporto ‖4x‖‖4y‖ = ‖x
†−x¯†‖X
‖e‖Y rimane finito, anche se molto
grande, e quindi il problema (3.7) e` sempre ben posto. Tuttavia alcuni proble-
mi discreti di dimensione finita hanno proprieta` molto simili ai problemi mal
posti risultando molto sensibili alle perturbazioni dei dati. Piu` precisamente
considerato il sistema lineare (3.7) diciamo che questo rappresenta un proble-
ma discreto “ mal posto se sono soddisfatte entrambe le condizioni di seguito
riportate:
(1) i valori singolari di A convergono a zero all’ aumentare di n (i.e σn ≈ 0 al
crescere di n)
(2) il condizionamento di A e` molto grande e cresce con n.
Sottolineiamo che la manifestazione tipica dei problemi discreti mal posti e` de-
terminata proprio dalla discretizzazione di quelli continui il cui studio e` stato
affrontato nel capitolo precedente. Motiviamo brevemente la proprieta` 2.
Supponiamo di avere discretizzato K per mezzo di una matrice A ∈ Mn,n(R)
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invertibile e si consideri la decomposizione in valori singolari della matrice A,
ossia
A =
n∑
i=1
uiσivi
T (3.8)
con σ1 ≥ σ2 ≥ ... ≥ σn > 0 .
Si supponga ora di realizzare una discretizzazione piu` fine che dia luogo a
una matrice A˜ ∈ Gln′ (R) (n′ > n). Considerate allora le rispettive inverse
generalizzate A† e A˜† i valori singolari di A† sono
σ1
−1 ≤ σ2−1 ≤ ... ≤ σn−1
mentre quelli di A˜† sono
σ˜1
−1 ≤ σ˜2−1 ≤ ... ≤ σ˜n′−1.
Si ottiene allora
cond2(A
†) = ‖A‖2‖A−1‖2 = σ1
σn
e
cond2(A˜
†) = ‖A˜‖2‖A˜−1‖2 = σ˜1
σ˜n′
.
Supposto che σn e σn′ non differiscano di molto [5] essendo, per l’ ipotesi (1),
σn >> σ˜n′ si ha
cond2(A˜
†) >> cond2(A†)
come volevamo dimostrare.
3.2 Metodi numerici standard
Sia A ∈Mm,n(R) una matrice rettangolare con m ≥ n. Allora la SV D di A e`
una decomposizione espressa da
A = UΣV T =
n∑
i=1
uiσiv
T
i , (3.9)
dove U = (u1, ..., um) ∈ Mm,m(R) e V = (v1, ..., vn) ∈ Mn,n(R) sono matrici
ortonormali, mentre Σ = diag(σ1, ..., σn) ∈Mm,n(R) ha elementi diagonali non
negativi ordinati in modo decrescente
σ1 ≥ ... ≥ σn ≥ 0. (3.10)
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In connessione con i problemi discreti mal-posti vanno evidenziati le seguenti
caratteristiche della SV D di A:
(1) valori singolari di A convergono a zero al crescere di n. Ad un aumento delle
dimensioni di A corrisponde un numero maggiore di valori singolari piccoli.
(2) i vettori singolari destri e sinistri ui e vi hanno oscillazioni in numero
crescente con l’ indice i.
Vediamo ora come la SV D permette di determinare la pseudoinversa di una
generica matrice.
Considerato il problema LS (Least− square)
min{‖Ax− b‖22} (3.11)
tutto cio` che e` stato detto nella sezione (2.1) puo` essere ripetuto in modo
analogo tenendo conto cheX = Rn e Y = Rm hanno dimensione finita. Inoltre,
attraverso la SV D di A otteniamo che la soluzione generalizzata del problema
(3.7) e` esprimibile come
x† =
rank(A)∑
i=1
uTi b
σi
vi. (3.12)
Questa relazione illustra, in analogia con il caso continuo, le difficolta` connesse
alla soluzione di (3.11): quando i coefficienti di Fourier |uTi b| relativi ai σi
piu` piccoli non decadono velocemente come i valori singolari, la soluzione x† e`
caratterizzata fortemente dai termini della sommatoria corrispondenti ai σi piu`
piccoli e questo comporta che x† presenta, per (2), molte oscillazioni risultando
cos`ı ampia.
Se defininiamo la matrice A† ∈Mn,m(R) come A† = V Σ†UT dove
Σ† = diag(
1
σ1
, ...,
1
σrank(A)
, 0, ..., 0) ∈Mn,m(R) (3.13)
allora
x† = A†b e ρLS = ‖Ax†−b‖2 =
m∑
i=rank(A)+1
(uTi b)
2 = ‖(I−A†A)b‖2. (3.14)
Cos`ı come nel caso continuo, A† rappresenta la pseudoinversa di A ed e` definita
come l’ unica matrice X ∈ Mn,m(R) che soddisfa le quattro condizioni di
Moore-Penrose:
(1) AXA = A (2) (AX)T = AX (3) XAX = X (4) (XA)T = XA con
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k = rank(A).
Queste condizioni equivalgono alla richiesta che AA† e A†A siano le proiezioni
ortogonali sul range di A e AT rispettivamente: abbiamo quindi AA† = U1UT1
con U1 = U(1 : m, 1 : k) e A
†A = V1V T1 con V1 = V (1 : n, 1 : k) con
k = rank(A).
Definizione 3.2.1 Definiamo TSV D di A la matrice
Ak =
k∑
i=1
σiuiv
T
i (3.15)
con k < rank(A). Per la TSV D di A vale la seguente caratterizzazione.
Teorema 3.2.2
∀k < rank(A) min
rank(B)=k
‖A−B‖2 = ‖A− Ak‖2 = σk+1.
Dimostrazione. Si consulti [7].
Il teorema precedente permette di concludere che la matrice Ak e` l’ elemento
in {X ∈ Mm,n(R) : rank(X) = k} che rende minima la distanza tra A e un
generico elemento di questo insieme.
Abbiamo gia` evidenziato nel capitolo 2 che lo scopo di un qualunque metodo
di regolarizzazione e` quello di smorzare, mediante l’ uso di opportuni filtri, i
contributi sulla soluzione dovuti ai valori singolari piu` piccoli.
Nel nostro studio prenderemo in considerazione metodi di regolarizzazione per
un problema mal posto discreto che producano una soluzione regolarizzata xλ
che possa essere scritta in uno dei seguenti modi:
xλ =
n∑
i=1
fi
uTi b
σi
vi (3.16)
xλ =
p∑
i=1
fi
uTi b
σi
xi +
n∑
i=p+1
(uTi b)xi (3.17)
a seconda che si stia considerando un metodo di regolarizzazione standard
(L = In) oppure generalizzato (L 6= In). Osserviamo subito che i vettori
(ui)
n
i=1 e i valori (σi)
n
i=1 in (3.16) non hanno, per L 6= I, alcun legame con
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i corrispondenti elementi in (3.17). In entrambi i casi i fattori di filtro, pur
risultando diversi, dovranno essere scelti in modo tale che, quando σi decresce,
il corrispondente fattore fi tenda a zero affinche` i contributi (u
T
i b/σi)xi sulla
soluzione vengano filtrati nel modo migliore possibile.
Piu` precisamente i valori (fi)
p
i=1 in (3.16) e (3.17) sono detti filtri se soddisfano
le relazioni:
• |fi| ≤ 1 ∀λ > 0
• limλ→0fi = 0 ∀ λ e σi 6= 0
• fi
σi
sono limitati per ogni i e λ fissato.
Se la soluzione, per esempio, e` ottenuta implementando il metodo di regolar-
izzazione di Tikhonov standard
xλ = min{‖Ax− b‖22 + λ2‖x‖22} (3.18)
si ha, utilizzando la SV D di A,
xλ =
rank(A)∑
i=1
σi
2
σ2i + λ
2
uTi b
σi
vi (3.19)
e pertanto vale
fi =
σ2i
σ2i + λ
2
∀i = 1, 2, ..., rank(A). (3.20)
3.3 GSV D e regolarizzazione generale
Supporremo da ora in poi
A ∈Mm,n(R), L ∈Mp,n(R), m ≥ n ≥ p = rank(L).
Per studiare la regolarizzazione generale utilizziamo una formulazione della
GSV D di (A,L) leggermente diversa da quella data nel capitolo 1 e piu` adatta
al nostro problema.
Scriviamo la GSV D di (A,L) nella forma [11,16] :
A = UΣX−1 = U
(
Σp 0
0 In−p
)
X−1, L = VMX−1 = V (Mp, 0)X−1, (3.21)
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dove le colonne di U ∈Mm,n(R) e V ∈Mp,p(R) sono ortonormali eX ∈ Gln(R).
Osserviamo esplicitamente che la differenza sostanziale tra (1.8) e (3.21) e`
dovuta al fatto che in quest’ ultima e` presente X−1 in luogo di XT .
Le matrici Σp e Mp sono matrici diagonali di ordine p:
Σp = diag(σ1, ..., σp), Mp = diag(µ1, ..., µp) (3.22)
in cui gli elementi diagonali sono ordinati come segue
0 ≤ σ1 ≤ ... ≤ σp ≤ 1, 1 ≥ µ1 ≥ ... ≥ µp ≥ 0, (3.23)
e normalizzati in modo tale che
σi
2 + µi
2 = 1 i = 1, ..., p (3.24)
In generale non vi e` alcun legame tra la GSV D di (A,L) e la SV D di A;
pertanto le matrici U,Σ, V relative alla GSV D non vanno confuse con le cor-
rispondenti matrici della SV D di A. E` possibile ricavare la GSV D di (A,L)
a partire dalla SV D di una opportuna matrice A¯ nel caso in cui L abbia ren-
go p. La trattazione di questa relazione sara` alla base del prossimo capitolo
e permettera` la formulazione di un algoritmo per il calcolo della GSV D di
(A,L) alternativo a quello di Van Loan, e l’ estensione della TSV D al caso
della GSV D.
Da (3.21) otteniamo alcune relazioni a cui ci riferiremo spesso nel seguito.
Dall’ uguaglianza AX = UΣ otteniamo{
Axi = σiui i = 1, 2, ..., p
Axi = ui i = p+ 1, ..., n
mentre da LX = VM si deduce{
Lxi = µivi i = 1, 2, ..., p
Lxi = 0 i = p+ 1, ..., n
dove {ui}ni=1, {vi}pi=1, {xi}ni=1 rappresentano le colonne di U , V , X rispettiva-
mente.
Osservazione 3.3.1 Vogliamo ricavare attraverso la GSV D di (A,L) il nu-
cleo e il range degli operatori A e L. A tale scopo poniamo
I = {i ∈ {1, 2, ..., p} : σi 6= 0} e IC = C{1,2,...,p}I := {1, 2, ..., p} − I
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Allora:
(1) N(A) = {x ∈Mn,1(R) : Ax = 0} = span{xi : i ∈ IC}
Infatti
∀x ∈ Mn,1(R) Ax = 0 ⇐⇒ UΣX−1x = 0 ⇐⇒ UΣy = 0 con y = X−1x ⇐⇒
Σy = 0⇐⇒
(
Σp 0
0 In−p
)(
yp
yn−p
)
= 0 con yp = (yi)
p
i=1 e yn−p = (yi)
n
i=1+p ⇐⇒
Σpyp = 0
yn−p = 0
⇐⇒

yi = 0 se i ∈ I
yi = 0 se i = p+ 1, ..., n.
Pertanto, detto ek il k-esimo vettore canonico di Rn, abbiamo ∀k ∈ IC Σek = 0
ovvero, essendo y = X−1x, {Xek}k∈ IC e` una base di N(A).
(2) Range(A) = span{ui}i∈I∪{p+1,...,n} con {ui}ni=p+1 sistema ortonormale ot-
tenuto completando {ui}ni=1 a base di Rn.
Infatti:
y ∈ R(A)⇐⇒ ∃x ∈Mn,1(R) : Ax = y ⇐⇒ UΣX−1x = y ⇐⇒
(
Σp p
0 In−p
)
z =
UTy , z = X−1y ⇐⇒

σizi = u
T
i b ∀i ∈ I
0zi = u
T
i b ∀i ∈ IC
zi = u
T
i b ∀i = p+ 1, ..., n
e pertanto tale sistema e` risolubile se e solo se uTi b = 0 ∀i ∈ IC.
(3) N(L) = span{xp+1, ..., xn}
Basta dimostrare che Lxi = 0 ∀i = p+1..., n in quanto i vettori (xi)ni=p+1 sono
linearmente indipendenti, poiche` colonne di X ∈ GLn(R), e dim(N(L)) = n−p
essendo rank(L) = p per ipotesi. Infatti
L = V (Mp 0 )X
−1 ⇐⇒ LX = (VMp 0 )⇐⇒ Lxi = 0 ∀i = p+ 1, ..., n.
(4) R(L) = Rp. Infatti p = rank(L). Si noti come i risultati N(A) =
span{Xei : i ∈ IC} e N(L) = span{Xei : i ∈ I} siano in perfetto accordo con
l’ ipotesi N(A) ∩N(L).
Dalla relazione (3.24) otteniamo che sia σi che µi possono essere calcolati
attraverso i valori singolari generalizzati γi = σi/µi mediante le relazioni:
σi = γi(γi
2 + 1)−1/2 µi = (γi2 + 1)−1/2 ∀i = 1, 2..., p. (3.25)
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e pertanto
γi = σi(1− σi2) ≈ σi per σi ≈ 0
ovvero per piccoli valori dei σi i valori singolari generalizzati γi decadono a
zero cos`ı come accade per i valori singolari “ ordinari di A (ottenuti mediante
la SV D).
L’ equazione (2.1), il funzionale Gλ (2.17) e l’ equazione di Eulero generalizzata
(2.18) divengono:
Ax = b (3.26)
Gλ : Rn → Rn
x −→ Gλ(x) = ‖Ax− b‖22 + λ2‖Lx‖22 (3.27)
(ATA+ λ2LTL)x = AT b. (3.28)
Poiche` lo spazio Ms,1(R), isomorfo a Rs, e` uno spazio di Hilbert per ogni s ≥ 0
e le ipotesi (2.23) (2.24) sono banalmente verificate nel caso discreto, come
conseguenza della finitezza dello spazio, l’ unica ipotesi che faremo nel seguito
sara` N(A)∩N(L) = {0} 1 garantendo cos`ı la validita` del teorema (2.2.7) a cui
ci riferiremo spesso nel seguito.
Ricaviamo ora la soluzione di (3.28). A partire da (3.28) usando (3.21) otte-
niamo:
ATA+λ2LTL = X−T (ΣTΣ+λ2MTM)X−1 = X−T
(
Σ2p + λ
2M2p 0
0 In−p
)
X−1.
Pertanto:
(ATA+λ2LTL)x = AT b⇐⇒ X−T
(
Σ2p + λ
2M2p 0
0 In−p
)
X−1x = X−TΣUT b⇐⇒
1L’ ipotesi
N(A) ∩N(L) = {0}
garantisce che rank(
(
A
L
)
) = n. Infatti :
rank(
(
A
L
)
) = n⇐⇒ N(
(
A
L
)
) = {0} ⇐⇒ N(A) ∩N(L) = {0}.
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(
Σ2p + λ
2M2p 0
0 In−p
)
y = ΣUT b con y = X−1x⇐⇒
yi =

0 ∀i = 1, ..., p e σi = 0
σi
σ2i+λ
2µ2i
uTi b =
γ2i
γ2i+λ
2u
T
i b ∀i = 1, 2, ..., p e σi 6= 0
uTi b ∀i = p+ 1, ..., n
ovvero
xλ =
p∑
i=1
γ2i
γ2i + λ
2
uTi b
σi
xi +
n∑
i=p+1
(uTi b)xi (3.29)
dove xi rappresenta la i
a componente di X.
In particolare i fattori di filtro sono
fi =
γ2i
γ2i + λ
2
∀i = 1, 2, ..., p (3.30)
Osservazione 3.3.2 Osserviamo esplicitamente che i fattori fi sono effetti-
vamente di filtro: infatti
• |fi| = | γ
2
i
γ2i+λ
2 | ≤ 1
• limλ→0fi = 1 se σi 6= 0
• fi
σi
sono limitati.
Anche nel caso discreto vale la relazione
xλ = Rλb (3.31)
con
Rλ = (A
TA+ λ2LTL)−1AT (3.32)
dove, attraverso la GSV D di (A,L), l’ algoritmo regolarizzante (3.31) e` dato
da
Rλ = XFΣ
†UT = X
(
Fp 0
0 In−p
)
Σ†UT = XpFpΣ†pU
T
p +X0U
T
0 (3.33)
con o = (n−p), Fp = diag(f1, ..., fp), Σ†p = diag(σ1†, ..., σp†) dove ∀i = 1, 2, ..., p
σi
† =

0 se σi = 0
1
σi
se σi 6= 0.
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e U = (Up, U0 ). Dalle relazioni (3.31) e (3.33) segue che la soluzione xλ puo`
essere decomposta nel modo seguente
xλ = x
(1)
λ + x
(2)
λ , x
(1)
λ = XpFpΣ
†
pU
T
p b, x
(2)
λ = X0U
T
0 b. (3.34)
dove l’ ultima componente, x
(2)
λ , appartiene a N(L) = span{xp+1, ..., xn} ed e`
nulla se p = n. Consideriamo adesso la componente x
(1)
λ . L’ effetto della re-
golarizzazione corrisponde a smorzare i termini (uTi b)/σi in x
(1)
λ corrispondenti
ai σi piccoli, attraverso la matrice di filtro F . Il motivo per cui la soluzione xλ
e` piu` regolare rispetto a (3.12) e` dovuta al fatto che il numero di oscillazioni
(o cambiamenti di segno) nei vettori generalizzati xi aumenta al diminuire di
σi, cos`ı che la matrice F filtra i contributi in x
(1)
λ con oscillazioni di maggior
rilievo.
Se la GSV D e` calcolata attraverso l’ algoritmo di Van Loan, dalle identita`{
A = UΣXT = UΣ(X−T )−1
L = VMXT = VM(X−T )−1
si deduce che per potere applicare le relazioni (3.21) e (3.29) e` necessario
invertire la matrice X. Dobbiamo pertanto determinare sotto quali condizioni
e` possibile calcolare (XT )−1 in modo numericamente stabile: a tale scopo
dimostreremo [11], di seguito, che se L e` ben condizionata anche X e` tale.
Teorema 3.3.3 Posto Z =
(
A
L
)
si ha:
‖X−1‖2 = ‖Z‖2 ≤ ‖A‖2 + ‖L‖2, ‖X‖2 ≤ ‖Z†‖2 ≤ Π−1p (3.35)
con Πp definita da
Πp =
{
min{‖L†‖−12 , σmin(APN(L))} se p n
‖L†‖−12 se p=n
(3.36)
con σmin(APN(L)) il piu` piccolo valore singolare di APN(L) non nullo.
Dimostrazione. Dalla relazione(
UT 0
0 V T
)(
A
L
)
=
(
Σ
M
)
X−1
otteniamo che lo spettro di X−1 e` uguale a quello di Z e quindi:
‖X−1‖2 = σmax(X−1) = σmax(Z) = ‖Z‖2 = ‖
(
A
L
)
‖2 ≤ ‖
(
A
0
)
‖2+‖
(
0
L
)
‖2 ≤
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‖A‖2 + ‖L‖2.
Essendo rank(L) = p abbiamo
σi(Z) = σi(
(
A
L
)
) ≥ σi(
(
0
L
)
) =
{
σi(L) se i = 1, 2, ..., p
0 se i = p+ 1, ..., n
.
Per ottenere una minorazione significativa per i = p + 1, ..., n consideriamo
la matrice Z =
(
A
L
)
come la matrice ottenuta da
(
0
L
)
mediante la pertur-
bazione
(
A
0
)
: si deduce allora che ∀i = 1, 2, ..., p
σi(Z) = σi(
(
A
L
)
) = σi(
(
A
0
)
+
(
0
L
)
) ≥ σmin(
(
A
0
)
P
N
(
0
L
)) = σmin(APN(L))
Pertanto
-se n = p, essendo rank(L) = p = n e quindi N(L) = {0} APN(L) = 0,
otteniamo
σi(Z) ≥ σi(L) ∀i = 1, 2, ..., n
ovvero
‖Z†‖2 = 1
σmin(Z)
=
1
σn(Z)
≤ 1
σn(L)
= ‖L†‖2.
-se p < n, N(L) 6= {0} e quindi
‖Z†‖2 ≤ ‖L†‖2,
‖Z†‖2 = 1
σmin(Z)
=
1
σn(Z)
≤ 1
σmin(APN(L))
ovvero
‖Z†‖2 ≤ min{‖L†‖2, 1
σmin(APN(L))
}.
Per poter utilizzare la seconda maggiorazione (3.35) e` necessario conoscere lo
spettro dell’ operatore APN(L). Poiche` questo non e` possibile utilizziamo l’
approssimazione, indicata in [10],
APN(L) ≈
n−p∑
i=1
µi(A)σi(A)v
T
i (A) (3.37)
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dove l’ insieme {σi(A), ui(A), vi(A)}i e` dedotto dalla SV D di A (cfr.(3.9)).
Poiche` d = n− p e` di solito un intero piccolo, in quanto rappresenta l’ ordine
della derivata discretizzata da L (tipicamente 1 o 2), otteniamo
σmin(APN(L)) ≈ σn−p(A) ≈ σ1(A) = ‖A‖2.
e supposto ‖A‖2 ≈ ‖L‖2, si ha che
σp(L) = ‖L†‖−12 ≤ ‖A‖2 ≈ σmin(APN(L))
e, per il teorema 3.3.3, Π−1p ≈ ‖L†‖2.
Queste relazioni sostituite in (3.35) permettono di ottenere
‖X‖2 ≤ Π−1p ≈ ‖L†‖2 (3.38)
come volevamo dimostrare.
Supposta valida la relazione ‖A‖2 ≈ ‖L‖2 da (3.35) segue che
K2(X) = ‖X−1‖2‖X‖2 ≈ ‖L†‖2‖X‖−12 ≤ ‖L†‖2(‖A‖2+‖L‖2) ≈ 2‖L‖2‖L†‖2 =
2K2(L).
Osserviamo infine che il buon condizionamento di L garantisce il buon con-
dizionamento di
(
A
L
)
. Infatti
K2(
(
A
L
)
) = K2(
(
U 0
0 V
)(
Σ
M
)
X−1) ≤ K2(
(
Σ
M
)
X−1) =
K2(X
−1) = K2(X) ≈ 2K2(L).
Osservazione 3.3.4 Vogliamo fare alcune osservazioni relative alla scelta del-
la matrice di regolarizzazione L. Benche` molti tipi di informazioni addizzionali
relative alla soluzione x di (3.26) possano essere utilizzate l’ approccio che noi
adotteremo e` quello di scegliere come L una matrice p× n che rappresenti
l’ approssimazione discreta di un operatore di derivata (n − p): in tal caso L
e` una matrice a banda con rango massimo per righe. Definiamo “funzione di
penalita` del metodo di regolarizzazione di Tikhonov l’ operatore Ω : Rn → R
definito come
Ω(x) = ‖Lx‖2. (3.39)
In alcuni casi puo` risultare piu` appropriato scegliere come Ω la norma di
Sobolev discreta in Rn
Ω2(x) = α20‖x‖22 +
q∑
i=1
α2i ‖Lix‖22 (3.40)
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dove Li rappresenta l’ approssimazione di un operatore di derivata i-esimo.
Notiamo che Ω puo` essere sempre scritto nella forma (3.39) attraverso una
opportuna fattorizzazione di Cholesky. Piu` precisamente detta
D = α20I +
q∑
i=1
α2iL
T
i Li (3.41)
si ha D definita positiva e simmetrica: quindi applicando la fattorizzazione di
Cholesky a D otteniamo che esiste una matrice G triangolare superiore con
elementi diagonali positivi tale che D = GTG: ovvero
Ω(x) = [α20‖x‖22 +
∑q
i=1 α
2
i ‖Lxi‖22]1/2 = [α20xTx +
∑q
i=1 α
2
i (Lix)
T (Lix)]
1/2 =
[xT (α20 +
∑q
i=1 α
2
iL
T
i Li)x]
1/2 = [xTDx]1/2 = [xTGTGx]1/2 = ‖Gx‖2.
Si noti come la nuova matrice G della funzione di penalita` sia ancora strut-
turata: naturalmente la scelta della norma di Sobolev impone un aumento del
costo computazionale del metodo di regolarizzazione dovuto alla fattorizzazione
di Cholesky di D che permette di affrontare il problema utilizzando ancora la
GSV D di (A,G).
Esempio
In questo esempio vogliamo illustrare le differenze tra regolarizzazione in forma
generale e standard mostrando che la prima puo` essere necessaria per assicu-
rare il calcolo di una soluzione soddisfacente.
L’ equazione che si vuole risolvere e` ottenuta dalla discretizzazione dell’ oper-
atore di inversione della Trasformata di Laplace:
(Kf)(x) =
∫ +∞
0
e−xtf(t)dt ∀x ∈ R (3.42)
con soluzione esatta f(t) = 1−exp(−t/2). Si osservi che (3.42) e` un operatore
di Fredholm di prima specie con nucleo K(x, t) = e−xt di classe C∞(R2). Tale
discretizzazione e` ottenuta applicando le formule di quadratura su un reticolo
di 16 punti con pesi tra loro uguali.
Come si vede dalla figura 3.3 la soluzione soddisfa la relazione f(t)→ 1 per
t→ +∞, e la parte asintotica nella soluzione discretizzata si evidenzia per
t > ti i ∈ {8, ..., 16}. Usiamo come matrice di regolarizzazione la discretiz-
zazione dell’ operatore di derivata prima (L = bidiag(−1, 1)). Dalla figura 3.1
notiamo che nessuno dei vettori vi della SV D di A include la parte asintot-
ica menzionata sopra; quindi, questi vettori non sono adatti come base della
soluzione regolarizzata (3.19) ottenuta dal metodo di Tikhonov standard.
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Figura 3.1. Grafico dei vettori singolari vi che descrivono xλ.
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Figura 3.2. Grafico dei vettori generalizzati destri di A per alcuni i.
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Figura 3.3. Grafico delle soluzioni standard e generale per alcuni valori di
λ: −f,−− sol.λ = 0.001,−.sol.λ = 0.1, ..sol.λ = 0.01.
Al contrario (figura 3.2) i vettori xi relativi alla GSV D di (A,L) non sono
definitivamente nulli e quindi sono piu` adatti a rappresentare la base rispetto
alla quale sviluppare la soluzione. In figura (3.3) e` presente il grafico di alcune
soluzioni regolarizzate, ottenute utilizzando il metodo di regolarizzazione di
Tikhonov standard e generale, corrispondenti a diversi valori del parametro λ.
Per entrambi i metodi sono stati scelti gli stessi valori di λ.
Riportiamo infine alcuni valori che mostrano gli effetti della regolarizzazione
generale sulla ricostruzione del dato e della soluzione:
per λ = 0.1 si ha ‖Axλ − b‖2 = 7.7789 10−3 e ‖f − xλ‖∞ = 1.4897 10−1,
per λ = 0.01 si ha ‖Axλ − b‖2 = 3.5477 10−4 e ‖f − xλ‖∞ = 6.4514 10−2,
per λ = 0.001 si ha ‖Axλ − b‖2 = 2.4674 10−4 e ‖f − xλ‖∞ = 3.5735 10−2.
Tali risultati sono soddisfacenti soprattutto se si tiene conto del mal condizion-
amento di A per cui vale K2(A) = 1.1780 10
30.
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3.4 La soluzione ai minimi quadrati attraverso
la GSV D
In questa sezione vogliamo rispondere alla seguente domanda: e` possibile dare
un’ espressione di x† usando la GSV D di (A,L). La domanda potrebbe sem-
brare poco significativa in quanto abbiamo gia` espresso esplicitamente x† us-
ando la SV D di A e quindi non appare chiaro il ricorso alla GSV D. In realta`
tale espressione ci permettera`
-di evidenziare l’ influenza della regolarizzazione e del noise su xλ,
-di introdurre, nel prossimo capitolo, il concetto di TGSV D.
Poiche` la matrice X e` invertibile l’ insieme {xj}nj=1 delle sue colonne costi-
tuisce una base di Rn e quindi la soluzione ai minimi quadrati di (3.26), che
indicheremo con xLS, puo` essere scritta come
xLS =
n∑
j=1
cjxj (3.43)
con {cj}nj=1 da determinare. Estendiamo inoltre la famiglia di vettori ortonor-
mali {uj}nj=1 a base ortonormale di Rm (m ≥ n) aggiungendo (se m > n) i
vettori {uj}mj=n+1. Allora usando (3.21)
AxLS =
n∑
j=1
cjAxj =
p∑
j=1
cjAxj +
n∑
j=p+1
cjAxj =
p∑
j=1
cjσjuj +
n∑
j=p+1
cjuj
e
b =
m∑
j=1
(uTj b)uj
da cui otteniamo:
AxLS − b =
p∑
j=1
(cjσj − uTj b)uj +
n∑
j=p+1
(cj − uTj b)uj −
m∑
j=n+1
(uTj b)uj.
Da questa si ha
K(c1, ..., cn) = ‖Ax− b‖22 =
p∑
j=1
(cjσj − uTj b)2 +
n∑
j=p+1
(cj − uTj b)2 +
m∑
j=n+1
(uTj b)
2
e quindi i punti di minimo per ‖Ax − b‖22 si deducono studiando i valori
stazionari di K.
Passando alle derivate parziali otteniamo
∂K
∂cj
= 2(cjσj − uTj b)σj ∀j = 1, 2, ..., p σj 6= 0
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∂K
∂cj
≡ 0 ∀j = 1, 2, ..., p σj = 0
e
∂K
∂cj
= 2(cj − uTj b) ∀i = p+ 1, ..., n.
Posto I = {j ∈ {1, 2, ..., p} : σj 6= 0} e IC = C{1,2,...,p}I si ha che
xLS =
∑
j∈I
uTj b
σj
xj +
∑
j∈IC
cjxj +
n∑
j=p+1
(uTj b)xj (3.44)
,con cj arbitrari, rappresenta la totalita` delle soluzioni ai minimi quadrati di
(3.26). Naturalmente xLS e` unica (ovvero xLS = x
†)⇐⇒ I = {j ∈ {1, 2, ...p} :
σj = 0} = ∅ ⇐⇒ rank(A) = n ⇐⇒ N(A) = {0} in perfetto accordo con il
teorema (2.1.4) applicato al caso discreto. Otteniamo allora che
‖xLS‖2 = ‖
∑
j∈I
e
uTj b
σj
xj +
∑
j∈IC
cjxj +
n∑
j=p+1
(uTj b)xj‖2 (3.45)
va minimizzata rispetto alle variabili cj con j ∈ IC al fine di determinare x†.
Ricordando che
xLS = x
† + u e u ∈ N(A) = span{xi : i ∈ IC}
otteniamo da (3.44) la relazione
x† =
∑
j∈I
uTj b
σj
xj +
n∑
j=p+1
(uTj b)xj. (3.46)
Tale soluzione poteva essere ottenuta da (3.29) ponendo semplicemente λ = 0:
in realta` avremmo dimostrato soltanto che (3.46) e` soluzione ai minimi quadrati
di Ax = b ma non che e` la soluzione generalizzata.
Si osservi che in (3.46) non intervengono i vettori {uj}mj=n+1 utilizzati solo nella
dimostrazione e che in questo caso i filtri sono dati da fi = 1 ∀i = 1, ..., p con
σi 6= 0. Si noti infine l’ analogia tra (3.46) e (3.12).
La relazione precedente puo` anche essere scritta come
x† =
p∑
j=n−rank(A)+1
uTj b
σj
xj +
n∑
j=p+1
(uTj b)xj.
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Osservazione 3.4.1 Poiche` la soluzione generalizzata x† = A†b e` unica, da
(3.46), otteniamo
A† = XΣ†UT (3.47)
avendo indicato con Σ† la matrice n×m definita da
Σ† =
(
Σ†p 0
0 In−p
)
.
Tale relazione poteva essere anche dedotta direttamente verificando che la
matrice XΣ†UT soddisfa le proprieta` di Moore-Penrose.
Il fatto che la famiglia (Rλ)λ, con Rλ definito da (3.32), costituisca una famiglia
di operatori di regolarizzazione per Ax = b si puo` dedurre in modo diretto a
partire dalle proprieta` della GSV D e della relazione appena trovata. Infatti:
(1) (ATA + λ2LTL) e` un operatore lineare, continuo e invertibile avendo
supposto N(A) ∩N(L) = {0}. Inoltre si hanno le relazioni:
(ATA+ λ2LTL) = X−Tdiag(σ21 + λ
2µ21, ..., σ
2
p + λ
2µ2p, 1, ..., 1)X
−1 (3.48)
e
(ATA+ λ2LTL)−1 = Xdiag(
1
σ21 + λ
2µ21
, ...,
1
σ2p + λ
2µ2p
, 1, ..., 1)XT (3.49)
(2) limλ→0Rλb = A†b infatti per (3.49) si ha che
limλ→0Rλb = limλ→0(ATA+ λ2LTL)−1XTAT b =
limλ→0X(ΣTΣ + λ2MTM)−1XTAT b = XΣ†UT b = A†b.
Da questo si deduce, che nel caso in cui il dato non sia perturbato, la soluzione
regolarizzata xλ = Rλb fornisce, per λ→ 0, una approssimazione della soluzione
generalizzata.
Ci chiediamo ora cosa succede nel caso in cui si abbia un dato perturbato.
3.5 Perturbazioni sul dato
Nelle applicazioni il termine noto b di (3.26) e` sempre contaminato da errori
di diverso tipo: ad esempio errori di misurazione, errori di approssimazione o
arrotondamento. In pratica non abbiamo a disposizione il dato esatto ma una
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sua approssimazione e, talvolta, una stima dell’ errore massimo con cui viene
fornito. Quindi possiamo scrivere b come
b = b¯+ e (3.50)
dove e e` il vettore degli errori (noise) e b¯ e` il dato non perturbato.
Con queste premesse sia
x¯† =
∑
i∈I
uTi b¯
σi
xi +
n∑
i=p+1
(uTi b¯)xi (3.51)
la soluzione generalizzata di
Ax = b¯ (3.52)
e studiamo l’ errore di approssimazione (xλ − x¯†) relativo alla soluzione rego-
larizzata (ovvero l’ errore commesso nella ricostruzione di A†b¯). Dalle relazioni
(3.17) e (3.51) otteniamo
xλ−x¯† = (Rλb−A†b¯) = [
p∑
i=1
fi
uTi e
σi
xi+
n∑
i=p+1
(uTi e)xi ]+
p∑
i=1
(fi−1)u
T
i b¯
σi
xi = ePert+eReg
(3.53)
con xλ soluzione regolarizzata generale del problema perturbato Ax = b. In
(3.53), il termine in parentesi rappresenta l’ errore di perturbazione indotto
dall’ errore di cui e` affetto il dato b¯ mentre il secondo addendo e` un errore di
regolarizzazione dovuto alla regolarizzazione della componente non perturba-
ta b¯ di b. Pertanto applicando un metodo di regolarizzazione con λ piccolo, es-
sendo la maggior parte dei fattori di filtro fi prossimi ad uno, l’ errore (xλ− x¯†)
e` dominato, in base alla precedente relazione, dall’ errore di perturbazione
ePert =
p∑
i=1
fi
uTi e
σi
xi +
n∑
i=p+1
(uTi e)xi. (3.54)
Al contrario aumentando la capacita` di regolarizzazione del metodo (λ grande)
la maggior parte dei fattori di filtro soddisfa la relazione fi << 1 e (xλ −
x¯†) e` dominato, a meno del fattore costante
∑n
i=p+1(u
T
i e)xi, dall’ errore di
regolarizzazione
eReg =
p∑
i=1
(fi − 1)u
T
i b¯
σi
xi. (3.55)
Si osservi che mentre l’ errore di perturbazione dipende dal parametro di
regolarizzazione oltre che dal noise e l’ errore di regolarizzazione dipende
unicamente dal parametro λ.
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Teorema 3.5.1 Sia e la perturbazione del dato ed xλ la corrispondente soluzione
regolarizzata. Allora [11] la perturbazione relativa a xλ e` data da
‖x¯λ − xλ‖2
‖x¯λ‖2 ≤ φλ‖A‖2‖X‖2
‖e‖2
‖b¯λ‖2 (3.56)
dove b¯λ = Ax¯λ e
φλ =
{
1 se λ > 1/
√
2
1
2λ
(1− λ2)−1/2 se λ ≤ 1/√2 .
Dimostrazione.
xλ−x¯λ = (Rλb−Rλb¯) = Rλe =⇒ ‖x¯λ−xλ‖2 = ‖Rλe‖2 = ‖X
(
Fp 0
0 In−p
)
Σ†UT e‖2 ≤
‖X
(
Fp 0
0 In−p
)
Σ†‖2‖UT e‖2 ≤ ‖X‖2‖
(
Fp 0
0 In−p
)
Σ†‖2‖e‖2 ≤
‖X‖2maxi=1,2,...,p{ γ
2
i
γ2i+λ
2
1
σi
, 1}‖e‖2. Poiche`
γi
2
γ2i + λ
2
1
σi
=
γi
γ2i + λ
2
1
(γi + 1)1/2
≤ φλ
otteniamo
‖x¯λ − xλ‖2 ≤ φλ‖X‖2‖e‖2.
Essendo
‖b¯λ‖2 = ‖Ax¯λ‖2 ≤ ‖A‖2‖x¯λ‖2
si ha
‖x¯λ‖2 ≥ ‖b¯λ‖2‖A‖2
e da questa segue la relazione cercata.
Definizione 3.5.2 Il numero di condizionamento associato alla regolarizzazione
generale e` definito da
Kλ = lim sup
‖e‖2→0
‖x¯λ − xλ‖2
‖xλ‖2 (3.57)
e soddisfa la relazione [11]
Kλ ≤ φλK2(X)
con K2(X) numero di condizionamento di X.
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La relazione precedente permette di evidenziare che il buon condizionamento
di X garantisce la stabilita` di (3.29) e del metodo di regolarizzazione rispetto
a perturbazioni sul dato. Applicando la disuguaglianza triangolare a (3.53)
otteniamo:
‖xλ − x¯†‖2 = ‖Rλb− A†b¯‖2 ≤ ‖eReg‖2 + ‖ePert‖2 (3.58)
cioe` la norma dell’ errore di ricostruzione e` limitata dalla somma della norma
dell’ errore di regolarizzazione e della norma dell’ errore di perturbazione.
Attraverso la GSV D di (A,L) possiamo dare una rappresentazione esplicita
di tali errori mostrando come variano in funzione di λ e/o e.
-Norma dell’ errore di perturbazione
P (λ) = ‖ePert‖2 = ‖Rλe‖2 = ‖
p∑
i=1,σi 6=0
γi
2
γi2 + λ2
uTi e
σi
xi +
n∑
i=p+1
(uTi e)xi‖2 (3.59)
−P (0) = ‖∑pi=1,σi 6=0 uTi eσi xi +∑ni=p+1(uTi e)xi‖2
− limλ→+∞ P (λ) = ‖∑ni=p+1(uTi e)xi‖2.
Poiche` i fattori di filtro fi sono decrescenti rispetto a λ la funzione P (λ) e`
decrescente.
-Norma dell’ errore di regolarizzazione
R(λ) = ‖eReg‖2 = ‖
p∑
i=1
(fi − 1)u
T
i b¯
σi
xi‖2 = ‖
p∑
i=1,σi 6=0
λ2
λ2 + γi2
uTi b¯
σi
xi‖2 (3.60)
−R(0) = 0
− limλ→+∞ = ‖∑pi=1,σi 6=0 uTi b¯σi xi‖2.
Poiche` i coefficienti ci(λ) =
λ2
λ2+γi2
sono crescenti rispetto a λ R(λ) e` crescente.
Troviamo pertanto che la norma dell’ errore di regolarizzazione e di pertur-
bazione hanno comportamento opposto rispetto a λ. Se desideriamo ridurre l’
errore di regolarizzazione dobbiamo scegliere un piccolo valore del parametro
λ e, in tal caso, l’ errore di perturbazione aumenta. Dall’ altro lato se vogliamo
ridurre l’ errore di perturbazione dobbiamo scegliere un valore di λ sufficien-
temente grande a cui corrisponde un errore di regolarizzazione maggiore.
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Ritornando allora alla valutazione dell’ errore globale si ha
eGlobale = eReg + ePert (3.61)
e per questo si ottiene un andamento che puo` essere rappresentato come in
figura 3.4 . Poiche` l’ errore globale e` ottenuto come somma di una funzione
λ
ott
Figura 3.4. Andamento dell’ errore globale.
crescente e di una decrescente esiste un parametro ottimo λott in corrisponden-
za del quale l’ operatore Rλ fornisce la migliore approssimazione della soluzione
x¯† e tale parametro rappresenta il migliore compromesso tra regolarizzazione
e propagazione dell’ errore di perturbazione.
Questo risultato comporta che per valori di λ decrescenti le soluzioni regolar-
izzate xλ inizialmente approssima la soluzione x del problema non perturbato
per poi allontanarsi da questa a causa dell’ influenza sempre maggiore del noise
e. Possiamo pertanto chiamare [2], in analogia con il caso standard, questa
proprieta` semiconvergenza in modo tale da poter parlare di convergenza nel
caso del problema non perturbato. La semiconvergenza e` una proprieta` ad-
dizionale che puo` essere richiesta per un algoritmo regolarizzante. Osserviamo
esplicitamente che il valore λott non puo` essere determinato nel caso di prob-
lemi concreti poiche` non e` noto il dato b¯. Nonostante questo l’ uso di tale
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parametro e` fondamentale per lo studio delle caratteristiche dei problemi in-
versi ottenute attraverso simulazioni numeriche in cui b¯ e` noto.
Siamo riusciti a verificare che nel caso generale (L 6= I) continuano a essere
verificate le proprieta` valide nel caso standard.
3.6 Metodi di scelta del parametro di
regolarizzazione
Trattiamo ora i metodi di scelta del parametro di regolarizzazione.
Questi possono essere divisi in due famiglie a seconda che utilizzino o meno le
informazioni disponibili sul noise di cui e` affetto il dato b¯. Le due classi sono
caratterizzate nel seguente modo:
(1) metodi che sfruttano la conoscenza di ‖e‖2 o, piu` in generale, stime di ‖e‖2.
(2) metodi che non richiedono informazioni a priori relative al noisema cercano
di estrapolare le necessarie informazioni dal dato perturbato b = b¯+ e.
Uno dei metodi piu` utilizzati appartenente alla famiglia (1) e` dato dal metodo
della discrepanza [21] che determina il parametro di regolarizzazione λ per cui
valga
‖Axλ − b‖2 = ‖e‖2. (3.62)
Diversi sono invece i metodi appartenenti alla seconda famiglia: GCV [26],
L-curva [14], criterio di quasi ottimalita` [16]. In questo capitolo ci occuper-
emo soltanto del metodo della discrepanza e della GCV fornendo una loro
rappresentazione esplicita a partire dalla GSV D di (A,L).
3.6.1 Discrepanza nel caso discreto
Si considerino le funzioni:
(1) λ ∈ R+ → ²(λ, y) = ‖Kxλ − y‖Y
(2) λ ∈ R+ → E(λ, y) = ‖Lxλ‖Y .
La prima distanza, detta discrepanza, permette di studiare l’ accuratezza della
soluzione xλ, ossia la precisione con cui approssima il dato: si otterranno valori
piccoli di ²(λ, y) in corrispondenza di soluzioni prossime a K†y. La seconda
misura invece la “regolarita` della soluzione xλ.
Nel caso standard (L = I) e` possibile dare una espressione esplicita alle funzioni
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²(λ, y) E(λ, y) attraverso il sistema singolare di K qualora questo sia compatto
[5] mentre nel caso generale (L 6= I) non esiste una trattazione teorica esauri-
ente. Autonomamente, vogliamo studiare le funzioni ²(λ, y) e E(λ, y) nel caso
discreto cercando di estendere alcuni risultati del caso standard-teorico.
Nel nostro caso lavoreremo sulle funzioni discrete:
(1) λ ∈ R+ → ²(λ, b) = ‖Axλ − b‖2
(2) λ ∈ R+ → E(λ, b) = ‖Lxλ‖2
attraverso la GSV D di (A,L).
Proposizione 3.6.1 Per ogni b ∈Mm,1(R)
(1) la funzione ²2(λ, b) e` monotona strettamente crescente a valori in
[δ0
2, δ0
2 +
∑p
i=1(u
T
i b)
2) dove δ0 = ‖(I − UUT )b‖2.
(2) la funzione E2(λ, b) e` monotona strettamente decrescente a valori in
[0,
∑p
i=1,σi 6=0(
uTi b
γi
)2) = IE.
Dimostrazione.
(1) Utilizzando la GSV D di (A,L) si ottiene che la funzione
²2(λ, b) = ‖Axλ − b‖22 =
p∑
i=1
[
λ2
γi2 + λ2
uTi b
]2
+ δ20 (3.63)
con
δ20 = ‖(I − UUT )b‖22 =
m∑
i=1
bi
2 −
n∑
i=1
(uTi b)
2. (3.64)
Verifichiamo la relazione (3.64):
δ20 = ‖(I − UUT )b‖22 = bT (I − UUT )T (I − UUT )b = bT b− bTUUT b =
‖b‖22 − ‖UT b‖22 =
∑m
i=1 b
2
i −
∑n
i=1(u
T
i b)
2.
Ricaviamo (3.63): a tale scopo poniamo y = X−1xλ
‖Axλ − b‖22 = ‖UΣX−1xλ − b‖22 = ‖UΣy − b‖22 = ‖Σy − UT b‖22 =∑p
i=1
[
γ2i
γ2i+λ
2u
T
i b
]2
+
∑n
i=p+1(u
T
i b)
2−∑mi=1(uTi b)2−2 [∑pi=1 γ2iγ2i+λ2 (uTi b)2 +∑ni=p+1(uTi b)2
]
e quindi, sommando gli addenti relativi agli stessi indici e utilizzando la re-
lazione precedentemente trovata, otteniamo la (3.63). Allora:
−²(0, b) = δ20
− limλ→+∞ ²2(λ, b) = ∑mi=1 bi2 −∑ni=p+1(uTi b)2
−(²2(λ, b))′ = ∑pi=1 4λ3γi2(γi2+λ2)3 (uTi b)2 > 0 ∀λ > 0 ovvero ²2(λ, b) e` strettamente
crescente.
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(2) Ricorrendo nuovamente alla GSV D si ha:
E2(λ, b) = ‖Lxλ‖22 =
p∑
i=1
[
γi
γi2 + λ2
uTi b
]2
(3.65)
da cui si ottiene:
-E2(0, b) =
∑p
i=0,σi 6=0
(
uTi b
γi
)2
-limλ→+∞E2(λ, b) = 0
-(E2(λ, b))′ =
∑p
i=1
−4λγ2i
(γ2i+λ
2)3
(uTi b)
2 < 0 ∀λ > 0 ovvero E2(λ, b) e` strettamente
decrescente.
La monotonia delle funzioni ²(λ, b) e E(λ, b) permette di trattare in modo sem-
plice i seguenti problemi:
(1) minx∈S{‖Lx‖2} S = {x ∈Mn,1(R) : ‖Ax− b‖2 ≤ ²}
ovvero tra le soluzioni che approssimano il dato a livello ² determinare la piu`
regolare (‖Lx‖2 minimo),
(2) minx∈S{‖Ax− b‖2} {x ∈Mn,1(R) : ‖Lx‖2 ≤ E}
ovvero tra tutte le soluzioni che soddisfano opportune condizioni di regolarita`,
imposte a priori (‖Lx‖2 ≤ E), trovare quella che meglio approssima il dato
(‖Ax− b‖2 minimo).
Nel caso (1) supponendo δ0
2 ≤ ² ≤ δ02 +∑pi=1(uTi b)2 i valori del parametro di
regolarizzazione λ per cui ‖Axλ − b‖2 ≤ ² appartengono all’ intervallo (0, λ²]
dove λ² e` il valore per cui ²(λ², b) = ². Poiche` la funzione E(λ, b) e` decrescente
la soluzione piu` regolare e` ottenuta per λ = λ². Il problema e` allora ricondotto
alla determinazione del parametro λ².
Nel caso (2), supponendo E ∈ IE i valori del parametro di regolarizzazione per
cui ‖Lxλ‖2 ≤ E appartengono all’ intervallo [λE,+∞) dove λE e` il valore tale
che E(λE, b) = E. Poiche` la funzione ²(λ, b) relativa all’ accuratezza di xλ e`
crescente la soluzione che meglio approssima il dato b e` ottenuta per λ = λE.
Il problema e` allora ricondotto alla ricerca del valore λE.
Notiamo infine che in entrambi i casi e` necessario avere a disposizione infor-
mazioni a priori (², E) per poter determinare i corrispondenti parametri λ² e
λE.
Nelle figure 3.5 e 3.6 sono riportati i grafici delle funzioni ² e E nel caso dell’
esempio trattato nella sezione 3.3 .
In alternativa la determinazione del parametro di regolarizzazione puo` essere
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ottenuta mediante considerazioni di tipo statistico, che non richiedono infor-
mazioni a priori, quali la GCV .
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Figura 3.5. Grafico di E.
3.6.2 Generalized Cross Validation (GCV)
Per la determinazione di λ consideriamo la GCV che fornisce buoni risultati nel
caso di problemi di equazioni integrali del primo tipo con nucleo non singolare.
Il parametro λ e` scelto in modo da minimizzare la funzione 2
V (λ) = m
‖Axλ − b‖22
[Tr(I − ARλ)]2 (3.66)
che rappresenta una generalizzazione della funzione, introdotta nel caso stan-
dard,
V (λ) =
1
n
n∑
k=1
|(Axλ,k)k − bk|2 (3.67)
2Indichiamo con Tr(Z) la traccia di una matrice quadrata Z ovvero la somma dei suoi
elementi sulla diagonale principale.
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Figura 3.6. Grafico di ².
, con xλ,k soluzione regolarizzata del problema (3.26) in cui la k
a componente
del dato e` tralasciata.
Per (3.49) abbiamo
Im − ARλ = Im − Udiag( γ
2
1
γ21 + λ
2
, ....,
γp
2
γp2 + λ2
, 1, ..., 1)UT
da cui otteniamo
Tr(Im − ARλ) = m − (n − p) − ∑pj=1 γj2γj2+λ2 = m − n − ∑pj=1[ γ2jγ2j+λ2 − 1] =
m− n+∑pj=1[ λ2γ2j+λ2 ].
Usando le relazioni (3.66) e (3.63) si deduce che:
V (λ) = m

∑p
j=1[
λ2
γj2+λ2
uTj b]
2 + δ20
m− n+∑pj=1 λ2γ2j+λ2

2
(3.68)
Ad eccezzione del fattore di proporzionalita` 1/m, il numeratore e` uguale al
quadrato del residuo, e per L = I puo` essere espresso come
m∑
j=1
[
λ2
λ2 + σj2
(uTj b)
]2
. (3.69)
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Da (3.68) notiamo che quando i valori singolari γi sono molto piccoli , i cor-
rispondenti termini nella somma a denominatore diventano prossimi a uno e
quindi il residuo assume un andamento quasi costante per valori di λ sufficien-
temente grandi. Otteniamo che la funzione V (λ) e` molto schiacciata verso l’
asse delle x e tale andamento rende talvolta difficile la determinazione del suo
punto di minimo. Nel caso del nostro esempio il grafico della GCV e` indicato
in figura 3.7.
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Figura 3.7. Grafico della GCV.
Rimane da chiarire come cambia il concetto di inverso L-generalizzato
nel caso discreto. Ricordiamo che x†L e` definito come l’ unica soluzione del
problema
min
x∈S
{‖Lx‖2} S = {x ∈Mn,1(R) : ‖Ax− b‖2 = min} (3.70)
che generalizza
min
x∈S
{‖x‖2} S = {x ∈Mn,1(R) : ‖Ax− b‖2 = min}
a cui si riduce se L = In.
Dimostriamo che la soluzione x†L coincide con x
†; pertanto, nel caso discreto,
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le caratterizzazioni date nel capitolo 2 conducono alla definizione di soluzione
generalizzata.
Basta infatti osservare che per (3.44)
LxLS =
∑
i∈I
uTi b
σi
Lxi +
∑
i∈IC
ciLxi +
n∑
i=p+1
(uTi b)Lxi
ovvero
LxLS =
∑
i∈I
uTi b
γi
vi +
∑
i∈IC
µicivi.
Quindi otteniamo
‖LxLS‖22 =
∑
i∈I
(
uTi b
γi
)2
+
∑
i∈IC
µ2i c
2
i
che e` minimo per ci = 0 ∀i ∈ IC .
In questo capitolo, attraverso l’ uso della GSV D, siamo riusciti a dare un’
espressione esplicita di xλ, (e quindi) ai fattori di filtro nonche` a esplicitare la
funzione di discrepanza e la GCV .
Tipicamente per studiare e regolarizzare il problema (2.1) si utilizzano metodi
di regolarizzazione in “forma standard, dove L e` scelta uguale all’ identita`, sup-
portati da routine numericamente affidabili. Nell’ ipotesi che K sia lineare e
compatto tale specificita` e` confermata da una perfetta simmetria tra soluzione
numerica e teorica intendendo con questo che la soluzione numerica, espressa
a partire dalla SV D della matrice A di discretizzazione di K, e` ricavabile dalla
soluzione teorica descritta utilizzando il sistema singolare dell’ operatore K.
Pertanto proprio la SV D rappresenta il metodo di indagine numerica con cui
svolgere la regolarizzazione in forma standard.
Attraverso l’ esempio di pagina 69 abbiamo osservato che la regolarizzazione
standard puo` non essere sufficiente a determinare una buona approssimazione
di f che e` invece ottenuta ricorrendo al caso generale.
Tutti i risultati di questo capitolo e del precedente forniscono la base per lo
studio dei metodi di regolarizzazione in forma generale e la sua stesura e` stata
condotta in base alle seguenti considerazioni:
-necessita` di coerenza tra approccio teorico e numerico,
-estensione al caso generale di alcuni risultati caratteristici dei metodi di rego-
larizzazione in forma standard,
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-dualita` tra SV D −GSV D e regolarizzazione in forma standard-generale,
-peculiarita` della GSV D come generalizzazione della SV D (cap.4).
Analizzeremo nel prossimo capitolo il legame che esiste tra queste due decom-
posizioni per poi fornire una relazione tra soluzione standard e soluzione gen-
erale; estenderemo infine i risultati della sezione 3.2 introducendo il concetto
di TGSV D.
Capitolo 4
Relazione tra SVD e GSVD per
problemi discreti di
regolarizzazione
In questo capitolo riprendiamo il problema ai minimi quadrati in forma gen-
erale:
min{‖Ax− b‖22 + λ2‖Lx‖22} (4.1)
con
A ∈Mm,n(R), L ∈Mp,n(R),m ≥ n ≥ p,
rank(L) = p,N(A) ∩N(L) = {0}. (4.2)
dove la condizione (4.2), come gia` evidenziato, assicura l’ unicita` della soluzione
del problema (4.1).
Anziche` affrontare il problema (4.1) direttamente ci proponiamo [6] di trasfor-
marlo, mediante un opportuno cambiamento di variabile, in un problema in
forma standard espresso da:
min{‖A¯x¯− b¯‖22 + λ2‖x¯‖22}. (4.3)
Il vantaggio principale di questo approccio e` quello di fornire un legame tra
regolarizzazione standard e generale e rendere utilizzabile metodi efficienti sia
diretti che iterativi per la risoluzione numerica di (4.1) ampliando, da un lato, il
contesto in cui erano stati definiti e, dall’altro, proponendo possibili alternative
alla GSV D.
Dal punto di vista numerico questo permettera` di fornire un legame tra la
GSV D di (A,L) e la SV D della matrice A¯.
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4.1 Trasformazione del problema dalla forma
generale a quella standard
Introduciamo in questa sezione l’algoritmo, dovuto a Elden [6], che perme-
tte di scrivere il problema generale (4.1) nella forma standard (4.3). Tale
procedimento e` riassumibile in quattro passi e fa sostanzialmente uso della
fattorizzazione QR.
1. Calcolo la fattorizzazione QR di LT :
LT = (Kp, Kn−p )
(
Rp
0
)
= KpRp; (4.4)
2. Calcolo la fattorizzazione QR di AKn−p:
AKn−p = (Hn−p, Hm−(n−p) )
(
Tn−p
0
)
= Hn−pTn−p; (4.5)
3. Risolvo il problema standard (4.3) con:
A¯ = HTm−(n−p)AL
† ∈Mm−(n−p),p(R) (4.6)
b¯ = HTm−(n−p)b ∈Mm−(n−p),1(R). (4.7)
4. Calcolo la soluzione di (4.1) come
x = L†x¯+Kn−pT−1n−pH
T
n−p(b− AL†x¯). (4.8)
Notazione: Per maggiore chiarezza poniamo o = n− p e q = m− (n− p).
Ricaviamo innanzittutto alcune relazioni fondamentali:
-Dall’ ortogonalita´ di (Kp, K0) otteniamo:
KTp Kp = Ip, K
T
0 K0 = I0, K
T
p K0 = 0. (4.9)
-L† = KpR−Tp ∈ Mn,p(R): per l’unicita` della pseudoinversa basta dimostrare
che valgono le relazioni:
L†L,LL† sono simmetriche e L†LL† = L†, LL†L = L.
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Infatti da (4.4) si ha L = RTpK
T
p e quindi :
-L†L = KpR−Tp R
T
pK
T
p = KpK
T
p e` simmetrica,
-LL† = RTpK
T
p KpR
−T
p = I e` simmetrica,
-L†LL† = L†I = L†,
-LL†L = IL = L.
Si osservi come sia di particolare importanza l’ipotesi che L abbia rango pieno
per poter invertire Rp e scrivere L
† come KpR−Tp .
4.2 Regolarizzazione generale e standard
Vogliamo stabilire una relazione tra la SV D di A¯ e la GSV D della matrice
(A,L).
Ricordiamo che la SV D di A¯ e` data da
A¯ = U¯Σ¯V¯ T (4.10)
con
U¯ ∈Mq,p(R), Σ¯, V¯ ∈Mp,p(R)
dove U¯T U¯ = Ip, V¯
T V¯ = Ip e Σ¯ e` una matrice diagonale con elementi diagonali
(σ¯i)
rank(A¯)
i=1 disposti in ordine non crescente.
La GSV D della matrice (A,L) relativa al problema generale e` data da
A = UΣX−1 = (Up, U0 )
(
Σp 0
0 I0
)
(Wp, W0 )
T , (4.11)
L = VMX−1 = V (Mp, 0) (Wp, W0 )T = VMpW Tp , (4.12)
U ∈Mm,n(R), X ∈Mn,n(R),
Σp,Mp, V ∈Mp,p(R),
dove UTU = In,V
TV = Ip e gli elementi diagonali (σi)
p
i=1 e (µi)
p
i=1 di Σp e Mp,
rispettivamente, sono ordinati nel modo seguente:
0≤σ1≤ . . .≤σp < 1, 1 ≥ µ1 ≥ . . . ≥ µp > 0. (4.13)
Ricordiamo infine che vale la relazione
σ2i + µ
2
i = 1 ∀i = 1 . . . p (4.14)
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e da (4.11) ricaviamo inoltre
W T = (Wp, W0 )
T = X−1 = (Xp, X0 )−1. (4.15)
Osservazione 4.2.1 Nell’ osservazione 3.3.1 abbiamo introdotto alcune re-
lazioni tra la GSV D di (A,L) e il range e il nucleo degli operatori lineari in-
dividuati dalle matrici A e L; ci chiediamo ora se esiste un legame tra N(A¯),
R(A¯) e N(A), R(A) rispettivamente. Poiche`, come vedremo piu` avanti,
σi =
σ¯p−i+1√
σ¯2p−i+1 + 1
∀i = 1, 2, ..., p
, dove {σ¯i}pi=1 sono i valori singolari di A¯ = HTq AL†, abbiamo 1 card(I) =
rank(Σ¯) = rank(A¯). Da queste osservazioni deduciamo che
dim(N(A)) = p− rank(Σ¯) = p− rank(A¯)
e quindi vale
n = dim(N(A)) + dim(R(A)) = p− rank(A¯) + dim(R(A))
da cui otteniamo:
rank(A¯) = p− n+ dim(R(A)) = p− n+ rank(A).
Da quest’ ultima si ha:
p−dim(N(A¯)) = dim(R(A¯)) = rank(A¯) = p−n+ rank(A) = p−dim(N(A))
ovvero dim(N(A¯)) = dim(N(A)). In particolare rank(Σ¯) = rank(A) infatti:
rank(Σ) = rank(Σp) + n − p = rank(A¯) + n − p = rank(A) e quindi A ha
rango pieno se e solo se Σ¯ e` invertibile.
Deduciamo inoltre che se L ha rango pieno allora µp > 0 come gia` evidenziato
implicitamente dalla relazione (4.13): infatti supposto, per assurdo, µp = 0 l’
insieme {Xei}i=p,...,n di (n−p+1) vettori costituirebbe un sistema di generatori
per lo spazio N(L) di dimensione (n− p).
1Si ricordi che
I = {i ∈ {1, 2, ..., p} : σi 6= 0}.
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Lemma 4.2.2 Se L ha rango massimo per righe, allora
N(L) = R(K0) = R(X0), R(AK0) = R(H0) = R(U0). (4.16)
Dimostrazione.
-N(L) = R(K0)
Poiche` dimN(L) = n − rank(L) = n − p e dimR(K0) = rank(K0) = n −
p (infatti le colonne di K0 ∈ Mn,n−p(R) costituiscono un insieme di vettori
ortonormali) basta verificare una sola delle inclusioni tra N(L) e R(K0). A
tale scopo osserviamo che x ∈ R(K0) ⇐⇒ (esiste y tale che K0y = x) =⇒
(Lx = LK0y = R
T
pK
T
p K0y = 0) =⇒ x ∈ N(L).
−R(X0) = N(L)
Osserviamo preliminarmente che per (4.15):
In = W
TX = (Wp W0 )
T (Xp X0 ) =
(
W Tp
W T0
)
(Xp X0 ) =
(
W Tp Xp W
T
p X0
W T0 Xp W
T
0 X0
)
da cui otteniamo, uguagliando i quattro blocchi,
W T0 X0 = I0,W
T
p X0 = 0,W
T
0 Xp = 0,W
T
p Xp = Ip. (4.17)
Osserviamo che valgono le uguaglianze: dimN(L) = n−p e rank(X0) = n−p:
la prima relazione e` stata verificata nell’ osservazione 3.3.1 mentre per la
seconda se, per assurdo, fosse rank(X0) < (n − p) si avrebbe rank(X) =
rank (Xp, X0 ) < n =⇒ X 6∈ Gln(R) il che e` assurdo.
Dimostriamo l’ inclusione R(X0) ⊆ N(L): infatti x ∈ R(X0) ⇐⇒ (esiste y
tale che x = X0y) =⇒ (Lx = LX0y = VMpW Tp X0y = 0) =⇒ x ∈ N(L).
Da queste relazioni concludiamo, in modo analogo alla precedente verifica, che
R(X0) = N(L) e quindi N(L) = R(K0) = R(X0).
Verifichiamo innanzittutto che R(AX0) = R(U0): infatti
A = UΣX−1 ⇐⇒ AX = UΣ ⇐⇒ A (Xp, X0 ) = (Up, U0 )
(
Σp 0
0 I0
)
⇐⇒
(AXp, AX0 ) = (UpΣp, U0 ) =⇒ AX0 = U0 =⇒ R(AX0) = R(U0).
Poiche` R(AK0) = R(AX0) (basta applicare la definizione di range di un op-
eratore e le proprieta` trovate) otteniamo R(AK0) = R(AX0) = R(U0) come
volevamo dimostrare.
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Lemma 4.2.3 Se L ha rango massimo per righe, allora la pseudoinversa di L
e` data da:
L† = Wp(W Tp Wp)
−1M−1p V
T = PXpM
−1
p V
T , (4.18)
dove P rappresenta la matrice di proiezione ortogonale su R(LT ).
Dimostrazione.
Poiche` L ∈Mp,n(R) ha rango massimo per righe e p ≤ n si ha rank(L) = p in
accordo con (4.2): quest’ ultima condizione, insieme a (4.12), ci permette di
scrivere
L† = LT (LLT )−1 = WpMpV T (VMpW Tp WpMpV
T )−1
ed essendo
(VMpW
T
p WpMpV
T )−1 = VM−1p (W
T
p Wp)
−1M−1p V
T
(infatti per verifica diretta, ricordando che per ortogonalita` V TV = V V T = Ip,
abbiamo
(VMpW
T
p WpMpV
T )VM−1p (W
T
p Wp)
−1M−1p V
T
= VMpW
T
p WpMp(V
TV )M−1p (W
T
p Wp)
−1M−1p V
T
= I
e analogamente
(VM−1p (W
T
p Wp)
−1M−1p V
T )(VMpW
T
p WpMpV
T ) = I)
otteniamo:
L† = WpMpV TVM−1p (W
T
p Wp)
−1M−1p V
T = Wp(W
T
p Wp)
−1M−1p V
T
dove nell’ ultimo passaggio si e` utilizzata l’ uguaglianza MpV
TVM−1p = I.
Poiche` XW T = I si ha
P = PXW T = PXpW
T
p ;
mentre dall’uguaglianza L = VMpW
T
p deduciamo R(L
T ) = R(Wp): infatti
dimR(LT ) = dimR(Wp) e x ∈ R(LT ) ⇐⇒ (esiste y tale cheLTy = x) ⇐⇒
WpMpV
Ty = x ⇐⇒ x ∈ R(Wp). Ricordando che XW T = I, XpW Tp = Ip
ovvero
Wp = PWp = (PXpW
T
p )Wp = PXp(W
T
p Wp)
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da cui si deduce
PXp = Wp(W
T
p Wp)
−1
e, quindi, vale la relazione cercata
L† = Wp(W Tp Wp)
−1M−1p V
T = PXpM
−1
p V
T .
Osservazione 4.2.4 Verifichiamo che vale la relazione W Tp K0 = 0. Infatti
dal lemma (4.2.3) si ottiene:
Wp = L
†VMp(W Tp Wp)⇐⇒ W Tp = (W Tp Wp)TMTp V T (L†)T = (W Tp Wp)MTp V TR−1p KTp
da cui
W Tp K0 = (W
T
p Wp)
TMTp V
TR−1p K
T
p K0 = 0
Lemma 4.2.5 La sottomatrice X0 in (Xp, X0 ) e` data da
X0 = K0T
−1
0 H
T
0 U0.
Dimostrazione.
Osserviamo innanzittutto che K0K
T
0 e` la matrice di proiezione ortogonale su
R(K0) = N(L): per la verifica basta dimostrare che
(K0K
T
0 ) e` idempotente e simmetrica.
Abbiamo infatti:
(K0K
T
0 )(K0K
T
0 ) = K0(K
T
0 K0)K
T
0 = K0K
T
0
mentre la simmetria si ottiene passando alla trasposta.
Poiche` {xi}ni=p+1 ⊂ N(L) abbiamo K0KT0 X0 = X0 e quindi vale:
(W T0 K0)(K
T
0 X0) = W0
T ((K0K
T
0 )X0) = W
T
0 X0 = I0 (4.19)
da cui segue
(W T0 K0)
−1 = KT0 X0. (4.20)
94 Relazione tra SVD e GSVD per problemi discreti di regolarizzazione
Per la dimostrazione utilizzeremo le identita`:
(U0W
T
0 K0)
† = (W T0 K0)
−1UT0 e (AK0)
† = T−10 H
T
0 (4.21)
che, come fatto precedentemente, vanno verificate in modo diretto.
Ricordando che, per l’osservazione precedente, W Tp K0 = 0, otteniamo per
(4.11)
AK0 = (UpΣpW
T
p + U0W
T
0 )K0 = UpΣp(W
T
p K0) + U0W
T
0 K0 = U0W
T
0 K0,
(4.22)
e quindi per (4.20), (4.21), (4.22) si ha:
K0T
−1
0 H
T
0 = K0(AK0)
† = K0(U0W T0 K0)
† = K0(W T0 K0)
−1UT0 = K0(K
T
0 X0)U
T
0
= (K0K
T
0 )X0U
T
0 = X0U
T
0
il che implica
K0T
−1
0 H
T
0 = X0U
T
0
ovvero, per l’ortogonalita` di U0, X0 = K0T
−1
0 H
T
0 U0 come volevamo dimostrare.
Il teorema seguente esprime la relazione tra la GSV D di (A,L) e la SV D
di A¯ ottenuta da A e L attraverso il procedimento descritto nelle precedenti
pagine.
Teorema 4.2.6 Siano A, L e A¯ definite mediante le equazioni(4.1),(4.3),(4.6)
e supponiamo che la SVD di A¯ e la GSVD di (A,L) siano espresse da (4.10),(4.11),
(4.12). Allora:
U¯ = HTq UpΠ, Σ¯ = ΠΣpM
−1
p Π, V¯ = VΠ, (4.23)
Up = HqU¯Π, U0 = H0, X0 = K0T
−1
0 , (4.24)
dove H = (H0, Hq ), K0 e T0 sono definite dalle equazioni (4.4),(4.5) e
Π = antidiag(1, ..., 1) e` la matrice antidiagonale di ordine p.
Dimostrazione.
Dimostriamo innanzittutto la relazione (4.23). Usando (4.6), (4.11) e il Lemma
(4.2.3) otteniamo
A¯ = HTq AL
† = HTq (UpΣpW
T
p + U0W
T
0 )Wp(W
T
p Wp)
−1M−1p V
T = HTq UpΣpM
−1
p V
T
= (HTq UpΠ)(ΠΣpM
−1
p Π)(VΠ)
T .
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Poiche` H0 e U0 sono matrici con rango massimo (infatti sono sottomatrici di
matrici ortogonali) otteniamo, applicando il lemma (4.2.2) e HT0 Hq = 0, che
HT0 Up = 0. Allora,
HTUp = (H0, Hq )
T Up =
(
HT0 Up
HTq Up
)
=
(
0
HTq Up
)
, (4.25)
da cui segue che
(HTq Up)
T (HTq Up) = (H
TUp)
T (HTUp) = U
T
p HH
TUp = U
T
p Up = Ip,
cioe` le colonne della matrice HTq Up sono ortonormali.
In particolare, essendo Π ortonormale, otteniamo che HTq UpΠ e` ortonormale.
Inoltre, essendo Mp diagonale e invertibile, ΠΣpM
−1
p e` una matrice diagonale
con entrate positive ordinate in modo non decrescente mentre VΠ e` ortonor-
male.
Allora (4.23) rappresenta la SV D della matrice A¯.
Dimostriamo ora (4.24). Da (4.25) abbiamo che
Up = H
(
0
HTq Up
)
= HqH
T
q Up = Hq(H
T
q UpΠ)Π = HqU¯Π.
Poiche` la matrice U0 non e` unica possiamo scegliere U0 = H0. Dal lemma
(4.2.5) otteniamo allora che:
X0 = K0T
−1
0 H
T
0 U0 = K0T
−1
0 H
T
0 H0 = K0T
−1
0 .
4.3 Algoritmo gsvd− stdform
Vogliamo ora ricavare esplicitamente l’algoritmo per la GSV D di (A,L), eq.ni
(4.11), (4.12), facendo uso di alcune relazioni prima definite, che riportiamo
qui di seguito per maggiore chiarezza:
-Fattorizzazione QR di LT :
LT = (Kp, K0 )
(
Rp
0
)
= KpRp
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-Fattorizazione QR di AKn−p:
AKo = (H0, Hq)
(
T0
0
)
= H0T0
Pongo:
A¯ = HTq AL
† ∈Mq,p(R)
b¯ = HTq b ∈Mq,1(R).
Ci riferiremo a questo algoritmo con il termine gsvd−stdform per distinguerlo
dall’ algoritmo gsvd basato su [24] e trattato nel capitolo 1.
Una parte molto delicata dell’ algoritmo di Elden e` la costruzione della ma-
trice A¯ su cui si basa sostanzialmente il calcolo della GSV D di (A,L): tenuto
conto che A¯ = HTq AL
† si nota che il mal condizionamento di A si riflettera`,
in generale, su A¯ (vedi (4.34)). Vogliamo pertanto analizzare quale sia il mo-
do migliore di calcolare A¯ localizzando la nostra attenzione sul calcolo della
pseudoinversa di L. In generale sono possibili due alternative:
-L† = KpR−Tp
-L† = pinv(L) dove con pinv intendiamo la pseduoinversa di L calcolata atr-
raverso la SV D di L.
Per meglio capire quale scelta sia piu` opportuna osserviamo preliminarmente
che K2(L) = K2(L
T ) = K2(KpRp) = K2(Rp): tale relazione evidenzia come il
condizionamento di L si ripercuota interamente su Rp. Rimanendo nell’ ipotesi
che L rappresenti la discretizzazione di un operatore differenziale calcoliamo
pertanto L† come KpR−Tp in modo numericamente stabile e con un piu` bas-
so costo computazionale al pari della scelta L† = pinv(L). Il calcolo di L†
come pinv(L) sarebbe necessario qualora la matrice L fosse mal condizionata;
tuttavia tale condizione non va presa in considerazione nel caso di proble-
mi di regolarizzazione in quanto L e` sempre scelta ben condizionata dovendo
garantire il buon condizionamento di X..
Detta Π=antidiag(1,1,...,1) ∈ GLp(R) da (4.23) e (4.24) abbiamo U =
(Up U0 ) = (HqU¯Π, H0 ) , V = V¯Π mentre rimangono da determinare
Σ ,M , W T = X−1 .
Le matrici Σp e Mp , a partire dalle quali si costruiscono Σ =
(
Σp 0
0 I0
)
e M = (Mp 0 ), si ottengono facilmente dalle relazioni Σ¯ = ΠΣpM
−1
p Π e
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σ2i + µ
2
i = 1 ∀i = 1, 2, ..., p. Infatti abbiamo:
Σ¯ = ΠΣpM
−1
p Π⇐⇒ ΣpM−1p = ΠΣ¯Π⇐⇒
σi
µi
= σ¯p−i+1∀i = 1, 2, ..., p :
e quindi ∀i = 1, 2, ..., p
σi
µi
= σ¯p−i+1
σ2i + µ
2
i = 1
⇐⇒

σi = σ¯p−i+1µi
(σ¯2p−i+1 + 1)µ
2
i = 1
⇐⇒

µi =
1√
σ¯2p−i+1+1
σi =
σ¯p−i+1√
σ¯2p−i+1+1
.
Ricordando che la matrice A¯ e`, in generale, mal condizionata esistera` k ∈
{1, 2, ..., p} tale che σ¯j ≈ 0 ∀j = k + 1, ..., p ovvero si avra` σ¯p−j+1 ≈ 0 ∀j =
1, 2, ..., p− k. Questo ci permette di scrivere:
µi =
1√
σ¯2p−j+1+1
≈ 1− 1
2
σ¯2p−j+1 ≈ 1, σi = σ¯p−j+1√σ¯2p−j+1+1 ≈ σ¯p−j+1 ≈ 0 (4.26)
e attraverso di essa individuiamo una analogia tra mal condizionamento di
A,Σ e buon condizionamento di L, M . Osserviamo inoltre che i valori (σi)
p
i=1
e (µi)
p
i=1 di (A,L) sono stati calcolati nel modo migliore possibile ovvero uti-
lizzando esclusivamente i valori singolari di A: per tale ragione risulteranno
poco sensibili a eventuali perturbazioni di A¯.
Ricaviamo ora W T = X−1. Il calcolo di W, o equivalentemente di X, puo`
essere eseguito in piu` modi utilizzando diverse relazioni: va pero` osservato che
l’ espressione ottenuta non e` sempre numericamente stabile. Calcoliamo la
matrice X = (Xp, X0): poiche` X0 = K0T
−1
0 rimane da determinare soltanto la
sottomatrice Xp.
Ricordando che P = L†L possiamo ricavare L† in due diversi modi:
-utilizzando la relazione L† = KpR−Tp ottenuta a partire dalla fattorizzazione
QR di LT ;
P = L†L = KpR−Tp RpK
T
p = KpK
T
p (4.27)
-utilizzando la SV D di L, o meglio la SV DS [7] che sfrutta la sparsita` di L
(L = QDZT ):
P = L†L = ZD†QTQDZT = ZpZTp (4.28)
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con Zp sottomatrice di Z ottenuta considerando le sue prime p colonne.
Nonostante le due espressione di P siano semplici e ottenute mediante il calcolo
di fattorizzazioni di uso comune il condizionamento di P risulta essere, in
generale, troppo alto per invertire P usando (4.27) o (4.28) e dedurne Xp
attraverso (4.26). Dobbiamo pertanto trovare un’ espressione alternativa che
risulti numericamente praticabile. A tale scopo, anziche` calcolare la matrice X,
calcoliamo W = (Wp W0 ). Dalla relazione (4.12) otteniamo Wp = L
TVM−1p
e quindi utilizzando la (4.11) si ha:
A = UpΣpW
T
p +U0W
T
0 ↔ U0W T0 = A−UpΣpW Tp ↔ W T0 = UT0 (A−UpΣpW Tp ) =
UT0 A− UT0 UpΣpW Tp = UT0 A cioe` W0 = ATH0 e pertanto
(Wp,W0 ) = (L
TVM−1p , A
TH0 ) (4.29)
Osserviamo che l’ espressione Wp = L
TVM−1p e` numericamente significativa se
L e` ben condizionata.
E` possibile infine una seconda alternativa per il calcolo di W ricavabile for-
malmente dalla GSV D di (A,L) sfruttando la relazione
ΣTΣ +MTM = I:
W = ATUΣ + LTVM.
Si osservi come quest’ ultima relazione non richieda l’ inversione di alcuna
matrice. Queste osservazioni, oltre che evidenziare alcune scelte fatte nella
formulazione dell’ algoritmo gsvd − stdform, fanno da un lato intuire che la
stabilita` dell’ algoritmo dipendera` da K2(L) (cfr (4.35)) e dall’ altro che la sua
efficacia e` legata alla scelta di una matrice L ben condizionata. Per il listato
dell’algoritmo gsvd− stdform si consulti l’ appendice in cui e` anche presente
un commento per i passaggi fondamentali.
4.4 Stabilita`
A ulteriore conferma della validita` dell’ algoritmo di Elden per la regolariz-
zazione di problemi mal posti vogliamo verificare le relazioni:
‖Ax− b‖2 = ‖A¯x¯− b¯‖2, ‖Lx‖2 = ‖x¯‖2. (4.30)
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Queste uguaglianze sono particolarmente importanti in connessione con i meto-
di di individuazione del parametro di regolarizzazione in quanto evidenziano
che ogni strategia di scelta del parametro , basato su queste norme e applicato
al problema in forma generale e standard, portera` allo stesso parametro di
regolarizzazione.
Veniamo ora alla verifica di (4.30): per (4.8) si ha
x = L†x¯+K0T−10 H
T
0 (b−AL†x¯) e quindi Ax = AL†x¯+AK0T−10 HT0 (b−AL†x¯) =
AL†x¯+H0T0T−10 H
T
0 (b−AL†)x¯ = AL†x¯+H0HT0 (b−AL†x¯) =⇒ HTq (Ax− b) =
HTq Ax−HTq b =HTq [AL†x¯+H0HT0 (b−AL†x¯)]−HTq b =HTq AL†x¯−HTq b = A¯x¯−b¯.
Allora
‖Ax− b‖2 = ‖HTq (Ax− b)‖ = ‖A¯x¯− b¯‖2
come volevamo dimostrare.
Analoga e` la verifica della seconda relazione:
Lx = LL†x¯+ LK0T−10 H
T
0 (b−AL†x¯) = LL†x¯+RTpKTp K0T−10 HT0 (b−AL†x¯) =
LL†x¯ = x¯ da cui ‖Lx‖2 = ‖x¯‖2.
Vogliamo ora analizzare la stabilita` dell’ algoritmo di Elden: per semplificare
la trattazione supporremo A con rango massimo.
Teorema 4.4.1 Se A e` una matrice a rango pieno, allora la pseudoinversa di
A¯ = HTq AL
† e`:
A¯† = LA†Hq. (4.31)
Dimostrazione.
Poiche`, per ipotesi, la matrice A ha rango pieno possiamo esprimere A† a
partire dalla GSV D di (A,L) espressa da (4.11): ovvero
A† = XΣ−1UT .
(si ricordi che Σ e` invertibile se e solo se A ha rango pieno).
Utilizzando la precedente espressione di A†, il teorema 4.2.6 e (4.12) otteniamo
LA†Hq = VMX−1XΣ−1UTHq = VMΣ−1UTHq
= V (Mp, 0 )
(
Σ−1p 0
0 I0
) (
UTp
UT0
)
Hq
= V (MpΣ
−1
p , 0 )
(
UTp Hq
UT0 Hq
)
= VMpΣ
−1
p U
T
p Hq
= (VΠ)(ΠΣpM
−1
p Π)
−1(HTq UΠ)
T = V¯ Σ¯−1U¯T = A¯†
.
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Sia U˜Σ˜X˜−1 = A + E la GSV D di A calcolata attraverso l’ algoritmo di
Van Loan dove la norma di E soddisfa la condizione ‖E‖2 = cε‖A‖2 in cui c e`
una funzione crescente in m e n e ε rappresenta la precisione di macchina.
Allora:
E(Σ˜X˜−1)−1 = (U˜Σ˜X˜−1 − A)(Σ˜X˜−1)−1
= U˜ − A(Σ˜X˜−1)−1 = U˜ − UΣX−1(Σ˜X˜−1)−1
= U˜ − UΣX−1X˜Σ˜−1
∼= U˜ − U
e quindi
U˜ − U‖2 = ‖E(Σ˜X˜−1)−1‖2 ≤ ‖E‖2‖(Σ˜X˜−1)−1‖2∼= ‖E‖2‖(ΣX−1)−1‖2
= ‖E‖2‖(ΣX−1)−1UT‖2 = ‖E‖2‖A†‖2
e ricordando che K2(A) = ‖A‖2‖A†‖2 otteniamo:
‖U˜ − U‖2 <˜ ‖E‖2‖A‖2K2(A).(4.32)
Calcoliamo ora una maggiorazione per ‖ ˜¯U − U¯‖2 dove ˜¯U e` la versione nu-
merica di U¯ calcolata mediante l’algoritmo proposto. Seguendo un proced-
imento analogo al precedente si ha: ˜¯U ˜¯Σ ˜¯V
T
= A¯ + E¯ ( SV D calcolata per
A¯)⇐⇒ E¯ = ˜¯U ˜¯Σ ˜¯V T − A¯ e quindi:
E¯( ˜¯Σ ˜¯V
T
)−1 = ( ˜¯U ˜¯Σ ˜¯V
T − A¯)( ˜¯Σ ˜¯V T )−1
= ˜¯U ˜¯Σ ˜¯V
T
( ˜¯Σ ˜¯V
T
)−1 − A¯( ˜¯Σ ˜¯V T )−1
= ˜¯U − U¯Σ¯V¯ T ( ˜¯Σ ˜¯V T )−1 ∼= ˜¯U − U¯ .
Dalla precedente relazione otteniamo:
‖ ˜¯U − U¯‖2 ∼= ‖E¯( ˜¯Σ ˜¯V
T
)−1‖2 ≤ ‖E¯‖2‖( ˜¯Σ ˜¯V
T
)−1‖2∼= ‖E¯‖2‖(Σ¯V¯ T )−1‖2 = ‖E¯‖2‖(Σ¯V¯ T )−1U¯T‖2
= ‖E¯‖2‖‖A¯†‖2
da cui si ha
‖ ˜¯U − U¯‖2<˜ ‖E¯‖2‖A¯†‖2 = ‖E¯‖2K2(A¯)‖A¯‖2 .(4.33)
La maggiorazione:
K2(A¯) = ‖A¯‖2‖A¯†‖2 = ‖A¯‖2‖LA†Hq‖2
= ‖A¯‖2‖LA†‖2 ≤ ‖A¯‖2‖L‖2‖A†‖2
= ‖HTq AL†‖2‖L‖2‖A†‖2
≤ ‖A‖2‖L†‖2‖L‖2‖A†‖2 = K2(A)K2(L)
(4.34)
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sostituita in (4.33) permette di concludere:
‖ ˜¯U − U¯‖2 ≤ ‖E¯‖2‖A¯‖2K2(A)K2(L). (4.35)
Pertanto:
‖Up − U˜p‖2 = ‖Hq(U¯ − ˜¯U)Π‖2 = ‖U¯ − ˜¯U‖2 ≤ ‖E¯‖2‖A¯‖2K2(A)K2(L).
Sia L + E = V˜ M˜X˜−1 la ricostruzione di L ottenuta mediante l’algoritmo
di Elden. Ricordando che ˜¯U ˜¯Σ ˜¯V
T
= A¯+ E¯ rappresenta la SV D di A¯ da (4.23)
otteniamo ˜¯V = V˜Π e quindi
‖V˜ − V ‖2 = ‖ ˜¯VΠ− V¯Π‖2 = ‖ ˜¯V − V¯ ‖2 ≈ αE¯
con α costante di proporzionalita`.
Stimiamo infine ‖X−1 − X˜−1‖2.
Poiche` X¯−1 =
(
M−1p V¯ΠL
HT0 A
)
abbiamo:
‖X−1 − X˜−1‖2 = ‖
(
(M−1p V¯ − M˜p
−1 ˜¯V )ΠL
(H0 − H˜0)TA
)
‖2 ≈
‖
(
0
ETA
)
‖2 = ‖ETA‖2 ≤ ‖E‖2‖A‖2
con E errore relativo alla matrice H0 ottenuta dalla fattorizzazione QR di
AK0. Concludiamo quindi che la soluzione calcolata attraverso il metodo di
Elden e` stabile quando L e` ben condizionata: tale condizione e` come vedremo
(Teorema (4.6.1)) soddisfatta per opportune scelte di L. Si osservi che L deve
comunque essere ben condizionata al fine di assicurare la “regolarita` della
soluzione del problema (4.1).
4.5 Implementazione Numerica
Abbiamo dimostrato, attraverso i precedenti teoremi, che un problema di rego-
larizzazione discreta nella forma generale e` riconducibile a un problema nella
forma standard individuando cos`ı un legame tra la SV D associata al problema
(4.3) e la GSV D del problema (4.1). In questo ordine di idee si e` verificato
che la stabilita` della GSV D calcolata, mediante l’algoritmo di Elden, dipende
102Relazione tra SVD e GSVD per problemi discreti di regolarizzazione
dal numero di condizionamento della matrice di regolarizzazione L: quindi
la GSV D calcolata e` affidabile se L e` ben condizionata. Vogliamo ora anal-
izzare due importanti situazioni, comunemente implementate nei metodi di
regolarizzazione, nelle quali la matrice di regolarizzazione L rappresenta l’ ap-
prossimazione discreta di un operatore di derivata prima o seconda.
Teorema 4.5.1 Sia e = [1, 1, . . . , 1]T∈Mn,1(R), f = [1, 2, . . . , n]T ∈Mn,1(R),e
definiamo aˆ = Ae/n ea˜ = Af/n. Se L = L1 rappresenta la matrice di
approssimazione discreta per un operatore di derivata prima,
L1 =

1 −1 0
1 −1
. . . . . .
0 1 −1
 ∈Mn−1,n(R) (4.36)
allora
K0 = n
−1/2e ,H0 =
aˆ
‖aˆ‖2 , T0 =
√
n‖aˆ‖2 , K0T−10 =
e
n‖aˆ‖2 .(4.37)
Se L = L2 rappresenta la matrice di approssimazione discreta di un operatore
di derivata seconda,
L2 =

−1 2 −1 0
−1 2 −1
. . . . . . . . .
0 −1 2 −1
 ∈Mn−2,n(R) (4.38)
allora
K0 = (n
−1/2e, αnf − βne ) , (4.39)
H0 =
(
aˆ
‖aˆ‖2 ,
a¯−γaˆ
‖a¯−γaˆ‖2
)
, (4.40)
T0 =
(√
n‖aˆ‖2, n‖aˆ‖2(αnγ − βn)
0, nαn‖a˜− γaˆ‖2
)
, (4.41)
K0T0
−1 = n−1
(
e
‖aˆ‖2,
f−γe
‖a˜−γaˆ‖2
)
, (4.42)
dove
αn = (
12
(n+ 1)n(n− 1))
1/2, βn = (
3(n+ 1)
n(n− 1))
1/2, γ =
aˆT a˜
‖aˆ‖2.(4.43)
4.5 – Implementazione Numerica 103
Osserviamo esplicitamente che valgono le stime:
K2(L1) ≈ 0.64n e K2(L2) ≈ 0.41n2
che forniscono un legame tra condizionamento di L e ordine della matrice.
Esempio
Riprendiamo l’ esempio di pag. 69 su cui vogliamo applicare la gsvd e la
gsvd− stdform.
Illustriamo nella seguente tabella la “capacita` di ricostruzione, relativa alle
matrici (A,L), degll’ algoritmo gsvd (risp. gsvd−stdform) mediante il calcolo
della norma infinito delle matrici (A− Aˆ) e (L− Lˆ) (risp. (A− A˜) e (L− L˜))
avendo indicato con Aˆ = UˆΣˆWˆ T e Lˆ = Vˆ MˆWˆ T (risp. A˜ = U˜Σ˜W˜ T e L˜ =
V˜ M˜W˜ T ) le matrici effettivamente calcolate dall’ algoritmo.
n K2(A) K2(L) ‖A− Aˆ‖∞ ‖L− Lˆ‖∞ ‖A− A˜‖∞ ‖L− L˜‖∞
4 1.6 1016 2.4 3 10−16 1 10−15 1 10−16 1 10−16
8 8.8 1027 5.0 9 10−16 2 10−15 5 10−16 1 10−15
12 1.0 1029 7.5 1 10−15 3 10−15 3 10−16 2 10−15
16 1.0 1030 10 1 10−15 4 10−15 6 10−16 5 10−15
20 6.2 1029 12 3 10−15 5 10−15 1 10−15 5 10−15
24 2.0 1031 15 3 10−15 6 10−15 1 10−15 7 10−15
28 1.0 1031 17 3 10−15 8 10−15 4 10−15 8 10−15
32 1.6 1031 20 3 10−15 8 10−15 2 10−15 8 10−15
36 5.3 1030 22 3 10−15 8 10−15 2 10−15 8 10−15
40 2.0 1031 25 3 10−15 1 10−14 4 10−15 9 10−15
Per quello che riguarda il costo computazionale dei due algoritmi, indicato
nella tabella qui di seguito, possiamo mettere in evidenza che questo e` inferiore
nel caso dell’ algoritmo gsvd−stdform anche se l’ordine di grandezza e` uguale
a quello ottenuto implementando l’ algoritmo gsvd. Praticamente uguale e`
invece la “capacita` di ricostruzione delle matrici A e L, attraverso entrambi i
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metodi, risultando sempre prossima alla precisione di macchina.
n gsvd gsvd− stdform
4 2.0980 103 1.3070 103
8 1.5625 104 1.0773 104
12 5.2733 104 3.8100 104
16 1.2212 105 9.0146 104
20 2.3917 105 1.8307 105
24 4.1353 105 3.1529 105
28 6.7444 105 5.0030 105
32 9.9910 105 7.6483 105
36 1.4702 106 1.0862 106
40 1.9384 106 1.5055 106
Questo esempio permette di verificare l’ accuratezza degli algoritmi gsvd e
gsvd − stdform e segnare un punto a favore della GSV D come metodo di
indagine per la regolarizzazione.
4.6 GSV D Troncata: TGSV D
Un metodo alternativo alla regolarizzazione di Tikhonov standard
min{‖Ax− b‖22 + λ2‖x‖22}
per la risoluzione del problema discreto Ax = b e` dato dalla SV D troncata
(TSV D) in cui vengono tralasciati i valori singolari piu` piccoli di A: la matrice
A =
rank(A)∑
i=1
uiσiv
T
i = UΣV
T ∈Mm,n(R)
viene pertanto sostituita da
Ak =
k∑
i=1
σiuiv
T
i = UΣkV
T ∈Mm,n(R)
con k = rank(Ak) < rank(A) e Σk = diag(σ1, ..., σk, 0, ..., 0).
In termini del problema ai minimi quadrati associato, questo corrisponde a
approssimare la pseudosoluzione
x† = A†b =
rank(A)∑
i=1
uTi b
σi
vi
4.6 – GSV D Troncata: TGSV D 105
con
x†k = A
†
kb =
k∑
i=1
uTi b
σi
vi (4.44)
commettendo un errore ‖x† − x†k‖22 =
∑rank(A)
i=k+1 (
uTi b
σi
)2 sulla soluzione x† e
‖A − Ak‖2 = σk+1 su A: il vettore x†k e` allora la pseudosoluzione del nuovo
problema
Akx = b ∀k < rank(A).
Supposto che il numero di oscillazioni nei vettori singolari destri e sinistri, ui
e vi, aumenti al crescere di i la soluzione x
†
k risulta piu` regolare di x
† avendo
tralasciato i valori singolari {σi}rank(A)i=k+1 piu` piccoli e corrispondenti ai vettori
{vi}rank(A)i=k+1 piu` oscillanti.
Per motivare il ricorso alla TSV D e` necessario supporre la presenza di oscil-
lazioni nei vettori singolari destri e sinistri di A che e` stata dimostrata per
le matrici totalmente positive [11,16] e che riccorre spesso come caratteristica
dei problemi mal posti. Ci chiediamo ora se e` possibile trovare un analoga
proprieta` per i vettori singolari generalizzati {xi}ni=1.
Teorema 4.6.1 Siano vk(A) ∀i = 1, 2, ..., n i vettori singolari destri di A
relativi agli autovalori σk(A) della SV D di A e esprimiamo xi in termini di
questi vettori:
xi =
n∑
k=1
ξk,ivk(A) ∀i = 1, 2, ..., n.
Se σi 6= 0 allora
|ξk,i| =
{
min{σi/σk(A),Πp−1} se σk(A) 6= 0
Πp
−1 se σk(A) = 0
con Πp definita nel teorema 3.3.3 e σi in (3.22).
Dimostrazione.
Per il teorema 3.3.3
-Πp
−1 ≥ ‖X‖2 ≥ ‖xi‖2 = ‖∑nk=1 ξk,ivk(A)‖2 = √∑nk=1 ξ2k,i ≥ |ξk,i|
e inoltre
-σ2i = ‖σivi‖22 = ‖Axi‖22 = ‖A(
∑n
j=1 ξj,ivk(A))‖22 = ‖
∑n
j=1 ξj,iσk(A)uk(A)‖22 =∑n
j=1 ξ
2
j,iσk(A)
2 =⇒ (se σk(A) 6= 0) |ξk,i| ≤ σ
2
i−
∑
j 6=k ξ
2
j,iσk(A)
2
σk(A)2
≤ ( σi
σk(A)
)2.
Questo teorema mostra che xi e` dominato da quei vettori vk(A) per cui σi/σk(A) >
106Relazione tra SVD e GSVD per problemi discreti di regolarizzazione
1 ovvero σk(A) < σi. Pertanto x1 e` dominato da vn(A), x2 e` dominato da
vn−1(A), vn(A) e cos`ı via: possiamo allora concludere che le oscillazioni nei vet-
tori vi(A) si ripercuotono sui vettori xi in ordine opposto ovvero le oscillazioni
nei vettori generalizzati aumentano al diminuire di i.
Richiamate nel capitolo 3 alcune caratteristiche della TSV D, per la cui
trattazione dettagliata si puo` fare riferimento a [6,11], e evidenziate le prob-
lematiche legate ai vettori {xi}ni=1 vogliamo estendere tale decomposizione alla
regolarizzazione generale.
Definizione 4.6.2 Sia Σ†k = diag(0, ..., 0, σ
−1
p−k+1, ..., σ
−1
p ) e 1 ≤ k ≤ p.
Definiamo soluzione GSV D troncata (TGSV D) di
min{‖Ax− b‖22 + λ2‖Lx‖22}
il vettore x∗k ottenuto tralasciando le componenti di (XpΣ
†
pU
T b) corrispondenti
ai (p− k) valori singolari σi piu` piccoli: cioe`
x∗k = Rkb (4.45)
con
Rk = X
(
Σ†k 0
0 I0
)
UT = XpΣ
†
kU
T
p +X0U
T
0 .
L’ introduzione della TGSV D, dovuta ad Hansen [11], e` basata sull’ al-
goritmo di Elden attraverso cui e` possibile evidenziare alcune analogie con
la TSV D. Autonomamente dall’ approccio di Hansen, che riprenderemo piu`
avanti, diamo una caratterizzazione della TGSV D a cui siamo arrivati stu-
diando lo sviluppo della pseudosoluzione
x† =
p∑
i=1,σi 6=0
uTi b
σi
xi +
n∑
i=p+1
(uTi b)xi (4.46)
ottenuta dalla GSV D di (A,L).
Nella sezione 3.4 la necessita` di esprimere x† usando il sistema singolare gen-
eralizzato {γi, ui, xi}i, in luogo di quello standard {σi, ui, vi}i, era imposta per
fornire una rappresentazione esplicita dell’ errore globale (3.53). Proprio attra-
verso l’ espressione (4.46), che in 3.4 aveva carattere piu` teorico che numerico,
possiamo definire la TGSV D: tralasciando infatti in (4.46) i primi (p − k)
valori generalizzati (piu` piccoli o nulli)
σ1 ≤ .... ≤ σp−k
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, a cui corrispondono i vettori {xi}p−ki=1 piu` oscillanti, otteniamo
x∗k =
p∑
i=p−k+1
uTi b
σi
xi +
n∑
i=p+1
(uTi b)xi (4.47)
che coincide con l’ espressione (4.45).
La necessita` di utilizzare la GSV D al posto della SV D per il calcolo della
pseudosoluzione di Ax = b e` dovuta al fatto che i vettori generalizzati destri xi
sono, in alcuni casi, piu` adatti dei vettori ordinari vi come base di x
†: questo
accade ogni qualvolta che e` necessario introdurre un metodo di regolarizzazione
generale per assicurare una maggiore stabilita` della soluzione. A conferma di
questo, riprendendo l’ esempio trattato nel capitolo 3, confrontiamo i grafici
della soluzione x†k e x
∗
k: da questi si osserva (figura 4.1) che per nessun valore di
k si ottiene una soluzione x†k che approssima la soluzione esatta in modo valido
essendo i vettori vi (figura 3.1) asintoticamente nulli. Al contrario per oppor-
tuni valori di k (figura 4.2), il vettore x∗k fornisce una buona approssimazione
per f = {f(ti)}16i=1 sul reticolo {ti}16i=1.
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Figura 4.1. Grafico della soluzione x†k per alcuni k
Ad esempio:
per k = 2 si ha ‖Ax∗k − b‖2 = 2.4170 10−3 e ‖f − x∗k‖∞ = 1.1690 10−1,
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Figura 4.2. Grafico della soluzione xk per alcuni k
per k = 3 si ha ‖Ax∗k − b‖2 = 2.5475 10−3 e ‖f − x∗k‖∞ = 5.7721 10−2,
per k = 4 si ha ‖Ax∗k − b‖2 = 2.5243 10−4 e ‖f − x∗k‖∞ = 6.3814 10−2.
Osserviamo esplicitamente che x†k e x
∗
k non rappresentano lo stesso vettore
(a meno che non individuino x†) in quanto appartengono a sottospazi diversi:
x†k ∈ span{v1, ..., vk} e x∗k ∈ span{xi}i∈I∪{p+1,...,n}
con I = {i ∈ {1, 2, ...p} : σi 6= 0}.
Analizziamo ora la funzione di discrepanza ²k al variare del parametro k. Da
(4.47) e (3.21) si ha
Ax∗k =
∑p
i=p−k+1
uTi b
σi
Axi+
∑n
i=p+1(u
T
i b)Axi =
∑p
i=p−k+1(u
T
i b)ui+
∑n
i=p+1(u
T
i b)ui
da cui, completando {ui}ni=1 a base ortonormale di Rm (se m > n) mediante i
vettori {ui}mi=n+1, otteniamo
²2k = ‖Ax∗k − b‖22 =
p−k∑
i=1
(uTi b)
2 +
m∑
i=n+1
(uTi b)
2
che e` decrescente rispetto a k. Nell’ ipotesi di dati perturbati
b = b¯+ e
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ci chiediamo come vada scelto il parametro di troncamento k affinche` la soluzione
sia significativa per il problema Ax = b: infatti, come si osserva dalla figura
4.2, scelte sbagliate di k fornicono soluzioni x∗k non buone. Supposto e un
vettore random che appare come white− noise, intendento con questo che le
componenti uTi b¯ sono costanti e indipendenti da i, ricaviamo che:
-al diminuire di k, per (4.47), la soluzione x∗k e` caratterizzata dal segnale b e
l’ effetto del noise e` poco evidente; a fronte di questo, per la monotonia ²k
aumenta la discrepanza.
-al crescere di k cresce l’ influenza del noise e sulla soluzione x∗k poiche` aumenta
il numero di addendi
uTi b
σi
relativi ai σi piu` piccoli. Parallelamente si riscontra
anche un maggior numero di oscillazioni della soluzione x∗k e un aumento del
termine di penalita`
Ω(x∗k) = ‖Lx∗k‖22 =
p∑
i=p−k+1
(uTi b)
2
γ2i
che ne controlla la regolarita`. Il parametro di troncamento k deve pertanto rap-
presentare il giusto compromesso tra stabilita` della soluzione x∗k, compromessa
dalla presenza in (4.47) di valori σi troppo piccoli, e buona approssimazione di
x†. Forniamo allora una stima dell’ errore di perturbazione [11] sulla soluzione
troncata x∗k del problema Ax = b = b¯+ e supponendo di lasciare inalterata la
matrice dei coefficienti.
Teorema 4.6.3 Sia e l’ errore di perturbazione del termine noto e x∗k la
soluzione di Ax = b ottenuta attraverso la TGSV D. Allora la perturbazione
relativa alla soluzione x¯∗k del problema non perturbato soddisfa la relazione:
‖x∗k − x¯∗k‖2
‖x¯∗k‖2
≤ ‖A‖2
σp−k+1
‖e‖2
‖b¯k‖2 (4.48)
con b¯k = Ax¯
∗
k.
Dimostrazione.
x∗k−x¯∗k = Rkb−Rkb¯ = Rke =⇒ ‖x∗k−x¯∗k‖2 = ‖Rke‖2 = ‖X
(
Σ†k 0
0 I0
)
UT e‖2 ≤
‖X‖2‖
(
Σ†k 0
0 I0
)
‖2‖UT e‖2 =
‖X‖2maxi=p−k+1,...,p{ 1σi , 1}‖e‖2 = ‖X‖2 1σp−k+1‖e‖2.
Poiche` b¯k = Ax¯
∗
k si ha
‖b¯k‖2 = ‖Ax¯∗k‖2 ≤ ‖A‖2‖x¯∗k‖2
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e utilizzando la relazione precedentemente trovata otteniamo la tesi.
Definizione 4.6.4 Il numero di condizionamento [11] associato alla TGSV D
e` definito da
Kk = lim sup‖e‖2→0
‖x∗k − x¯∗k‖2
‖x¯∗k‖2
(4.49)
e soddisfa la relazione
Kλ ≤ K2(X)
σp−k+1
dove K2(X) e` il condizionamento della matrice X rispetto alla norma 2.
In (4.49) si osserva, oltre l’ analogia con (3.57), che al diminuire di k la
stima di Kk diventa via via migliore in quanto va aumentando il valore σp−k+1.
Come gia` accennato l’ approccio di Hansen [11] alla TGSV D e` basato sull’
algoritmo di Elden: l’ idea e` quella di calcolare x¯†k, pseudosoluzione di A¯kx = b,
e definire x∗k mediante la relazione
x∗k = L
†x¯†k +K0T
−1
0 H0(b− AL†x¯†k) (4.50)
come si e` fatto per la soluzione regolarizzata (4.8). L’ unica cosa da verificare
e` che (4.47) coincide proprio con la soluzione definita in (4.50).
Teorema 4.6.5 Sia
A¯ = U¯Σ¯V¯ T
la SV D di A¯ e (3.21) la GSV D di (A,L).
Allora
x†k = A¯
†
kb
con A¯†k = V diag(γ
−1
i , ..., γ
−1
k , 0, ..., 0)U¯
T ovvero la soluzione ottenuta sostituen-
do x¯k in (4.8) e` proprio la TGSV D definita in (4.45).
Dimostrazione. Per la dimostrazione si consulti [11].
Ritornando alla soluzione x∗k concludiamo che tralasciando i contributi (u
T
i b/σi),
corrispondenti ai σi piu` piccoli, si ottiene semplicemente un altro modo di ot-
tenere una soluzione regolare che possiede proprieta` simili a xλ. Naturalmente
in x∗k la dipendenza da L non e` esplicita ma va letta, oltre che nei valori σi, nei
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vettori {ui, xi}i che cambiano per diverse scelte di L. Dalle pagine precedenti
dovrebbe essere chiaro che l’ algoritmo di Elden ha un duplice ruolo; infatti,
dal punto di vista numerico, fornisce nell’ ipotesi (4.2), un algoritmo stabile e
computazionalmente valido per la risoluzione di (4.1) e il calcolo della GSV D
di (A,L) e, dal punto di vista teorico, lega la regolarizzazione generale a quella
standard.
All’ inizio di questo lavoro la routine gsvd contenuta in [14] forniva buoni
risultati solo nel caso di matrici A con condizionamento arbitrario e L ben
condizionata: pertanto la routine gsvd − stdform da noi implementata ne
rappresentava una valida alternativa in quanto aveva, nell’ ambito delle simu-
lazioni numeriche da noi fatte, le stesse caratteristiche di stabilita` e un costo
computazionale dello stesso ordine.
Entrambe risultano tuttavia di scarsa applicabilita` nel caso in cui sia A che
L sono mal condizionate: le motivazioni di questa instabilita` sono dovute a
fattori molto differenti che ci proponiamo di analizzare qui di seguito.
Per quello che riguarda la routine gsvd − stdform sottolineiamo subito che e`
applicabile soltanto se L ha rango pieno in quanto tale ipotesi e` di fondamentale
importanza per l’ inversione di Rp e il calcolo di L
†. Pertanto supposta valida
l’ ipotesi rank(L) = p, si deduce, in virtu` della relazione K2(L) = K2(Rp), che
se L e` mal condizionata l’ inversione di Rp e` numericamente instabile e costi-
tuisce una prima possibile causa di instabilita` per l’ intero algoritmo. In realta`
questa possibile instabilita` nel calcolo di R−1p si ripercuote in piu` punti dell’
algoritmo come, ad esempio, nel calcolo di Yp = L
TVM−1p e A¯ = H
T
q AKpR
−T
p .
Osserviamo pero` che il mal condizionamento di L non ha effetti negativi sui
valori singolari di Mp = diag(µ1, ..., µp) per cui vale
µi =
1√
1 + σ2p−i+1
≈ 1 se σp−i+1 ≈ 0.
Il mal condizionamento di L preclude l’ affidabilita` dell’ algoritmo gsvd −
stdform anche a causa di alcune problematiche legate alla stabilita` di routine
utilizzate dall’ algoritmo di Elden. Infatti se L non e` ben condizionata il
ricorso alla fattorizzazione QR in (4.5) puo` generare matrici H e T anch’ esse
instabili e quindi alcune relazioni di ortogonalita` usate nei lemmi 4.3.2 e 4.3.3
e nel teorema 4.3.6 potrebbero non essere soddisfatte numericamente.
Per quello che riguarda la routine gsvd in [15], basata su [24], ricordiamo che
112Relazione tra SVD e GSVD per problemi discreti di regolarizzazione
questa calcola le matrici U,Σ, V,X,M legate a (A,L) dalle relazioni{
A = UΣX−1
L = VMX−1
. (4.51)
La sua instabilita` non e` da ricercare in piu` punti dell’ algoritmo ma e` localizzata
nel calcolo di X: infatti se A e L sono mal condizionate anche X sara` tale e
quindi il ricorso al calcolo di X−1 fornisce una matrice fortemente instabile che
compromette la possibilta` di ricostruire A e L in modo efficiente attraverso le
relazioni (4.51). L’ idea, che e` alla base della routine del Matlab 5.2 e` quella
di modificare l’ algoritmo [22] in maniera tale da non costruire X−1 ma XT
sostituendo quindi le relazioni (4.51) con{
A = UΣXT
L = VMXT
. (4.52)
La routine ottenuta risulta cos`ı stabile anche per matrici A e L mal condizion-
ate non richiedendo piu` l’ inversione di X.
Va comunque osservato che nell’ ambito della regolarizzazione generale dei
problemi mal-posti la gsvd del Matlab non permette niente di piu` rispetto alla
routine gsvd−stdform o a quella contenuta in [15] in quanto tutte le relazioni
dedotte nel capitolo 3 fanno riferimento alla decomposizione (4.51) e non a
(4.52). Naturalmente anche se si prendessero le relazioni (4.52) come punto
di partenza tutte le formule del capitolo 3 sarebbero ancora valide pur di in-
dicare con xj la j-esima colonna di X
−T anziche` di X e questo richiederebbe
ugualmente l’ inversione di X. La possibilita` di invertire X in modo stabile e`
subordinata al suo buon condizionamento che e` garantito, per la dimostrazione
data nel capitolo 3, solo se L e` ben condizionata.
Appendice
In questa appendice e` riportato l’ algoritmo gsvd− stdform (cfr.[6]) trattato
nel capitolo 4.
function[U,Sigma,Y,V,M]=gsvd_stdform(A,L)
[m,n1]=size(A);
[p,n2]=size(L);
if (n1==n2)&(m>=n1)&(n1>=n2)
n=n1;
%Fattorizzazione QR di L’;
[K,R]=qr(L’);
%Partizionamento di K=(K_p,K_o)
K_p=K(:,1:p);
K_o=K(:,p+1:n);
%Calcolo la matrice R_p
R_p=R(1:p,:);
%Calcolo la fattorizzazione QR di AK_o
[H,T]=qr(A*K_o);
%Partizionamento di H=(H_o,H_q)
H_q=H(:,(n-p)+1:m);
H_o=H(:,1:n-p);
%Partizionamento di T
T_o=T(1:n-p,:);
%Calcolo la matrice A_s
A_s=(H_q)’*A*K_p*inv(R_p)’;
%Calcolo la SVD di A_s
[U_s,C,W]=svd(A_s);
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%Calcolo U_p
U_p=H_q*U_s*antid(m-(n-p));
%Costruisco la matrice M=(M_p,0)
M=zeros(p,n);
for i=1:p
M(i,i)=1/(pythag(C(p-i+1,p-i+1),1));
end
%Costruisco M_p
M_p=M(:,1:p);
%Costruisco la matrice Sigma
Sigma=zeros(m,n);
for i=1:p
Sigma(i,i)=C(p-i+1,p-i+1)/(pythag(C(p-i+1,p-i+1),1));
end
for i=p+1:n
Sigma(i,i)=1;
end
%Costruisco U=(U_p,U_o)
U(:,1:p)=U_p(:,1:p);
U(:,p+1:n)=H_o(:,1:n-p);
%Calcolo V
V=W*antid(p);
Y_o=A’*H_o;
Y_p=L’*V*inv(M_p);
%Costruisco la matrice Y
Y(:,1:p)=Y_p(:,1:p);
Y(:,p+1:n)=Y_o(:,1:n-p);
%Y=A’*U*Sigma+L’*V*M;
else
error(’Le dimensioni delle matrici non sono compatibili’)
end
La routine precedente fa uso della funzione antidiag, qui di seguito riportata,
che costruisce la matrice con il valore 1 sulla antidiagonale.
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function[a]=antid(n)
a=zeros(n,n);
for i=1:n
a(i,n-i+1)=1;
end
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