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Abstract
The ability for an autonomous agent to self-
localise is directly proportional to the accu-
racy and precision with which it can perceive
salient features within its local environment.
The identification of such features by recognis-
ing geometric profile allows robustness against
lighting variations, which is necessary in most
industrial robotics applications. This paper de-
tails a framework by which the random sam-
ple consensus (RANSAC) algorithm, often ap-
plied to parameter fitting in linear models, can
be extended to identify higher-order geomet-
ric features. Goalpost identification within hu-
manoid robot soccer is investigated as an ap-
plication, with the developed system yielding
an order-of-magnitude improvement in classifi-
cation performance relative to a traditional his-
togramming methodology.
1 Introduction
The problem of developing a team of humanoid robots
capable of defeating the FIFA World Cup champion
team, coined “The Millennium Challenge”, has been a
milestone that has driven research in the fields of artifi-
cial intelligence, robotics and computer vision for over a
decade [Kitano and Asada, 1998]. Critical among these
challenges is self-localisation, described as the task of
determining the coordinate transformation between the
agent’s local coordinate system and the environment’s
global coordinate system [Thrun et al., 2005]. Knowl-
edge of this transformation allows the agent to con-
sider global features with reference to its own coordinate
frame, facilitating navigation and execution of complex
actions.
Knowing the position and orientation of an agent is
both sufficient and necessary for determining the local-
to-global coordinate transformation. In a traditional
robotics scenario, the agent employs physical sensors
(such as cameras or range-finders) and computer vi-
sion algorithms to infer its relative position and ori-
entation from salient landmark features. Previous re-
search has demonstrated incremental improvement in
self-localisation performance is possible by including
domain-specific knowledge at different levels:
• Intelligent camera actuation policies with motivated
reinforcement learning [Fountain et al., 2013].
• Refined probabilistic filters that incorporate con-
straints on observational noise models [Budden and
Prokopenko, 2013].
Despite reduction in self-localisation error demonstrated
in these two papers (11% and 38% respectively), the
most simple and intuitive means of improving localisa-
tion performance remains the accurate identification of
salient landmark features. Until recent years, such fea-
tures in RoboCup have exhibited unique colour-coding,
and therefore traditional computer vision research in
this domain has focused on colour-based feature extrac-
tion methodologies [Budden et al., 2012]. These algo-
rithms rely on a dimensionality reduction from the orig-
inal colour space to a small set of class labels, with this
mapping generated offline and stored in a static look-
up table data structure due to limited computational
resources [Budden et al., 2013].
Figure 1: Example of a raw RoboCup image (left) and
the equivalent colour-segmented image (right). This seg-
mentation was generated by the unsupervised framework
described in [Budden and Mendes, 2013].
Although systems have been recently developed to
allow the rapid, unsupervised generation of optimised
colour look-up tables [Budden and Mendes, 2013], their
application are limited to domains exhibiting well de-
fined coloured features (as demonstrated in Figure 1),
as well as spatiotemporal lighting invariance. For gen-
eralised applications of robots in industry (as well as
present-day RoboCup), it is critical to develop feature
extraction algorithms that are equally capable of han-
dling images preprocessed by other image qualities (such
as intensity, gradient or texture, or the output of convo-
lutional filtering for edge detection).
This paper details a framework by which the ran-
dom sample consensus (RANSAC) algorithm [Fischler
and Bolles, 1981] can be implemented to identify higher-
order geometric features in a generalised robotics or
object recognition scenario. RANSAC is commonly
used in RoboCup for the extraction of simple environ-
ment features, with the University of New South Wales
(rUNSWift [Crane et al., 2013]) and University of New-
castle (NUbots [Annable et al., 2013]) teams applying
RANSAC-based methods for the respective identifica-
tion of field border and field lines. Extending such tech-
niques to identify more complex objects involves the fol-
lowing steps:
• Define the object of interest in terms of its 2-
dimensional projection onto the image plane.
• Define a set of rules that allow the decomposition
of this projection into a set of geometric primitives
(herein assumed to be lines for simplicity, although
could be readily extended to include curves).
• Identify primitives within the image:
– Generate a point cloud corresponding with po-
tential feature edges within the image (using
convolutional filtering, colour segmentation or
any other applicable edge detection method).
– Apply RANSAC to fit (linear) model parame-
ters to the points.
• Determine whether the identified primitives fulfil
the decomposition rules.
Using goalpost identification in RoboCup soccer as
an example, the remainder of this paper demonstrates
a concrete implementation of this abstract framework:
the 2-dimensional projections of goalposts are approxi-
mated as rectangular (decomposed into pairs of approx-
imately parallel lines), with candidate points defined as
the intersection of the boundaries of colour-segmented
regions with a set of equidistant horizontal and vertical
“scan-lines”. The performance of the algorithm is evalu-
ated against a traditional 1-dimensional histogramming
method, in terms of both explicit feature extraction ac-
curacy and self-localisation performance.
2 Colour Segmentation
As described in Section 1, the proposed RANSAC-based
framework for feature extraction requires the genera-
tion of a point cloud corresponding with possible object
edges (“candidate points”). Detection of goalposts in
RoboCup soccer was chosen as a concrete implementa-
tion of this abstract framework, with an algorithm de-
veloped for the NUbots’ team of DARwIn-OP humanoid
robots [Annable et al., 2013]. As the NUbots’ vision
system is predominantly colour-based, these candidate
points are defined as the intersection of the boundaries
of colour-segmented regions with a set of equidistant hor-
izontal and vertical “scan-lines”. The remainder of this
section describes the specific implementation of this pro-
cess for a RoboCup soccer environment, where lighting is
relatively consistent and salient features exhibit unique
and well-defined colour. For generalised applications of
robots in industry, other methods of candidate point gen-
eration may be more appropriate (such as convolutional
filtering for edge detection [Marr and Hildreth, 1980]).
In computer vision, a mapping from an arbitrary 3-
component colour space C to a set of colours M assigns
a class label mi ∈ M to every point cj ∈ C [Budden
et al., 2013]. If each channel is represented by an n-bit
value and k = |M | represents the number of defined class
labels, then
C →M,
where
C = {0, 1, . . . , 2n − 1}
3
and M = {m0,m1, . . . ,mk−1} .
Where computational resources are limited, the colour
segmentation process is performed off-line, with the re-
sultant mapping represented in the form of a 2n×2n×2n
look-up table (LUT). Recent developments allow for the
rapid generation of optimised LUTs (such as the one
demonstrated in Figure 2) using unsupervised machine
learning techniques [Budden and Mendes, 2013].
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Figure 2: A colour segmentation look-up table, mapping
raw pixel values (in Y CbCr space) to colour class label.
Given an image captured by the DARwIn-OP robot
and segmented using a colour look-up table, the NUbots’
vision system follows the following steps to generate can-
didate points:
1. Generate scan-lines: As current processor lim-
itations do not allow complex operations over ev-
ery pixel of a 2-megapixel image without significant
frame-rate reduction, only the pixels along a set of
vertical and horizontal “scan-lines” are considered
for generating candidate points. This method is pre-
ferred over reduced camera resolution, as it provides
a similar performance increase (i.e. the same num-
ber of pixels are considered) whilst still allowing for
small, high resolution portions of the image to be
processed to resolve finer detail. Scan lines may
be either equidistant on the image plane (as per
the NUbots’s implementation), or spaced in such as
way as to be equidistant on the field plane (requires
robot kinematics data).
2. Determine field border: Identifying the field
border allows RoboCup domain-specific knowledge
to be considered in reducing the area of the im-
age required for processing. For example, a ball
and field lines should only ever be found beneath
the border. Starting at the top of the image, each
pixel along each vertical scan-line is inspected until
a threshold of consecutive green pixels is exceeded,
at which time the uppermost green pixel’s coordi-
nates are added to a list of points. The field border
is defined as the upper convex hull of these points,
calculated using a modified implementation of An-
drew’s monotone chain algorithm [Andrew, 1979].
3. Generate colour segments: To generate colour
segments, each pixel along each scan line is consid-
ered. Wherever the colour class label of a pixel dif-
fers from that of the previous adjacent pixel (known
as a colour transition), a segment is generated.
The information stored in each segment includes its
start, centre and end (x, y) image coordinates, the
length of the segment (in pixels) and its colour class
label.
4. Determine candidates: Colour segments are pro-
cessed by position, colour and length to determine
which points are true candidates for the object of
interest. Once unsuitable segments have been re-
jected, candidate points are defined as the centre
(x, y) coordinates of those that remain.
More information regarding the specific implementa-
tion of the NUbots’ vision system is available in their
team description paper (http://www.davidbudden.
com/media/NUbotsTeamDescription2013.pdf) and in-
ternally referenced publications [Annable et al., 2013].
3 1-Dimensional Colour Histogramming
for Goalpost Identification
As RoboCup goalposts traditionally exhibit a dominant
vertical profile, maintaining a histogram of colour tran-
sitions or segments is traditionally adopted as a simple
method of goalpost detection. This section describes the
NUbots’ 1-dimensional implementation of this method,
which provides a benchmark for evaluating performance
of the presented RANSAC-based approach.
In RoboCup soccer, a 1-dimensional image histogram
H =
{
b[1], b[2], · · · , b[N ]
}
may be defined as a set of
N bins b[n], where each bin maintains a count c[n] of
the length of all relevant colour segments, whose cen-
tres (i.e. the “candidate points” described in Section 2)
tm = (xm, ym) fall within a vertical column defined by
some range r[n]:
xm ∈ r
[n] =
[
x
[n]
start, x
[n]
end
)
.
We further define the “peak candidates” P˜ as the set of
all bins containing a minimum number γ of transitions:
P˜ =
{
b[n] ∈ H : c[n] ≥ γ
}
.
To apply this definition to the task of goalpost identi-
fication, each image frame is initially split into N = 20
bins of equal width
r[n] =
[
(n− 1)× w
N
,
nw
N
)
, ∀n ∈ [1, N ] (1)
where N is the number of bins, w is the pixel width of
the image, and (xm, ym) are the pixel coordinates of the
centre of some colour segment tm. It should be noted
that each set of bins is considered to maintain a strict
ordering; all bins have disjoint ranges, and adjacent bins
share a common boundary point.
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Figure 3: Histogram demonstrating the count c[n] of all
relevant colour segments, whose centres tm = (xm, ym)
fall within a vertical column defined by some range r[n].
Two potential goalpost candidates are evident.
Considering the assumption that all colour segments
belonging to a goalpost exhibit the appropriate colour
class label (yellow in the case of the RoboCup humanoid
league), each yellow horizontal and vertical segment’s
length must then be added to the appropriate bin as
specified in (1). During this process, a simple stan-
dard deviation check is placed on the segment lengths;
any segment with a length sufficiently larger than the
standard deviation of all segment lengths is not added
to the histogram (parameterised by some user-defined
threshold value). This allows for the avoidance of large,
unwanted segments being falsely identified as goal post
candidates (for example, the top bar connecting the two
posts). Figure 3 demonstrates a histogram resulting
from applying this process to a single image frame con-
taining two goalposts.
Any adjacent peaks are merged for the purpose of goal-
post candidate identification. Algorithm 1 describes the
implementation of this merge process on the peak can-
didates, P˜ , by iterating through the histogram bins, lo-
cating adjacent peaks, and creating and adding the new
peak to a set of final peaks, P .
Algorithm 1 Grouping peaks for 1-dimensional colour
histogramming-based goalpost identification
Inputs
b[n]: A set of bins.
P˜ : A set of peak candidates.
Outputs
P : A set of intervals that represent adjacent peaks.
P ← ∅
for i ∈ [1, N − 1] do
if b[i] ∈ P˜ then
j ← i
while b[j+1] ∈ P˜ do
j ← j + 1
end while
bnew ← [x
[i]
start, x
[j]
end)
P ← P + {bnew}
end if
end for
To form the final goal post, a bounding box is gener-
ated by calculating the uppermost and lowermost x and
y coordinates of all segments within each set of grouped
peaks (with each corresponding with a single goal candi-
date). These values are considered to represent the four
corners of the detected post.
4 Extending RANSAC for Goalpost
Identification
Random sample consensus (RANSAC) is a stochastic al-
gorithm for model fitting in datasets with a large propor-
tion of outliers [Fischler and Bolles, 1981]. It functions
by initially fitting a random model, before separating
the data points into two sets: a “consensus” set and
a “non-consensus” set. After a fixed number of trials,
the model with the largest consensus is kept. An ex-
tended version of the RANSAC algorithm, as applied to
the fitting of multiple linear models to a set of data, is
defined in Algorithm 2. The original algorithm requires
two user-defined parameters: dinliers, which defines the
maximum distance a point can be from the fit line to
be considered an inlier; and k, the number of fitting at-
tempts to be made before keeping the best line. The
extended version requires a further two parameters: n,
the minimum number of points for a model, and Mmax,
the maximum number of models to find.
Algorithm 2 RANSAC
Inputs
P: A set of points in R2
dinlier : distance threshold for inliers
k: number of attempts per line
n: minimum number of points
Mmax: maximum number of models
Output
L: A list of line segments.
repeat
Pbest ← ∅
for i = 1→ k do
Fit a line l to two random points in P
Pinliers ← ∅
for all p ∈ P do
d← p⊥l
if d < dinlier then
Pinliers ← Pinliers ∪ {p}
end if
end for
if |Pinliers| > |Pbest| then
Pbest ← Pinliers
end if
end for
if |Pinliers| ≥ n then
Fit a line to Pbest and add it to L.
end if
P← P \Pbest
until |P| < n or |Pbest| =Mmax
As RANSAC is a stochastic algorithm, a valid model
will only be generated at each iteration with some prob-
ability p (proportional to the parameter k). Specifically:
p = 1− (1− q2)k,
where q is the probability of drawing a point fitting that
particular model from the input data set:
q =
number of points in line
total number of points
.
Note that q varies between data sets, and cannot be ex-
plicitly used to determine an optimal k value.
The extended RANSAC implementation (as defined
in Algorithm 2) was applied to generate multiple lin-
ear models from two sets of points: the set of points
corresponding with the left-hand edge of a goalpost (in-
dicated by green-yellow colour transitions), and the set
corresponding with the right. The parameters k = 50,
n = 6, dinlier = 5.0 and Mmax = 3 were empirically de-
termined as robust against classification noise and other
RoboCup environmental factors. The output from this
process is two sets of lines, Ls and Le.
To refine the sets Ls and Le into identified goalposts,
a heuristic is implemented that determines line pairs
(l1, l2) : l1 ∈ Ls, l2 ∈ Le that satisfy the following simi-
larity conditions:
• θ < ǫθ, where θ is the acute angle formed between
the lines, and ǫθ is an upper bound controlling the
permissiveness of this heuristic.
• |ℓ1 − ℓ2| < ǫℓ, where ℓ1 and ℓ2 are the line segment
lengths, and ǫℓ is an upper bound.
• d1+d22 < ǫd, where d1 = min{|p11 − p21|, |p11 −
p22)|} and d2 = min{|p12 − p21|, |p12 − p22|} are
the shortest distances between the endpoints of the
first line segment ({p11,p12}) and the endpoints of
the second ({p21,p22}). Averaging these distances
provides a measure for the “closeness” of approxi-
mately parallel line segments (i.e. those satisfying
the first condition). ǫd is an upper bound.
• |n1 − n2| < ǫn, where n1 and n2 are the number of
consensus points associated with the lines, and ǫn is
an upper bound.
In order to minimise the number of parameters asso-
ciated with this heuristic, each is defined in terms of a
single permissiveness parameter, ρ ∈ [0, 1], such that:
ǫθ = ρ ·
π
2
, ǫℓ = ρ ·max{ℓ1, ℓ2},
ǫd = ρ ·
√
w2 + hh, ǫn = ρ ·max{n1, n2}.
Line pairs satisfying this heuristic are collected, and their
endpoints, {p11,p12,p21,p22}, define the corners of the
final identified goalpost.
5 Evaluation Metrics
To compare the performance of both histogramming and
RANSAC-based goalpost identification methods, a se-
ries of 3600 images were captured using the DARwIn-
OP robot’s Logitech C905 camera [Ha et al., 2011]. The
DARwIn-OP (shown in Figure 4) was placed at fixed
distances, directly in line with the right goalpost on the
6 × 4 metre RoboCup field. These distances were cho-
sen to correspond with salient RoboCup field positions;
specifically 60, 150, 300, 350, 530 and 600 cm from the
goalpost. 200 images were captured by the DARwIn-OP
at each of these field positions, for coronal body tilts of
0, 10 and 20 degrees from vertical. Maintaining goal-
post identification performance for small tilt angles is
essential within RoboCup, due to the natural coronal
oscillation of a walking bipedal robot.
Given the 3600 image frames captured by the
DARwIn-OP , two evaluation metrics were applied to
evaluate the performance of each goalpost identification
system: “detection rate”, which is simply the fraction
of frames for which goalposts were correctly identified;
and “distance-by-width”, which considers the calculated
pixel width of a detected goalpost to estimate its dis-
tance from the robot. To quantify the accuracy of each
identified post, the distance-by-width, dw, from goalpost
to robot is calculated as:
dw =
wcm
wpx
· γx, γx =
wimg
2 · tan
(
θx
2
) ,
where wcm is the actual width of the goalpost in cm and
wpx is the width of the goalpost located in the image
in pixels. The parameter γx defines the “pixel angular
width”, which approximates the relationship between θx
(the horizontal field of view of the camera) and wimg (the
width of the image in pixels). This calculation applies
the knowledge that the vertical profile of the goal post
is approximately parallel to a standing robot, removing
the need for a pythagorean transformation and therefore
knowledge of the height of the camera (which requires
error-prone kinematics transformations).
Figure 4: The Robotis DARwIn-OP humanoid robot
used as a platform for this research [Ha et al., 2011].
6 Experimental Results
As described in Section 5, both histogramming and
RANSAC-based goalpost identification techniques were
evaluated in terms of two performance metrics: “detec-
tion rate” and “distance-by-width”. Figure 5 presents
the detection rate for both algorithms, over a range of
distances and coronal body tilt angles. For each correctly
identified goalpost, Figure 6 presents the calculated dis-
tance from goalpost to robot. As the only variable in
distance calculation was the calculated pixel width of
the goalpost, this metric is an implicit measure of the
“quality” of correctly identifying a post. Both sets of
performance results are presented for 6 fixed points on
the RoboCup field of known distance, and 3 different
sideways body tilt angles; an important consideration
due to the oscillations experienced by a biped in mo-
tion, which can considerably reduce the performance of
traditional detection methods.
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Figure 5: Experimental detection rate for histogram-
ming (top) and RANSAC-based (bottom) goalpost iden-
tification techniques, as a function of distance from goal-
post to robot. A significant performance increase is ev-
ident for RANSAC, which is able to accurately identify
the majority of goalposts independent of body tilt; an
important consideration due to the natural coronal os-
cillation of a walking bipedal robot.
In addition to evaluating the impact of the developed
framework on goalpost identification performance, the
accuracy of the agent’s self-localisation was determined
using both histogramming and RANSAC-based tech-
niques. This was accomplished by placing the DARwIn-
OP in its initial soccer game position (on the sideline,
halfway between the goals and centre circle) with the
ball placed on the nearest penalty mark, and having it
approach the ball using the goalposts as the only localisa-
tion landmarks. This experiment was repeated multiple
times, with results demonstrating 18% and 34% reduc-
tions in positional and angular uncertainty respectively:
• Histo. pos. uncertainty (cm): µ = 31.3, σ = 5.5
• Histo. ang. uncertainty (rad): µ = 0.14, σ = 0.06
• RANS. pos. uncertainty (cm): µ = 25.57, σ = 5.1
• RANS. ang. uncertainty (rad): µ = 0.10, σ = 0.05
0 100 200 300 400 500 600
0
100
200
300
400
500
600
Estimated distance (cm)
A
c
tu
a
l 
d
is
ta
n
c
e
 (
c
m
)
 
 
No lean
10
o
 lean
20
o
 lean
0 100 200 300 400 500 600
0
100
200
300
400
500
600
Estimated distance (cm)
A
c
tu
a
l 
d
is
ta
n
c
e
 (
c
m
)
 
 
No lean
10
o
 lean
20
o
 lean
Figure 6: Experimental performance for histogramming
(top) and RANSAC-based (bottom) goalpost identifica-
tion techniques. Actual distance from robot to goal-
posts is plotted against the distance calculated using the
“distance-by-width” method (see Sec. 5). A significant
performance increase is evident for RANSAC, which is
able to accurately determine the goalpost distance inde-
pendent of body tilt.
7 Discussion
Figure 5 demonstrates RANSAC-based goalpost identi-
fication as exhibiting a near-perfect detection rate, in-
dependent of distance (constrained by RoboCup soc-
cer field length) and body tilt. The detection rate for
histogramming is considerably lower, inversely propor-
tional to both tilt and distance from goal (particularly
beyond 350 cm). Specifically, the root-mean-square er-
ror (RMSE) for histogramming increases from 157.9 to
290.9 cm as the body is tilted to 20 degrees (the max-
imum tilt observed during normal walking conditions).
Conversely, the RMSE for RANSAC is an order of mag-
nitude smaller (19.64 to 30.94 cm) and constant within
experimental error.
The observed angular invariance of the RANSAC-
based goalpost detection performance follows directly
from the framework described in Section 1. The 2-
dimensional projections of goalposts are approximated
as rectangular (decomposed into pairs of approximately
parallel lines), with candidate points defined as the in-
tersection of the boundaries of colour-segmented regions
with a set of equidistant horizontal and vertical scan-
lines. An extension of the RANSAC algorithm is applied
to fit linear models to these candidate points, with pairs
of models evaluated against a number of simple rules to
ensure they represent the geometry of a goalpost. As
no step of this procedure makes assumptions regarding
the dominant vertical profile of a goalpost, it is intuitive
(and experimentally verified) that the performance of the
system will remain constant for any goalpost orientation,
subject to experimental noise.
By contrast, traditional 1-dimensional histogramming
obtains candidate width by considering the x-values of
the leftmost and rightmost segments within a peak, and
will therefore always result in a candidate representa-
tion perpendicular to the ground. When body tilt is
present, it follows that the detected width will always ex-
ceed actual width, and therefore the estimated distance
will always underestimate the actual distance. Due to
the natural coronal oscillation of a bipedal gait and the
instability of a bipedal kick, it is essential that a goal
detection method is able to handle tilt to ensure self-
localisation remains accurate during these scenarios.
In a traditional robotics scenario, the agent determines
its local-to-global coordinate transformation by inferring
its relative position and orientation from observations of
salient landmark features. In RoboCup, goalposts are
the most commonly considered features for this challenge
of self-localisation. It is therefore intuitive that the or-
der of magnitude improvement in goalpost identification
resulting from the RANSAC-based technique would cor-
respond with a reduction in the agents positional and
angular uncertainty. These improvements were experi-
mentally verified as 18% and 34% respectively.
8 Conclusion
Reliable self-localisation is critically important in mod-
ern robotics, with the accurate identification of salient
visual features remaining the most straightforward way
of leveraging the performance necessary for industrial
applications. Identification of such features by pro-
jected geometric profile allows for robustness against
spatiotemporal variations in lighting, by removing the
dependency on colour classification. This paper has pre-
sented a general framework by which the random sam-
ple consensus (RANSAC) algorithm can be extended and
applied to the identification of such higher-order geomet-
ric features, using goalpost identification in humanoid
robot soccer as an example application. The frame-
work may be readily extended to generalised robotics
and object recognition scenarios by considering colour-
independent methods of candidate point generation,
such as convolutional filtering for edge detection.
The RANSAC-based method of goalpost identification
was demonstrated to yield significant improvements over
traditional 1-dimensional histogramming. For a station-
ary robot, histogramming detection rate was shown to
decay to as little as 1% as distance increases to 6 m (the
length of a RoboCup humanoid league field). For goals
that are successfully detected, the error in calculated dis-
tance was demonstrated to respectively increase from 5
cm to 3 m. Such error makes reliable self-localisation im-
possible, and worsened further as robot body tilt angle
was increased (as experienced during standard walking
conditions). In contrast, the proposed RANSAC-based
method exhibited near-perfect detection rate invariant of
distance or tilt, and was further demonstrated to yield a
distance RMSE no greater than 31 cm; an improvement
by a full order of magnitude compared to the traditional
methodology.
Within RoboCup, it is anticipated that the proposed
framework will be readily extended to the identification
of more complex geometric features such as the centre
circle, goal box and possibly other robots. This improved
ability to identify salient features facilitates more accu-
rate self-localisation, therefore allowing for the develop-
ment of more complex team behaviours and strategies.
Applications of higher-order geometric feature identifi-
cation will also be explored in more generalised robotics
and image processing scenarios, including the identifica-
tion of salient features lacking unique colour-coding.
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