We consider the problem of determining a balanced ordering of the vertices of a graph; that is, the neighbors of each vertex Ú are as evenly distributed to the left and right of Ú as possible. This problem, which has applications in graph drawing for example, is shown to be NP-hard, and remains NP-hard for bipartite simple graphs with maximum degree six. We then describe and analyze a number of methods for determining a balanced vertex-ordering, obtaining optimal orderings for directed acyclic graphs and graphs with maximum degree three. Finally we consider the problem of determining a balanced vertex-ordering of a bipartite graph with a fixed ordering of one bipartition. When only the imbalances of the fixed vertices count, this problem is shown to be NP-hard. On the other hand, we describe an optimal linear time algorithm when the final imbalances of all vertices count. We obtain a linear time algorithm to compute an optimal vertex-ordering of a bipartite graph with one bipartition of constant size.
multigraph. The number of vertices of is denoted by Ò Î and the number of edges of is denoted by Ñ . ÚÛ refers to the undirected edge Ú Û ¾ if is undirected, and to the directed edge´Ú Ûµ ¾ if is directed. We denote by ´Úµ the set of (outgoing) edges ÚÛ ¾ incident to a vertex Ú. The degree of Ú is ´Úµ ´Úµ .
A vertex-ordering of is a total ordering on Î or equivalently a numberinǵ Ú ½ Ú ¾ Ú Ò µ of Î . Each edge Ú Ú ¾ ´Ú µ with is a successor edge of Ú , and Ú is a successor of Ú . Similarly each edge Ú Ú ¾ ´Úµ with is a predecessor edge of Ú , and Ú is a predecessor of Ú . The number of predecessor and successor edges of a vertex Ú is denoted by pred ´Ú µ and succ ´Ú µ, respectively. That is, pred ´Ú µ Ú Ú ¾ ´Úµ and succ ´Ú µ Ú Ú ¾ ´Úµ
. We omit the subscript if the ordering in question is clear. Note that for directed graphs, we only count the number of outgoing edges incident to a vertex Ú in pred´Ú µ and succ´Ú µ. In a given vertex-ordering, a vertex Ú is called á Ñ Ò pred´Úµ succ´Úµ Ñ Ü pred´Úµ succ´Úµ µ -vertex and the imbalance of Ú is defined to be ´Úµ succ´Úµ pred´Úµ . We say Ú is balanced if ´Úµ is minimum, taken over all partitions of the edges incident to Ú into predecessor and successor edges. A vertex has even imbalance if and only if it has even degree; hence the imbalance of a vertex with odd degree is at least one. In a vertex-ordering of a simple graph, a vertex Ú is balanced if and only if ´Úµ ½.
The total imbalance of a vertex-ordering is the sum of the imbalance of each vertex. We say a vertex-ordering is perfectly balanced if every vertex is balanced. Thus a vertex-ordering of a simple graph is perfectly balanced if and only if the total imbalance is equal to the number of odd degree vertices. We are interested in the following problem.
BALANCED VERTEX-ORDERING Instance : A (directed) graph ´Î µ, integer Ã ¼.
Question : Does have a vertex-ordering with total imbalance

Ú¾Î ´Úµ Ã?
For a given graph, a vertex-ordering with minimum total imbalance is said to be optimal. Note that ´Úµ ¾ Ñ Ü succ´Úµ pred´Úµ ´Úµ. Hence the problem of finding an optimal vertex-ordering is equivalent to finding a vertex-ordering which minimizes Ú¾Î Ñ Ü pred´Úµ succ´Úµ
However, for approximation-purposes, the balanced vertex-ordering problem and minimizing (1) are not equivalent. Since ½ ¾ ´Úµ Ñ Ü succ´Úµ pred´Úµ ´Úµ, an arbitrary vertex-ordering will be a 2-approximation for the problem of minimizing (1) .
There is another equivalent formulation of the balanced vertex-ordering problem, which shall prove useful to consider. In a particular vertex-ordering, let In a vertex-ordering of an undirected graph ´Î µ, the total imbalance is equal to the total imbalance of the same vertex-ordering of the symmetric directed graph´Î ´Ú Ûµ ´Û Úµ ÚÛ ¾ µ. Hence the balanced ordering problem for directed graphs is a generalization of the same problem for undirected graphs.
In related work, Wood [31, 34] takes a local minimum approach to the balanced vertex-ordering problem. The algorithms here apply simple rules to move vertices within an existing ordering to reduce the total imbalance. Certain structural properties of the produced vertex-orderings are obtained, which are used in an algorithm for graph drawing.
In this paper we present the following results. In Section 2 we show, using a reduction from NAE-3SAT, that the balanced vertex-ordering problem is NP-complete. In particular, we prove that determining whether a given graph has a perfectly balanced vertex-ordering is NP-complete, and remains NP-complete for bipartite graphs with maximum degree six.
Section 3 explores the relationship between balanced vertex-orderings and the connectivity of undirected graphs. We describe an algorithm for determining a vertex-ordering with the minimum number of highly unbalanced vertices; that is, vertices Ú with pred´Úµ ¼ or succ´Úµ ¼. The same algorithm determines optimal vertex-orderings of undirected graphs with maximum degree three.
Section 4 describes and analyses a heuristic approach for determining a balanced vertex-ordering of an arbitrary graph. This algorithm has been successfully used in [4, 32] to establish improved bounds for the area of orthogonal graph drawings. We analyze the performance of this algorithm, establishing a worst-case upper bound on the total imbalance which is tight in the case of the complete graph. Furthermore, the method determines perfectly balanced vertex-orderings of directed acyclic graphs.
In Section 5 we consider the problem of determining a balanced vertex-ordering of a bipartite graph where a fixed vertex-ordering of one bipartition is given. The problem where only the imbalance of the fixed vertices in the ordering counts, is shown to be NP-complete. On the other hand, we present linear time algorithms for the problems where only the final imbalance of the unsettled vertices counts, and where the final imbalance of all vertices count. A corollary of this final result is that the balanced ordering problem is solvable in linear time if the number of vertices in one bipartition is constant.
Complexity
In this section we show that the balanced vertex-ordering problem is NP-complete. Our reduction is from the Not-All-Equal-3SAT problem (NAE-3SAT for short). Here we are given a set Í of boolean variables and a collection of clauses over Í such that each clause ¾ has ¾ ¿. The problem is to determine whether there is a truth assignment for Í such that each clause in has at least one true literal and at least one false literal. In a given instance of NAE-3SAT, the number of times a variable Ü appears is called the order of Ü, and is denoted by Ü . NAE-3SAT is NP-complete [28] , and it is well-known (see for example [22] ) that NAE-3SAT remains NP-complete if all literals are positive and/or every variable Ü has Ü ¿. 
The gadget associated with a variable Ü. 
Observe that the maximum degree of is twice the maximum order which is at most three. Thus the maximum degree of is at most six. It is trivial to check if a given vertex-ordering is perfectly balanced. Since NAE-3SAT is NP-complete [28] , and the construction of is polynomial, testing if a graph has a perfectly balanced vertex-ordering is NP-complete for simple bipartite graphs with maximum degree six.
For an intended application in 3-D orthogonal graph drawing [33] it is important to consider balanced vertex-orderings of graphs with minimum degree five and maximum degree six. We now show that we still have NP-completeness in this case, at least for multigraphs.
Lemma 1. Determining if a bipartite undirected multigraph with minimum degree five and maximum degree six has a perfectly balanced vertex-ordering is NP-complete.
Proof. Let Á be an instance of NAE-3SAT containing only positive literals. For each clause of Á, if Ü Ý Þ then set Ü Ü Ý Ý Þ Þ, and if Ü Ý then set Ü Ü Ü Ý Ý Ý. Thus each clause now has exactly six literals. This does not affect whether there is a solution to Á.
For each variable Ü with Ü , introduce two new variables Ý and Þ, called replacement and special variables, respectively. Replace two occurrences of Ü by Ý, and add new special clauses Ü Þ and Ý Þ. Thus Ü decreases by one, and in any not-all-equal truth assignment Ü Ý; that is, this operation does not affect whether Á is satisfiable. Repeat the above step until each variable has order two or three.
Since this operation can be applied at most ¿Ñ times, where Ñ is the number of clauses, the size of the instance is still polynomial. All clauses now contain two or six variables. Now construct a graph similar to that in Theorem 1, but using the gadget shown in Fig. 2 .
The gadget associated with a variable Ü.
Since each clause has two or six literals, each clause vertex has degree two or six in . If a clause vertex has degree two in ; that is, it corresponds to a special clause, then simply replace it by an edge between its two neighbors. This does not affect whether the graph has a perfectly balanced ordering. A strategy for producing 3-D orthogonal point-drawings of maximum degree six graphs which is employed by Eades et al. [16] and Wood [33] , is to position the vertices along the main diagonal of a cube. For graphs with minimum degree five, minimizing the number of bends in such a drawing is equivalent to finding an optimal ordering of the vertices along the diagonal; see [33] . As a consequence of Lemma 1 we therefore have the following result.
Theorem 2. Let be bipartite undirected multigraph with maximum degree six. It is NP-hard to find a 3-D orthogonal point-drawing of with a diagonal vertex layout, and with the minimum number of bends.
Connectivity and Maximum Degree
We now examine relationships between balanced vertex-orderings and the vertexconnectivity of a graph. ´Ú µ ¾, we have pred´Ú µ ½ and succ´Ú µ ½. Lempel et al. [23] show that for any biconnected graph ´Î µ and for any × Ø ¾ Î , there exists an ×Ø-ordering of . Cheriyan and Reif [7] extended this result to directed graphs.
×Ø-Orderings
Even and Tarjan [18] develop a linear time algorithm to compute an ×Ø-ordering of an undirected biconnected graph (also see [17, 25, 30] ). Under the guise of bipolar orientations, ×Ø-orderings have also been studied in [8, 11, 27] . In related work, Papakostas and Tollis [26] describe an algorithm for producing so-called ×Ø-orderings of graphs with maximum degree four; these are ×Ø-orderings with a lower bound on the number of perfectly balanced vertices of degree four. In general, ×Ø-orderings do not have minimum imbalance (in [2] we give an example of a graph for which every ×Ø-ordering is not optimal), but ×Ø-orderings immediately give the following upper bound on the total imbalance. The following algorithm determines a vertex-ordering of a graph based on ×Ø-orderings of its biconnected components (blocks). On one hand, in Section 2 we proved that given an optimal vertex-ordering of each biconnected component, it is NP-hard to find an optimal vertex-ordering of the graph. However, this algorithm and variations of it have proved useful in many graph drawing algorithms [3, 24, 29] as it gives bounds on the number of highly unbalanced vertices (see Lemma 3 below). Moreover, we employ this method to obtain optimal vertex-orderings of graphs with maximum degree three. It is well-known that the blocks of a graph can be stored in the form of a tree; this is the so-called block-cut-tree, which we denote by , and therefore the only vertex with zero predecessors is × ½ . Since the block-cut-tree and the ×Ø-orderings can be determined in linear time, and since the block-cut-tree has linear size, the algorithm runs in linear time.
The next result easily follows from Lemma 3. Note that for a triangulated planar graph , vertex-orderings can be determined which are more balanced than ×Ø-orderings. de Fraysseix et al. [12] show that has a canonical vertex-ordering´Ú ½ Ú ¾ Ú Ò µ with pred´Ú µ ¾ for every vertex Ú , ¿ Ò, and with succ´Ú µ ½ for every vertex Ú , ½ Ò ½. Kant [19] generalizes canonical orderings to the case of 3-connected planar graphs, and it is easy to extend canonical orderings to 3-connected non-planar graphs (Kant, private communication, 1992 ; see also [10] ). Kant and He [20] show that if is 4-connected then has a vertex-ordering with every vertex Ú , ¿ Ò ¾, having succ´Ú µ ¾ and pred´Ú µ ¾. The next result follows.
Lemma 6. An Ò-vertex Ñ-edge 4-connected triangulated planar undirected graph has a vertex-ordering with total imbalance at most ¾Ñ Ò · ½¾.
Graphs with Maximum Degree Three
We now apply the results from the previous section to obtain optimal vertexorderings of graphs with maximum degree three.
Lemma 7. An ×Ø-ordering of biconnected undirected graph with maximum degree
at most ¿ is optimal. Proof. Supppose has Ò vertices. Clearly the result holds if Ò ¾. Assume from now on that Ò ¿. In this case, all vertices have degree at least two by biconnectivity and at most three by assumption. Let Ò ¿ be the number of degree three vertices in . In an ×Ø-ordering,
By considering the degrees of the first and last vertex, and since every degree three vertex Ú has ´Úµ ½, it is easily seen that any vertex-ordering of has total imbalance at least Ò ¿ · . Observe that in the reduction in Theorem 1, the variable vertices are cutvertices, and that each biconnected component has maximum degree three. By Theorem 3, an optimal ordering of a graph with maximum degree three can be determined in linear time. Hence, we have the following result.
Corollary 1. Finding the optimal vertex-ordering of a graph is NP-hard, even if given an optimal vertex-ordering of each biconnected component.
Median Placement Heuristic
We now describe a heuristic for the balanced vertex-ordering problem which provides a tight upper bound for the total imbalance of the vertex-orderings produced. The algorithm inserts each vertex, in turn, mid-way between its already inserted neighbors. At any stage of the algorithm we refer to the ordering under construction as the current ordering. Similar methods were introduced by Biedl and Kaufmann [4] and Biedl, Madden, and Tollis [5] . 
MEDIAN PLACEMENT
Input
end-for
Using the median-finding algorithm of Blum et al. [6] , and the algorithm of Dietz and Sleator [13] to maintain the vertex-ordering and orderings of the adjacency lists of , the algorithm can be implemented in linear time.
For a given insertion ordering Á of a (directed) graph ´Î µ, let be the set of vertices Ù ¾ Î for which pred Á´Ù µ is odd.
Lemma 8. The algorithm MEDIAN PLACEMENT determines in linear time a vertexordering of a (directed) graph
´Î µ with total imbalance
Proof. When a vertex Ù is inserted into the current ordering, the predecessors of Ù in Á are precisely the neighbors of Ù which have already been inserted into Á.
Thus immediately after Ù is inserted, ´Ùµ ¼ if pred Á´Ù µ is even and ´Ùµ ½ if pred Á´Ù µ is odd. Even if all the successors of Ù (in the insertion ordering) are inserted on the one side of Ù, in the final ordering, the imbalance ´Ùµ succ Á´Ù µ if pred Á´Ù µ is even, and ´Ùµ succ Á´Ù µ · ½ if pred Á´Ù µ is odd. Thus the total imbalance is at most · È Ù succ Á´Ù µ. We now prove that the vertex-orderings produced by the MEDIAN PLACEMENT algorithm are in some sense locally optimal. 
Undirected Graphs
Directed Graphs
We now analyze the MEDIAN PLACEMENT algorithm in the general case of directed graphs. Firstly observe that Lemma 9 does not hold for directed graphs as the example in Fig. 3 shows. Using the MEDIAN PLACEMENT algorithm the total imbalance becomes four, whereas there exists a position, illustrated in Fig. 3(b) , to insert Ù with total imbalance two. 
Theorem 5. A perfectly balanced vertex-ordering of a directed acyclic graph can be determined in linear time (with total imbalance
).
For a directed graph ´Î µ which is not necessarily acyclic, a good insertion ordering can be obtained by first removing edges to make acyclic. A feedback arc set of is a set of edges such that Ò is acyclic. Since the successor edges in a vertex-ordering form a feedback arc set, and a reverse topological ordering of the graph obtained by removing a feedback arc set has È Ù succ´Ùµ , finding a vertex-ordering with minimum È Ù succ´Ùµ is equivalent to finding a minimum feedback arc set, which is NP-hard [21] .
Berger and Shor [1] establish an asymptotically tight bound for the size of a feedback arc set. They show that, for directed graphs of maximum degree ¡ and without 2-cycles, the minimum of Only for small values of ¡ is the constant in the ¢´Ñ Ô ¡µ term evaluated; thus for graph drawing purposes only the Ò · Ñ ¾ term can be used. This bound can be improved by using a result of Eades et al. [15] . They give a linear time greedy heuristic for finding a feedback arc set, and prove an exact bound on È Ù succ´Ùµ, which in a number of instances, provides a better result than that in [1] . In particular, they show that every directed graph without 2-cycles has a vertex-ordering with 
Partially Fixed Orderings of Bipartite Graphs
We have seen that the MEDIAN PLACEMENT heuristic finds an optimal ordering for an acyclic directed graph, but in general, does not necessarily find an optimal ordering. We now turn to another special case where this algorithm finds an optimal ordering.
Consider the following variant of the balanced ordering problem: Given a bipartite graph ´ µ and a fixed ordering of the vertices of , how difficult is it to insert the vertices of into this ordering so that the resulting ordering has minimum total imbalance? There are actually three variants of the problem. We can consider the total imbalance, or only the imbalance of the vertices in , or only the imbalance of vertices in . We now show that the first two of these problems are solvable with the MEDIAN PLACEMENT heuristic, whereas (surprisingly so) the third problem is NP-complete.
Total Imbalance and Imbalance in
If only the final imbalance of vertices in counts, then the MEDIAN PLACEMENT heuristic determines a perfectly balanced vertex-ordering, since a vertex Ú ¾ is placed in the middle of its neighbors, and no neighbor of Ú is inserted into the current ordering after Ú is inserted. We now prove that a variant of the MEDIAN PLACEMENT heuristic determines an optimal vertex-ordering if we count the imbalance of all vertices. Proof. It follows from the same technique used in the proof of Lemma 9 that there is an optimal vertex-ordering in which each vertex in is placed in (one of) its median position(s). Thus we need only consider such vertex-orderings. A vertex in with even degree has one median position, and a vertex in with with odd degree has two median positions (either side of its median neighbor). Which of these two positions a vertex in with odd degree is placed only affects the imbalance of the median neighbor. Recall that for each vertex Ú ¾ , ´Úµ is the set of vertices Ù ¾ with odd degree such that Ú is the median neighbor of Ù.
Thus an optimal vertex-ordering can be determined as follows. Starting with the given ordering of , apply the MEDIAN PLACEMENT heuristic using an arbitrary insertion ordering for . For each vertex Ú ¾ , partition ´Úµ into sets Ä´Úµ and Ê´Úµ such that by placing the vertices in Ä´Úµ immediately to the left of Ú, and placing the vertices in Ê´Úµ immediately to the right of Ú, the imbalance of Ú is minimized. To do so, we also count the neighbors of Ú not in ´Úµ in the imbalance of Ú; for each such neighbor we know whether it will be placed to the left or to the right of Ú. In the resulting ordering, each vertex in is in (one of) its median position(s), and subject to this constraint, each vertex in has minimum imbalance. Thus the ordering is optimal. The partitioning step and thus the entire algorithm can be computed in linear time.
Consider the following algorithm to compute a vertex-ordering of a bipartite graph ´ µ. For every vertex-ordering of , apply the algorithm described in Theorem 8 with this ordering of fixed. By Theorem 8 this algorithm will compute an optimal vertex-ordering of . We therefore have the following result.
Corollary 2. There is a linear time algorithm to compute an optimal vertex-ordering of a bipartite graph
From the standpoint of parameterized complexity (see [14] ) this result is of some interest. While the balanced ordering problem is NP-complete for bipartite graphs, if the number of vertices in one bipartition is constant, the problem becomes fixed parameter tractable. 
Imbalance in
¾
, if Ù ½ is to the left of Ú , put Ù to the right of Ú and vice versa. Since Ú ½ is the leftmost vertex, the last vertex Ù can be placed to the right of Ú ½ regardless of what side of Ú it has to be placed. We have added one predecessor and one successor to every vertex in , so the ordering again is balanced. If contains no cycle, then it is a forest. Let È be a path of whose endpoints are leaves, and insert the vertices in È into the ordering in a similar manner to that for cycles.
If a vertex in has degree two in È then it will remain balanced. If a vertex in has degree one in È then it is a leaf of , has no more incident edges in the remaining part of , has odd degree in the original , and will have an imbalance of one in the vertex-ordering. Now, remove È from , and repeat the above step until is empty. At this point, all even degree vertices in are balanced, and all odd degree vertices in have an imbalance of one.
Conclusion and Open Problems
In this paper we have considered the problem of determining a balanced ordering of the vertices of a graph. This problem is shown to be NP-hard by a reduction from NAE-3SAT, and remains NP-hard for bipartite simple graphs with maximum degree six. We then describe and analyze a number of methods for determining a balanced vertex ordering, obtaining optimal orderings for directed acyclic graphs and graphs with maximum degree three. It would be interesting to know if there are polynomial time algorithms for determining optimal vertex orderings of graphs with maximum degree four or five. Another direction for future research is to investigate balanced vertex-orderings of planar graphs. Note that, it has recently been shown by Kratochvíl and Tuza [22] that Planar NAE-3SAT is solvable in polynomial time.
