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                                                      Abstract  
Purpose: The main purpose of the study was to find the relative importance of relational norms. 
Furthermore to explore the relationship between relational norms. And also exploring the concept 
reciprocity in the inter-organizational relationship searching for its manifest and drivers so the 
research was done to find whether relational norms shared between the company and dealer is 
affect the relational norms shared among the Dealer and Retailer. 
 
Design, methodology, approach: The sampling frame of the study was Dealer and retailer of 
media Production Company operating in Nepal. Convenience sampling was conducted. There 
were altogether 39 responses from the Dealer and 159 responses from the retailer. Smart pls 
software has been used in order to test the hypothesis and make analysis with various calculation 
method i.e. Pls algorithm, Bootstrapping, and Important performance Analysis. 
 
Finding: The finding of the study was analyses in smart pls software which shows that solidarity 
has relative importance among three norms that are widely used in various research. The author 
has also explored that solidarity affects information sharing and flexibility. For the third research 
objective the analyses showed that the flexibility and information shared among the company and 
Dealer does not affect the information sharing between shared between Dealer and Retailer 
.whereas the solidarity shared between the company and Dealer has somehow effect on the 
solidarity shard among the Dealer and retailer.  
 
Theoretical Implication: The study had added a more theoretical contribution to the previous 
studies conducted on relational contracting theory 
Managerial Implication: This study can help company in prioritizing the norms in the channel 
distribution and endure the relationship among the member. This research reveals that solidarity 
has relative importance relational norms that lead satisfactorily among exchange parties in terms 
of relationship management. 
Research limitation: This study is a cross-section, where the causality is very less. So, it cannot 
be said that how things will evolve, etc. like factors related to the design of the study can give 
xvi 
 
different outcomes in another time frame the i.e. the external validity maybe not same if it applies 
to other industry settings. 
Keywords: Relational contracting theory, Relational Norms, Information sharing, Flexibility, 







The chapter includes introduction to the topic, research objectives, research question, contribution 
to the study and organization of the study. 
1.1 Introduction to the topic 
For decades, marketing scholars and practitioners have appreciated the role relationship marketing 
in promoting greater effectiveness and efficiencies (Adjei, Griffith et al. 2009). At the core of 
relational marketing perspective are the expectations about exchange behavior shared by exchange 
partners— the so-called relational social norms (Macneil 1978, 1980). Relational norms serve to 
guide, control, or regulate proper and acceptable behavior among exchange partners (Macneil, 
1980, 1983). Thus, partners under relationship marketing arrangements attain their individual 
goals through joint accomplishments while the expected long-term benefits of the relationship 
serve to restrain partners’ potential opportunistic behavior (Heide 1994). That way, relational 
norms help to take care of the loopholes in formal contracts entered between exchange 
partners(Lusch and Brown 1996) 
Macneil developed ten exchange norms; these are role integrity, reciprocity, implementation of 
planning, effectuation of consent, flexibility, solidarity, and the linking norms: restitution, reliance 
and expectation interests, creation and restraint of power, propriety of means, and harmonization 
with the social matrix.).(Ivens 2004) has identified a set of 10 principles arising from a 
heterogeneous line of literature that was proven to be central in the study of relationships.. 
Kaufmann and Stern (1988), (Heide and Miner 1992, Kaufmann and Dant 1992)point Role 
integrity, Solidarity, Information exchange and Reciprocity as more important norms for the 
preservation of exchange relationship. The author further points out more operationalized norms 
in literature with a large number of scales, these are: Solidarity, Flexibility, Long-term 
orientation and Information exchange(Ivens 2004) Among all the 10 exchange norms, three 
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norms are used in most of the literature review i.e. the norms of information sharing, flexibility 
and solidarity. 
The norm of Information exchange was introduced as one of the driver of the reciprocity 
.Information exchange lead to the collaboration and some lead toward opportunistic risk as well. 
It help to make a long-term decision between two partner and help to increase satisfaction between 
them. Solidarity leads trust and dependence in channel relationship .The solidarity between 
channel members reduce the opportunistic behavior and lead honesty and help to increase the non-
economic satisfaction (Morgan and Hunt 1994, Andaleeb 1996, Coughlan, Anderson et al. 2001).It 
is demonstrated by actions that directly contribute to maintaining relationships(Heide and John 
1992) Solidarity is the maintenance of a continued mutual benefit relationship, which is expressed 
in the concepts of cohesion and togetherness(Huang and Herriott 2013). Flexibility lead the 
channel member to deal with unexpected contingencies. (Ivens 2005)Demonstrates that the 
relationship quality driver in a business environment is flexibility. 
The wide-ranging literature on norms in business relationships shows the crucial role that norms 
play in exchange relationships (Macneil 1980). Relational norms lie at the heart of relationship 
exchange theory (Macneil, 1980), which is gaining growing interest among business-to-business 
relation among the various researchers. Among exchange norms, the norm of reciprocity underlies 
the effectiveness of all relationship marketing strategies (Bagozzi 1995). The norm of reciprocity 
dictates that an action performed by one party requires a compensating movement by the other. In 
other words, reciprocity involves mutual exchange of privileges. While interorganisational 
relationship scholars have studied reciprocity by focusing entirely on bilateral exchanges, 
sociology scholars have long recognized the manifest of serial (Moody 2008) see Wuthnow 1991 
. Serial reciprocity exists when people who receive privilege from one direction turn around and 
give privilege in another direction. That is, people reciprocate what they have received– for 
example, from a parent, a friend etc.– by providing something to a third party. As there is growing 
evidence that serial reciprocity is common among individuals(Greiner and Levati 2005)( Stanca 
2009), it is high time to investigate the role of serial reciprocity in interfirm exchange. As we now 
recognize the prevalence of hybrid forms of governance where the norm of reciprocity, among 
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others, play a vital role in promoting efficiency and effectiveness of interfirm exchanges, it 
intellectually tempting to investigate the implications of reciprocity beyond bilateral structures. 
1.2 Research objectives 
The proposed study seeks to explore the prevalence and importance of relational norms. The 
study also seeks to explore the prevalence and the drivers of serial reciprocity in 
interorganizational. This study aims at studying the driver reciprocity in the channel relationship 
between three Actor Company, distributor and retailer. 
1.3 Research question 
The study will attempt to answer the following questions: 
 What is the relative importance of relational norms? 
 Exploring the relationship between solidarity, flexibility and information sharing? 
 Exploring the reciprocity whether the information sharing, solidarity and flexibility shared 
between the company and dealer is associated to the information sharing, solidarity and 
flexibility that is shared between the dealer and the retailer? 
1.4 Contribution of the study 
In current marketing and research area and business to business relationship, the Macneil relational 
contracting theory has received the less attention than the transaction cost theory, resources based 
theory and agency theory .so in the study we will be focusing on the relational norms that have 
been developed by various literature review and going to analyses the result which one is relative 
importance among various norms. Moreover, this study adds to that knowledge. It helps the 
exchange parties to evaluate what kind of relational norms are shared in their distribution channel. 
However, this study also attempts to identify the factor that may be the reason for the difference 
in the relational quality that is shared between the company and the dealer compared to the 
relational quality that is shared between the dealer and the retailer. This helps the company to 
evaluate what kind of relational norms are shared in their distribution channel. The study also 
addresses the social factor lead serial reciprocity in the inter-organizational relationship. 
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1.5 Organization of the study  
There are altogether eight chapter in the study. 
The first chapter provides an overview of the background information, research problems 
objectives and contribution of the study. 
 In the Chapter Two there is discussion about the theoretical perspective of relational contracting 
theory. 
 Chapter Three presents the hypothesis that has been used for this study. 
 Chapter Four presents the methodology Operationalization and measurement of variables 
followed by overview of data analysis in chapter five.  
Chapter Six chapter present Measurement Assessment and data validation/ 
Chapter Seven present finding analysis  
 Chapter eight present conclusions of the study including summary of the findings, managerial 








This chapter presents literature review and discusses theoretical perspectives that are relevant to 
this study. The theoretical perspectives used for this study are namely; Relational Contracting 
Theory (RCT). The mentioned theoretical perspectives are used to develop the conceptual model 
of this study. Relevant constructs regarding driver in a channel relationship are derived from these 
theoretical perspectives. 
2.2 Relational contracting theory 
The theory of relationship contracting discusses how the observance of established standards 
affects long-term relationships. This theory is based on the theory of social exchange, which 
integrates the concept of justice as a basis of long-term relationships(Yilmaz, Sezen et al. 
2004)Macaulay's work (1963) has led to the concept of Relational Contractual norms (Faisol, 
Dainty et al. 2005).If relations are to continue, Macneil created a set of standards that defines the 
conduct that exists in relations and therefore should continue as long as its continuation is 
respected"(Macneil 1980). 
 It establishes a theory of inter-contractual relationships, which treats the management of exchange 
between firms from economic as well as social perspectives (Faisol, Dainty et al. 2005). He 
emphasized that in all businesses a contract is available for business relationships(Faisol, Dainty 
et al. 2005).The framework for Macneil (1980) is based on the assumption that economic players 
are self-sacrificing, social creatures and egoistic and opportunistic(Macneil 1980). (Macneil 
1980)defines exchanges between corporations as a continuum from transaction trade to 
relationship exchanges. 
He does not group structures through the use of governance structures, but only discusses 
behavioral dimensions in an exchange. He also claims that the form of governance that the 
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interaction is within does not dictate the application of the standards but depends solely on the 
situation or relationship between them(Michael and Kaaya 2016). 
Macniel (1978) the assumption of theory presumes that overtime; relationship contracts may occur 
according to current procedures and the context of this relationship. Over time the initial 
agreements reached at the beginning of the relationship will eventually shift. 
The first question is to know what Macneil means by the word "contract," which he describes as 
"no more or no less than relationships between the parties involved in planning for trade for the 
future" (Macneil 1980).This opinion is shared by five other lawyers in other professions and 
scholars, e.g. Macaulay, 1963(Mouzas and Blois 2008). Simply put, in Macneil's opinion a contract 
exists where a transaction takes place, and therefore a contract is present in all businesses(Mouzas 
and Blois 2008). 
Macneil's relational contracting model seems to be a rich conceptual framework that captures the 
dimension of the relationship and dynamics and the structure and the actions of the belief that 
contribute to a successful relationship(Nevin 1995). The marketing researcher's Macneil debate on 
relational contracting deserves considerable attention because it offers an equally rich model for 
modern trade-related relationships (Nevin 1995). Macneil has proposed a new approach to the law 
of contractual behavior, but his emphasis is not on law, but on contractual exchange (Nevin 1995). 
The contract is an exchange since the contract captures the relationship between the parties and 
this project exchange in the future (Nevin 1995). The relationship that he has spoken is the social 
relationship of custom, status, habit, hierarchical structure and the exchange of relations in the 
future (Nevin 1995).               
Macneil's view that promissory and non-promissory exchanges correspond to the type of 
marketing exchange(Nevin 1995). In the distribution marketing exchange relationship, the contract 
often relies on specific promising projects, but additional non-promising projects often fill the gap 
(Nevin 1995). The parties often undertake joint efforts not identified in the contact in franchisees 
or dealerships because they recognize that these actions benefit from a shared interest (Nevin 
1995). The Macneil described contractual relationship seems to be consistent with the nature of 
the exchange connection found in many marketing environments (Nevin 1995). The more 
relational exchange the marketing program is often focused, as are measures aimed at establishing 
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a relation between buyer and seller (Nevin 1995).  Macneil suggested the 12 contract behavior 
concepts as the basis for an exchange relationship (Nevin 1995). Macneil proposed 12 behavioral 
concepts are the cause for contractual solidarity, relationship expectations, co-operation, planning, 
distribution and sharing of benefits and burden, transfers, exchange timings, personal relation, 
number of parties, measuring and specificity (Nevin 1995). 
This contractual element demonstrates the complex nature of the exchange relationship and was 
introduced in the literature of marketing (Nevin 1995). Three class of contract norms common, 
discrete and relational was developed by Macneil. In 1983 the  10 common contract norms 
identified by Macneil include role integrity, reciprocity, implementation of planning, effectuation 
of consent, flexibility, contractual solidarity, restraint of power, propriety of means, the linking 
norms (restitution, reliance & expectation interest) and harmonization with the social matrix 
(Nevin 1995).Macneil emphasized the importance of rules for how business work in practice and 
introduced the notion that individual transactions vary from ' discrete ' to ' relational(Mouzas and 
Blois 2008).  
Among ten norms five norms are discrete: reciprocity, implementation of planning, effectuation 
of consent, linking norms, creation and restraint of power. Five norms are relational: role integrity, 
preservation of the relation (including contractual solidarity), harmonization of relational conflict 
(including flexibility), supracontractual norms and propriety of means(Perrien, Graf et al. 2008). 
However, certain researchers did not consider these standards to be clear dimensions of how 
relational standards are to be operationalized (Kaufmann and Dant 1992, Ivens 2004). Whilst some 
researchers do not discuss their choices with specific variable (Gassenheimer, Calantone et al. 
1995, Johnson 1999, Kim 2000). 
Among all the relational norms further points out more operationalized norms in literature with a 
large number of scales, these are: Solidarity, Flexibility, Long-term orientation and Information 
exchange (Ivens 2004). Relational Contracting  standards can be seen as potential solutions to 
overcome integration barriers and problems associated with the temporary organization's 
disappearance after a project has been completed(Faisol, Dainty et al. 2005). Relational 
Contracting  standards apply throughout the supply chain in work relationships with partners, long-
term ties are guaranteed(Faisol, Dainty et al. 2005). Relational Contracting standards (such as 
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solidarity, information sharing , flexibility, etc.) should tie parties to the positive relationship if 
they are able to maintain them, because attitudes to self-sufficiency will be reduced, if all 
participants feel they would be more returned to success in the whole supply chain(Faisol, Dainty 
et al. 2005). 
2.3 Assumption of relational contracting theory  
The theory of relational contracting theory explain the key premise of the existence of relationship 
structures underlying this hypothesis: trust and norms as the basic governance mechanism that 
prescribes behavior in inter-organizational relations(Macneil 1980, Morgan and Hunt 1994). The 
authors differentiate further this governance process with the market and hierarchical governance, 
so that action in relation contracting is not controlled by incentives, as in the case of market and 
hierarchical governance, but rather governed by reciprocal moral regulation and self-
regulation(Michael and Kaaya 2016).  
Relational Contracting Theory suggests that overtime, strong relationships tend to emerge which 
become stronger over time, form relationship norms that are then used as the basis for the conduct 
of business partners(Bradach and Eccles 1989). These related principles aim to safeguard member 
organizations against company member abuse behavior(Bradach and Eccles 1989). 
2.4 Relational norms  
According to Macneil  contracts (transactional or relational) are regulated by norms. Norms are 
characterized as the patterns in which members of the social system exchange agreed and expected 
behaviors(Axelrod 1986). The social interchange between partners is regulated by relation 
standards (shared expectations between exchange partners)(Joshi 1997). This norm defines correct 
actions, priorities or policies in relationships(Heide and John 1992). The norms include flexible 
requirements, solidarity exchange of information, mutuality and long-term emphasis in various 
literature review(Macneil 1980). Relational norms are considered to be similar for both parties 
because they are based on mutual interest expectations(Heide and John 1992).   
Prior theoretical and empirical studies develop relational norms as effective frameworks for 
informal governance which can reduce opportunism and (Brown, Dev et al. 2000)enhanced 
profitability, financial performance and cooperation(Cannon and Perreault Jr 1999).  Exporting 
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and foreign dealers will most probably have a high level of trust when relational norms are 
high(Zhang, Cavusgil et al. 2003). Formal governance mechanisms like formal contracts and 
monitoring are less likely to be applied(Dyer and Singh 1998) that details each party's roles and 
responsibilities, the monitoring procedure, the non-compliance penalties and results to be 
achieved.  Each party's perception of results remains uncertain and unguaranteed without 
structured contracts. This could generate confusion and inadequate alignment of roles based 
exclusively on relationship norms(Weitz and Jap 1995)with reduced cooperative behavior that 
reduces level of performance(Bercovitz, Jap et al. 2006). Even high levels of trust cannot assure 
that every party will be paid(Zhou and Poppo 2010).  Relation partners continue to shirk to a 
certain extent if they benefit(Poppo, Zhou et al. 2008). Relational norms may also prevent partners 
from monitoring relations. Establishing and maintaining relationship norms is very costly. 
All time and resources are required in the process of building these norms.(Williamson 
1985).Parties must dedicate significant resources to the establishment of mutual expectations when 
they have made an effort to find partners with related standards and to identify opportunistic 
companies. In order to share information and resolve conflicting interests, both parties must 
frequently communicate. To maintain a high level of mutual expectation, mutual abstention 
sometimes at the expense of one's own interests(Molina‐Morales and Martínez‐Fernández 
2009).Additional costs arise when exchanges of information expose information holders to free 
riding or information leaks(Williamson 1985).  High-level relationship expectations can limit both 
parties to a particular relationship in order to avoid other opportunities(Williamson 1985).As 
businesses engage in self-interested desires – searching for things of important information like 
software, essential expertise, etc. – in internalization and knowledge based strategy, companies 
lose competitive advantage(Rugman 1981). 
High-level interpersonal expectations can restrict both parties to the specific relationship in order 
to avoid other opportunities. The parties are not working with new, unproven trading partners but 
sticking with networks and relationships established, create obstacles to new ties and even make 
the best use of other market opportunities. Such relationship exchanges can also contribute to 
network instability, due to excessive persistence or over-trust in relationship security(DiMaggio 
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and Powell 1983). Distributors expecting longer-term relationships typically do not consider 
options and may benefit from less than optimal partner searches if they do(Uzzi 1997). 
2.5 Role of relation norms in inter organizational  
Scholars who advocate relational principles as an alternate governance framework argue that 
business transactions can be structured throughout a spectrum of operations, from market to 
relation(Macneil 1980). The relationship exchange is characterized by cooperation standards and 
the relationship common benefits(Heide and John 1992). In the absence of business and centralized 
governance structures, these principles act as effective governance frameworks and can also make 
it possible to enforce the more conventional TCE governance instruments. Relational expectations, 
in particular, will balance payment partners ' priorities and limit opportunistic behavior(Zhang, 
Cavusgil et al. 2003). Relational norms will increase the ability of organizations, as implemented 
in the TCE context, to achieve effective governance(Heide and John 1992). Independent 
companies cannot achieve organizational control and secure the resources of collaboration 
involved in the absence of relationship norms(Heide and John 1992).  
Researchers suggest that several different but related dimensions identify relational standards as 
role integrity, solidarity, and harmonization of relational conflicts and property of means to 
operationalize relational standards(Macneil 1980).(Noordewier, John et al. 1990) Refer domains 
flexibility of the supplier, provider assistance, supplier information, supplier monitoring and 
continuity expectations.(Heide and John 1992)use a set of dimensions which are fundamentally 
independent-flexibility, information exchange and solidarity-particularly important for marketing 
partnerships(Aulakh, Kotabe et al. 1996). Among all ten norms the three norms are more 
applicable in inter firm relationship which are solidarity, information sharing and flexibility. The  
table 1 shows  a list of the studies  conducted on the various industries. We can see various study 
has been conducted on information sharing, flexibility and solidarity. 
Table 1: studies conducted on Relational norms. 
Authors   Relational Norms  Finding  
(Hoppner and Griffith 2011) 
 
Types of Reciprocity impact 










Equivalence reciprocity and 
Immediacy reciprocity 
that relationship behaviors, in 
that what is exchanged, do not 
have to be exactly equal to 
what was obtained (i.e. 
heteromorphic reciprocity of 
equivalence) or returnable 
over a long time span (i.e., 
reciprocity of long-term 
immediacy).). Relational 
activity often decreases 
financial efficiency if the 
transactions have to be 
immediately equivalent (i.e., 
reciprocate homeomorphic 
equivalence) or returned 
within a short time span (i.e., 
immediate reciprocity within 
short periods)(Hoppner and 
Griffith 2011). 
(Huang and Herriott 2013) Flexibility solidarity 
,communication ,reciprocity 
,precedence and forbearance  
The finding of the study 
provides that these social 
norms are important among 
the parties in order to develop 




(Lostakova and Pecinova 
2014) 
Flexibility   




necessary to satisfy customer 
and strengthen the customer 




(Paulssen, Leischnig et al. 
2016) 
 
Solidarity ,flexibility and 
reciprocity  
The study findings provide a 
new understanding of the 
effects of relationship-
quantity factors and relation-
quality factors for the 
advancement of relational 
norms. 
(Jukka 2017) Flexibility, information 
sharing, long term orientation, 
mutuality and solidarity. 
The finding of the study 
shows that for business 
partners of varying cultural 
backgrounds the relational 
norms i.e.  flexibility , 
information exchange, longer-
term orientation, mutuality 
and solidarity are equally 
important(Jukka 2017) 
 
2.6 Relational development between channel members  
The important aspect of establishing relations between actors is the theory of relational contracting. 
The scholar was dedicated to studying the channel member’s development process(Nevin 1995). 
Organizational sociologists have investigated the contingency reason for why an organization tries 
to maintain an inter-organizational relationship with the other organization(Nevin 1995). Six 
general determination of the need for relation formation, asymmetry, necessity reciprocity, 
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efficiency, stability, and legitimacy were described in the integrative review of organizational 
literature((Oliver 1990). Each cause of the relationship formation may be separate and 
sufficient(Nevin 1995). 
The decision to establish a relationship with the other entity is typically based on multiple factors, 
although each purpose may play an important role in the establishment of a relationship between 
channels(Nevin 1995). The determinant of reciprocity of relation exchange is particularly 
important. The large portion of the inter-organization literature implicitly or explicitly suggests 
that the creation of relationships is reciprocal(Nevin 1995). The motivation for reciprocity has 
emphasized cooperation and teamwork between organizations instead of dominance and control 
in an asymmetrical manner(Nevin 1995). The concept of Reciprocation has a theoretically based 
approach to Exchange Theory. Instead of coercion, conflict, and superiority, the mechanism of 
relationship creation is characterized by reciprocal equilibrium equity and mutual support (Oliver 
1990). 
The reciprocity model is well associated with the idea of relationship exchange and relationship 
marketing(Nevin 1995). Organizations seeking to enter into relationships with the channel member 
must illustrate balance between equity and mutual support and avoid coercive power sources and 
unhealthy disputes in their contact with potential members of the channel(Nevin 1995). 
The successful creation of connection exchange between channel members needs certain prerequ
isites of productive interaction requires considerable reciprocal dependence between the channel 
members(Nevin 1995). 
According to (Anderson and Narus 1990)cooperation prosper as long as the supplier business and 
its exchange partner depending significantly and generally on relationships. The three precedents 
most widely reported were transaction-specific investment (switch cost), periods, and uncertainty 
or market place levels. Researchers found similar factors or antecedents for dependency(Anderson 
and Narus 1990). Dependency acts as a barrier to ties and motivates one party to cooperate with 
another(Palay 1984).  Investment that contributes to the relationship between both parties increases 
the like hood of the partnership contract(Palay 1984). 
Secondly, trust is similar to the relational manifest of solidarity norms it is not a full range of 
dimensions built under the relational exchange system. The  trust is a critical condition for 
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developing relationships(Kaufmann and Dant 1992).According to Pruitt 1981, trust is important 
to organize and collaborate leading to relationship exchange. 
2.7 Concept of reciprocity  
Behind a principle of reciprocal action one party must reciprocate actions in kind by the other party 
within the context of an exchange relationship(Gouldner 1960). Reciprocity means acts which are 
contingent on other people's reactions(Gouldner 1960). In a reciprocal working relationship, 
exchange partners balance certain activities, in proportion to what they are offered, with acts for 
others(Blau 1964, Carr 2006). In a mutual relationship, the exchange is driven to balance the 
relationship and therefore increase the favor of one exchange partner will, in effect, increase the 
benefit of the other exchange partner. Helping activities take a turn between partners as a mutual 
partnership grows(Greenberg 1968, Merrilees and Miller 1999). 
In economic interactions and social life, reciprocity plays an important role. It is common in 
everyday life that people react to bondage and harm with kindness, even when it is expensive to 
do so(Stanca 2009). The reciprocity study reveals previous research on evolutionary biology of 
human and other species interaction(Stanca 2009). Several hypotheses were suggested to clarify 
trends of the behavior of cooperation(Stanca 2009). The theory of reciprocal altruism states that 
species cooperate bilaterally to achieve net profits (Trivers 1971). The theory of indirect 
reciprocity suggests that species that help others to create a reputation or image value for 
themselves can benefit from others in larger groups in the future(Zahavi 1995, Nowak and 
Sigmund 2005). Reciprocity is norms that involves one party's behavior to compensating move of  
other party  (Houston and Gassenheimer 1987), is a center of the relationship between cooperatives 
and exchange(Achrol and Gundlach 1999). 
Serial reciprocity is also known as “upstream reciprocity (Nowak and Sigmund 2005). According 
to (Nowak and Sigmund 2005) Reciprocity could then be defined as direct and indirect, and 
reciprocity could further be classified as "reciprocity upstream" and "downstream," 
respectively(Stanca 2009). Direct reciprocity means that A is helping B and B is helping A. 
Reciprocity upstream means that A helps B and B helps C(Stanca 2009). Reciprocity downstream 
ensures that C helps A helps B with A.The former two reciprocal types were regarded as "strong 
reciprocity" because there were no strategic incentives(Stanca 2009). Several research are been 
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conducted on direct reciprocity whereas in literature the study on upstream and downstream are 
under examination. Various author(Stanca 2009)and (Kandori 1992)presented a theoretic model 
where random matched partners could maintain social norms by indirect (downstream) reciprocity 
in repeated games. 
Direct reciprocity is defined by a double coincidence: it is the first mover of the group which 
receives a reciprocal gesture, and the first motion receives the reciprocal party (Stanca 2009).In 
serial reciprocity, the mutual act beneficiary is a non-related third party, not a first mover from 
whom the beneficial or detrimental act comes(Stanca 2009).Serial reciprocity can occur in 
different situations (Li 2018). The disproportionate power, position or resources of the first driver 
could, for example, limit the ability or opportunity for the answering motor to reciprocate directly 
in turn and, consequently, make someone else kind enough or hurt(Li 2018). In the meantime, the 
growth of the world market and e-commerce have created increasingly widespread interactions 
among strangers who may never interact again(Li 2018). The previous transaction's experience 
can affect the next one consciously or unconsciously(Li 2018). In terms of its persistence and 
major ripple effects in social and economic relations, a relatively poor study of serial reciprocity 
has been carried out(Li 2018). 
One of the first studies (Dufwenberg, Gneezy et al. 2001)compare the result of direct and serial 
reciprocal motives. Using the trust game researcher have tested serial reciprocity and direct 
reciprocity among four-person two-pair (pair A and pair B) group(Dufwenberg, Gneezy et al. 
2001). Direct reciprocity was measured by the amount sent by the responder of pair A to the first 
mover of pair A, and serial reciprocity was measured by the amount sent by the responder of pair 
A to the first mover of pair B(Dufwenberg, Gneezy et al. 2001)Their results showed that no 
significant difference was made between serial and direct reciprocal. In same experimental setting  
again the investigation was done by  (Stanca 2009) where all the three  type of reciprocity i.e. 
direct reciprocity, upstream reciprocity and downstream reciprocity are compared .  It was found 
that serial reciprocity was among the three reciprocal motives the strongest and has highest amount 
of yield(Li 2018). Both studies revealed a surprising phenomenon of the importance of direct 






RESEARCH MODEL AND HYPOTHESIS 
3.1 Introduction to the chapter 
The chapter presents the conceptual model and hypothesis of the study focus on the theoretical 
framework. The chapter present the conceptual framework that explain the relationship between 
the dependent variable and independent variable. The chapter also present the hypothesis and 
conclusion is done by providing summary of this chapter. The hypotheses explained in the chapter 
have been derived from the deliberations of relational contracting theory appending with the 
relational quality. We are going to empirically test the association between relationship quality 
shared between company and distributor and the relational norms provided by the distributor and 
the retailer are similar  or not. 
3.2 Overview of the Conceptual Model of the Research 
 The chapter present the driver of reciprocity in the business relationship based the theory of the 
relational norms in the preceding chapter. In the study we have adopted  the tripartite 
conceptualization of relational norms that features the flexibility, information exchange, and 
solidarity dimensions which is proposed by (Heide and John 1992).Information sharing 
(INFOSYS) ,Solidarity( SOL) ,Flexibility (FLEX) and between the distributor and the company  
as independent variable were used to examine the influence in  dependent variable which is 
relational quality between distributor  and the retailer in terms information sharing( INFOSYS) 
,solidarity (SOL) and  flexibility(FLEX) . 
Information exchange was introduced as one of the driver of the reciprocity. Information exchange 
lead to the collaboration and some lead toward opportunistic risk as well. It helps to make a long-
term decision between two partner and help to increase satisfaction between them. 
Solidarity most important driver are trust and dependence in channel relationship. When a member 
of a channel depends on his dealer, he should value and work to keep  and maintain the 
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relationship(Andaleeb 1996).The trust among the channel members increase honesty with each 
other and reduce the opportunistic behavior and lead honesty and help to increase the non-
economic satisfaction (Morgan and Hunt 1994, Andaleeb 1996, Coughlan, Anderson et al. 2001) 
.It is demonstrated by actions that directly contribute to maintaining relationships(Heide and John 
1992) Solidarity is the maintenance of a continued mutual benefit relationship, which is expressed 
in the concepts of cohesion and togetherness(Huang and Herriott 2013).  
Flexibility lead the channel member to deal with unexpected contingencies. (Ivens 2005) 
Demonstrates that the relationship quality driver in a business environment is flexibility. 
Information sharing  
The exchange of information defines bilateral expectations that the parties provide the other 
partner with useful information proactively(Heide and John 1992). It gives producers and 
distributor’s protection in that each can expect the other to provide information which may 
influence their operations(Heide and John 1992). It provides a safeguard. It protection allows the 
exchange parties to better address the risk associated with environmental instability and the moved 
control(Heide and John 1992). The exchange of information refers to the expectation that the right 
conduct will be communicated frequently, informally and fully for both exchange partners(Heide 
and John 1992). 
Collaboration between the producer and the distributor offers a means of information sharing 
(Fearne, Barrow et al. 2006).Distributors have information that is difficult for manufacturers to 
access .Some of this information can be sensitive and may, if shared, give the distributor a potential 
risk of opportunistic uses (Wathne and Heide 2000).The governance structure that enables 
information sharing between the distributor and manufacturer must therefore be investigated. The 
type of data analyzed is "strategic information," which refers to data collected and stored by 
distributors that impact on business decision making in the long term. This information is 
important for manufacturers, who employ indirect sales and need strategic information about 




Information sharing are of two types which distributor can share to the manufacturer which are 
External and internal. .External customer information (wanted innovations, changes in sales 
systems, product quality improvements) and competitors, (pricing strategies, service enhancement, 
developed innovations, potential competitors in the commercial distributor) which have 
implications for company decision making in the long-term (Vázquez-Casielles, Iglesias et al. 
2013). 
Internal operational information or details collected and stored by retailers concerning the future 
planning of their operations (stock rates, selection and marketing plans, profit margins) and the 
future planning of the market groups (key clients of suppliers, new services offered, most 
important consumers)(Vázquez-Casielles, Iglesias et al. 2013). External approach data is 
vulnerable and is less able to be exchanged by distributors(Vázquez-Casielles, Iglesias et al. 2013). 
The information sharing has positive relationship with the satisfaction(Mohr and Sohi 1995) . The 
frequency of information sharing increased ,the satisfaction level among the parties also get 
increased(Mohr and Sohi 1995). Several different sources can contribute to channel disputes, but 
one major source is inadequate channel-members information exchange which sometimes leading 
to misunderstandings, inaccurate policies, and a feeling of frustration(Lusch 1976). 
The good quality of information sharing between company and dealer affects positively on the 
quality of information shared among dealer and retailer. As information sharing increases 
relational quality among two parties. The members may obtain valuable resources from another 
member (Pai and Tsai 2016). A member keeping positive reciprocity expectations will feel 
obligated to assist other members or generate value for the group(Pai and Tsai 2016).Some of 
researcher have found that reciprocity allows a firm to take the same action that it has taken in 
exchange (Axelrod 1986, Campbell, Graham et al. 1988, Graham, Kim et al. 1988, Adler and 
Graham 1989). Whereas, some other researcher have observed that, whereas others recognize that 
the exchange partner can take different actions in return (Frazier and Rody 1991, Pervan, Bove et 
al. 2009, Hoppner and Griffith 2011). 
According to principle agent theory information exchange help to increase satisfaction in 
relationship (Mohr and Sohi 1995).so when the distributor is satisfied with the company that can 
has positive impact  on distributor relationship with retailer . As according to upstream reciprocity 
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when A helps B that create positive impact on B and B help C .With this concept our model is 
developed where we are going to evaluate that information  shared between company  and 
distributor  has positive impact on the information sharing between distributor and retailer  
H1 (a): Information sharing is positively associated satisfaction. 
H1 (b) Information sharing between the company and dealer affect positively  information sharing 
between  dealer and the retailers. 
Solidarity  
The principle of solidarity describes mutual beliefs that the partner is very important.  Solidarity 
refers the needs of  parties to be in a partnership and to agree to maintain the relationship (Cannon 
and Perreault Jr 1999)Therefore, the relationship norm of solidarity specifically prescribes conduct 
for maintenance of the relationship(Heide and John 1992).Solidarity is expected to work in the 
interests of the partners and to make movements that gain only a unilateral advantage and to be 
unacceptable(Heide and John 1992). 
Solidarity fosters a reciprocal approach to problem solving and is focused on alliances and the 
ability to find a long-term balance between cost and benefit(Macneil 1980). In situations where an 
exchanging partner is facing a difficulty, solidarity is particularly important as such. The emphasis 
of the solidarity convention is the preservation of an exchange relationship(Kaufmann and Stern 
1988). Solidarity is the maintenance of a continued mutual benefit relationship, which is expressed 
in the concepts of cohesion and togetherness(Huang and Herriott 2013).Solidarity links personal 
attitudes and behaviors, for example, in the partnership, to adapt personal benefits in order to share 
the needs of others(Huang and Herriott 2013).Solidarity is the belief that "we all are united". The 
principle suggests that groups collaborate and enable them to gain long-term benefits, and are often 
prepared to sacrifice short-term benefits(Macneil 1986). 
Trust and dependence are equally important channel-based drivers of solidarity. When a channel 
member is dependent on its distributor, "the relation should be quality and it should be sustained 
(Andaleeb 1996).The study of several decades has shown that trust in the partner helps the partner 
companies believe in the integrity of the partners, decreases opportunistic attitudes, lowers 
management worries regarding uncertainty about results, and increases the management's non-
20 
 
economic happiness(Morgan and Hunt 1994, Andaleeb 1996).Trust is a significant satisfaction 
precedent. Where there are high levels of trust, the customer appears to be pleased with the 
relationship due to the strong conviction that the supplier's actions would result in positive results 
for both parties(Andaleeb 1996). Lack of trust in a relationship would cause unfavorable attitudes 
and therefore negative results(Dwyer, Schurr et al. 1987).Concerning trust as an important part of 
a reciprocal exchange(Macneil 1980).It is very reasonable that this informal process contributes to 
relationship satisfaction.(Bianchi and Saleh 2010). High levels of mutual trust facilitate the 
effective exchange and enhance relationship satisfaction and performance(Bianchi and Saleh 
2010). 
Solidarity leads relationship management conduct and increased transaction performance(Zhang, 
Cavusgil et al. 2003).The degree to which the behavior of an operator demonstrates solidarity with 
the exchange partner serves as indicator of long-term relationship stability(Sven Ivens 
2004).Solidarity is defined as a willingness and ability to help in the concept of relational 
contracting, sharing problems and improvement for mutual benefits(Lusch 1976, Heide and John 
1992). (Medlin and Quester 2001)concluded that solidarity is linked to commitment-a key element 
of building relationship success.  
As solidarity lead to increase the relational quality between two parties. Some of researcher have 
found that reciprocity allows a firm to take the same action that it has taken in exchange (Axelrod 
1986, Campbell, Graham et al. 1988, Graham, Kim et al. 1988, Adler and Graham 1989). Whereas, 
some other researcher have observed that, whereas others recognize that the exchange partner can 
take different actions in return (Frazier and Rody 1991, Pervan, Bove et al. 2009, Hoppner and 
Griffith 2011).The principal of upstream reciprocity is when Someone who has just provided 
support is uplifted, happy and thankful, and therefore more willing to help others(Nowak and Roch 
2007). When someone is kind to you, you're feeling good and might be inclined to be kind to 
another person(Nowak and Roch 2007). This daily experience is borne out by experimental games: 
the receivers of an act of kindness are more likely to help in response, even though someone else 
is the one who profits from their generosity(Nowak and Roch 2007). So in our model posits that 
when there is good quality of solidarity shared among the two parties it lead satisfaction among 
them. Furthermore, the model also posits that when there is good quality of solidarity shared 
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between company and dealer then it has positive impact on the solidarity that is shared by dealer 
and retailer. 
H2 a: The solidarity leads to satisfaction. 
H2 b: Solidarity between the company and dealer is positively  associated with the solidarity shared 
between the dealer and its  retailers. 
H2 c: The solidarity leads to Information sharing. 
Flexibility:  
The related flexibility standard helps many channel systems to cope with such unexpected 
contingencies by representing "the assurance that relationships will undergo good faith changes 
where a certain practice is detrimental in view of changed circumstances”(Heide and John 
1992).However, with the necessary changes underway, one of the parties–and the most powerful 
(without dependence) party in many cases–is usually in a relatively better position(Sezen and 
Yilmaz 2007) The belief that the current partner is highly valuable and irreplaceable drives 
contingent organizations to decide (reactively) to particular improvements with their strong 
partners, so that the beneficial partnership can continue (Sezen and Yilmaz 2007). 
Forms of flexibility in Channel Relations are generally reactive and compliant, that is, they are 
presented as a response to the specific demands of the partner, and short-term in scope, i.e. to give 
the more powerful partner immediate assurance of the continued value of the relationship (Sezen 
and Yilmaz 2007). Flexibility as a reciprocal requirement of ability to change to changing 
circumstances (Heide and John 1992). This refers to parties being able, in response to unexpected 
or changing circumstances, to change practices and policies (Boyle, Dwyer et al. 1992). In the 
future, planning and adaptation are required because of an uncertain business environment (Boyle, 
Dwyer et al. 1992). Several researchers propose flexibility to allow continuous planning and 
adjustment of obligations among exchange partners.  A more static approach leads to fixed 
working conditions (Boyle, Dwyer et al. 1992). The relationship will be subject to change if the 
regulated practice proves to be harmful to one or both sides in changed circumstances when the 
exchange(Heide and John 1992) between a producer and a foreign dealer takes place(Heide and 
John 1992).Flexibility means the expecting of the other partner being willing to renegotiate the 
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original terms of the contract in order to reflect the modification of the contractual environment 
when one of the partners is faced by an unanticipated crisis(Heide and John 1992). 
When faced with the challenging changing situation in this sense, the channel partners behavior 
responses are largely determined by its understanding of the channel relationship's dependence 
structure rather than the partner's trust level (Sezen and Yilmaz 2007).While trust may also affect 
flexibility, trust-based flexible conduct is voluntary and, therefore, more likely to cost-benefit 
calculations (Sezen and Yilmaz 2007), concerns regarding efficient resource allocations and 
possible effects of uncontrolled outside factors (Sezen and Yilmaz 2007). 
Throughout long-term interactions, there may be a noticeable difference between the conditions 
surrounding the relationship at times(Thompson 1967).Flexibility is extremely important in the 
setting of resources since time is very valuable because the performance cannot be preserved. 
Flexibility or the rigid association of one company with structured contracts may lower the 
relationship quality of the other party where help is needed(Ivens 2005).(Bello and Gilliland 
1997)Find a positive correlation between flexibility and efficiency of industrial channels. The 
relationship quality driver in a business environment is flexibility(Ivens 2005). Flexibility means 
increasing the range of available goods, maximizing the potential of an undertaking to adapt 
quickly and achieving good efficiency across this range of products. Flexibility requires an 
initiative from the organization to improve reaction and remove bottlenecks across the value 
chain(Upton 1994). 
The degree of flexibility frequently relates to relationship duration(Huang and Herriott 2013). A 
longer relationship creates a strong trust between the partners(Huang and Herriott 2013).Flexibility 
has shown that it improves trust in both parties(Swan, McDermott et al. 2002). This happens when 
both parties are prepared to reconfigure obligations beyond contractual terms(Swan, McDermott 
et al. 2002). This type of non-contractual behavior is a key element of mutual cooperation in the 
improvement of exchange(Swan, McDermott et al. 2002). Flexibility  help to increase cooperation 
and relational quality among two parties. The relational quality is referred as satisfaction, 
commitment, cooperation. When distributor is satisfied then it will have positive impact in the 
relationship between distributor and retailer. As according to upstream reciprocity when A helps 
B that create positive impact on B and B help C. With this concept our model is developed where 
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we are going to evaluate that good quality of flexibility  shared between company  and distributor  
has positive impact on the flexibility shared between distributor and retailer 
H3 (a) The flexibility leads to  satisfaction. 
H3 (b)The Company flexibility with the dealer has positive impact on flexibility between dealer 
and its retailers. 


















This chapter includes the research methodology that is related to the study. The chapter contains 
research design, sources of data, population of the study, sample size and sample frame. The 
chapter present about the development of questionnaire as well as data collection instrument. 
4.2 Research approaches 
There are three types of research approaches that are used in the research: Inductive approach and 
deductive approach and mixed  
4.2.1 Inductive approach  
Inductive method, known also in inductive reasoning, begins with observations suggested and 
derive a generalization of theory through observation at the end of the research cycle(Goddard 
2004). At the beginning of the study, no assumptions or hypotheses will apply, and the researcher 
is free to change the course of the analysis after the research process has started(Dudovskiy 2018). 
An inductive approach moves from specific observations to more general theories(Burney 2008). 
4.2.2 Deductive approach  
A deductive method is to "create a theory-based hypothesis and to then formulate a hypothesis 
testing technique to check the hypothesis"(Wilson 2014). A deductive design may check whether 
this relationship or correlation has been achieved under more general circumstances. 
Deductive reasoning works from the more general to the more specific(Burney 2008) 
. When a causal association or correlation seems to be inferred by a particular case or hypothesis, 
it may also be valid. 
Deductive work explores a proven hypothesis or concept and checks whether it is true under 
particular circumstances(Snieder and Larner 2009). It was noted that "the deductive method most 
closely follows the direction of logic. The thought begins with a hypothesis and progresses to a 
25 
 
new conclusion(Snieder and Larner 2009). This hypothesis is tested by comparing it with findings 
that either support the hypothesis or deny it. In addition, deductive reasoning can be described as 
a justification from the general to the particular(Pellissier 2008). 
Advantages of Deductive Approach are as follow(Dudovskiy 2018) 
Possibility to explain causal relationships between concepts and variables. 
Possibility to measure concepts quantitatively. 
Possibility to generalize research findings to a certain extent. 
Deducing hypothesis from theory. 
Deducing hypothesis from theory(Dudovskiy 2018). 
Formulating hypothesis in operational terms and proposing relationships between two specific 
variables(Dudovskiy 2018) 
Testing hypothesis with the application of relevant method(s). These are quantitative methods such 
as regression and correlation analysis, mean, mode and median and others(Dudovskiy 2018). 
Examining the outcome of the test, and thus confirming or rejecting the theory. When analysing 
the outcome of tests, it is important to compare research findings with the literature review 
findings(Dudovskiy 2018). 
Modifying theory in instances when hypothesis is not confirmed(Dudovskiy 2018). 
4.2.3 Mixed approach  
Abductive reasoning is often called an abductive approach to tackle deductive and inductive 
limitations. In particular, the lack of consistency about how to choose the hypothesis which must 
be checked through the formulation of hypotheses criticizes deductive reasoning(Dudovskiy 
2018).The research process begins with the abductive approach of "surprising facts" or "puzzles" 
and the research process is clarified(Bryman A. & Bell 2015). 
The approach used in this research is deductive approach. As the hypothesis are been developed 
with the help of various existing theory. 
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4.3 Research Design 
This process is designed to provide a blueprint of the activities needed for the research questions 
found in the exploratory phase to be satisfactorily answered. It entails choosing a method of 
analysis, applying value concepts, and designing a suitable sampling strategy(Bhattacherjee 2012). 
The study have made use of quantitative approach. Quantitative research is characterized as 
systematic phenomenon analysis through the collection of quantifiable data and numerical, 
mathematical and computational techniques(Bhat 2019). According to (Creswell 2002) 
"Quantitative research is the method of gathering, analyzing, analyzing and writing research 
results, whereas qualitative research is distinct from traditional quantitative approaches to data 
collection, interpretation, and reporting". Quantitative research gathers current and prospective 
participants  ' data through collection and dissemination of on-line surveys, on-line surveys, 
questionnaires, etc (Bhat 2019). On the aspect of quantitative research the author have adopted 
cross-sectional study (Bhat 2019). Longitudinal are also observational studies but longitudinal 
studies were performed over various periods to observe changes in participants ' attitudes and 
cognitive processes as opposed to cross-sectional research(Bhat 2019). 
4.4 Data sources  
In statistical analysis, the collection of data plays a very important role. Research uses various 
methods for collecting information in two types, i.e. primary and secondary data(Douglas 2015). 
Primary and secondary sources has been used in the study in order to address the research question. 
Primary research is work which generates information which can be only accessed directly from 
an original source(Currie 2005). The researcher has direct contact with the initial source of the 
data in some forms of primary research(Currie 2005). The primary data were previously unknown 
information collected specifically by the author for a specific research task(Currie 2005). Primary 
data are collected using three major approaches, surveys, interviews and observations (Currie 
2005). 
In the research primary data is collected with  the use of data collection method  Survey. In order 
to collected data author have made use of questionnaire which is developed by reviewing various 
literature review. The study main objective is to explore the potential prevalence of serial 
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reciprocity among interorganizational relationships in marketing distribution channels. Since the 
essence of serial reciprocity is “scratching somebody else’s back after your s has been scratched 
by another”, this study have made requirement of a distribution channel with two or more tiers as 
its source of empirical data. In the study the author have collected primary data from a two channel 
member located in between company and the customer which are Dealer and Retailer in the 
distribution chain. The suggested context is the media production company in Nepal.  
Secondary research is based on well-tested and previously collected and processed results(Bhat 
2019).Secondary data are been collected from various literature review and website .In study the 
secondary data are used to give author an insight about the study .Various literature review has 
been reviewed by the author and has been used in order to formulated various hypothesis based on 
various kind of theories, address various driver of serial reciprocity and helps in developing theory 
of the study like transaction cost theory, relational exchange theory. 
4.5 Process involved in sampling process  
Define target population 
Choose sample frame 
Determine sample size 
Selecting sampling method  
Appling chosen sampling method 
4.5.1 Target population 
The population shall refer to all objects, subjects or members that correspond to a collection of 
observations, as aggregate or as a totality (Pilot 1999)In this study the population represent  80 
dealer and 2000 retailer who are working in company A media production company in Nepal. 
4.5.2 Sampling frame  
Sampling frame can be explained as a list of people within the target population who can contribute 
to the research. For a sample dissertation named above, sampling frame would be an extensive list 
of 80 dealer and 500 retailer of media Production Company in Nepal. 
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4.5.3 Sampling size 
The sampling refers to the identification of a group of individuals from a population in order to 
approximate the characteristics of the entire population(Kish 1965). The two main benefits of 
sampling include the quick collection of data and lower costs (Kish 1965). Sampling is commonly 
used for information gathered about a population for market study, medical research, and 
agricultural research. (Singh Ajay S 2014)The method for determining the amount of findings in 
the survey is the sample size calculation (Singh Ajay S 2014). Sample size is an important 
characteristic of any research or investigation aimed at making assumptions about the sample 
population (Singh Ajay S 2014). The sample size must be carefully set so that clear and consistent 
conclusions can be drawn (Singh Ajay S 2014).  
In our study the sample size that author have selected is 500 retailer and 80 dealer of media 
production Company in Nepal. There is inclusion of both dealer and retailer help to get broader 
exploration of the research question from the distributor and retailer perspectives which will be 
useful in answering the research question. 
4.5.4 Sampling method 
The samples framework is the group of individuals who can be chosen by the sampling system 
used in the analysis from the target population. Sampling can be described as the mechanism by 
which individuals or units from the sample system are chosen. The technique for sampling should 
be defined in advance as the method of sampling can influence the sample size estimate (Martínez-
Mesa J 2014). There are two type of sampling method that are probability sampling and non-
probability sampling method(Martínez-Mesa J 2014). 
Non probability Sampling 
Non probability method is the type of sampling is often related to the design and quality analysis 
of case studies (Taherdoost 2016). For this reason the case studies tend to focus on small samples 
and to research a real-life event, not to draw statistical conclusions with respect to the broader 
population (Taherdoost 2016). In the latter case studies, small samples are often concentrated, and 
a phenomenon in real life is to be investigated rather than statistically determined in respect of the 
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broader population(Yin 2003).A participant sample or cases must not be representative or random, 
but a specific reason for including such cases or individuals is required (Taherdoost 2016). 
Convenience sampling  
Convenience sampling selects participants because they are both readily available and easily 
accessible. Comfort sampling is usually favored by students, since it is inexpensive and easy to 
use compared to other sample techniques(Ackoff 1953).Convenience sampling also helps solve 
many of the study limitations (Taherdoost 2016). 
Quota sampling  
Quota sampling is a non-random sampling technique in which participants are chosen on the basis 
of predetermined characteristics so that the total sample will have the same distribution of 
characteristics as the wider population(DAVIS 2005). 
Judgmental sampling  
Purposeful or judgmental sampling is a technique where different settings are chosen deliberately 
to provide important information that is not accessible through other choices(Maxwell 2012). 
Snowball sampling  
Snowball  sampling  is  a  non-random  sampling  method  that  uses  a  few  cases  to  help 
encourage  other  cases to  take  part  in  the  study,  thereby  increasing sample  size.  This approach 
is most applicable in small populations that are difficult to access due to their closed nature, e.g. 
secret societies and inaccessible professions(Brewerton and Millward 2001). 
Probability Sampling  
In probability sampling randomization is used in order to insure that all population components 
have equal chances of becoming part of the sample chosen (Singh 2018). It is also regarded as 
random sampling .(Singh 2018). Random samples are most bias-free, but can reflect the time and 
energy of the most costly sample for given level of sample error(Brown 1947).The types of 
probability sampling includes simple Random sampling ,systematic sampling ,stratified random 
sampling ,cluster sampling and multi-stage sampling(Taherdoost 2016). 
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Simple random sampling: 
 The simple random sample means that every population case is equally likely to be included in 
the sample (Taherdoost 2016). 
Systematic random sampling 
 Systemic sampling is the location of each nth case following a random start (Taherdoost 2016)u. 
For example, every fifth consumer can be selected from your sample if a sample of consumers is 
surveyed. The simplification is the advantage of this sampling method (Taherdoost 2016). 
Stratified random sampling 
 Stratified samples are used to divide population into strata (or subgroups) and take a random 
sample from each subgroup (Taherdoost 2016).  A collection of objects is a natural set (Taherdoost 
2016). Subgroups may be based on size, gender, or business (only a few). Stratified sampling is 
often used when a population changes dramatically (Taherdoost 2016). Stratified samples are 
generally used where the population varies greatly. The goal is to ensure the adequacy of every 
stratum (Ackoff 1953). 
Cluster sampling 
Cluster sampling is the set of clusters is divided into groups or clusters. A random sample of those 
clusters is then taken, all of which are used in the final sample(Wilson 2014). 
Multi-stage sampling:  
Non-Probability sampling is not based on randomization. This approach is more focused on the 
abilities of a researcher to choose sample items(Singh 2018).Various type of non-probability 
sampling are convenience sampling ,quota sampling ,snowball sampling ,judgmental sampling 
,and consecutive sampling(Taherdoost 2016) . 
In this research non probability sampling method was adopted .Among the several sampling 
method author have made use of convenience sampling method. Convenience Sampling is 
inexpensive, simple, and readily available subjects. The questionnaire were sent to the all 500 
retailer and 80 dealer. Convenience sampling (also known as haphazard sampling or accidental 
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sampling) is a form of non-probability or non-random sampling where members of the sample 
population who meet certain practical requirements such as ease of access, geographical proximity, 
availability at a given time or willingness to participate are included for study purposes(Dornyei 
2007). So the reason to choose convenience sampling is easy access and availability of the 
respondent in seminars conducted by the company and willingness of participation. 
4.5 Questionnaire Development  
The survey was the data collection tool that was used in the study .The survey is a useful technique 
to collect facts, thoughts, behaviors or attitudes from a range of respondents(Maylor, Blackmon et 
al. 2016).The questionnaire in the survey  were used from the  various literature reviews that has 
been done by various scholar on relation norms .So those survey questionnaire were modified 
accordingly  in order to fit for our study. As the majority of dealer and sub dealer who are the 
respondent are mostly familiar with Nepali language .So, the questionnaire first was formed in 
English version then has been translated in Nepali language for the convince of dealer and sub 
dealer. There were same types of questionnaire constructed for the dealer and sub dealer. The 
interval data was constructed in the form of five category scale with 1= strongly disagree to 5= 
“strongly agree”. The item were designed in order to measure the construct of the study. 
Furthermore, the questionnaire for the dealer were constructed with the categories of questionnaire 
that contain the main variables of the research that are information sharing, flexibility and 
solidarity .Whereas same survey was sent to the  sub dealer survey which was also focusing on the 
main focus  of the and have the category of the questionnaire consist of the main  components of 
the research which are information sharing ,flexibility and solidarity . 
The questionnaire were pretested before finally sending to the respondents, Pretesting is a way of 
ensuring that questions work as planned and that these people who are likely to respond to them 
are unable to answer them. Pretesting is also capable of reducing sampling error and rising the 
response rate to the questionnaire(Drennan 2003).The pretesting of questionnaire was done in 
order to view if the questionnaire sent to respondent was in understandable manner .Pretesting was 
conducted on  three Dealer and five  retailer. In the result it was found that questionnaire converted 
in Nepali language was not giving the same meaning like English questionnaire .So then I have to 
32 
 
take help of person who is good in Nepali translations in order to get same meaning as English 
questionnaire. 
4.6 Data collection process  
As the main tool for the data collection was survey so after the questionnaire was been pretested 
by sending to few dealer and sub dealer. The final questionnaire was sent to the respondent. As 
Churchill (1999) suggests a questionnaire can be administered by mail, telephone or in person 
through face-to-face interview. The final questionnaires were sent by email and most of respondent 
were sent on messenger and also called by phone in order to help them to fill the survey. In this 
kind of research interview is not applicable so, survey method was used. The choice of this 
technique stemmed to be not so good and likely to have low response rate. As my motive was to 
go back to Nepal and collect survey by visiting they but I couldn’t do it because of worldwide 
disease Corona virus. So, I was left with the email and messenger as my option. But because of 
personal connection with the company and marketing officers and dealers I was able to collect 
data easily and got high response rate than what I targeted. For the dealer it took one week while 
for sub dealer it took for than 2 months. Most of the sub dealer survey was collected in the seminar 
which was conducted in all the region of Nepal for the sub dealer. In the seminar the marketing 
officer have asked them to fill the survey as the feedback by the sub dealer. Data collection have 
been started by the author from Feb to March. 
4.7 Response rate  
In the study the response rate for the dealer was 39. Whereas, for the retailer author was able to 
collect 158 responses. Due to the several problems were not able to reach all the respondent. But 





MEASUREMENT AND OPERATIONALIZATION 
5.1 Introduction 
The chapter provide the overview of operationalization and measurement of variable that have 
used in the study. Various literature reviews have done on the context of study. From those 
literature review author has come up with various construct and have adopted in the context of the 
study. 
5.3 Measurement 
One of the challenging activities in research area is development of the measurement scale which 
lead the valid and reliable result. It is very important that the researcher make use of appropriate 
measurement that have accuracy in collecting the data. 
Latent variables are the variable are purest form of the one-dimensional simple notion that cannot 
be evaluated in a straight line because they cannot be directly observed. In order to calculate latent 
variables, the construct must be operationalized and connected to measurable variables which can 
represent it(Byrne 2013).Making the latent variable measurable indirectly by calculating the 
observed values of the construct(Byrne 2013).The implementation of latent variables to 




Figure 1:Measurment construct  
The variable can be expressed by four level of measurement scale  
Nominal scale  
The scale is used for categorical variables; if they have the same attributes, two objects are given 
the same symbol or number; It clearly marks the items based on gender, religious affiliation, 
university major, e.g. male = 1 and female = 2. 
Ordinal scale  
The ordinal scale includes items to bring in order. This calculates a variable by magnitude, or level. 
Ordinal scales tell us the relative order but don't give us any detail about rank differences 
Ratio scale 
Ratio scales are those with all the characteristics of nominal, ordinal, and interval scales and often 
have a "true zero" level (where the value zero means that the underlying structure is missing or not 
available). 
Interval scale  
Interval scales are those in which the calculated values are not only rated but often equidistant 
from adjacent attributes. An interval scale is one in which there is order and there is a substantial 
difference between two values. 
5.4 Measurement model 
There are two type of measurement model used for the measurement studies that are used in order 
to use multiple indicator of latent construct(Jarvis, MacKenzie et al. 2003).The two model are 
principle factor model which is alternatively well known as reflective model and another is 
composite latent variable which is alternatively well known as formative model(Jarvis, MacKenzie 
et al. 2003). 
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5.4.1 Principle factor model  
The most widely used latent variable measurement model is the key factor model, where 
covariation among the measurements is caused by variance in the underlying latent factor and thus 
represents it(Jarvis, MacKenzie et al. 2003). 
The path of causality is from the construction to the indicators and changes in the underlying 
construction are hypothesized as causing changes in the indicators. The latent variable affects the 
indicators in this model, thereby accounting for their inter-correlations(Jarvis, MacKenzie et al. 
2003). 
Reflective indicators of a significant latent construction factor should be internally consistent and, 
because all measures are considered to be equally valid indicators of the underlying construction, 
any two equally accurate measures should be interchangeable(Jarvis, MacKenzie et al. 2003). 
Typical examples of appropriate implementations of the reflective indicator model include 
concepts such as purchase-intention attitudes(Jarvis, MacKenzie et al. 2003). Attitudes are 
commonly defined as predispositions to react to an object in a consistently favorable or 
unfavorable way, and are typically calculated on multi-item scales with endpoints such as good-
bad, like-dislike, and favorable-unfavorable(Jarvis, MacKenzie et al. 2003).Purchasing intentions 
are usually calculated using subjective assessments of how likely-unlikely, likely-unlikely, and/or 
potential-impossible future transactions are viewed. 
5.4.2 Composite latent model  
Composite latent variable model, measure changes are believed to cause changes in the underlying 
structure. Accordingly, the results of this model were taken as causal(Jarvis, MacKenzie et al. 
2003).This model does not presume, unlike the reflective model, that the steps are all induced by 
a single underlying structure(Jarvis, MacKenzie et al. 2003). Instead, it assumes that the 
interventions all influence a common concept (or cause).In other words, the course of causality 
flows from the indicators to the latent structure and the indicators as a group decide the conceptual 
and empirical significance of the structure(Jarvis, MacKenzie et al. 2003). 
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Since some have speculated that the latent construct is affected by formative steps rather than by 
them, they could be associated, but this is not implied or equated by the model(Jarvis, MacKenzie 
et al. 2003). In addition, it would be fully consistent to have formative indicators fully 
uncorrelated(Jarvis, MacKenzie et al. 2003).This could be the case where a latent composite 
structure is represented by mutually exclusive behavioral forms. 
Similarities between two models  
The two measuring models styles have several similarities. Both reflective and formative indicator 
measurement models have more meaning than the actual objects used to measure it(Jarvis, 
MacKenzie et al. 2003).In other words, ' these structures contain terms that are not entirely 
reducible to empirical terms; they refer to processes or entities that are not specifically observed 
(although in theory they do not have to be non-observable); their mathematical interpretation 
cannot simply be established by a suitable grouping of terms in a direct empirical equation; and 
the truth of the empirical laws involved is a necessity(Jarvis, MacKenzie et al. 2003) 
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Source:(Jarvis, MacKenzie et al. 2003) 
Figure 2: measurement model  
The correct measurement model will be used in conjunction with four sets of questions(Jarvis, 
MacKenzie et al. 2003). The step are as below  
Step first : The first collection of questions concerns the causality relation between the construct 
and its indicators(Jarvis, MacKenzie et al. 2003).The path of causality flows from the measurement 
to the construct for formative measurement models, and it flows from the construct to the measures 
for reflective measurement models(Jarvis, MacKenzie et al. 2003). 
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Step two: The second step involves the interchangeability of the indicator. Indicators should not 
be interchangeable with models of formative measurement, but for reflective models of 
measurement it should be changed(Jarvis, MacKenzie et al. 2003). 
Step three: The degree of multicollinearity between the indicators. The third criterions concerns 
the question of whether the metrics will covise with each other. Formative indicator models do not 
require or indicate covariation among the indicators, but covariation between the indicators is a 
required condition for reflective indicator models(Jarvis, MacKenzie et al. 2003). 
Step four :The fourth criterion concerns whether or not all topics will have the same context and 
consequences(Jarvis, MacKenzie et al. 2003). For the reflective indicator model, since all 
indicators represent the same underlying structure and are meant to be interchangeable, they should 
all have the same context and consequences(Jarvis, MacKenzie et al. 2003).For the model of the 
formative indicator, since the indicators do not generally capture the same aspects of the context 
of the construct and are therefore not inherently synonymous, there is no reason to assume that 
they have the same history and consequences(Jarvis, MacKenzie et al. 2003). 
5.5 Scaling the measurement  
Scaling is the measurement division involving the construction of an instrument that connects 
qualitative structures with quantitative metric units(Kabir 2016). According the author  S SStevan 
the  Scaling is the assigning of objects according to law to numbers. Stevens provided the simple, 
straightforward concept of scaling(Kabir 2016).In most of the scale, objects are text declarations, 
usually attitude or conviction statements(Kabir 2016).  
The definition of a scale and a response scale is often confused. The way you gather answers from 
people on an instrument is the response scale(Kabir 2016).You may use an Agree and disagree, 
True/False, or Yes/No dichotomous response scale. You may also use a1-to-5or1-to-7 interval 
response scale. Nevertheless, if you add a answer scale to an event or statement, you cannot call 
that scaling(Kabir 2016). 
(Cox III 1980)suggested that the five-point scale be used according to the different environments. 
Therefore, in this research the five-point scale Likert-type of measuring the relational quality 
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shared between all the channels members in distribution channel whereas. All the constructs in the 
study are comprised of five items which are anchored from 1 strongly disagree to 5 strongly 
agree.The five-point scale was chosen to allow respondents to make either positive or negative 
choices to generate more emphatic results, avoiding what (Lewis 1994)described as a passive 
response. 
5.6 Measurement development  
In the study we have made use operationalized all the constructs as latent variables. In the studythe 
author have used reflective model to measure the latent variable according to the direction of 
casualty. According to(Slavec and Drnovšek 2012) By making the review from various. 
Figure 3:process of measurement development(Slavec and Drnovšek 2012). 
Literatures the domain of the construct are given descriptions literatures. In the reflective model 
when the indicators are quite interrelated and interchangeable, the reliability and validity of the 
indicators should be extensively examined. Three measures have been observed: information 
sharing, flexibility and solidarity in our data collection. Examination and recording of their 
external loads, composite reliability, AVE and its square root 
Accordingly, all the task has been performed according to the literature review which have been 
conducted in preceding chapter two.  These measurement scales were adapted from similar 
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previous studies and modified accordingly in order to fit the context of relational norms shared 
among the channel member. 
There are two measurement method i.e. multiple indictor and single indicator items measurement. 
Single indictor measurement means where there is only one observed variable is used to measure 
the same construct. The multiple indicator measurement is where more than one observed variable 
are used to measure the construct.  The study has made use of single measurement was used to 
measure the INFORMATION SHARING , FLEXIBILITY AND SOLIDARITY. 
 
 




 Figure 5:Measurement  of variable  
 
 





 INFORMATION SHARING  
INFOSYS.1 Company and we frequently exchange information with each other. 
INFOSYS.2. We and company provide information to the each other frequently and 
informally, and not according to a specified agreement. 
INFOSYS.3. The Company keep us inform about the delivery problem as soon as it occur. 
INFOSYS4.The Company and we share information on possibilities of getting new 
customer. 
INFOSYS.5. The company and we always share each other long term and short-term plan 
INFOSYS.6. Company and we share information about the stock available in the warehouse. 
 
 SOLIDARITY 
SOL.1. Whenever problem arises in our relationship, the company treat us as joint rather than 
individual responsibility. 
SOL.2. Whenever I come across financial problem the company support me beyond any 
contractual obligation. 
SOL.3. When making important decisions, the company considers our best interest are taken 
into account. 
SOL4. Company are committed to improvements that may benefit relationships with the 
dealer as a whole and not only to themselves. 
SOL.5. This Company is interested in the development and the success of us. 





FLEX.1.When necessary, our company is able to react very quickly to our request. 
FLEX.2.Company makes adjustments in dealing with the us to cope with changing 
circumstances. 
FLEX.3. If there is some unexpected situation arises, the company will work out a new deal 
with the us rather than hold them to the original terms. 
FLEX.4. The Company provides us fastest mode of transportation to deliver our urgent 
delivery request. 
FLEX. 5.Company has large capacity of product to accommodate any significant increase in 
demand from us. 
FLEX.6.Company provide very flexible in delivery term like quantity ordered, delivery 
deadline and transportation cost. 
 
 SATISFACTION 
SATS.1. we are satisfied the way company fulfill our emergency order 
SATS.2. we are satisfied with the scheme and Offer Company provide us 
SATS.3. we are satisfied the time company response on the Problem and query 
SATS.4. we are satisfied with the credit facilities and payment deadline of the company 






MEASUREMENT ASSESSMENT AND DATA VALIDATION 
6.1 Introduction  
The chapter present the measurement assessment and data validation of the variables which have 
been presented in chapter two. The chapter involve various method of evaluating the data quality 
which involve phases like, checking for the missing of the data value. The chapter involve the 
analysis technique to validate data like exploratory factor analysis and confirmatory factor analysis 
and make discussion about the smart pls software. The chapter also includes various validity 
assessment techniques and reliability techniques using the smart pls software. 
6.2 Statistical tool used for the data analysis 
Smartpls 3.2.7 packages evaluated the quantitative data collected from the survey 
questionnaire(Sheko and Braimllari 2018). STATA was used to conduct concise statistics such as 
frequencies, ratios, mean values, standard deviations, skewedness and kurtosis, and analyzes of 
exploratory variables. Smartpls version 3.2.7 of statistical software (Ringle, Wende et al. 2015) 
was used to investigate statistical associations between each construct's measurement objects and 
between the constructs(Sheko and Braimllari 2018). 
6.2.1 Smart pls software   
Smart PLS is a valuable method for measuring, developing and validating models in management 
science(Sander and Teh 2014). Many articles using Smartpls and publications accept Smartpls as 
their tool of analysis(Ringle, Wende et al. 2015) . This model describes the causal process and 
validates theoretical theories empirically and incorporates predictive steps. SmartPLS is a 2nd 
SEM generation technique(Fuchs 2011, Sander and Teh 2014). 
Smartpls is a concept for  testing  model (Sander and Teh 2014). The program offers the chance to 
draw the path model from the variables and to specify the indicators to the variables(Sander and 
Teh 2014).  
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The Smart PLS attribute may be absolute, ordinal or interval, e.g. Likert scale(Fuchs 2011). In 
order to evaluate outcomes, Smartpls can use a wide variety of variables. Metric, quasimetric, 
common or categorical scales may be used by Smartpls(Sander and Teh 2014). It makes use of it 
approach to test the model very important, since there is a high versatility. 
This means that for very complex models, Smart PLS is suitable with multiple latent and manifest 
variables of different scales(Henseler, Ringle et al. 2009) . Software Smart PLS2.0 could be used 
to investigate statistical connections between the element of each construct as well as between the 
construct (AFTHANORHAN). With Smart PLS, the researcher may model, estimate and estimate 
the model to define the link between the constructive interest with the broad range of indicators 
and latent constructions (AFTHANORHAN). 
Step that are used to assess the output 
 Explanation of target endogenous and exogenous variable  
 Inner model loading and significance 
 Outer model loadings and significance 
 Indicator reliability 
 Internal consistency reliability 
 Convergent validity 
 Discriminant validity 
 Checking Structural Path Significance in Bootstrapping 
6.3 Preparation and overview of data  
In the study data were collected form the dealer and the sub dealer .Altogether there were 39 data 
collection from the dealer and 159 from the sub dealer.so all the result of the survey were labelled 
in the spss 
 software .As there  were four variable which were used in the structural model i.e. information 
sharing ,solidarity and flexibility and satisfaction .There were altogether six questions of 
information sharing ,solidarity and flexibility whereas , five question of satisfaction .All the 
variable question were labelled .so after that the spss file which was saved as svs file was change 
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to csv file. The reason for changing was the software we were using i.e. smart pls.The smart pls 
software only read csv file. 
6.4 Data screening and initial analysis 
In all multivariate studies, data screening is essential and the basis for any meaningful results of 
the quantitative analysis(Abdulwahab, Dahalin et al. 2011). The quality and performance of an 
appropriate study will be subject to initial data screening accuracy(Abdulwahab, Dahalin et al. 
2011).If this step were ignored, the performance quality and accuracy of the analysis to be used 
often would be low(Abdulwahab, Dahalin et al. 2011). 
Although the main approaches for ensuring data reliability are the proof reading of the original 
data in relation to the data file that is produced by the computer, this method may have been 
appropriate for small amounts of data(Tabachnick, Fidell et al. 2007).With a massive data set, 
therefore, the read of data is complicated and requires the data to be screened using computer 
software(Hair, Black et al. 2006). The researcher will use computer software to discover secret 
errors which may not be discovered in another way(Hair, Black et al. 2006).The researchers have 
at least two important advantages to conduct data screening and analysis(Hair, Black et al. 2006, 
Abdulwahab, Dahalin et al. 2011).  
First, as a result of analysis of findings, the researchers are well summarized with the awareness 
of the interrelationships between various variables(Hair, Black et al. 2006).Secondly, by 
recognizing the correct data screening and evaluation the principles of multivariable data analysis 
are fulfilled.(Hair, Black et al. 2006, Abdulwahab, Dahalin et al. 2011).The data screening and 
assessment was carried out using the smart pls software  
6.4.1 Missing value Assessment  
Examining missing data is particularly necessary because it may reduce the sample size available 
for study(Cavana, Delahaye et al. 2001). It can inevitably have an influence on the study outcome 
being generalized. Furthermore, a number of studies have shown that missing data is a issue that 
researchers have to curtail, failure of which the outcomes of any scientific study may be adversely 
affected. (Cavana, Delahaye et al. 2001). 
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In the context of this research, a preventive measure was taken from the field with a view to 
reducing the negative consequences of missing analytical data(Abdulwahab, Dahalin et al. 2011). 
The researcher reviewed the submitted questionnaires to ensure the questionnaire was completed 
correctly(Abdulwahab, Dahalin et al. 2011). 
Since data were analyzed by using  the Smart pls software and  then  prevalence of the missing 
data was determined by preliminary descriptive statistics(Abdulwahab, Dahalin et al. 2011). For 
this analysis, the lack of missing data should be less than 5 percentage according to the various 
scholar. Whereas, according to the (Markus 2012)the missing value should not be ignored if the 
data is ignorable. Four missing values methods that are used are list deletion, pair deletion, 
regression single imputation and expectation maximization (EM)(Weaver and Maxwell 2014).So 
as the data have been processed in the smart pls software which shows missing data . There are 
two data set that have been used in the study. The first data set is collected by the dealer and the 
second data set is collected by the retailer. There is no missing value in the dealer data set whereas, 
for the retailer data the missing value is less than 5 percentage. 
6.5 kurtosis and skewness  
Kurtosis and skew measurements are used to assess if indicators fulfill normality 
requirements(Kline 2011). Skew and kurtosis are two ways that a distribution cannot be unique 
and can occur separately or in one variable together(Kline 2011). 
 Skew means the asymmetric form of a unimodal distribution.Positive skew means that most 
values are below average and negative skew reveals the other way around(Kline 2011).Positive 
kurtosis implies a heavier tail, and higher peak and negative kurtosis shows only the opposite in 
comparison to a normal distribution of the same variance(Kline 2011). A positive kurtosis 
distribution is described as leptokurtic and a negative kurtosis distribution defined by 
platykurtic(Kline 2011). 
Acceptable skewness values fall from − 3 to + 3 and for kurtosis the acceptable value fall from − 
1to + 1 when using Spss is necessary(Kline 2011) 
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If the skewness is below -1 (negatively skewed down) or greater than 1 (positively skewed), the 
information is strongly skewed 
The result from the Smart PLS software show that for both the data set i.e. dealer dataset and 
retailer data set all the variable fall with the recommended range for the skewness and kurtosis see 
appendices 1 (a) and (b). 
6.6 Factor analysis  
The aim is to summarize patterns of correlations between observed variables, reduce a large 
number of observes to a smaller number and provide an operational description (regression 
equation) of an underlying process by using observed variables, or test a hypothesis of the 
existence of the underlying processes theoretically(Tabachnick, Fidell et al. 2007).Factor analysis 
can also be used in order to reduce several associated variables to a more controllable number, 
until they are used in other analysis such as multiple regression or multivariate variation 
analysis(Pallent 2005).  
There are two types of approaches to making factor analysis i.e. exploratory factor analysis and 
confirmatory factor analysis. Exploratory analysis is used to collect data about (explorer) the 
interrelations between a series of variables at the early stages of the study. Confirmatory factor 
analysis is a more complex and advanced collection of methods used to analyze (confirm) 
particular hypotheses or theoretical theories that underlie several variables later on during the study 
process. 
Exploratory factor analysis is used to classify the number of factors that affect variables and to 
evaluate which variables are related (DeCoster 1998).One fundamental hypothesis of EFA is that 
the data set contains common 'latent' factors and its aim is to find a small number of common 
factors which take account of the correlations(McDonald 1985).The dependent variables 'surface 
attributes' and the underlying mechanisms (factors) are 'internal attributes' as another way to look 
at factor analysis(Yong and Pearce 2013).Common factors affect more than one of the surface 
attributes and specific factors affect only one specific variable(Yong and Pearce 2013). 
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Factor analysis is are used to the analysis of 'groups' of variables (e.g. factors) will minimize big 
data sets consisting of many variables – in other words the factor analyzes combine similar 
variables into descriptive categories(Yong and Pearce 2013).Factor analysis is useful for studies 
involving a few or hundred variables, questionnaire items or a smaller-set battery of tests for 
obtaining an underlying definition and to facilitate interpreting (Rummel 1970). 
Factor analysis is helpful in placing variables into concrete categories rather than trying to take too 
many variables into account, which might be trivial (Rummel 1970).Some other factor analysis 
usages include data processing, testing of hypotheses, visualization and scaling (Rummel 1970).A 
univariate and multivariate normality in the data is needed to carry out a factor analysis(Child 
2006).It is also essential that univariate and multivariate outliers are not available(Andy 2009). 
The suggested sample size is at least 300 participants (Comrey and Lee 1992). The variables under 
factor analysis will each have a total of five to ten observations 
A larger sample can decrease the data error and thus EFA normally performs best for larger sample 
sizes (Kline 2011).Factor analysis is typically conducted with ordinal or continuous variables, 
while categorical and dichotomous variables may also be performed (Yong and Pearce 2013). 
Once the first factor analysis is done, the observed matrix will generate various sets of factors, and 
the factors need to be rotated. Factor rotation is a method used to explain relations with the 
correspondence matrix in order to ensure that the simplest structure is achieved. 
In the study the main objective is to measure the construct i.e. information sharing, Flexibility, 
Solidarity and economic system. In the study there is use of principle component factor or common 
factor, factor to retain single or multiple criteria, method of rotation : orthogonal or oblique .The 
study has made used of principle component in order to reduce the variable and establish a linear 
relation among the construct(Conway and Huffcutt 2003). 
Kaiser –Meyer –Olkin  and Bartlett’s test of sphericity were used to assess factor analysis .The 
assumption of these test are (Hair, Black et al. 2006) : 1) Kaiser-Meyer-Olkin measure of sampling 
adequacy (KMO) values must exceed .50. 2) The result of the Bartlett’s test of sphericity should 
be at least significant at .05(Hair, Black et al. 2006).The Kaiser criteria is reliable when the average 
extracted communalities is more than 0.6(Field) .  
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Moreover, The finding of Bartlett’s test of sphericity of the dealer and company data was 
significant (chi-square value) = 1078.391, degree of freedom is 253, and, p<0.000. The measure 
of adequacy was 0.879 so it is good enough for the use of factor analysis. In the study all the 
variables have communalities more than 0.6 see appendices 2e. Whereas, the finding of Bartlett’s 
test of sphericity of retailer data was significant (chi-square value) =7698.949, degree of freedom 
253 is, and, p<0.000. The measure of adequacy was 0.976so it is good enough for the use of factor 
analysis. In the study all the variables have communalities more than 0.6 see appendices 2 such 
communalities reflect the relationship between the variable and all other variables before rotation 
(i.e. the multiple square associations between the object and all other items). When many or most 
populations are small (< 30), the findings are more likely to become biased by low sample size. 
Additionally, in the study we used a rotated factor matrix. The result in table 6.1 shows the factor 
matrix of dealer data. The matrix has three-factor whose Eigenvalue fulfills the Kaisers criteria of 
1.Whereas, factor 1 represents information sharing, factor two represent flexibility, factor three 
represents solidarity, and factor four represents economic factor. The result in 6.2 shows the factor 
matrix of retailer data. The matrix has the only factor whose Eigenvalue fulfills the Kaisers criteria 
of 1. 
Table 2: Factor analysis for the Dealer  
Rotated Component Matrixa 
 
Component 
1 2 3 
INFOSYS.1 ,497 ,745 ,054 
INFOSYS.2 ,326 ,774 ,263 
INFOSYS.3 ,770 ,391 -,070 
INFOSYS.4 ,828 ,354 ,081 
INFOSYS.5 ,791 ,302 ,094 
INFOSYS.6 ,732 ,459 ,061 
FLEX.1 ,359 ,802 -,032 
FLEX.2 ,791 ,345 ,124 
FLEX.3 ,645 ,513 -,139 
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FLEX.4 ,798 ,369 ,076 
FLEX.5 ,851 ,389 ,010 
FLEX.6 ,539 ,772 ,024 
SOL.1 ,777 ,461 -,044 
SOL.2 ,414 ,713 ,144 
SOL.3 ,837 ,362 ,105 
SOL.4 ,470 ,794 -,004 
SOL.5 ,793 ,417 ,061 
SOL.6 ,481 ,785 ,178 
Extraction Method: Principal Component Analysis.  
 Rotation Method: Varimax with Kaiser Normalization.  
a. Rotation converged in 5 iterations. 
 
Table 3 : Factor Analysis on retailer  
 




INFOSYS.1 ,839 ,282 
INFOSYS.2 ,922 ,225 
INFOSYS.3 ,890 ,272 
INFOSYS.4 ,920 ,253 
INFOSYS.5 ,930 ,254 
INFOSYS.6 ,919 ,250 
FLEX.1 ,925 ,283 
FLEX.2 ,928 ,249 
FLEX.3 ,923 ,265 
FLEX.4 ,920 ,253 
FLEX.5 ,920 ,281 
FLEX.6 ,920 ,257 
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SOL.1 ,931 ,272 
SOL.2 ,921 ,296 
SOL.3 ,930 ,251 
SOL.4 ,934 ,237 
SOL.5 ,936 ,248 
SOL.6 ,930 ,264 
Extraction Method: Principal Component Analysis.  
 Rotation Method: Varimax with Kaiser Normalization. 
6.7 Reliability assessment  
Reliability is a term that is most commonly used in all forms of research to evaluate or analyze 
quantitative data. The most important measure of any qualitative analysis is its consistency if we 
see the concept of research as a way to collect information(Eisner 1991).This relates to the 
principle of good quality research if the definition of reliability is to measure quality with a 
"explanatory intent" in quantitative research, while the principle of quality in qualitative research 
aims at "generating understanding"(Stenbacka 2001). 
The Cronbach alpha is the most common method of determining internal consistency. This 
technique has proved to be very time resistant.Various studies vary from 0.70 to 0.95 regarding 
alpha's acceptable values(Nunnally 1994, DeVellis 2003).The coefficient alpha above 0.70 
provides good estimates of internal consistency and reliability of data(Nunnally 1994).A low alpha 
value may be triggered by a limited number of queries, a weak interaction between subjects or 
heterogeneous constructs(Tavakol and Dennick 2011). 
Several objects will be either updated or discarded if a low alpha is due to a weak correlation of 
objects(Tavakol and Dennick 2011). The simplest way of identifying them is to measure the 
correlation between each test object and the overall result test; low correlations are removed 
(approximation zero)(Tavakol and Dennick 2011).When alpha is too high, some things can seem 
redundant because theycheck the same topic but in a different way(Tavakol and Dennick 2011). 
A maximum alpha value of 0,90 was suggested(Streiner 2003).Alpha is a widely used test 
reliability measure(Tavakol and Dennick 2011).  
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Table 4 reliability assessment of dealer and sub dealer dataset   






Info exchange  Infosys1,2,3,4,5,6 6 0.912 0.977 
Solidarity  Sol 1,2,3,4,5,6 6 0.939 0.987 
Flexibility  Flex 1,2,3,4,5,6 6 0.926 0.985 
satisfaction Sats 1,2,3,4,5 5 0.977 0.988 
The reliability assessment of both dealer and retailer dataset is above 0.9 for all the construct i.e. 
information sharing, flexibility, and solidarity. Exploratory Factor Analysis (EFA) was used 
separately for each reflexive measurement. In the study the principal component approach was 
employed to determine the factors involved, using the own value criterion equal to one (1). Since 
the relationship between the construct was anticipated we preferred the use of varimax, which take 
factors into account correlation among the construct. 
As in the study when the author has conducted the rotated matrix by using spss software and the 
required methodology. Now there was the trouble is all variables that supposed to explain 
information sharing, flexibility, solidarity, and satisfaction have loaded in one factor after Varimax 
rotation, instead of loading to four Factor. In the analysis we have found a high number of cross-
loading factors that were measuring not independently but the same thing sees tables 6.1 and 6.2 
and appendix 2 a and 2 b. So choosing the item that measures differently has become difficult so 
the author decided to measure a single item rather than measuring multiple items. So smart pls 
software was used to analyses all the variables as a single item. The way the author come up with 
that factor is by picking the most relevant representative question in each construct. Before 
performing the SEM procedure, it is important to assess the measures of the constructs, especially 
the one-dimensionality of the scale - if the items converge to a single construct (Andrade, Tavares, 




6.8 Structural Model of the study With Single- measurement Item  
6.8.1 Single item measurement  
In the study the structural model have been developed using sing item measurement. In the study 
the reason of choosing single item measurement rather than multiple item measurement   was the 
discriminant validity (which showed that the factors were not distinct i.e. all items have been 
loaded under the same factor see table 2 and 3. Various scholar and practitioners argues about the 
advantages of using single items and it should be more often used in marketing research. After 
having problem in exploratory factor analysis single item measurement was appropriate to 
continue further with the research. In addition, apart from this there comes a big question how to 
classify the best item from the given item that can be served and classified as the single item. In 
the study the author have come up with those indicator by picking the most relevant representative 
question in each construct that were formulated by the past research. 
With the use of path algorithm procedure in smart pls software the author have analyzed the 
weighting of all the variable and have assessed the validity and reliability of single item. As we 
were using single item so reliability and convergent validity was 1.000.So it was appropriate to 
continue with the single item measurement. Multiple items are unnecessary (not valid) if the 
current study uses object is concrete singular and attribute(Bergkvist and Rossiter 2007).  
There are various literature review conducted on the advantages of using single 
measurement than multiple measurement. 
The use of single-item tests also has psychometric benefits(Hoeppner, Kelly et al. 2011). Using 
one point measures reduces the likelihood of common method variances where misleading 
correlations are found by using the same response format instead of the contents of the 
object(Hoeppner, Kelly et al. 2011). The use of a single item measures is intended to estimate uni-
dimensional or global constructs, in which it has been shown that one- item measures have a 
predictive value comparable to that of multiple items in psychological, marketing and medical 
research constructions(Hoeppner, Kelly et al. 2011). The study has shown that this 
single item measure of self-efficiency has strong convergence and discrimination, and has shown 
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higher predictive validity as compared to a well-known multi-item scale self-efficiency 
scale(Hoeppner, Kelly et al. 2011). 
6.8.2 Structural model used in the study  
The ellipses and the indicator variables (measured) by the rectangles reflect factors. The ellipses 
of factor and their arrow are called the structural or inner form. The outer or measurement model 
are called the display rectangles and arrows that connect them. This is seen in the following figure. 
 




Figure 8: Model number two: where all the variable are connected to each other. 
 
Figure 9: Model three Reciprocity Model (In the figure D-C refer as Dealer and company and D-
R refer as Dealer and Retailer) 
6.9 Smart pls calculation method used for performing analysis.  
6.9.1 Pls and Bootstrapped an assessment method  
In in smart pls software we  have used pls algorithm in order to calculate the  path coefficient ,outer 
loading ,outer weight and other performance mentioned(Garson 2016). But the pls algorithm does 
not have the normal p-value value (Garson 2016). The regular asymptotic significance rates cannot 
be determined because path coefficients of PLS do not follow a normal or other defined 
distribution(Garson 2016). Instead, coefficients with bootstrapping meaning should be 
used(Garson 2016). In Smartpls the model needs to be implemented after you ask for 
"Bootstrapping" instead of "PLS Algorithm" from the "Computing" section(Garson 2016). 
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6.9.2 Important performance Analysis assessment Method   
Importance performance matrix analysis (IPMA) is helpful for extending fundamental PLS-SEM 
findings using the score of latent variables (Slack, 1994). 
A fundamental PLS-SEM analysis defines how important constructs are in the Structural Model 
by eliminating the estimation of the relationship direct, indirect, and complete(Ahmad and 
Afthanorhan 2014). The IPMA adds a different dimension to these PLS-SEM findings, including 
the actual value and consistency of each construct(Ahmad and Afthanorhan 2014). 
To execute PLS-SEM first, a target construct needs to be defined. The total effects and 
performance data are required to complete an IPMA for a particle construction(Ahmad and 
Afthanorhan 2014). The value for an endogenous goal constructs of latent constructions-as 
evaluated by means of an analysis of value / performance matrix, resulting from those 
variables(Slack 1994). 
Important performance analysis  framework needs to satisfy the following requirement: all 
indicators must first be in the same direction(Ahmad and Afthanorhan 2014). Once the Pls 
algorithm in Smartpls 2.0, we can identify the direction based on the indication provided(Ahmad 
and Afthanorhan 2014). 
6.10 Assessing reflective model measurement using confirmatory composite 
analysis. 
The following measurement are used  
1. Explaining endogenous and exogenous variable 
2. Estimation of loading and significance  
3. Indicator reliability  
4. Composite reliability 
5. Average Variance extracted  
6. Discriminate validity   
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STEP 1: ENDOGENOUS VS EXOGENOUS LATENT VARIABLE 
These are concepts relevant to the internal or structural model. A latent variable is exogenous if it 
is not a latent consequence in any other model (no arrows from the latent variables are 
input)(Garson 2016). The effect of at least one latent variable is an endogenous latent variable 
(there is at least one arrow coming from another latent variable)(Garson 2016). In the first Model 
and Information sharing, flexibility and solidarity are exogenous while satisfaction is endogenous. 
In the second model solidarity are exogenous while information sharing and flexibility are 
endogenous. In the third model information sharing, flexibility, and solidarity between Dealer and 
company is exogenous and Information sharing, flexibility, and solidarity between Dealer and 
company are endogenous. 
STEP 2: ESTIMATE LOADING AND WEIGHT OF MODEL  
The "outer model" is the model for calculating the indicators and paths that relate them to their 
respective factors(Garson 2016). For both reflective and formative model, weights and loadings 
are the performance(Garson 2016). 
Outer model loading describe the path from a factor to its representative indicator variables in 
reflective models(Garson 2016). The external loadings reflect the absolute contribution to the 
description of the latent variable of the indicator(Garson 2016).  
Outer model weights are concentrated in formative models describing the paths from the part 
predictor to the composite factor variables(Garson 2016). Outer weights are a relative input to the 
description of the corresponding latent variable (component or composite) of the indicator(Garson 
2016). 
Loading  
Measuring loads are the standardized path weights that relate the factors to the variables indicator. 
The loading in Smartpls ranges from 0 to 1, though data is automatically standardized(Garson 




The more close reflective model reliability coefficients: the closer loadings to 1.0, the more 
accurate the latent component(Garson 2016)..For all the three model loading is ranging 1 as in the 
study as the author is using single item measurement. 
Weight 
The "weights" external model differ not from 0 to plus or minus 1 as opposed to loading(Garson 
2016). Weight ranges between 0 and an absolute limit below 1(Garson 2016). The further latent 
variable variables, the less the limit and the lower the average external model weight(Garson 
2016).The weight for all the three model is 1 because in the study author is measuring single 
measurement  
Path coefficient 
The direction coefficients are often standardized. Therefore, path weights differ between -1 and 
+ 1 despite standardization. The weights equivalent to absolute 1 is determined as the most 
efficient paths. The closest to zero weights represent the weakest path. There Direct and 
Indirect path. Direct effects, (same as the related standardized path coefficients mentioned just 
above), indirect effects and effects (summary of direct and indirect consequences) (effects of one 
latent variable on an endogenous latent variable mediated by one or more additional latent 
variables)(Garson 2016).The path coefficient of the study is presented in chapter 7 . 
STEP 3: Reliability  
There are two measures of the reliability of the Construct – Cronbach's alpha (α) and Cronbach's 
composite (CR). The thumb rule for both reliability metrics is that they must reach 0.70(Hair Jr, 
Howard et al. 2020). The AVE criterion is 0.5(Hair Jr, Howard et al. 2020).In the study the 
author have continued with single measurement which show the crobachs alpha , composite 
reliability and AVE has value 1.000 as in the study single item measurement has been used  
STEP 4: Discriminant validity  
This is known if two variables, based on theory, are assumed to be unrelated, and if tested, the 
results are also empirically determined, that is, to distinguish one category from another. 
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It is the absence of a correlation between acts which might theoretically not be connected(Messick 
1995, Sperry 2004).Example, surveys which identify possible drop- may be discriminant validity 
because the students who have graduated are more accurate than the students who leave before 
their graduation. Graduated student attain to get higher score than drop out(Mohajan 2017).To 
assess discriminating validity, the quadrature of the AVE of each latent variable is used. As 
previously defined, it is assumed that there is discrimination when this coefficient (square root 
AVE) is above the coefficient of correlation among the latent variables. The discriminate validity 
for all the model are show in table 5, 6,7,8,9. 
Fornell-LarckerCriterion 
Table 5 Discriminate Analysis of Dealer with link of all the variable. 




Flexibility 1,000       
Information sharing 0,685 1,000     
Satisfcation 0,624 0,617 1,000   
Solidarity 0,788 0,795 0,718 1,000 
     
 
Fornell-LarckerCriterion 
Table 6 Discriminate Analysis of Dealer without link of all the variable 
  Flexibility 
information 
sharing  
satisfaction solidarity  
Flexibility 1,000       
information 
sharing  
0,685 1,000     
satisfaction 0,624 0,617 1,000   
solidarity  0,788 0,795 0,718 1,000 
 
Fornell-LarckerCriterion 









1,000       
flexibility 0,889 1,000     
satisfaction 0,908 0,907 1,000   
solidarity 0,907 0,940 0,929 1,000 
 
Fornell-LarckerCriterion 
Table 8 Discriminate Analysis of retailer dataset without link of all the variables 
  FLEXIBILITY 
INFORMATION 
SHARING 
SATISFACTION SOLIDARITY  
FLEXIBILITY 1,000       
INFORMATION 
SHARING 
0,889 1,000     
SATISFACTION 0,907 0,908 1,000   
SOLIDARITY  0,940 0,907 0,929 1,000 
 
Fornell-LarckerCriterion 













Flexibility D-C 1.000      
Flexibility R-D 0.141 1.000     
Solidarity D-C 0.793 0.163 1.000    
Solidarity R-D 0.108 0.939 0.147 1.000   
information 
sharing D-C 
0.598 0.179 0.739 0.158 1.000  
information 
sharing R-D 
0.129 0.890 0.175 0.908 0.173 1.000 
 
To determine the discriminating validity of the measurement model, Fornell & Larcker criterion 
is used in the study. Discriminant validity tests in above table show all constructs used in the study 
i.e. information sharing, flexibility, solidarity and satisfaction is unique and different from one 
another are unrelated. In the study, the results shows that there is no overlapping factors do not 
overlap and is different from one another. The next step was the evaluation of the structural model, 
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having fulfilled and met the re-quirements of the measurement model evaluation, and these results 
are essential for the analysis of the structural model  
6.10 Various measurement method used in the study  
6.10.1 Multi collinearity measurement method  
If two or more independent variables are associated in the regression model, multicollinearity 
occurs(Daoud 2017). A little multicollinearity can trigger a big problem sometimes, but it'll be a 
problem to be solved if it's moderate to high(Daoud 2017). Multi-linearity is a statistical 
phenomenon where two or more variables in a multi-regression model are strongly 
correlated(Daoud 2017). If the predictor variables are not linear, they should be orthogonal(Jensen 
and Ramirez 2008). 
For the following situations, multicollinearity may be observed (Daoud 2017). 
 When an approximate coefficient is added or removed, major changes are observed(Daoud 
2017).  
 Large coefficient changes whether a data point is increased or decreased(Daoud 2017). 
In order to detect the multi collinearity variance inflation factor is been used. 
Variance Inflation Factor  
Where the association occurs between the predictor coefficients the standard error is increased and 
hence the variance of the predictor coefficients is exaggerated(Daoud 2017). The VIF is a 
calculating and quantifying method for calculating the volatility of variances(Daoud 2017). To 
interpret the result the following rules are applied. All the variable in the two different data set for 
dealer and retailer with link and without link among the variable ie for model 1 , model 2 and 
model 3have VIF  have  value 1 see table 11,12,13,14 and 15 . 
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Table 10 VIF interpretation 
 
Outer VIF Values 
Table 11 Outer VIF value Dealer set with link. 
 
  







Outer VIF Values  
Table 12 Outer VIF value Dealer set without link 
Outer VIF Values 
 
  






Outer VIF Values 










Outer VIF Values 
Table 14 Outer VIF value Retailer set without link 
 
  







Outer VIF Values 
Table 15 Outer VIF value of reciprocity dataset 









6.10.2 Standardized root mean square residual  
SRMR is a measure of approximate fit of the researcher’s model(Garson 2016). It measures the 
difference between the observed correlation matrix and the model-implied correlation 
matrix(Garson 2016). Put another way, the SRMR reflects the average magnitude of such 
differences, with lower SRMR being better fit(Garson 2016).  
Two variants of the SRMR performance shown below are provided: composite factor model 
SRMR and common factor models SRMR(Garson 2016). "When using PLS, composite SRMR is 
usually appropriate," says Smartpls documentation(Garson 2016). When all the measuring models 
are reflective and Pls is used, SRMR is the correct model fit evaluation criterion(Garson 2016). 
The standardized root mean square residual is in the range of pls and control approximate model 
fit criteria(Garson 2016).  
SRMR is the square sum of the square difference between the expected model and the empirical 
correlation matrix. A value of 0 for SRMR would indicate a perfect fit and an SRMR value of less 
than 0.05 would usually indicate a reasonable fit(Byrne 2013). In the stated pls model that is 
appropriate for pls, the SRMR value of 0.06 and higher would appear to be more 
adequate(Henseler, Dijkstra et al. 2014). By convention, a model has good fit when SRMR is less 
than 0.10(Hu and Bentler 1999). Some use less than 0, 10 lenient cut off point. All the structural 
model of the study of both dataset i.e. dealer and retailer dataset of both model 1 and model 2 and 
3 has SRMR is less than 0.08. 
Another model fit is a normal fit index value above 0.90 for the factor variable(Byrne 2013) NFI 
in  all the model is greater than 0.90  see table 16,17,18,19,20. 
Fit summary 





Table 17 SRMR dealer data without link among the variable 
  
   
  Saturated Model Estimated Model 
SRMR 0,000 0,000 
d_ULS 0,000 0,000 
d_G 0,000 0,000 
Chi-Square 0,000 0,000 
NFI 1,000 1,000 
 
Fit Summary 
Table 18  SRMR Retailer data with link among the variable 
   
  Saturated Model Estimated Model 
SRMR 0,000 0,012 
d_ULS 0,000 0,002 
d_G 0,000 0,013 
Chi-Square 0,000 10,599 
NFI 1,000 0,989 
 
Fit Summary 
  Saturated Model Estimated Model 
SRMR 0,000 0,019 
d_ULS 0,000 0,004 
d_G 0,000 0,005 
Chi-Square 0,000 0,959 
NFI 1,000 0,991 
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Table 19  SRMR Retailer data without link among the variable. 
   
  Saturated Model Estimated Model 
SRMR 0,000 0,000 
d_ULS 0,000 0,000 
d_G 0,000 0,000 
Chi-Square 0,000   
NFI 1,000 1,000 
   
 
Fit Summary 
Table 20 SRMR Reciprocity model 
  Saturated Model Estimated Model 
SRMR 0.000 0.021 
d_ULS 0.000 0.009 
d_G 0.000 0.016 
Chi-Square 0.000 12.840 
NFI 1.000 0.986 
 
6.10.3 Coefficient of determination (R square) 
R2 shows the amount of variation that can be explained by the exogenous variables in the 
endogenous variable (Barclay, Higgins et al. 1995). R2 is the estimate of the proportion of the 
dependent variable's variance over its mean that is explained by the independent variable(s)(Gefen, 
Straub et al. 2000).R-square, also called the coefficient of determination. Describes "substantial," 
"moderate " and "weak" findings above to cutoffs 0.67, 0.33 and 0.19 respectively(Gefen, Straub 
et al. 2000).The consistency evaluation is focused on its endogenous building ability to 
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predict(Sheko and Braimllari 2018). The determination coefficient is 
a predictive Model accuracy assessment(Sheko and Braimllari 2018). So a higher R2 value 
describes the structural model's ability to improve predictability(Muslim, Harun et al. 2020). In 
this analysis, R2 is obtained from the function of Smart PLS Algorithms, while t-value is 
generated(Muslim, Harun et al. 2020). 
Without link among the variable (model number 1) 
The overall effect size measure for the structural model, as in regression, indicating below that 
48.8 % of the variance in the satisfaction variable for the dealer dataset see table 21 and for the 
retailer, dataset indicates 89.9  %  of the variance in the satisfaction variable is explained by the 
model see table 22. No R-square is shown for Solidarity, information sharing or flexibility as these 
are exogenous latent factors in the model structure without link among the variable 
R Square 
Table 21 R square of dealer dataset without link among the 
variable 
  R Square R Square Adjusted 
Satisfaction 0,529 0,488 
    
 




R Square Adjusted 
SATISFACTION 0,891 0,889 
 
With link among the variable (model number 2) 
For the dealer dataset in this model of the study has an R2 value of 0.620 for flexibility. And for 
information sharing is 0.632. The R Squared adjusted for flexibility has the value of 61 % and for 
information, sharing is 0.632 that implied that for the flexibility 62% of the variance can be 
explained by the elements in the model and for the information sharing 63 % of the variance is 
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explained by the model see table 23. Whereas, for the retailer dataset the R2 value for flexibility 
is 0.884and for information sharing is 0.822 whereas, the adjusted R2 for the flexibility has a value 
of 84 % of the variance can be explained by the model and for the information sharing 82% of the 
variance is explained by the model see table 24. 
R Square 
Table 23 R square of Dealer dataset with link among the variable 
  R Square R Square Adjusted 
Flexibility 0,620 0,610 
Information sharing 0,632 0,622 
Satisfaction 0,529 0,488 
 
R Square 
Table 24 R square of Retailer dataset with link among the variable 
  R Square R Square Adjusted 
information sharing  0,822 0,821 
flexibility 0,884 0,884 
satisfaction 0,891 0,889 
 
Table 25 R square of Reciprocity dataset 
Reciprocity model (model 3) 
  R Square R Square Adjusted 
Flexibility D-C 0,628 0,626 
Flexibility R-D 0,884 0,883 
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Solidarity R-D 0,022 0,015 
information sharing D-C 0,547 0,544 
information sharing R-D 0,825 0,822 
 
According to table 25 it can be analyzes that flexibility information sharing and solidarity between 
dealer and company is affected as well as retailer and dealer information sharing and flexibility 
has variance affected by the model. As for dealer and company information sharing is 54 %, 
flexibility is 62%. Whereas the retailer and dealer flexibility consist of 88 %, and information 
sharing is 82% affected by the model. Also the solidarity between the company and dealer us 15 
% affected by the model i.e. model number 3 
6.10.4 Size of effect F2  
The size of the effects (f2) has been evaluated following the evaluation and confirmation of the 
predictor significance of the structural model. Effect size f2 or Cohen's Predictor determines how 
significant a model change is for each construct(Sheko and Braimllari 2018). The f2 is determined 
by measuring R2 when a particular construct is removed from the model(Hair Jr, Sarstedt et al. 
2017, Sheko and Braimllari 2018).The f2 will be determined by recording the R2 shift when a 
specific construct is removed from the model(Hair Jr, Sarstedt et al. 2017). Values of f2 effects 
are considered low, medium and high at 0.02, 0.15 and 0.35. Values with impact size with under 
0.02 show no impact(Hair Jr, Sarstedt et al. 2017). 
Without link among the variable (model number 1) 
For the dealer dataset the effects that are above this threshold that suggest that the effects of 
solidarity on satisfaction are moderate which has a value of 0.151 see table 26. And the effect of 
information sharing and flexibility on satisfaction is weak for the dealer data. For the retailer data 
the effect of solidarity on the satisfaction is 0.176 and information sharing on satisfaction is 0.168 
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so both have moderate effect see table 27. Moreover, solidarity has greater value than information 
sharing. 






Satisfaction solidarity  




    0,008   
Satisfaction          
solidarity       0,151   
 
Table 27 f2 square dealer data set without link among the variables. 
  FLEXIBILITY 
INFORMATION 
SHARING 
SATISFACTION SOLIDARITY  
FLEXIBILITY     0,033   
INFORMATION 
SHARING 
    0,168   
SATISFACTION         
SOLIDARITY      0,176   
 
With link among the variable (model number 2) 
For the dealer dataset the effects that are above this threshold that suggest that the effects of 
solidarity on information sharing and flexibility are moderate which has a value of 0.1634 and 
1.720 see table 28. For the retailer data the effect of solidarity on information sharing and flexibility 
is very strong where the value is 4.618and information sharing is 7.639 so, the solidarity has an 
extremely strong effect on both the variable see table 29. 
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Table 28 f2 Dealer dataset with link among the variable 




Flexibility     0,015   
Information sharing     0,008   
Satisfaction         
Solidarity 1,634 1,720 0,151   
 




Flexibility satisfaction Solidarity 
Information sharing      0,168   
Flexibility     0,033   
satisfaction         
Solidarity 4,618 7,639 0,176   
 
Reciprocity model (model 3) F2 
















 0.014      
Flexibility R-
D 
       
Solidarity D-
C 
1.691   0.022 1.206   
Solidarity R-
D 
 7.459    4.530  
information 
sharing D-C 
     0.005  
information 
sharing R-D 




In table 30 we can see that solidarity between the company and dealer has a very strong effect on 
the and flexibility and information sharing between dealer and company. Similarly Solidarity 
between dealers and company has a strong effect on dealer and retailer relationships. But in table 
30 we can analyze there is a lower effect between information sharing flexibility and solidarity 
between company and dealer with information sharing, flexibility and solidarity shared between 
dealer and retailer  
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                                                      Chapter 7 
FINDING AND DISCUSSION 
7.1 Introduction  
The chapter present analysis of the data and testing of hypothesis and have presentation of the 
result. Moreover, the outcome have been analyzed by the smart pls software and existing 
relationship among the variables in the study .The outcome of the study has been summarize in 
the chapter. 
7.2 Structural model and hypothesis testing  
7.2.1 Structural model one and hypothesis testing 
 
Figure 9: Structural model one where all the variable do not have link with each other  
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7.2.2 Structural model Two and hypothesis testing  
 
 
Figure 10: Structural model one where all the variable have link with each other. 
7.2.3 Structural Model number three and hypothesis testing  
 
Figure 11: structural model number three reciprocity model  
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7.3 Path coefficient for First Model  
In the study the structural model has been constructed by analyzing reliability and validity. The 
VIF value of the construct in this model is below 1.2 see table 12 and 14 for both dealer and retailer 
dataset. The path coefficient is the output we can by using the pls algorithm in smart pls software. 
As the path confident is calculated for the structural model in figure 7.2.1 above. In the model the 
endogenous variable is satisfaction and exogenous are information sharing, flexibility, and 
solidarity. The weight close to 1 seems to be strong and to weight close 0 reflect weak as described 
above in chapter 6. 
 The path coefficient is calculated for the endogenous and exogenous variables. All the variables 
of the model are used. The structural model one is used for the analysis where all the variables are 
not linked with each other. As there are two data set Dealer data set and Retailer data set which is 
going to be analyzed 
7.3.1Path coefficient and important performance value analysis for the Dealer dataset. 
For the dealer data set shown in table 31   the path coefficient from information sharing to 
satisfaction has a positive coefficient of 0.104. The path coefficient from solidarity has0.527. The 
path coefficient from flexibility has 0.138.  Flexibility and information sharing are close to 0 which 
represent a weak relationship among the variable. In terms of all solidarity has more effect than 
others.  
Table 31 Path Coefficients Dealer dataset (smart pls) without link among the variable 
  Flexibility 
information 
sharing  
satisfaction solidarity  
Flexibility     0,138   
Information sharing      0,104   
Satisfaction         
solidarity      0,527   
     
For the Retailer dataset show 32 table, the path coefficient from information sharing to satisfaction 
has a positive coefficient. The path coefficient from Information sharing on satisfaction is 0.332. 
The path coefficient from flexibility on satisfaction has 0.183. The path coefficient from the 
77 
 
solidarity on satisfaction is 0.456. Flexibility and information sharing close to 0 which represent 
the weak relationship among the variable. In term of all solidarity has more effect than others. 
Table 32 path coffient retailer data Set without link among the variable 
  FLEXIBILITY 
INFORMATION 
SHARING 
SATISFACTION SOLIDARITY  
FLEXIBILITY     0,183   
INFORMATION SHARING     0,332   
SATISFACTION         
SOLIDARITY      0,456   
 
To test hypotheses P values are typically used in PLS-SEM by researchers, where each hypothesis 
refers to a pattern(Kock 2015). Depending on the researcher's previous knowledge of direction and 
of the measure of its related coefficient the P values that be one-tailed or two-tailed(Kock 2015). 
To view the path coefficient significant value techniques bootstrapping method is used. As PLS 
Algorithm does not have a p-value and t-test so the bootstrapping method was used to calculate 
the P-value and T-test.To have significant value T value must be above 1.96 so in table 33. 
Table 33 Path Coefficients with P value Dealer dataset (smartpls). 














0,138 0,140 0,220 0,626 0,532 
Information sharing  
-> satisfaction 
0,104 0,141 0,238 0,436 0,663 
solidarity  -> 
satisfaction 
0,527 0,495 0,265 1,993 0,047 
In the model as there are three variable information sharing, flexibility, and solidarity. The 
information-sharing has no direct effect on the satisfaction (Information sharing -> 
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satisfaction)as it has no significant t-test value 0.436 and has a p-value is 0.663 which is than 1.96. 
Similarly, the flexibility also has no direct effect on satisfaction(Flexibility  
-> Satisfaction )as it has also no significant t value 0.626 and the p test value is 0,532 which lower 
than 1.96. In the model only (solidarity -> satisfaction) solidarity has a strong effect on the 
satisfaction with the significant p-value of 0.047and t value is of 1.993. Which supports the 
hypothesis solidarity lead satisfaction H2 (d). 
Important performance analysis of dealer dataset  
 
Figure 12 Importance- performance map of dealer dataset. 
According to the graphical presentation of importance-performance analysis three constructs ie 
Information sharing, flexibility, and solidarity whereas target construct is satisfaction. In the figure 
above we can analyses that the solidarity construct has more importance to explain the target 
construct satisfaction. More specifically, an improvement in the performance of one-point 
solidarity increases the performance of satisfaction by the size of unstandardized total effect which 
is 0.50 (ceteris paribus) as the magnitude of the solidarity effect over satisfaction. Flexibility and 
information sharing have a lower path coefficient of 0.10 and 0.15 respectively. We can better 
interpret that solidarity has the highest importance in explaining the target construct. 




Figure 13 Highlight path for dealer data where variable have direct link with target construct 
The main motive of using Importance  performance analysis using smart pls in the study is to fulfill 
the first objective of the research which was to find the relative importance of the norms. The 
finding of the result help to identify the extent of the importance and performance of each variable 
provided in a path model. The findings in figure 14 show the importance and performance of these 
variables and from the analysis the conclusion is drawn that solidarity has relative importance than 
other variables. 
 
Path coefficient analysis and importance-performance analysis for retailer dataset 














FLEXIBILITY -> SATISFACTION 0,183 0,179 0,098 1,857 0,065 
INFORMATION SHARING -> 
SATISFACTION 
0,332 0,336 0,095 3,494 0,001 
SOLIDARITY  -> SATISFACTION 0,456 0,456 0,121 3,759 0,000 
For the retailer dataset as in the model there are information sharing, flexibility, and solidarity. All 
the variable has a direct effect and has significant value. The information-sharing effect on 
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satisfaction (INFORMATION SHARING ->SATISFACTION) has a significant p-value 
of 0.001 and at the T value of 3.494. The flexibility effect on satisfaction (Flexibility -
>Satisfaction) has no significant p-value i.e.  0.065 And a T-test value of 1.857 which is less than 
1.96. The solidarity effect on satisfaction has a significant (SOLIDARITY -> 
SATISFACTION) P-value of 0.000 and at a value of 3.759. So among all the variable solidarity 
is the leading variable with greater t value 3.759and significant value of 0.000. Which support 
the hypothesis solidarity and information sharing is leading satisfaction H2 (a) H3 (a) 
Important performance analysis for retailer dataset  
 
Figure 14 Importance map analysis for retailer dataset 
Standardized Pls result provide the estimated coefficient among the latent variable in the structural 
model the size of the standardized path coefficient helps to determine the relative importance of 
one construct to explain another one. In the graphical presentation above in figure 15 when looking 
at target construct satisfaction, we can see solidarity has relative importance with the path 
coefficient of 0.45  and flexibility and information sharing have lower importance with a path 






Figure 15 Importance performance analysis of retailer dataset where variable have direct link to 
target construct. 
Figure 16 shows the importance and performance of variables information sharing flexibility and 
solidarity. According to the analysis the conclusion of outcome show that solidarity, information 
sharing, and flexibility affects. But, among all three solidarity has high effect as we can see the 
highlighted path in the figure shows that solidarity has the thickest line than compared to 
information sharing and flexibility so, the analysis concludes that solidarity has relative 
importance than other variables. 
 
7.4 Structural Model two Path coefficient for the Second Model  
According to Figure 7.2.2 structural model two where all the variables have links with each other. 
The structural model two-path coefficient is used to evaluate the relationship between solidarity 
and information sharing and flexibility. The VIF of the construct is below 1.2 see table 11 and 13 
which shows that multicollinearity is no problem for the dataset. 
Table 35 p coffient with p value Dealer dataset with link among the variable 
82 
 




Flexibility     0,138   
Information sharing     0,104   
Satisfcation         
Solidarity 0,788 0,795 0,527   
 















0,138 0,136 0,202 0,682 0,495 
Information sharing -
> satisfcation 
0,104 0,146 0,219 0,474 0,636 
solidarity -> flexibility 0,788 0,785 0,062 12,799 0,000 
solidarity -> 
Information sharing 
0,795 0,796 0,071 11,261 0,000 
solidarity -> 
satisfcation 
0,527 0,481 0,252 2,091 0,037 
 
In the model we can find all the variables have a link among the variable. The solidarity has a 
direct effect with information sharing (solidarity -> Information sharing) as it has a p-value 
of 0.000and t-test is 11.261 which is less than 1.96. The solidarity has a direct effect on flexibility 
(solidarity -> flexibility )and has a p-value of 0.000 and has at T value of 12.799 which has lower 
than 1.96.Solidarity also has direct effect on satisfaction(solidarity ->satisfaction)as it p 
value  0.037and t-test value of 2.091.As table 36 shows  
that solidarity also leads flexibility and information sharing and which support the 








flexibility Satisfaction Solidarity 
Information sharing      0,332   
Flexibility     0,183   
Satisfaction         
     
Solidarity 0,907 0,940 0,456   
 














Information sharing  -> 
satisfaction 
0,332 0,327 0,097 3,421 0,001 
flexibility -> satisfaction 0,183 0,181 0,094 1.939 0,053 
solidarity -> Information 
sharing  
0,907 0,906 0,020 45,739 0,000 
solidarity -> flexibility 0,940 0,941 0,008 115,352 0,000 
solidarity -> satisfaction 0,456 0,460 0,116 3,949 0,000 
 
The VIF of the model is below 1.2 see table 15 in chapter six which suggests multicollinearity is 
no problem for the data. According to the above table i.e. retailer dataset we can also find that 
solidarity leads flexibility and information sharing as (solidarity -> Information sharing 
) and (solidarity -> flexibility )has significance p-value 0.000 with t-test above 1.96. So 
according to table 38 with the significance value hypothesis H2 (C )and H3 (C) are supported. 
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7.5 structural model three and hypothesis testing 
  
Figure 16 Reciprocity model 
Path coefficient of model 3  
In the study the structural model has been constructed by analyzing reliability and validity see 
table. The VIF value of the construct in this model is below 1.2 see table which shows that 
multicollinearity is not the Problem in our dataset. 
 











Flexibility D-C -> Flexibility R-
D 
0.040 0.038 0.028 1.444 0.075 
Solidarity D-C -> Flexibility D-
C 
0.793 0.793 0.027 29.682 0.000 
Solidarity D-C -> Solidarity R-
D 
0.147 0.158 0.085 1.740 0.042 
Solidarity D-C -> information 
sharing D-C 
0.739 0.740 0.039 19.053 0.000 
Solidarity R-D -> Flexibility R-
D 
0.935 0.934 0.011 86.357 0.000 
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Solidarity R-D -> information 
sharing R-D 
0.903 0.904 0.023 38.716 0.000 
information sharing D-C -> 
information sharing R-D 
0.030 0.032 0.030 1.016 0.156 
 
In the model as there are six variable information sharing, flexibility, and solidarity shared between 
Company and Dealer and information sharing, flexibility, and solidarity between Dealer and 
Retailers. In the model we are looking at whether information sharing, flexibility, and solidarity 
among the company and dealer affect information sharing, flexibility, and solidarity. 
The information-sharing shared between the company and dealer has no direct effect on the 
information sharing shared among the dealer and retailer as it has no significant p-value and has t 
value is1.444 which is less which is then 1,96  and P-value 0,075. Similarly the flexibility shared 
between the company and dealer also has no direct effect on the flexibility shared between dealer 
and retailers as it has also no significant p-value 0, 156, and the t-test value is 1,016 which lower 
than 1.96. In the model, only solidarity has somehow affected the solidarity that is shared between 
dealer and retailer with a significant p-value of 0.042 which is less than 0.05 but it has at T value 
of 1.740 which is also less than 1.96 so the hypothesis is rejected. Hypothesis H1 (b), H2 (b) H3 
(b) is not supported and is rejected. 
Furthermore, we can analyze from the above table where solidarity shared among the Dealer and 
Company effect on the flexibility and information sharing that is shared among the Dealer and 
Retailers is significant. As we can in the above table both variable (Solidarity -> 
Flexibility) and (Solidarity -> Information sharing) has significant p-value 0.000 with 
solidarity. Moreover, we can analyze from the above table we can also view where solidarity 
shared among the Dealer and retailer effect on the flexibility, information sharing variable 
(solidarity -> flexibility) and (solidarity -> information sharing that is shared among the Dealer 
and retailers has significant value p-value 0.000. This also proves the hypothesis H2 (c) and H3 





SUMMARY AND DISCUSSION OF FINDING, IMPLICATION AND 
FURTHER RESEARCH 
8.1 Introduction  
The chapter presents the discussion of the finding in the previous chapter .The chapter also present 
the implication of the study and the area for the further research. 
8.2 Summary of finding  
In the study, the main researcher objectives were to find the relative importance of relational 
norms, the relationship between solidarity, flexibility, and information sharing, and Exploring the 
reciprocity whether the information sharing, solidarity, and flexibility shared between the company 
and dealer are associated with the information sharing, solidarity, and flexibility that is shared 
between the dealer and the retailers. 
The relational contracting theories were used to construct a hypothesis and explore that which 
norms have relative importance among the three norms. As there is a presentation of the hypothesis 
that has supported and not supported see 8.3 summaries of hypothesis. In the research, the author 
has carried out altogether eight hypotheses. The investigation has been done about the relevant 
importance among the three norms where the finding shows that solidarity is leading norms among 
three norms in dealer and company relationship as well as in-retailers and dealer relationships so 
solidarity has relative importance norms see table figure 13 and 14, 15 and 16. In addition to that 
the hypothesis result also shows the interesting finding that solidarity lead information sharing and 
flexibility which was explained in the table in chapter seven table 35 and 37. 
Furthermore, the researcher has an experiment on whether the information sharing, solidarity, and 
flexibility shared between the company and dealer is associated with the information sharing, 
solidarity, and flexibility that is shared between the dealer and the retailers. The hypothesis result 
has been presented in table 39 which shows that information sharing and flexibility and solidarity 
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shared among dealer and company has no effect on the information sharing and flexibility and 
solidarity shared among the dealer and retailers. 
8.3 Summary of hypothesis  
Table 40 summary of hypothesis  
H1 (a) Information sharing is positively 
associated with   satisfaction. 
   Supported  
H2 (a) Solidarity leads to satisfaction.      Supported  
H3 (a) Flexibility leads to satisfaction.    Not Supported  
 
 









H1 (b) Information sharing between the 
company and dealer affect positively 
information sharing between dealer and the 
retailers. 






H2 b Solidarity between the company and 
dealer is positively associated with the 
solidarity shared between the dealer and its 
retailers. 
 Not Supported  
H3 c The Company flexibility with the dealer 
has positive impact on flexibility between 
dealer and its retailers. 
Not supported  
 
8.4 Theoretical Implication of the study 
The study had added a more theoretical contribution to the previous studies conducted on relational 
contracting theory. The study has explored the relational contracting theory focusing on the 
relative importance of norms used in exchange relationships in today's business industry that has 
received limited research attention. The finding of the relative importance norms among three 
norms i.e. information sharing, Flexibility, and solidarity is the main contribution to the relational 
contracting theory. In the study, the author has conducted an importance-performance analysis of 
three norms and the finding have suggested that solidarity has relative importance. Furthermore it 
has been analyzed that solidarity also leads to information sharing and flexibility. 
Additionally, this study has been conducted to view reciprocity existing in channel relationship 
where the study was conducted to find whether the information sharing, solidarity, and flexibility 
shared between the company and dealer is associated with the information sharing, solidarity, and 
flexibility that is shared between the dealer and the retailer. The finding of the study in the 
particular industry has not supported some of the scholars who have founded that reciprocity 
allows a firm to take the same action that it has taken in exchange (Axelrod 1986, Campbell, 
Graham, et al. 1988, Graham, Kim et al. 1988, Adler and Graham 1989) and have supported some 
of the other researchers who have observed that exchange partner can take different actions in 
return (Frazier and Rody 1991, Pervan, Bove, et al. 2009, Hoppner and Griffith 2011). So further 
research needs to be investigated in other industry distribution channels to find whether the 
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information sharing, solidarity, and flexibility shared between the company and dealer is 
associated with the information sharing, solidarity, and flexibility that is shared between the dealer 
and the retailer.   
8.5 Managerial implications 
The study suggests several implications to the manager with insight where distribution channel 
performance and the efficiency of the supply chain can be improved. First of all, it appears that 
relational norms matters in working relationships in the distribution channel. Managers should 
maintain relational norms with their exchange partners. The result from the finding shows that 
among the three norms the solidarity has relative importance. So, it is very important for the 
company today running its supply chain to give more priority for the relational norms especially 
solidarity among the supply chain members.  
The managers can get benefit from this study by understanding the expectations and satisfaction 
of the dealer and retailer is based on the solidarity provided by the exchange parties in the 
distribution channel. In the finding Solidarity leads satisfaction among the channel member. 
Solidarity plays a vital role in developing relationships between the company and channel 
members. Additionally, another important area for managers to address is that solidarity leads 
information sharing and flexibility so, when there is a solidarity there is the presence of trust and 
dependence among the exchanging partner which leads to more information sharing and flexibility 
among the exchange parties. Solidarity helps Company to have an ongoing exchange relationship 
on a long term basis. Moreover, when the partner has satisfaction than there are fewer chances of 
termination of the relationship among the partners. Furthermore, this study can help them in 
prioritizing the norms in the channel distribution and endure the relationship among the member. 
This research reveals that solidarity has relative importance relational norms that lead satisfactorily 
among exchange parties in terms of relationship management. 
8.6 Limitation and further research of the study  
Limitations and further research possibilities of the study are as below:  
90 
 
The first limitation of the study is the sample. As the sample are been collected from Dealer and 
retailer operating in Media production Company operating in Nepal so the sample from other 
countries can make different outcomes. The study can be the cultural difference so the result cannot 
be analyzed when it comes to other country settings. So to generalize the finding of this study 
cross-cultural research is needed in different cultural context  
The second limitation is that the study is a cross-section, where the causality is very less. So, it 
cannot be said that how things will evolve, etc. like factors related to the design of the study can 
give different outcomes in another time frame. Although the internal validity of this study is good. 
The external validity maybe not same if it applies to other industry settings. External validity is 
the degree to which the results can be generalized to a more universal population. If this study is 
conducted in a different setting for a different perspective of the subject matter then may it would 
not give similar outcomes. So it is very difficult to apply it to another industry setting so further 























Appendices1 kurtosis and skeweness for the dealer data  





INFOSYS.1 2.000 0.000 3.410 4.000 1.000 5.000 1.463 -1.533 -0.251 
INFOSYS.2 3.000 0.000 3.359 3.000 1.000 5.000 1.291 -1.167 -0.196 
INFOSYS.3 4.000 0.000 3.128 3.000 1.000 5.000 1.471 -1.449 0.071 
INFOSYS.4 5.000 0.000 3.282 4.000 1.000 5.000 1.449 -1.377 -0.256 
INFOSYS.5 6.000 0.000 3.000 3.000 1.000 5.000 1.432 -1.277 0.054 
INFOSYS.6 7.000 1.000 3.263 4.000 1.000 5.000 1.516 -1.404 -0.328 
FLEX.1 8.000 0.000 3.385 4.000 1.000 5.000 1.293 -1.163 -0.253 
FLEX.2 9.000 0.000 3.462 4.000 1.000 5.000 1.317 -1.165 -0.298 
FLEX.3 10.000 0.000 3.282 3.000 1.000 5.000 1.395 -1.428 -0.119 
FLEX.4 11.000 0.000 3.128 3.000 1.000 5.000 1.417 -1.340 -0.011 
FLEX.5 12.000 0.000 3.077 3.000 1.000 5.000 1.328 -1.207 0.195 
FLEX.6 13.000 0.000 3.385 3.000 1.000 5.000 1.370 -1.247 -0.246 
SOL.1 14.000 0.000 3.154 3.000 1.000 5.000 1.369 -1.302 -0.040 
SOL.2 15.000 0.000 3.410 4.000 1.000 5.000 1.353 -1.346 -0.222 
SOL.3 16.000 0.000 3.179 3.000 1.000 5.000 1.394 -1.350 -0.040 
SOL.4 17.000 0.000 3.410 4.000 1.000 5.000 1.391 -1.309 -0.313 
SOL.5 18.000 0.000 3.282 3.000 1.000 5.000 1.319 -1.086 -0.062 
SOL.6 19.000 0.000 3.436 4.000 1.000 5.000 1.446 -1.321 -0.396 
SATS.1 20.000 0.000 3.385 4.000 1.000 5.000 1.407 -1.235 -0.329 
SATS.2 21.000 0.000 3.462 4.000 1.000 5.000 1.337 -1.241 -0.316 
STAS.3 22.000 0.000 3.513 4.000 1.000 5.000 1.356 -1.253 -0.381 
92 
 
STAS.4 23.000 0.000 3.462 4.000 1.000 5.000 1.337 -1.241 -0.316 





Appendices 1 b skewness and kurtosis for retailer data 
 No. Missing Mean Median Min Max Standard 
Deviation 
ExcessKurtosis Skewness 






-1.000 -1.000 -1.000 
INFOSYS.1 2.000 3.000 3.155 4.000 1.000 5.000 1.499 -1.452 -0.349 
INFOSYS.2 3.000 0.000 3.386 4.000 1.000 5.000 1.558 -1.483 -0.359 
INFOSYS.3 4.000 0.000 3.228 4.000 1.000 5.000 1.496 -1.438 -0.293 
INFOSYS.4 5.000 1.000 3.357 4.000 1.000 5.000 1.572 -1.525 -0.328 
INFOSYS.5 6.000 0.000 3.316 4.000 1.000 5.000 1.493 -1.431 -0.314 
INFOSYS.6 7.000 0.000 3.323 4.000 1.000 5.000 1.506 -1.414 -0.339 
FLEX.1 8.000 0.000 3.285 4.000 1.000 5.000 1.497 -1.431 -0.303 
FLEX.2 9.000 0.000 3.316 4.000 1.000 5.000 1.518 -1.472 -0.297 
FLEX.3 10.000 0.000 3.278 4.000 1.000 5.000 1.492 -1.432 -0.314 
FLEX.4 11.000 1.000 3.293 4.000 1.000 5.000 1.532 -1.504 -0.268 
FLEX.5 12.000 0.000 3.247 4.000 1.000 5.000 1.541 -1.509 -0.275 
FLEX.6 13.000 1.000 3.338 4.000 1.000 5.000 1.533 -1.508 -0.294 
SOL.1 14.000 1.000 3.318 4.000 1.000 5.000 1.564 -1.504 -0.319 
SOL.2 15.000 1.000 3.312 4.000 1.000 5.000 1.488 -1.424 -0.327 
SOL.3 16.000 0.000 3.342 4.000 1.000 5.000 1.574 -1.526 -0.314 
SOL.4 17.000 2.000 3.308 4.000 1.000 5.000 1.492 -1.467 -0.259 
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SOL.5 18.000 0.000 3.329 4.000 1.000 5.000 1.569 -1.507 -0.320 
SOL.6 19.000 0.000 3.304 4.000 1.000 5.000 1.602 -1.550 -0.329 
SATS.1 20.000 0.000 3.241 4.000 1.000 5.000 1.557 -1.515 -0.275 
SATS.2 21.000 0.000 3.247 4.000 1.000 5.000 1.566 -1.520 -0.297 
SATS.3 22.000 0.000 3.291 4.000 1.000 5.000 1.564 -1.520 -0.303 
STAS.4 23.000 0.000 3.304 4.000 1.000 5.000 1.562 -1.503 -0.325 
STAS.5 24.000 1.000 3.287 4.000 1.000 5.000 1.514 -1.499 -0.286 
 
Appendices 2 : kMO and dealer data set total variance and communalities 
2 a KMO 
KMO and Bartlett's Test 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy. ,879 
Bartlett's Test of Sphericity Approx. Chi-Square 1078,391 
df 253 
Sig. ,000 
2 b communalities 
Communalities 
 Initial Extraction 
INFOSYS.1 1,000 ,812 
INFOSYS.2 1,000 ,759 
INFOSYS.3 1,000 ,768 
INFOSYS.4 1,000 ,816 
INFOSYS.5 1,000 ,731 
INFOSYS.6 1,000 ,764 
FLEX.1 1,000 ,774 
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FLEX.2 1,000 ,734 
FLEX.3 1,000 ,681 
FLEX.4 1,000 ,782 
FLEX.5 1,000 ,865 
FLEX.6 1,000 ,882 
SOL.1 1,000 ,823 
SOL.2 1,000 ,778 
SOL.3 1,000 ,826 
SOL.4 1,000 ,883 
SOL.5 1,000 ,797 
SOL.6 1,000 ,911 
SATS.1 1,000 ,845 
SATS.2 1,000 ,821 
SATS.3 1,000 ,860 
STAS.4 1,000 ,876 
STAS.5 1,000 ,877 
 
2 c Total varianceExplained 
Total VarianceExplained 
Component 
Initial Eigenvalues Extraction Sums of Squared Loadings 
Total % of Variance Cumulative % Total % of Variance Cumulative % 
1 16,165 70,281 70,281 16,165 70,281 70,281 
2 1,476 6,417 76,698 1,476 6,417 76,698 
3 1,027 4,464 81,161 1,027 4,464 81,161 
4 ,592 2,572 83,734    
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5 ,559 2,432 86,165    
6 ,532 2,313 88,479    
7 ,434 1,889 90,367    
8 ,349 1,517 91,884    
9 ,321 1,394 93,278    
10 ,293 1,275 94,553    
11 ,262 1,138 95,690    
12 ,216 ,939 96,629    
13 ,150 ,653 97,282    
14 ,137 ,598 97,880    
15 ,101 ,441 98,320    
16 ,090 ,393 98,713    
17 ,088 ,384 99,097    
18 ,069 ,301 99,398    
19 ,050 ,216 99,614    
20 ,030 ,128 99,742    
21 ,028 ,122 99,864    
22 ,020 ,088 99,952    
23 ,011 ,048 100,000    
Extraction Method: Principal Component Analysis. 
3kMO and Retailer data set total variance and communalities. 
 
3a  
KMO and Bartlett's Test 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy. ,976 
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 Initial Extraction 
INFOSYS.1 1,000 ,779 
INFOSYS.2 1,000 ,893 
INFOSYS.3 1,000 ,864 
INFOSYS.4 1,000 ,909 
INFOSYS.5 1,000 ,927 
INFOSYS.6 1,000 ,898 
FLEX.1 1,000 ,932 
FLEX.2 1,000 ,919 
FLEX.3 1,000 ,919 
FLEX.4 1,000 ,907 
FLEX.5 1,000 ,926 
FLEX.6 1,000 ,913 
SOL.1 1,000 ,938 
SOL.2 1,000 ,933 
SOL.3 1,000 ,925 
SOL.4 1,000 ,929 
SOL.5 1,000 ,929 
SOL.6 1,000 ,936 
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SATS.1 1,000 ,914 
SATS.2 1,000 ,917 
SATS.3 1,000 ,924 
STAS.4 1,000 ,913 






                                                       Total VarianceExplained 
Component 
Initial Eigenvalues Extraction Sums of Squared Loadings 
Total % of Variance Cumulative % Total % of Variance Cumulative % 
1 20,957 91,118 91,118 20,957 91,118 91,118 
2 ,283 1,231 92,349    
3 ,223 ,968 93,317    
4 ,171 ,745 94,062    
5 ,154 ,672 94,733    
6 ,149 ,646 95,379    
7 ,119 ,516 95,895    
8 ,114 ,497 96,392    
9 ,100 ,434 96,826    
10 ,084 ,364 97,189    
11 ,082 ,355 97,544    
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12 ,075 ,326 97,870    
13 ,071 ,307 98,177    
14 ,066 ,288 98,465    
15 ,064 ,277 98,743    
16 ,049 ,211 98,954    
17 ,048 ,207 99,161    
18 ,043 ,185 99,346    
19 ,040 ,174 99,520    
20 ,033 ,143 99,663    
21 ,029 ,125 99,787    
22 ,027 ,119 99,906    
23 ,022 ,094 100,000    
 
Survey for the dealer  
Company and we frequently 
exchange information with 
each other  
1 
 
2 3 4 5 
We and company provide 
information to the each other 
frequently and informally, and 
not according to a prespecified 
agreement 
1 2 3 4 5 
Company and we keep each 
other informed about the 
changes in day to day operation  
1 2 3 4 5 
99 
 
The Company keep us inform 
about the delivery problem as 
soon as it occur  
1 2 3 4 5 
The Company and we share 
information on possibilities of 
getting new customer. 
1 2 3 4 5 
The company and we always 
share each other long term and 
short-term plan 
1 2 3 4 5 
Company and we share 
information about the stock 
available in the warehouse. 
1 2 3 4 5 
When necessary, our company 
is able to react very quickly to 
our request 
1 2 3 4 5 
We expect to make 
adjustments in dealing with the 
company  to cope with 
changing circumstances 
1 2 3 4 5 
If there is  some unexpected 
situation arises, the company 
will  rather work out a new deal 
with the us  than hold them to 
the original terms 
1 2 3 4 5 
The company provides us 
fastest mode of transportation 
to deliver our urgent delivery 
request. 
1 2 3 4 5 
Company has large capacity of 
product to accommodate any 
1 2 3 4 5 
100 
 
significant increase in demand 
from us . 
Company provide very flexible 
in  delivery term like quantity 
ordered ,delivery deadline and 
transportation cost  
1 2 3 4 5 
Whenever problem arises in 
our relationship, the company 
treat us as joint rather than 
individual responsibility 
1 2 3 4 5 
Whenever I come across 
financial problem I expect 
company to support me beyond 
any contractual obligation 
1 2 3 4 5 
When making important 
decisions, the company 
considers our best interest are 
taken into. 
1 2 3 4 5 
company are committed to 
improvements that may benefit 
relationships with the dealer  as 
a whole and not only to 
themselves 
1 2 3 4 5 
This company is interested in 
the development and the 
success of us 
1 2 3 4 5 
A high sense of unity exists 
between this company  and us 
1 2 3 4 5 
We are satisfied the way dealer 
fulfill our emergency order 
1 2 3 4 5 
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We are satisfied with the 
scheme and Offer dealer 
provide us 
1 2 3 4 5 
I am satisfied with the way 
dealer respect our firm 
1 2 3 4 5 
We are satisfied with the credit 
facilities and payment deadline 
of the dealer 
1 2 3 4 5 
We are satisfied the time dealer 
response on the Problem and 
query 
1 2 3 4 5 
 
Survey for the sub dealer  
Dealer and we frequently exchange information with each other  1 
 
2 3 4 5 
We and dealer provide information to the each other frequently and 
informally, and not according to a prespecified agreement 
1 2 3 4 5 
Dealer and we keep each other informed about the changes in day to 
day operation  
1 2 3 4 5 
The dealer keep us inform about the delivery problem as soon as it 
occur  
1 2 3 4 5 
The dealer and we share information on possibilities of getting new 
customer. 
1 2 3 4 5 
The dealer and we always share each other long term and short-term 
plan 
1 2 3 4 5 
102 
 
Dealer and we share information about the stock available in the 
warehouse. 
1 2 3 4 5 
When necessary, our dealer is able to react very quickly to our request 1 2 3 4 5 
We expect to make adjustments in dealing with the dealer to cope with 
changing circumstances 
1 2 3 4 5 
If there is  some unexpected situation arises, the dealer will  rather 
work out a new deal with the us  than hold them to the original terms 
1 2 3 4 5 
The dealer provides us fastest mode of transportation to deliver our 
urgent delivery request. 
1 2 3 4 5 
Dealer has large capacity of product to accommodate any significant 
increase in demand from us. 
1 2 3 4 5 
Dealer provide very flexible in  delivery term like quantity ordered 
,delivery deadline and transportation cost  
1 2 3 4 5 
Whenever problem arises in our relationship, the dealer treat us as 
joint rather than individual responsibility  
1 2 3 4 5 
Whenever I come across financial problem I expect dealer to support 
me beyond any contractual obligation 
1 2 3 4 5 
When making important decisions, the dealer considers our best 
interest are taken into. 
1 2 3 4 5 
Dealer are committed to improvements that may benefit relationships 
with the dealer  as a whole and not only to themselves 
1 2 3 4 5 
This dealer is interested in the development and the success of us 1 2 3 4 5 
A high sense of unity exists between this dealer  and us 1 2 3 4 5 
We are satisfied the way dealer fulfill our emergency order 1 2 3 4 5 
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We are satisfied with the scheme and Offer dealer provide us 1 2 3 4 5 
I am satisfied with the way dealer respect our firm 1 2 3 4 5 
We are satisfied with the credit facilities and payment deadline of the 
dealer 
1 2 3 4 5 
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