Abstract In this paper, we use variational minimizing method to prove the existence of hyperbolic solution with a prescribed positive energy for N-body type problems with strong forces. Firstly, we get periodic solutions using suitable constraints, then by taking limit about a sequence of periodic solutions, we get the hyperbolic orbits.
Introduction and Main Results
In this paper, we consider the following N-body problems
In 1686, Newton found the universal gravity law. In his classical book, Mathematical methods of natural philosophy, he solved the elliptical orbits for 2-body problem. Referring to the two-body problem which can be reduced to center force problem with a center potential V (x) = − 1 |x| , it is well known that (i). If H<0, the solution for systems (1) and (2) is an elliptic orbit; (ii). If H=0, the solution for systems (1) and (2) is a parabolic orbit; (iii). If H>0, the solution for systems (1) and (2) is a hyperbolic orbit.
Using variational methods, many mathematicians tried to prove the existence of periodic orbits and unbounded orbits for N-body-type Hamiltonian systems( [1, 2, 3, 5, 16, 18, 4, 6, 10, 12, 13, 14, 15, 19] and the references therein). Using the Mountain Pass Lemma, Ambrosetti and Coti Zelati [2] studied the existence of weak solutions for symmetrical N-body problems with any given masses m 1 , · · · , m N > 0 and fixed energy H < 0. Recently, E. Maderna and A. Venturelli proved the existence of global parabolic orbits for Newtonian N-body problem. They proved the following theorem.
Theorem A(See [10] ) Given any initial configuration y i and any minimizing normalized central configuration y 0 , there exists a parabolic solution γ :
starting from y i at t = 0 and asymptotic to y 0 for t → +∞. This solution is a minimizer of the Lagrangian action with fixed ends in every compact interval contained in [0, +∞) and it is collision-free for t > 0. Referring to the parabolic and hyperbolic orbits, there are some equivalent definition. These two kind of orbits are both called hyperbolic-like orbits by Felmer and Tanaka in [6] , which satisfy
The difference between parabolic and hyperbolic orbits is the total energy H which is shown in (ii) and (iii). Motivated by the above papers, we study systems (1)−(3). Under some assumptions, we obtain the hyperbolic orbits for (1)−(3) with H > 0. Precisely, we prove the following theorem.
where α > 2. Then for any H > 0, there is at least one hyperbolic orbit for systems (1)−(3).
Variational Settings
Let us set
Here we just use R to denote the Euclidean length of q i (0) and
For any q ∈ Λ R , it is easy to check that 1 0 q(t)dt = 0, then by Poincaré-Wirtinger's inequality, we obtain the following equivalent norm in H 
where
Moreover, let f : Λ R → R 1 be the functional defined by
Then one can easily check that f ∈ C 1 (Λ R , R 1 ) and
Our way to get the hyperbolic orbit is by approaching it with a sequence of periodic solutions. Firstly, we prove the existence of the approximate solutions, then we study the limit procedure.
Existence of Periodic Solutions
The approximate solutions are obtained by the variational minimization methods. We need the following lemma which is proved by A. Ambrosetti and V. C. Zelati in [1] .
Thenũ(t) =q(t/T ) is a non-constant T -periodic solution for (1) and (2).
Lemma 3.2(Palais [17] ) Let σ be an orthogonal representation of a finite or compact group G in the real Hilbert space H such that for any σ ∈ G,
where f ∈ C 1 (H, R 1 ). Let S = {x ∈ H|σx = x, ∀σ ∈ G}, then the critical point of f in S is also a critical point of f in H.
Lemma 3.2 guarantee that the critical points of f in Λ R are still the critical points in the whole space. Lemma 3.3(Translation Property [11] ) Suppose that, in domain D ⊂ R d , we have a solution φ(t) for the following differential equation
Then φ(t − t 0 ) with t 0 being a constant is also a solution.
Lemma 3.4 Let E be a Banach space, f ≡ +∞ : E → R 1 a functional bounded from below and c = inf E f . If f satisfies the (CP S) c condition and
then f attains its infimum on E.
The proof of Lemma 3.4 can easily be obtained from Ambrosetti and Zelati in [3] . In order to prove that the minimizing sequence converges on Λ R , we need to introduce the Gordon ′ s Strong F orce condition.
Definition 3.5(Gordon [7] ) V is said to satisfies the Gordon ′ s Strong F orce condition, if there exists a neighborhood N of 0 and a function
Lemma 3.6 Suppose V ij satisfies the condition in Theorem 1, then V ij satisfies the Gordon ′ s Strong F orce condition.
Proof. Let φ(r) = −V ij (re)r 2 , where r = |x|, e = x/|x|, then we have
It follows from the definition of V ij that, there exists a constant δ > 0 such that
It follows from the definition of φ that there exists a constant C > 0 such that
We set U(x) = √ C ln |x|, then by some calculation, we obtain
which proves this lemma.
Lemma 3.7 Suppose the conditions of Theorem 1 hold, then for any R > 0, there exists at least one periodic solution in Λ R for the following systems
Proof. We notice that H N is a reflexive Banach space and E R is a weakly closed subset of H N . Since total energy H > 0, we obtain that
Then, we conclude that for every R > 0 there exists a minimizer q R ∈ E R such that
Furthermore, we need to prove that q R ∈ Λ R which means q R has no collision for any R > 0. Suppose that {q j } j∈N is the minimizing sequence, then if q R has collision, which means q R ∈ ∂Λ R = {q R ∈ E R | ∃ t ′ ∈ [0, 1] st. q R (t ′ ) = 0}, we can prove that
To prove this fact, there are two cases needed to be discussed. Case 1. If q R =constant, it follows from q R ∈ ∂Λ R that q R ≡ 0, which is a contradiction, since |q R (0)| = |q R (1)| = R.
, we can deduce q R,i ≡ 0 which is a contradiction. Then by the weakly-lower-semi-continuity of norm, we have lim inf
Then by Lemma 3.4, (8) holds.
for some M 2,R > 0, but (9) contradicts with (8) for any fixed R > 0. Then we can see that q R ∈ Λ R has no collision. By Lemma 3.4, we conclude that for every R > 0 there exists q R ∈ Λ R such that
Let
Then by Lemma 3.1− Lemma 3.4, we obtain that u R (t) = q R (
→ Λ R is a T R -periodic solution for systems (4) and (5). The Lemma is proved, which is
We have proved the existence of periodic solutions for systems (4)−(5) for any R > 0, in order to get the hyperbolic solutions, we need to let R → +∞ which need blowing-up arguments.
Blowing-up Arguments
Subsequently, we need to show that the distance between any two bodies can not diverge to infinity uniformly as R → +∞. Moreover, we prove the following lemma.
→ Λ R is the solution obtained in Lemma 3.7, then u R has no collisions. Moreover, we obtain that there exist constants C 0 , C 1 > 0 independent of R such that
Proof. We set
By f ′ (q R ) = 0 and q R = 0, we obtain that
Then we can deduce that there exists t 0 ∈ −
Since H > 0, there exists a constant M 7 such that
On the other hand, we can deduce that
Set
As Saari and Hulkower stated in [14] , if J R = ∅, i.e. ∃ t 0 ∈ J R for some i 0 = j 0 , we have the following asymptotic estimates, for some A > 0
Set a sequence {t n } ⊂ (0, 1) such that t n → 0 as n → +∞. By (15) , there exists a B > 0 such that
which implies that
Since α > 2, we deduce that 2α α + 2 > 1, which means that
α+2 ds = +∞. This contradicts (16) . Then q R has non collision uniformly as R → +∞. The same with u R .
Existence of Hyperbolic Solutions
We set two constants 1
Lemma 5.1 Suppose that u R (t) is the solution for (4) and (5) obtained in Lemma 3.7 and set − T R 2 < t − ≤ t + < T R 2 such that t + = sup S and t − = inf S.
Then we have that
Proof. By the definition of u R (t) we have that
can be obtained in the similar way. The proof is completed. We can fix t * such that t + ≥ t * ≥ t − , which implies that
Then we set
Since u * R is a solution for systems 
for all t ∈ − + t * , which shows {u * R } is equicontinuous. Then there is a subsequence {u * R } R>0 converging to u ∞ in C loc (R 1 , (R d ) N ). Then there exists a function u ∞ (t) such that
(ii)|u ∞ (t)| → +∞ as |t| → +∞ and u ∞ (t) satisfies systems (1) − (2).
From the above lemmas, we have proved there is at least one hyperbolic solution for (1) − (2) with H > 0. We finish the proof. ✷
