Statistical inference via fiducial methods by Salomé, Diemer
  
 University of Groningen
Statistical inference via fiducial methods
Salomé, Diemer
IMPORTANT NOTE: You are advised to consult the publisher's version (publisher's PDF) if you wish to cite from
it. Please check the document version below.
Document Version
Publisher's PDF, also known as Version of record
Publication date:
1998
Link to publication in University of Groningen/UMCG research database
Citation for published version (APA):
Salomé, D. (1998). Statistical inference via fiducial methods. s.n.
Copyright
Other than for strictly personal use, it is not permitted to download or to forward/distribute the text or part of it without the consent of the
author(s) and/or copyright holder(s), unless the work is under an open content license (like Creative Commons).
Take-down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.
Downloaded from the University of Groningen/UMCG research database (Pure): http://www.rug.nl/research/portal. For technical reasons the




Waarnemingen worden gebruikt om te oordelen over de werkelijkheid, hoe die
was, is, of zal zijn onder invloed van beslissingen die op hun beurt weer af kun-
nen hangen van deze oordelen. Dat dergelijke oordelen vaak verschillen, toont
aan dat van onfeilbaarheid in het algemeen geen sprake kan zijn. Dit is echter
niet verwonderlijk want inductief redeneren is niet een louter logische aangele-
genheid. Om toch de waarnemingsgegevens enig licht te laten schijnen op de
in nevelen gehulde werkelijkheid gebruikt men vaak een kansmodel waarbij on-
bekende parameters optreden. De statisticus moet dan tot uitdrukking brengen
welke (on)zekerheden zo'n combinatie van model en waarnemingen verschaft
omtrent het onbekende waarin men is genteresseerd. Het is evident dat de
werkelijkheid geweld wordt aangedaan bij het kiezen van een kansmodel. Maar
ook bij het redeneren binnen het door het model verschafte kader worden keuzes
gemaakt. Deze zullen de conclusie min of meer benvloeden. Dit wordt vaak
gemaskeerd door zich te beroepen op een methode, bijvoorbeeld genoemd naar
een persoon of naar een principe. In een wetenschappelijke context is het echter
van belang de gevolgen van de verschillende keuzes niet te verdoezelen opdat de
uiteindelijke keuze weloverwogen mag worden genoemd.
In dit proefschrift wordt de aandacht beperkt tot het inductief redeneren bin-
nen het kader van een wiskundig kansmodel. Een statistische procedure legt voor
iedere theoretisch mogelijke verzameling van waarnemingsgegevens vast welke
uitspraak over het onbekende gedaan moet worden. Het ideaal is natuurlijk dat
zo'n procedure voor de uitkomst die men daadwerkelijk waargenomen heeft, de
uitspraak doet die precies klopt met de werkelijkheid. Dit is echter binnen het
gegeven raamwerk niet met zekerheid te realiseren. Daarom bekijkt men het
functioneren van een procedure bij herhaaldelijk gebruik, in afhankelijkheid van
de waarde van de parameter. Aangezien uitspraken over de onbekende werkelijke
waarde van de parameter van een kansmodel zelden of nooit exact verieerbaar
of falsiceerbaar zijn na het doen van de waarnemingen, heeft men andere cri-
teria nodig om statistische procedures te evalueren. Hierbij zal zowel gekeken
worden of een procedure systematische afwijkingen vertoont en of de geleverde
uitspraken naar verwachting voldoende dicht bij de werkelijke waarde van de
parameter liggen. Dit laatste kan gemeten worden door aan iedere mogelijke
combinatie van een uitspraak over de onbekende parameter en een theoretisch
mogelijke waarde ervan een verlies toe te kennen in de vorm van een score tussen
0 (perfect) en 1 (totaal verkeerd).
Zo'n verliesfunctie is een instrument om het gedrag te sturen. Deze zal
zo moeten zijn dat minimalisatie van het verwachte verlies door de statisti-
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cus leidt tot betrouwbare uitspraken. Dat wil zeggen niet systematisch mislei-
dend en zo waarheidsgetrouw mogelijk. Een verliesfunctie met deze eigenschap
wordt een propere verliesfunctie genoemd. Omdat er vele propere verliesfuncties
bestaan, zal nagegaan moeten worden in welke mate het gedrag van de statis-
ticus afhankelijk is van de exacte vorm van de verliesfunctie. Natuurlijk wil
men, gegeven een verliesfunctie, procedures ontwikkelen die naar verwachting
tot kleine verliezen leiden, het liefst onafhankelijk van de exacte vorm van de
verliesfunctie. De mathematische verwachting van het verlies bij een bepaalde
waarde van de parameter wordt het risico van de procedure genoemd. Merk op
dat, gegeven een procedure, de bijbehorende risicofunctie in principe uitgerek-
end kan worden. Het is uiteraard niet mogelijk om procedures te vinden die
voor iedere parameterwaarde minimaal risico hebben: het locaal minimaliseren
van het risico gaat ten koste van een groter risico bij andere parameterwaarden.
Het is dus de kunst om procedures te vinden die een acceptabel risico hebben
voor alle parameterwaarden met betrekking tot alle propere verliesfuncties.
De uiteenzetting in dit proefschrift kan in twee delen worden gesplitst. Eerst
wordt gekeken naar het probleem van het doen van een uitspraak over de
waarheid van een statistische hypothese. Vervolgens wordt de aandacht verlegd
naar het algemenere probleem van het doen van een verdelingsuitspraak over
een reeel{waardige parameter. Een centraal thema is dat veel van de ideeen en
begrippen die voortkomen uit de bestudering van het eerste probleem eenvoudig
naar het tweede probleem kunnen worden overgedragen.
De waarheid van statistische hypothesen Een statistische hypothese is
een uitspraak over de werkelijke waarde van de onbekende parameter die al dan
niet waar is, en waarvan de waarheid vastgesteld kan worden zodra de onbek-
ende parameter wordt geopenbaard. Een inschatting van de waarheid van een
statistische hypothese kan worden gegeven als een getal tussen 0 en 1 dat de
`kans' weergeeft dat de hypothese waar is; dichtbij 1 (of 0) wil zeggen dat stel-
lig gedacht moet worden dat de hypothese wel (niet) waar is, rond 1=2 geeft
geen uitsluitsel. Merk op dat zo'n epistemische kans niet overeenstemt met
een relatieve frequentie binnen een referentiepopulatie en derhalve geen gewone
kans is. Zo'n waarschijnlijkheid levert echter een intutief duidelijke manier
om een dergelijke inschatting uit te drukken. Historisch gezien zijn er grofweg
twee stromingen die statistische methoden aandragen om, gegeven de waarne-
mingen, de (on)zekerheid over de waarheid van een hypothese vast te leggen
als een getal tussen 0 en 1: de subjectivistische (Bayesiaanse) school die het ge-
bruik van posteriori{kansen propageert, en de objectivistische (frequentistische)
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school die, met enige reserve, het gebruik van overschrijdingskansen propageert.
Om te beoordelen of een procedure wel of niet een systematische afwijking ver-
toont, worden de begrippen sterke en zwakke zuiverheid gebruikt. Het blijkt dat
i.h.a. Bayesiaanse methoden in deze zin wel systematische afwijkingen vertonen,
maar betrekkelijk kleine risico's hebben. Dit in tegenstelling tot frequentistische
methoden die geen systematische afwijkingen vertonen, maar dat doen ten koste
van soms ietwat grotere risico's. In het proefschrift wordt een probleemgerichte
aanpak gekozen waarbij, per probleem, een vergelijkend onderzoek van proce-
dures wordt uitgevoerd. Zo wordt i.h.b. het klassieke probleem van het toetsen
van een 
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Verdelingsuitspraken over onbekende parameters Na het bestuderen
van de waarheid van statistische hypothesen is men voorbereid op het doen
van verdelingsuitspraken over de werkelijke waarde van een onbekende reeel{
waardige parameter. Dit betekent dat de opinie over de onbekende parame-
ter, gegeven de waarnemingen, wordt weergegeven als een kansverdeling op de
reele rechte. Het doen van verdelingsuitspraken wordt vaak geassocieerd met de
Bayesiaanse aanpak. De onbekende parameter wordt dan opgevat als uitkomst
van een toevallige variabele op de parameterruimte waarvan de kansverdeling
wordt gespeciceerd zodat de gezamenlijke verdeling van het onbekende en het
waargenomene is vastgelegd. Vervolgens wordt de verdelingsuitspraak verkre-
gen door de stelling van Bayes toe te passen: men berekent de voorwaardelijke
verdeling op de parameterruimte, gegeven de waarnemingen. Verdelingsuit-
spraken kunnen echter ook gedaan worden binnen het kader van een frequentis-
tische aanpak. Zo kan de familie van betrouwbaarheidsintervallen van verschil-
lende niveaus bij een bepaalde waarneming vaak met een verdelingsuitspraak
worden gedenticeerd. De constructie van verdelingsuitspraken kan dan ook
analoog geschieden aan die van betrouwbaarheidsintervallen. Zo ontstaat een
direct aanknopingspunt met de theorie van het inschatten van de waarheid van
statistische hypothesen: de verdelingsfunctie van de verdelingsuitspraak in een
bepaald punt geeft de waarschijnlijkheid weer dat de werkelijke waarde van de
parameter kleiner is dan dit punt, d.w.z. een inschatting van de waarheid van
de bijbehorende statistische hypothese. Begrippen voor het inschatten van de
waarheid van statistische hypothesen { denk bijv. aan sterke en zwakke zuiver-
heid { kunnen, gebruik makend van deze relatie, worden vertaald naar soortgeli-
jke begrippen voor het doen van verdelingsuitspraken over reeel{waardige pa-
rameters. Op dezelfde wijze kunnen resultaten die gelden voor methoden voor
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het construeren van epistemische kansen doorgetrokken worden naar resultaten
voor het doen van verdelingsuitspraken. Indien op deze wijze verdelingsuit-
spraken worden geconstrueerd aan de hand van posteriori{kansen, dan krijgt
men hetzelfde als bij het toepassen van de stelling van Bayes. Evenzo leidt het
gebruik van overschrijdingskansen tot verdelingsuitspraken die overeenkomen
met Fisher's duciele argument. Deze relatie tussen overschrijdingskansen en
duciele verdelingen geeft de mogelijkheid om duciele verdelingsuitspraken te
genereren met behulp van de Neyman{Pearson theorie voor het toetsen van
statistische hypothesen. Daarnaast geeft het natuurlijk ook de mogelijkheid om
de eigenschappen van duciele en Bayesiaanse verdelingsuitspraken met elkaar
te vergelijken. Ook voor het maken van verdelingsuitspraken wordt gekozen
voor een probleemgerichte aanpak. Met name voor het probleem van het doen
van een verdelingsuitspraak over de verwachtingswaarde van een log{normale
verdeling leidt de duciele methode tot een nieuwe procedure die qua eigen-
schappen gunstig afsteekt bij de al bestaande procedures.
