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Abstract
Covering arrays are generalizations of orthogonal arrays that have
been widely studied and are used in software testing. The probabilis-
tic method has been employed to derive upper bounds on the sizes of
minimum covering arrays and give asymptotic upper bounds that are
logarithmic on the number of columns of the array. This corresponds
to test suites with a desired level of coverage of the parameter space
where we guarantee the number of test cases is logarithmic on the
number of parameters of the system. In this paper, we study vari-
able strength covering arrays, a generalization of covering arrays that
uses a hypergraph to specify the sets of columns where coverage is re-
quired; (standard) covering arrays is the special case where coverage
is required for all sets of columns of a fixed size t, its strength. We
use the probabilistic method to obtain upper bounds on the number of
rows of a variable strength covering array, given in terms of parameters
of the hypergraph. We then compare this upper bound with another
one given by a density-based greedy algorithm on different types of
hypergraph such as t-designs, cyclic consecutive hypergraphs, planar
triangulation hypergraphs, and a more specific hypergraph given by
a clique of higher strength on top of a “base strength”. The conclu-
sions are dependent on the class of hypergraph, and we discuss specific
characteristics of the hypergraphs which are more amenable to using
different versions of the Lova´sz local lemma.
∗University of Ottawa, Ottawa, Canada, lmoura@uottawa.ca
†Gemini Observatory, La Serena, Chile, sraaphorst@gmail.com
‡Carleton University, Ottawa, Canada, brett@math.carleton.ca
1
ar
X
iv
:1
90
1.
05
38
6v
2 
 [m
ath
.C
O]
  3
1 M
ar 
20
19
Keywords: covering arrays, variable strength, Lova´sz local lemma, greedy
algorithm, derandomization.
1 Introduction
Covering arrays are well studied combinatorial designs [5, 6] in part because
of their utility in software and network testing [3,8,16]. For more information
about covering arrays, including combinatorial constructions and overview on
algorithms and applications, see the survey by Colbourn [5]. In this paper,
we focus on a recent covering array generalization called variable strength
covering array (VCA). We begin defining VCAs and indicate how covering
arrays are a special case. For more information on VCAs, see [19, 22].
Definition 1.1. Let H = (V,E) be a hypergraph and let k = |V |. A variable-
strength covering array, denoted VCA(n;H, v), is an n× k array filled from
Zv such that for each e = {v0, . . . , vt−1} ∈ E, the n× t subarray of columns
indexed by the elements of e is covered, that is, it has every possible t-tuple
in Zv as a row at least once. The variable-strength covering array number,
written VCAN(H, v), is the smallest n such that a VCA(n;H, v) exists.
Consider the complete t-uniform hypergraph on k vertices, denoted K
(t)
k ,
that is, the hypergraph where |V | = k and E is the set of all t-subsets
of V . A covering array of strength t, denoted CA(N ; t, k, v), is precisely
a VCA(N ;K
(t)
k , v); the covering array number is denoted CAN(t, k, v). In
this article, we use the Lova´sz local lemma to give an upper bound on
VCAN(H, v).
Theorem 1.2 (Lova´sz local lemma - symmetric case [9, 26]). Let A =
{A0, . . . , Am−1} be a finite set of events in a probability space Ω such that
Pr(Ai) ≤ p < 1, and each event is independent of all but at most d of the
other events. If ep(d + 1) ≤ 1, where e is the base of the natural logarithm,
then the probability that none of the events occur is nonzero.
For standard covering arrays, the local lemma has been used [13] to prove
CAN(t, k, v) ≤ (t− 1) log k
log v
t
vt−1
(1 + o(1)).
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More recently, this local lemma technique and the deterministic analogue, of-
ten called entropy compression [17], has improved the coefficient of the lead-
ing term in this bound for all v when t = 3 and for v ≤ 10 when 4 ≤ t ≤ 6, by
using columns that have balanced numbers of symbols [10, 28]. Sarkar and
Colbourn match and extend these improvements by exploiting permutation
groups with the use of the local lemma [24]. They also combine the local
lemma, permutation groups, graph colouring techniques and a density-based
greedy approach into two-stage methods which further improve covering ar-
ray upper bounds [23]. In [7] together with Lanus they use the local lemma to
construct covering perfect hash families which are then used to construct cov-
ering arrays; covering perfect hash families are smaller than covering arrays
and thus can be more efficiently generated. These constructions are related
to covering arrays constructed from linear feedback shift register sequences
[21,27].
Probabilistic methods have been previously used in the context of variable
strength covering arrays. In [11,12] probabilistic methods, but not explicitly
the local lemma, are used to derive bounds on variable strength covering
arrays for consecutive hypergraphs which are similar to the cyclic consecutive
hypergraphs we discuss in Section 3 but without the edges wrapping from the
end of the vertex set to the beginning. Sarkar et al. [25] use the local lemma
to construct partial covering arrays which cover at least 1−  of the possible
t-sets of columns. The main difference between these and variable strength
covering arrays is that variable strength covering arrays specify exactly which
t-sets of columns will be covered and partial covering arrays only specify that
a certain proportion of t-sets must be covered, without constraining which
ones they are.
1.1 Main Result
For a hypergraph H, let the rank of H, denoted rank(H), be the largest
cardinality of an edge in H.
Theorem 1.3. Let H = (V,E) be a hypergraph with rank(H) = t ≥ 1, and
let d be an integer such that no edge of H intersects more than d other edges
of H. Then, for any v ≥ 2, we have:
VCAN(H, v) ≤
⌈
ln(d+ 1) + t ln v + 1
ln v
t
vt−1
⌉
(1.1)
3
≤ ⌈vt (ln(d+ 1) + t ln v + 1)⌉ . (1.2)
Proof. Let k = |V |. Consider a randomly generated N × k array M with
entries chosen from Zv with uniform probability. For each edge e ∈ E, write
s = |e|, and associate an event Ae that the N × s subarray of M formed by
the columns corresponding to e is missing one or more of the vs s-tuples of
Zsv as a row. Define:
p = vt
(
vt − 1
vt
)N
.
Since s ≤ t, we have that
Pr(Ae) ≤ vs
(
vs − 1
vs
)N
≤ vt
(
vt − 1
vt
)N
= p.
We apply the symmetric Local Lemma as in Theorem 1.2, which states
that if ep(d+1) ≤ 1, the probability that none of the events occur is positive,
and hence there is some N × k array that is a VCA(N ;H, v). This happens
when:
N ≥ ln(d+ 1) + t ln v + 1
ln v
t
vt−1
.
Thus, we have:
VCAN(H, v) ≤ ln(d+ 1) + t ln v + 1
ln v
t
vt−1
.
If we use the approximation(
ln
m
m− 1
)−1
< m,
for m > 1 from the Taylor series expansion, we can rewrite the equation as
follows:
VCAN(H, v) ≤ vt (ln(d+ 1) + t ln v + 1) .
Theorem 1.3 can be applied to any hypergraph H and thus gives a very
general existence result for VCAs with arbitrary parameters. The rest of the
paper focuses on comparing the upper bound given by Theorem 1.3 with a
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constructive upper bound for VCAs obtained by a density-based greedy algo-
rithm called VarDens introduced in [19,20] and given next. This method is
a generalization of the density method of Bryce and Colbourn [2] for dealing
with variable strength.
Theorem 1.4. [19, 20] Let H be a hypergraph such that rank(H) = t and
e = |E(H)|. Algorithm VarDens returns a VCA(N ;H, v) where N satisfies
VCAN(H, v) ≤ N ≤
⌈
ln e+ t ln v
ln v
t
vt−1
⌉
(1.3)
≤ ⌈vt(ln e+ t ln v)⌉ . (1.4)
For the remainder of the paper we compare the bounds given by the
probabilistic method and by VarDens algorithm. Let Nprob(H, v) be the
upper bound given by the probabilistic method (the right hand side of equa-
tion (1.1) in Theorem 1.3), and let Ndens(H, v) be the upper bound given by
VarDens algorithm (the right hand side of equation (1.3) in Theorem 1.4).
That is, we denote
Nprob(H, v) :=
⌈
ln(d+ 1) + t ln v + 1
ln v
t
vt−1
⌉
,
Ndens(H, v) :=
⌈
ln e+ t ln v
ln v
t
vt−1
⌉
.
We note that if absolutely nothing is known about the hypergraph H
except the number of edges e and the rank t, then we can substitute d ≤
e− 1, into Nprob(H, v) obtaining an upper bound quite close to Ndens(H, v),
specially as we fix v and t and let e grow.
In the rest of the article, we show that when we know better estimates
on d, Nprob(H, v) outperforms Ndens(H, v). In Section 2, we look at hyper-
graphs that are combinatorial designs. In Section 3, we study two families
of hypergraphs (cyclic consecutive hypergraphs and planar triangulations)
where we know the exact VCAN to assess how well each of these methods
perform. In Section 4, we consider other versions of the Lova´sz local lemma,
namely the asymmetric and the general cases, and exemplify challenges and
benefits to using them. An extended abstract containing the main results
and discussions in Sections 1-3 appeared in [18].
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2 VCAs over designs
Combinatorial designs can be used to obtain hypergraphs that have a great
deal of regularity, which can be exploited to determine the number of depen-
dent events.
Definition 2.1. An s-(k, t, λ) design is a collection B of t-subsets (called
blocks) of a k-set V with the property that any s-subset of points from V
appear in exactly λ blocks of B.
For a fixed s, t and λ, these designs are known to exist for all sufficiently
large k that satisfy the necessary conditions [15].
We begin by counting the number of blocks in a s-(k, t, λ) design that
intersect a fixed block.
Lemma 2.2. Let B be an s-(k, t, λ) design. Then for any B ∈ B:
d = |{B′ ∈ B \ {B} : B ∩B′ 6= ∅}| ≤
2b s−1
2
c+1∑
i=1
(−1)i+1
(
t
i
)(
λ
(
k−i
s−i
)(
t−i
s−i
) − 1) .
When s = t− 1 and the design has no repeated blocks,
d =
t−1∑
i=1
(−1)i+1
(
t
i
)(
λ
(
k−i
(t−1)−i
)
t− i − 1
)
.
Furthermore, for any 1 ≤ m ≤ s, m odd, we can truncate the summation
after m terms to derive an upper bound on the summation.
Proof. Let K be the point set of the design. To count the number of blocks
that intersect B in at least one point we use the inclusion-exclusion principle.
Let λU be the number of blocks that contain a set U ⊆ K. The inclusion-
exclusion principle states that the number of blocks that intersect B ∈ B in
at least one point is precisely
d =
t∑
i=1
(−1)i+1
∑
U ⊂ B
|U | = i
(λU − 1)
where the 1 is subtracted to not count B itself. Whenever the outer summa-
tion is truncated ending with a positive term an upper bound is achieved.
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For |U | ≤ s, λU can be computed from the parameters of the design.
Each of the
(
t
i
)
i-sets U ⊆ B, occurs in exactly (k−i
s−i
)
s-sets each of which
appears λ times amongst the blocks of B. Each block of B which contains
U , contains exactly
(
t−i
s−i
)
s-sets containing U , and hence λU = λ
(k−is−i)
(t−is−i)
blocks
of B. For s + 1 ≤ |U | ≤ t, λU cannot be derived from just the parameters
of the design. If there are repeated blocks then λB itself may be more than
one. Thus when s < t − 1, or repeated blocks are permitted, the value of d
will depend on the particular design and not just on the parameters. So we
calculate an upper bound on d, by truncating the inclusion-exclusion after a
positive term. We stop at the largest odd integer no larger than s, that is
2b s−1
2
c+ 1.
When s = t − 1 and there are no repeated blocks, every term in the
summation can be computed from the parameters of the design and the
computation is exact.
Theorem 2.3 (Bound Comparison for VCA over s-(k, t, λ) designs).
Let B be an s-(k, t, λ) design. Then,
Nprob(B, v) =

ln
(
1 +
∑2b s−1
2
c+1
i=1 (−1)i+1
(
t
i
)(λ(k−is−i)
(t−is−i)
− 1
))
+ t ln v + 1
ln v
t
vt−1
 ,
and Ndens(B, v) =
⌈
ln b+t ln v
ln v
t
vt−1
⌉
. Furthermore, for s, t, λ, and v fixed, as k →
∞, we get
Nprob(B, v) = (s− 1)vt ln k +O(1) and Ndens(B, v) = svt ln k +O(1).
Proof. The first equality comes from Lemma 2.2 to bound d in Theorem 1.3,
the second equality comes from Theorem 1.4 and the asymptotic results
follow easily from these using the Taylor series of the denominator.
We conclude that for designs, Nprob(B, v) is asymptotically better than
Ndens(B, v) as it reduces the coefficient for the leading term ln k by vt.
When s = t − 1 and the design has no repeated blocks we can take
advantage of the equality in Lemma 2.2. Table 1 gives the bounds from
Theorem 2.3 for (t − 1)-(k, t, 1) designs for 3 ≤ t ≤ 6. When t ≤ 6, explicit
designs are known [6]. Although for small k, Ndens may outperform Nprob, as
k grows even modestly, Nprob becomes better.
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Table 1: VCA upper bounds on (t− 1)-(k, t, 1) designs.
2−(k,3,1) designs 3−(k,4,1) designs 4−(k,5,1) designs 5−(k,6,1) designs
Nprob
ln
(
3
2
k− 7
2
)
+3 ln v+1
ln v
3
v3−1
ln
(
2
3
k2− 11
3
k+9
)
+4 ln v+1
ln v
4
v4−1
ln
(
5
24
k3− 35
12
k2+ 125
8
k− 121
4
)
+5 ln v+1
ln v
5
v5−1
ln
(
1
20
k4− 9
8
k3+ 257
24
k2− 595
12
k+456
5
)
+6 ln v+1
ln v
6
v6−1
Ndens
ln
(
1
6
k2− 1
6
k
)
+3 ln v
ln v
3
v3−1
ln
(
1
24
k3− 1
8
k2+ 1
12
k
)
+4 ln v
ln v
4
v4−1
ln
(
1
120
k4− 1
20
k3+ 11
120
k2− 1
20
k
)
+5 ln v
ln v
5
v5−1
ln
(
1
720
k5− 1
72
k4+ 7
144
k3− 5
72
k2+ 1
30
)
+6 ln v
ln v
6
v6−1
3 Ability of bounds to capture global prop-
erties of H
In this section, we compare the two bounds for two families of hypergraphs
for which VCANs are almost completely known and do not grow with k [22].
The cyclic consecutive hypergraph is Hk,tc = (V,E) with V = {0, . . . , k − 1}
and E = {{i, i + 1 mod k, . . . , i + t − 1 mod k} : 0 ≤ i ≤ k − 1}; for many
cyclic consecutive hypergraphs VCAN(Hk,tc , v) equals v
t, and in all cases we
know that VCAN(Hk,tc , v) ≤ dt,v for some dt,v that does not grow with k
[22, Theorem 3.8].
In Hk,tc , each edge intersects exactly 2t−2 other edges. Theorem 1.3 gives
Nprob(H
k,t
c , v) =
⌈
ln(2t− 1) + t ln v + 1
ln v
t
vt−1
⌉
. (3.1)
In agreement with dt,v, Nprob is independent of k and thus for fixed v and t,
it is O(1). On the other hand, the bound from algorithm VarDens is
Ndens(H
k,t
c , v) =
⌈
ln k + t ln v
ln v
t
vt−1
⌉
,
which does grow with k. Thus we have an example of a family of hyper-
graphs where Nprob is substantially better than Ndens. The homomorphism
construction (see [19, Chapter 3]) gives V CAN(Hk,tc , v) ≤ VCAN(Hk′,tc , v),
where k′ ≤ 2t−1 and the ln(2t−1) term in Equation 3.1 in place of the usual
ln k term suggests that Nprob “recognizes” this homomorphism while Ndens
does not. However, experiments show that running VarDens algorithm for
Hk,tc does seem to generate arrays where the array size is independent of k
[19].
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A triangulation hypergraph of the sphere, T = (V,E) is a rank-3 hyper-
graph which corresponds to a planar graph all of whose faces are triangles;
the rank-3 hyperedges are precisely the faces of the planar embedding. From
colourings and homomorphisms we know that VCAN(T, v) = v3 [22]. If T
has k vertices then it has 2k−4 edges (triangles) and a triangle may intersect
up to 3(∆− 2) other triangles where ∆ is the maximum degree of the planar
graph. Thus, d ≤ min{3(∆− 2), 2k − 5} and
Nprob(T, v) ≤
⌈
ln(min{3(∆− 2) + 1, 2k − 4}) + 3 ln v + 1
ln v
3
v3−1
⌉
,
while VarDens gives
Ndens(T, v) =
⌈
ln(2k − 4) + 3 ln v
ln v
3
v3−1
⌉
.
Thus, Nprob only performs better than Ndens when the maximum degree of
the triangulation grows more slowly than the number of vertices. In addi-
tion, unless ∆(T ) is bounded as k grows, Nprob grows with k, even though
VCAN(T, v) = v3. Hence, triangulation hypergraphs represent a case where,
unlike cyclic consecutive hypergraphs, our application of the local lemma
is unable to capture the behaviour of the homomorphism H → K(3)4 . The
bound Ndens also grows with k and, in contrast to the previous class of hy-
pergraphs, experiments running VarDens on random triangulation hyper-
graphs suggest that the size of the arrays produced indeed increases as some
function of k, see Table 2. For more details about generating the random
triangulation hypergraphs see [19].
k = 4 k = 11 k = 100
v Nm NM Na Nm NM Na Nm NM Na
2 8 10 8.37 8 11 9.50 12 14 13.13
3 27 34 31.17 31 36 34.23 39 42 40.37
5 142 152 146.30 150 157 154.13 167 172 169.60
Table 2: Trials of VarDens on random triangulations with k vertices. Nm,
NM , and Na are the minimum, maximum, and mean array sizes, respectively.
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4 Using the general and asymmetric local lemma
In Theorem 1.3, we use the symmetric version of the local lemma to estab-
lish the existence of covering arrays. In Section 2, we apply this theorem
to hypergraphs that are highly symmetric: the probability that any set of
columns represented by a hyperedge be covered is precisely the same as for
any other hyperedge, because all the hyperedges have the same size. Addi-
tionally, for (t − 1)-(k, t, λ) designs the size of the sets of dependent events
also does not vary; even for s-(k, t, λ) designs the sizes of sets of dependent
events can only vary in a fixed range. In Section 3, the hyperedges were
again of a fixed size. If the hyperedges themselves vary in size or the size
of sets of dependent events significantly vary, using the symmetric version
of the local lemma requires taking the worst probability of a set of columns
being uncovered and requires taking the largest set of dependent events. In
this section, we explore the benefit of using versions of the local lemma that
can adapt to varying sizes of hyperedges and sets of dependent events.
The most general statement of the local lemma was given by Lova´sz in
1975.
Theorem 4.1 (Lova´sz local lemma - general case [9]).
Let A = {A0, . . . , Am−1} be a finite set of events in a probability space Ω.
Define a function Γ: A → P(A) such that for A ∈ A, A is independent from
all events in A\ (Γ(A)∪ {A}). If there is a map x : A → (0, 1) such that for
all A ∈ A:
Pr(A) ≤ x(A)
∏
B∈Γ(A)
(1− x(B))
then the probability that none of the events occur is nonzero, and is:
Pr(A0 ∧ . . . ∧ Am−1) ≥
∏
A∈A
(1− x(A)).
The Asymmetric local lemma was given by Habib in 1998.
Theorem 4.2 (Lova´sz local lemma - asymmetric case [14]).
Let A = {A0, . . . , Am−1} be a finite set of events in a probability space Ω.
Define a function Γ : A → P(A) such that for A ∈ A, A is independent from
all events in A \ (Γ(A) ∪ {A}). If, for each 0 ≤ i < m, we have that both:
1. Pr(Ai) ≤ 18
10
2.
∑
Aj∈Γ(Ai) Pr(Aj) ≤ 14
then the probability that none of the events occur is positive.
For any particular hypergraph, using these more general versions of the
local lemma can require establishing complicated bounds on the probabilities
and size of sets of dependent events which are different when the hypergraph
is changed. We choose to focus on one specific hypergraph to highlight the
challenges and benefits of this approach. Let H15 be the hypergraph with
vertex set {a, b, c, d, e, f, g, h, i, j, k, 0, 1, 2, 3} and edge set containing the four
hyperedges of rank 3 from {0, 1, 2, 3} and all possible edges of rank 2 that
are not contained within any hyperedge of rank 3. Cohen et al. [4] previously
studied this hypergraph and other similar ones and used simulated annealing
to construct variable strength covering arrays over them.
With n rows, the probability of missing coverage on any pair of columns
is
p(A) ≤ v2
(
v2 − 1
v2
)n
.
The probability of missing coverage on one of the four sets of three columns
is
p(A) ≤ v3
(
v3 − 1
v3
)n
.
To determine the sets of dependent events we classify the hyperedges into
three kinds. E1 is the set of pairs from {a, b, c, d, e, f, g, h, i, j, k}, E2 is the set
of pairs from {a, b, c, d, e, f, g, h, i, j, k}×{0, 1, 2, 3} and E3 is the set of triples
from {0, 1, 2, 3}. The number of events of each type that are dependent on
other types is summarized in Table 3. The entry in row Ei and column Ej
is the number of Ej events that are dependent on an Ei event.
E1 E2 E3
E1 18 8 0
E2 10 13 3
E3 0 33 3
Table 3: Bad event dependency counts on hypergraph H15.
We start by applying the symmetric local lemma for this hypergraph.
For A1 ∈ E1, |Γ(A1)| = 26; for A2 ∈ E2, |Γ(A2)| = 26; and for A3 ∈ E3,
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|Γ(A3)| = 36. Thus all bad events are avoided when:
n ≥ 3 ln v + ln 37 + 1
3 ln v − ln(v3 − 1) .
These values of n are given in Table 4 in column ns for v = 2, . . . , 10.
To use the general form of the local lemma, as in Theorem 4.1, we need
to find a function x : A → (0, 1) such that, for each A ∈ A:
Pr(A) ≤ x(A)
∏
B∈Γ(A)
(1− x(B)). (4.1)
If such a function x exists, then the local lemma guarantees that the proba-
bility that all bad events can be avoided is nonzero. We look for a function
x that is fixed on each Ei. Equation (4.1) gives the following system of
inequalities:
v2
(
v2 − 1
v2
)n
≤ x1(1− x1)18(1− x2)8,
v2
(
v2 − 1
v2
)n
≤ x2(1− x1)10(1− x2)13(1− x3)3,
v3
(
v3 − 1
v3
)n
≤ x3(1− x2)33(1− x3)3.
No closed form is apparent so we solved this system numerically using OpenOpt
[1]. We provide the results in column ng of Table 4. For details of the solution
technique see [19].
Since the solutions for the system of equations from the general local
lemma can be quite difficult to produce [14], we also consider the asym-
metric local lemma, as in Theorem 4.2. This gives the following system of
inequalities:
v2
(
v2 − 1
v2
)n
≤ 1
4
,
v3
(
v3 − 1
v3
)n
≤ 1
4
,
26
[
v2
(
v2 − 1
v2
)n]
≤ 1
8
,
12
v ns ng na pg,s (%) pa,s (%)
2 50.10 33.79 34.38 32.55 31.37
3 209.50 148.30 153.17 29.21 26.88
4 556.87 407.02 421.87 26.91 24.24
5 1175.17 881.51 910.49 24.99 22.52
6 2152.02 1643.10 1693.86 23.65 21.28
7 3578.65 2777.33 2850.50 22.39 20.34
8 5549.38 4367.67 4461.93 21.29 19.59
9 8161.08 6440.68 6612.28 21.08 18.97
10 11512.91 9171.64 9387.96 20.34 18.45
Table 4: Different values of n obtained for H15 using the symmetric, general
and asymmetric local lemmas.
33
[
v2
(
v2 − 1
v2
)n]
+ 3
[
v3
(
v3 − 1
v3
)n]
≤ 1
8
.
which can be solved more directly. Details can be found in [19]. The results
are given in column na of Table 4.
Table 4 gives the values of n obtained for H15 using each of the three ver-
sions of the local lemma. Column pg,s gives the percentage improvement of
the general local lemma with respect to the symmetric local lemma. Column
pa,s gives the percentage improvement of the asymmetric local lemma with
respect to the symmetric local lemma. The results obtained from the general
local lemma showed significant improvement over those from the symmetric
local lemma, with an average improvement of 24.71% and a median improve-
ment of 23.65%. We note, however, that considerable work went into finding
valid functions x : A → (0, 1) satisfying the conditions in Theorem 4.1. The
process we used would be hard to automate and was highly intensive, requir-
ing significant manual experimentation and interaction. The asymmetric
local lemma gives results that are slightly worse than those given by the
general local lemma. On average, they are within 2.76% (median: 2.66%) of
those given by the general local lemma. While this difference is small, the
improvement that the use of the asymmetric local lemma gives over the use
of the symmetric local lemma is considerably more significant: the asymmet-
ric local lemma is, on average, an improvement of 22.63% (median: 21.29%)
over the symmetric local lemma. We believe that when the hypergraph for a
13
0 2.5 5 7.5 10 12.5 15
2.5
5
7.5
10
g
log N
Figure 1: A comparison of the VarDens bound (upper line), the general
local lemma bounds (middle line), and the actual results from running Var-
Dens on H15 (lower line). The horizontal axis is the number of levels and
the vertical axis represents the natural logarithm of the size of the arrays.
variable strength covering array lacks uniformity with respect to the size of
edges or the sizes of their neighbourhoods, there is benefit using the general
and asymmetric forms of the local lemma.
As a final comparison, we compare the size of covering arrays given by
the local lemma to the guaranteed bound of VarDens and also to results
of running VarDens. The results are shown in Figure 1. The best local
lemma bounds (from the general local lemma) are better than the theoretical
guarantee of VarDens (Ndens) but the actual size of arrays given by running
VarDens is even better.
5 Conclusion
We used variants of the Lova´sz local lemma to find upper bounds on the sizes
of variable strength covering arrays and compared to the ones constructed
using VarDens, a derandomized greedy construction, and its guaranteed
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upper bound. Our main result, Theorem 1.3, is a general upper bound on
the size of a variable strength covering array in term of the parameters of
the associated hypergraph obtained via the symmetric local lemma. When
nothing is known about the hypergraph these two bounds are very similar.
The bounds obtained from the symmetric local lemma work best when the
hypergraph’s edges are of a fixed size and the number of edges intersecting an
edge is invariant. For example, for t-designs the local lemma bound is better
than the VarDens bound by a constant that depends on t. A more extreme
example are the cyclic consecutive hypergraphs for which the local lemma
bound, unlike VarDens bound, remains constant when we let k grow. We
suggest that when edges are of varying sizes, the general and asymmetric
versions of the local lemma may work best, and demonstrate this fact with
an example. We note that in some instances the VarDens bound is much
worse than actual runs of VarDens on given inputs, and in several cases
these runs outperform the local lemma bound.
One direction for future research is examining how much of the recent
improvements in the application of both the local lemma and density based
greedy algorithm for standard covering arrays [7, 10, 23, 24, 28] can be ex-
tended to variable strength covering arrays. Another direction is to continue
the exploration of the general and asymmetric local lemmas and their utility
for variable strength covering arrays. Perhaps some families of hypergraphs
are more amenable to the general case and closed form solutions for the re-
quired function exist. The weighted local lemma is also deserving of attention
[14].
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