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Abstract: Gibbs point processes (GPPs) constitute a large and flexible
class of spatial point processes with explicit dependence between the points.
They can model attractive as well as repulsive point patterns. Feature se-
lection procedures are an important topic in high-dimensional statistical
modeling. In this paper, composite likelihood approach regularized with
convex and non-convex penalty functions is proposed to handle statisti-
cal inference for high-dimensional inhomogeneous GPPs. The composite
likelihood incorporates both the pseudo-likelihood and the logistic compos-
ite likelihood. We particularly investigate the setting where the number
of covariates diverges as the domain of observation increases. Under some
conditions provided on the spatial GPP and on the penalty functions, we
show that the oracle property, the consistency and the asymptotic normal-
ity hold. The latter two asymptotic properties also hold in an unregularized
setting which is already a contribution to the current literature. Through
simulation experiments, we validate our theoretical results and finally, an
application to a tropical forestry dataset illustrates the use of the proposed
approach.
Keywords and phrases: Gibbs point process, high dimensional regres-
sion, composite likelihood, regularization method, feature selection.
1. Introduction
Spatial point patterns are datasets containing the random locations of events or
objects within a spatial domain. These datasets arise in a broad range of appli-
cations, for instance in modeling the locations of trees in a forest, the locations
of disease cases in a region, etc (see e.g. Møller and Waagepetersen, 2003; Illian
et al., 2008; Baddeley, Rubak and Turner, 2015). The stochastic models gener-
ating such datasets are called spatial point processes, with the spatial Poisson
point process as the reference model. This model is the natural candidate for
modeling independent random structures, i.e. independent locations of points in
space with no interaction. In practice, we may observe random patterns where
the points interact between them. There exists several models which are suitable
for modeling these dependent random structures. Gibbs point processes (GPPs)
are for instance one of them. In a nutshell, GPPs are defined, in a bounded do-
main, by a density with respect to the Poisson process. This makes this class
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particularly large, flexible and attractive. It can model homogeneous or inho-
mogeneous, clustered or regular patterns (Jensen and Nielsen, 2001; Dereudre
et al., 2017; Dereudre, 2019).
One way of characterizing spatial point processes is through intensity func-
tions. The kth order intensity function at u1, . . . , uk can be interpreted as the
local probability to observe a point at pairwise distinct points u1, . . . , uk (Coeur-
jolly, Møller and Waagepetersen, 2017). Given a Gibbs model, such intensity
functions are (in general) not available in a closed form, essentially due to the
normalizing constant involved in its density expression (see Section 2.1 for more
details). Thus, even for simple models, the expected number of points in a
bounded domain has no explicit expression.
A reasonable way to overcome this issue is to define a quantity which does
not involve the normalizing constant and which characterizes in some ways the
GPP. A suitable candidate which presents these two features is the Papangelou
conditional intensity (Dereudre, 2019), denoted here by λ. For a GPP X and
a location u ∈ Rd, λ(u,X)du can be interpreted as the conditional probability
to observe a point in a ball with volume du around u given the rest of the con-
figuration agrees with X (Coeurjolly, Møller and Waagepetersen, 2017). From
a practical point of view, we may suspect that the Papangelou conditional in-
tensity depends on spatial covariates, which can be environmental conditions,
topological attributes, soil characteristics, etc. In the present study, we assume
that the Papangelou conditional intensity is a loglinear form of the parameters
(see Jensen and Nielsen, 2001; Daniel, Horrocks and Umphrey, 2018):
λθ(u,X) = exp(β
>z(u) +ψ>s(u,X)), u ∈W ⊆ Rd (1.1)
where θ = (ψ>,β>)> ∈ Rp is a parameter vector to be estimated, d represents
the state space of the spatial GPP X (usually d = 2, 3) and W is the observation
window. We assume that ψ is a real l-dimensional parameter and β a real q-
dimensional parameter, so that l+q = p. In this setting, the q spatial covariates
measured at coordinate u, z(u) = {z1(u), · · · , zq(u)}>, describe the spatial in-
homogeneity and the covariates effects; and s(u,X) = {s1(u,X), · · · , sl(u,X)}>
correspond to interaction terms (see Section 2.2 for specific examples).
Likelihood inference is a standard method in parametric estimation. Due to
the normalizing constant defining the density of a GPP, the likelihood function
is intractable, which makes difficult, from a computational point of view, to fit
Gibbs models via maximum likelihood. From a theoretical point of view, similar
complexities appear. Even for simple stationary models, Dereudre et al. (2017)
show that very little is known. Consistency of the maximum likelihood can be
established for some models but no available central limit theorem is available.
Alternatives to the likelihood method include the pseudo-likelihood (Besag,
1978; Jensen et al., 1991; Jensen and Ku¨nsch, 1994) and the logistic composite
likelihood (Baddeley et al., 2014), two methods which can be implemented very
efficiently (Baddeley, Rubak and Turner, 2015) when the number of parameters
is moderate, i.e. when p is small. Asymptotic results for parameters estimates
from these methods are also well-known in the homogeneous case, that is for
models which cannot include spatial covariates (see Section 3.1).
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With the large number of covariates that spatial pattern data may contain,
an important question concerns the spatial features to include in the final model
for estimating the parameters. It then becomes inevitable to develop a technique
that can perform covariate selection and parameter estimation simultaneously.
In the literature, this is known as a regularization technique and it consists
to impose a penalty function on the objective function with both the pseudo-
likelihood and the logistic composite likelihood in our setting. Regularization
technique is a recent topic in the context of spatial point processes (see e.g.
Thurman and Zhu, 2014; Thurman et al., 2015; Yue and Loh, 2015; Choiruddin
et al., 2018) and has not much been investigated for spatial GPPs in particular.
Daniel, Horrocks and Umphrey (2018) consider this problem. However, only
convex penalties are considered and no theortical result is available to guarantee
these procedures.
The aim of this paper is to address regularization method for inhomogeneous
GPPs via penalized composite likelihood (and in particular for the pseudo-
likelihood) in a more complete fashion, i.e. to provide both theoretical and
numerical results. We provide conditions on the inhomogeneous Gibbs model
(assumptions on covariates, form of the interaction terms, etc) on the penalty
function to obtain sparsity, consistency and asymptotic normality for the regu-
larized pseudo-likelihood estimator. The results are established in the increasing
domain setting. When p is small and no regularization is used, consistency and
asymptotic normality hold, which is already a contribution to the literature. The
present paper can be seen as an extension of two previous papers. It extends the
work done in Choiruddin et al. (2018) to spatial GPPs, that is to the estimation
of conditional intensities and that in Daniel, Horrocks and Umphrey (2018) to
non-convex penalties. Our results are in the same vein as the ones obtained
by Fan and Li (2001) and Fan et al. (2004). In particular, we also consider the
setting when the number of parameters, and in particular the number of spatial
covariates grows with the sample size, which is in our situation the size of the
observation domain.
The remainder of the paper is structured as follows. In Section 2, we present
a brief formalism to define and characterize spatial GPPs. We also present a few
examples. Methodologies to infer parametric GPPs are presented in Section 3
where we, in particular, review unregularized and regularized pseudo-likelihood.
Asymptotic properties are given in Section 4. Section 5 details the methodology
while providing its numerical aspects and Section 6 presents a simulation study
while Section 7 is devoted to the application of the proposed method to a tropical
forestry dataset. Discussion and conclusion follow in Section 8. Finally, proofs
are postponed to Appendices A-D.
2. Gibbs point processes (GPPs)
2.1. Background and definitions
We consider spatial point processes X on S ⊆ Rd in this paper. We view X as
a locally finite subset of S. Thus two points cannot occur at the same location.
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We denote by XB = X ∩B the restriction of X to a set B ⊆ S and by |B| the
volume of a bounded Borel set of Rd. Local finiteness of X means that XB is
finite almost surely, that is the number of points N(B) = |XB | is finite almost
surely. Let Nlf be the space of locally finite configurations of Rd, that is
Nlf = {x, |xB | <∞ for any bounded domain B ⊂ Rd}.
We now briefly remind the definition of GPPs. For a comprehensive presenta-
tion of GPPs as well as a detailed list of references, we refer to Dereudre (2019).
In this paper, we are interested in increasing domain asymptotic properties for
some statistical inference to be detailed in Section 3. Thus, the point process
must be defined on Rd and we assume to observe it on a sequence of observation
domains that grow to Rd. It is therefore important to properly define GPPs on
S = Rd.
However, let us first consider the case |S| <∞, as it is easier to understand
and interprete. GPPs are characterized by an energy function H (or Hamil-
tonian) that maps any finite point configuration to R ∪ {∞}. Specifically, if
|S| < ∞, a GPP on S associated to H and with activity z > 0 admits the
following density with respect to the unit rate Poisson process:
f(x) ∝ z|x|e−H(x) (2.1)
where ∝ means “proportional to”. By this, we highlight that, even for simple
models, the constant is intractable. This definition makes sense under some
regularity conditions on H, typically non degeneracy (H(∅) <∞) and stability
(there exists A ∈ R such that H(x) ≥ A|x| for any x ∈ Nlf ). Consequently,
configurations x having a small energy H(x) are more likely to be generated
from a GPP than from a Poisson point process, and conversely for configurations
having a high energy. In the extreme case where H(x) = ∞, then x cannot,
almost surely, be the realization of a GPP associated to H.
Suppose that f is hereditary, that is, f(x) > 0⇒ f(y) > 0 for y ⊂ x. In other
words, the hereditary property means that an authorized configuration x (in the
sense that f(x) > 0) remains allowed if we take away one point. Then, one can
define the Papangelou conditional intensity λ(u,x) at any location u ∈ S as
follows:
λ(u,x) =
{
f(x ∪ u)/f(x) for u /∈ x
f(x)/f(x \ u) for u ∈ x (2.2)
with a/0 := 0 for a ≥ 0. Heuristically, the quantity λ(u,x)du may be interpreted
as the probability that has the process X to insert a point in a region du around
u given the rest outside this infinitesimal set is x.
When |S| =∞, the above definition (2.1) of the density does not make sense
in general since H(x) can be infinite or even undefined if |x| = ∞. In this
case a GPP is defined through its local specifications, which are the conditional
densities on any bounded set ∆, given the outside configuration on ∆c, with
respect to the unit rate Poisson process on ∆. These conditional densities take
a similar form as in (2.1), where now the Hamiltonian H becomes a family of
Ba and Coeurjolly/High-dimensional inference for Gibbs models 5
Hamiltonian functions H∆ that quantify the energy of x∆ given the outside
configuration x∆c . The interpretation nonetheless remains similar: a (infinite)
GPP associated to H∆ tends to favor configurations x∆ on ∆ having a small
value H∆(x). The interest of the Papangelou conditional intensity concept is
that it still makes sense when S = Rd. For more details, we refer the reader to
Daley and Vere-Jones (2007) and Møller and Waagepetersen (2003).
Campbell theorem is a fundamental tool for general point processes which in
particular is used to define intensity functions. The analog for GPPs is called
the GNZ (for Georgii, Nguyen and Zessin) formula (Xanh and Zessin, 1979;
Georgii, 1979, 2011). GNZ equation is a way of characterizing the GPP and also
highlights the interest of the Papangelou conditional intensity. It states that,
for any measurable function h : Rd ×Nlf → R+
E
∑
u∈X
h(u,X \ {u}) = E
∫
h(u,X)λ(u,X)du. (2.3)
Iterated versions GNZ formula are available (see e.g. Dereudre (2019)).
We end this section with two definitions related to the Papangelou conditional
intensity which often correspond to important expected properties. We say that
a GPP has a finite range (FR) for some R <∞, if for any u ∈ S, x ∈ Nlf
λ(u,x) = λ(u,x ∩B(u,R)). (FR)
In other words, the probability to insert a point u in x only depends on the
R-neigbors of u to x. Finally, a GPP is said to be locally stable if the GPP
is stochastically dominated by a Poisson point process, that is if there exists
λ¯ <∞ such that for any u ∈ S and x ∈ Nlf
λ(u,x) ≤ λ¯. (LS)
2.2. Examples of homogeneous models
As specified earlier, the interaction between points is encoded, when |S| <∞, in
the density or when |S| ≤ ∞ in the Papangelou conditional intensity. Parametric
models can therefore be easily defined. We consider first parametric models with
density of the form
fθ(x) ∝ exp
(
β|x|+ψ>s(x)
)
(2.4)
where θ = (ψ>, β)>, β ∈ R, ψ ∈ Rl and s : N llf → R is a vector of interaction
terms. The Papangelou conditional intensity writes
λθ(u,x) = exp
(
β +ψ>s(u,x)
)
(2.5)
with s(u,x) = s(x ∪ u) − s(x). Note that when ψ = 0, the model reduces to a
homogeneous Poisson point process with intensity exp(β). The models below,
which extend to Rd, are stationary, i.e. the distribution of X is invariant under
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translations. In particular, using the GNZ formula, it means that EN(A) =∫
A
E(λθ(u,x))du = |A|Eλθ(0,X). The average number of points in a bounded
domain with volume |A| does not depend on the location of this set A (nor its
shape).
• Strauss model: this pairwise interaction model is defined by l = 1, γ =
expψ ∈ [0, 1] and s(x) = ∑6=u,v∈x 1(‖v−u‖ ≤ R) for some R <∞ or using
the Papangelou conditional intensity s(u,x) =
∑
u∈x 1(‖v−u‖ ≤ R) which
represents the number of R-neighbors of u in x. When γ = 0 the model
is well-defined and corresponds to the Hard-core model with hard-core
distance R (two points at distance smaller than R are forbidden). Strauss
model is exclusively able to model repulsive patterns.
• Geyer saturation model: it generalizes the Strauss model in the sense
that it is defined for any value of the interaction parameter ψ and can
model both clustering or inhibition. It is defined by l = 1, ψ ∈ R,
s(u,x) = s(x ∪ u) − s(x) for any u ∈ Rd and x ∈ Nlf with s(x) =∑
u∈x min (σ, τ(u,R,x \ u)) where σ is a threshold parameter, τ(u,R,x \
u) :=
∑u 6=v
v∈x 1(‖u − v‖ ≤ R) is the number of other points v of x lying
within a distance R <∞ of the point u.
It is to be noticed that both models satisfy (FR) (with respective finite range
parameters R and 2R) and (LS). Many other examples are available in the
literature (see e.g. Møller and Waagepetersen (2003); Illian et al. (2008)): piece-
wise Strauss models, pairwise interaction models with infinite range such as the
Lennard-Jones model, higher order interaction models such as the area interac-
tion model, etc.
2.3. Examples and existence of inhomogeneous Gibbs models
The originality of this paper is to focus on inhomogeneous Gibbs models. There
are several ways of introducing inhomogeneity, non stationarity, anisotropy, etc
(see Jensen and Nielsen (2001) for a review). We consider, here, inhomogeneous
models that can be explained using spatial covariates. Namely, we focus on
models with Papangelou condition intensities of the loglinear form
λθ(u,x) = exp(β
>z(u) +ψ>s(u,x)) (2.6)
for u ∈ Rd and x ∈ Nlf , where now θ = (ψ>,β>)> ∈ Rp. We still assume
that ψ is a real l-dimensional parameter and β a real q-dimensional parameter,
so that l + q = p. In this setting, the q spatial covariates measured at coordi-
nate u, z(u) = {z1(u), · · · , zq(u)}>, describe the spatial inhomogeneity, covari-
ates effects and s(u,x) = {s1(u,x), · · · , sl(u,x)}> remain interaction terms.
Inhomogeneous Strauss or Geyer models for instance can thus be straightfor-
wardly proposed. From the previous section, if the covariates are assumed to be
bounded (more formalized later by condition (C.3)), then inhomogeneous ver-
sions of Strauss and Geyer models for instance also satisfy (FR)-(LS). Figure 1
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Figure 1. Realizations of Strauss process with parameters γ = 0.1 and R = 15 (column 1),
Geyer saturation process with σ = 1, γ = 1.5 and R = 15 (column 2), in the spatial domain
W = [0, 1000] × [0, 500]. Homogeneous models with parameter β0 are considered in the top
row while bottom row is concerned with inhomogeneous models with βtop = (β0, 2, .75). The
two spatial covariates correspond to elevation and slope of elevation (see Section 6); β0 is
set such that the average number of points under the Poisson case (i.e. when γ = 1) in this
domain equals 400.
depicts simulated realizations of homogeneous and inhomogeneous Strauss and
Geyer saturation models.
As mentioned in Section 2.1, our statistical objective raises the probabilistic
question: given a function λ : Rd × Nlf → R+ (eventually parametric), does
there exist a Gibbs model with Papangelou conditional intensity λ? Such a
question has generated an important literature in the homogeneous case. The
most recent result can be found in Dereudre, Drouilhet and Georgii (2012)
and proves the existence for many interaction models including homogeneous
Strauss and Geyer models. Surprisingly, this fundamental probabilistic problem
has never been considered in the literature in the non-stationary case. A recent
draft by Vasseur, Coeurjolly and Dereudre (2020) establishes the following useful
result, which provides sufficient conditions to ensure the existence.
Theorem 1. Vasseur, Coeurjolly and Dereudre (2020, Theorem 1) Let λ :
Rd × Nlf → R+, assume the assumptions (FR)-(LS) hold, then there exists at
least one infinite volume Gibbs measure, that is there exists at least one Gibbs
model X, with Papangelou conditional intensity λ which in particular satisfies
Ba and Coeurjolly/High-dimensional inference for Gibbs models 8
the GNZ equation (2.3).
In the rest of the paper, we assume that X is a GPP with parametric Papan-
gelou conditional intensity function (2.6) satisfying (FR)-(LS). By Theorem 1,
the model is well-defined and the notation E or Var are expectation and variance
with respect to this Gibbs measure.
3. Parametric estimation of the Papangelou conditional intensity
In this section, we present methodologies to estimate parametric Gibbs models.
We present the pseudo-likelihood, known as the most standard alternative to the
maximum likelihood method. Then, we present regularized or penalized versions
which are able to handle high-dimensional problems, that is situations when p
is large. We assume to observe a single realization of a point process X defined
on Rd and observed on a bounded domain W .
3.1. Pseudo-likelihood
The maximum likelihood method is rarely used in the literature. The density
is known upto a constant which is not explicit and which must be estimated
at each step of the optimization procedure. This makes such a method very
computationnally expensive even if p is very small.
The standard alternative is to maximize the pseudo-likelihood function (Be-
sag, 1978; Jensen et al., 1991), which is a “modified” version of the likelihood
function and does not involve the normalizing constant. We may encounter
boundary effects problem when computing the conditional intensity at some
points. Indeed, λθ(u,x) may depend on unobserved points of x lying outside
the observation window W for points u close to the edge of W . In such a situa-
tion, we need some edge corrections. To handle this problem, we take advantage
of the finite range property (FR) and use the minus sampling D = W 	R, i.e.
the observation window W eroded by the finite interaction range R of the GPP.
Now, for any u ∈ D ∪ (X ∩ D), λθ(u,x) can be observed without error using
the observation of X on W . For a Gibbs model with Papangelou conditional in-
tensity λθ(·, ·), the log-pseudo-likelihood function in D is defined by (see Jensen
et al. (1991))
LPL(X;θ) =
∑
u∈X∩D
log λθ(u,X)−
∫
D
λθ(u,X)du. (3.1)
Other edge effect corrections are known in the literature (e.g. isotropic correc-
tion, translation correction, etc.) but are not considered in this paper for the
sake of simplicity (see e.g. Ripley, 1991).
The first and second derivatives of the log-pseudo-likelihood function, for models
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given by (2.6), are respectively
LPL(1)(X;θ) =
∑
u∈X∩D
t(u,X \ u)−
∫
D
t(u,X)λθ(u,X)du,
LPL(2)(X;θ) =−
∫
D
t(u,X)t(u,X)>λθ(u,X)du
where t(u,x) = (s(u,x)>, z(u)>)> for u ∈ Rd and x ∈ N lf . The score of the
log-pseudo-likelihood function (3.1), LPL(1)(X;θ), is an unbiased estimating
equation (this ensues from GNZ equation, see e.g. (2.3)). The estimator ob-
tained from the maximization of (3.1) is called the maximum pseudo-likelihood
estimator. Well-desired asymptotic properties of this estimator have been shown
theoretically for stationary Gibbs models. In the case of stationary exponential
models, Jensen et al. (1991); Mase et al. (1995); Jensen and Ku¨nsch (1994);
Billiot et al. (2008) show the consistency and asymptotic normality of the max-
imum pseudo-likelihood estimator. Dereudre et al. (2009) extend the results to
non-hereditary GPPs while Coeurjolly et al. (2010, 2017) to finite range station-
ary non-exponential models and infinite range stationary exponential models.
A particular case of our main result developed in Section 4 is that we obtain
asymptotic results for inhomogeneous Gibbs models.
3.2. Regularization via penalized pseudo-likelihood
In an attempt to simultaneously select and estimate the components of the
parameter vector θ = (ψ>,β>)>, we regularize the log-pseudo-likelihood func-
tion defined in (3.1). That is, we maximize the penalized log-pseudo-likelihood
function
Q(X;θ) = LPL(X;θ)− |D|
p∑
j=1
pλj (|θj |), (3.2)
where |D| is the volume of the eroded observation domain, λj is a nonnegative
tuning parameter corresponding to θj for j = 1, . . . , p and pλj is a penalty
function which we now describe. For any λ ≥ 0, we say that pλ(·) : R+ → R is
a penalty function if pλ is a nonnegative function with pλ(0) = 0 and p0(.) = 0.
In our study, we do not make penalizations on the parameter ψ, i.e. we set
λ1 = · · · = λl = 0. Therefore, (3.2) becomes
Q(X;θ) = LPL(X;θ)− |D|
p∑
j=l+1
pλj (|θj |).
In the present study, we consider convex and non-convex penalty functions.
The `1 and `2 norms are convex penalty functions while the Smoothly Clipped
Absolute Deviation (SCAD) (Fan and Li, 2001) and the Minimax Concave
(MC+) (Zhang et al., 2010) penalty functions are non-convex. Note that “+” in
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MC+ means penalized linear unbiased selection (PLUS). From the two convex
functions, other penalty functions can be constructed. For example, the Elas-
tic net penalty function, which is a convex combination between the `1 and `2
norms. Below are the expressions of these penalty functions:
• `1 norm: pλ(θ) = λθ,
• `2 norm: pλ(θ) = 12λθ2,• Elastic net: for 0 < γ < 1, pλ(θ) = λ
{
γθ + 12 (1− γ)θ2
}
,
• SCAD: for any γ > 2, pλ(θ) =

λθ if θ ≤ λ
γλθ− 12 (θ2+λ2)
γ−1 if λ ≤ θ ≤ γλ
λ2(γ2−1)
2(γ−1) if θ ≥ γλ,
• MC+: for any γ > 1, pλ(θ) =
{
λθ − θ22γ if θ ≤ γλ
1
2γλ
2 if λ ≤ θ ≤ γλ.
These penalty functions give rise to well-known regularization methods. For ex-
ample, the Lasso method (Tibshirani, 1996) is given by the `1 norm penalty
function. Furthermore, an adaptive version of these penalty functions might be
useful in situations where we allow each direction to have a different regular-
ization parameter. For more details on these adaptive techniques, we refer the
reader to Zou (2006) and Zou and Zhang (2009) for convex penalty functions.
4. Asymptotic properties
Asymptotic properties of the regularized pseudo-likelihood estimator are pre-
sented in this section. We consider a sequence of observation windows W = Wn,
n = 1, 2, ... which expands to Rd and define the sequence Dn := Wn 	 R,
n = 1, 2, ... where R is the interaction range of the inhomogeneous GPP. The
parameter θ = (ψ>,β>)> is now of dimension p = pn which may diverge as
n→∞. Note that the parameter ψ is still of dimension l but the dimension of
β is now considered to be q = qn, that is pn = l+qn. In our setting, no selection
is done on the parameter ψ. The results we propose are also valid for the unreg-
ularized pseudo-likelihood. We denote by θ0 = (θ
>
01,θ
>
02)
> = (θ>01,0
>)> the pn-
dimensional vector of true coefficients, where θ01=(ψ01, · · · , ψ0l, β01, · · · , β0s)>=
(θ01, · · · , θ0(l+s))> is the (l + s)-dimensional vector of non zero coefficients and
θ02 = (β0(s+1), · · · , β0qn)> = (θ0(l+s+1), · · · , θ0pn)> is the (pn−l−s)-dimensional
vector of zero coefficients. The number of non zero coefficents m = l + s is
assumed to be independent of n. Generally for any θ ∈ Θ ⊂ Rpn , we let
θ = (θ>1 ,θ
>
2 )
> where θ1 and θ2 are respectively of dimension m and pn −m.
In this setting, we let
LPLn(X;θ) =
∑
u∈X∩Dn
log λθ(u,X)−
∫
Dn
λθ(u,X)du, (4.1)
Qn(X;θ) = LPLn(X;θ)− |Dn|
pn∑
j=l+1
pλn,j (|θj |) (4.2)
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be respectively the log-pseudo-likelihood function and its penalized version,
where now the regularization parameters λn,j , j = l + 1, · · · , pn depend on
n.
4.1. Notation and conditions
We define the pn × pn stochastic matrices An(X;θ0) and Bn(X;θ0) by
An(X;θ0) =
∫
Dn
t(u,X)t(u,X)>λθ0(u,X)du,
Bn(X;θ0) =
∫
Dn
∫
Dn
t(u,X)t(v,X)>(λθ0(u,X)λθ0(v,X)− λθ0({u, v},X))dvdu
+
∫
Dn
∫
Dn
∆vt(u,X)∆ut(v,X)
>λθ0({u, v},X)dvdu
where the second-order Papangelou conditional intensity λθ0({u, v},X) and the
difference operator ∆v are defined, for any u, v ∈ Rd and x ∈N lf
λθ0({u, v},x) = λθ0(u,x ∪ v)λθ0(v,x) = λθ0(v,x ∪ u)λθ0(u,x), (4.3)
∆vt(u,x) := t(u,x ∪ v)− t(u,x). (4.4)
For a pn × pn stochastic matrix Hn(X;θ0), we let Hn(θ0) = E[Hn(X;θ0)]
and Hn,11(X;θ0) (resp. Hn,11(θ0)) be the m×m top-left corner of Hn(X;θ0)
(resp. Hn(θ0)). The matrices An(θ0) and An(θ0)+Bn(θ0) are actually related
to the sensitivity matrix and the variance of the score function, that is
An(θ0) = E
[
− d
dθ>
LPL(1)n (X;θ0)
]
,
An(θ0) + Bn(θ0) = Var
[
LPL(1)n (X;θ0)
]
.
In what follows, for a squared symmetric matrix Mn, νmin(Mn) denotes the
smallest eigenvalue of Mn. Consider the following conditions (C.1)-(C.8) which
are required to derive our asymptotic results:
(C.1) (Dn)n≥1 is an increasing sequence of convex compact sets, such thatDn →
Rd as n→∞.
(C.2) We assume that the Papangelou conditional intensity function has the
log-linear specification given by (2.6) where θ ∈ Θ and Θ is an open
convex bounded set of Rpn , and where the statistics sj(u,x) j = 1, · · · , l
are such that for any u ∈ Rd, x ∈ N lf , there exists R > 0 such that
sj(u,x) = sj(u,x ∩B(u,R)).
(C.3) The covariates z and the interaction function s satisfy
sup
n≥1
sup
i=1,··· ,qn
sup
u∈Rd
|zi(u)| <∞ and E[|sj(u,X)|4] <∞
for any u ∈ Dn and j = 1, . . . , l.
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(C.4) There exists λ¯n : Dn → R+ such that for any u ∈ Dn, x ∈N lf and θ ∈ Θ
λθ(u,x) ≤ λ¯n(u) with supn≥1 supu∈Rd λ¯n(u) <∞.
(C.5) lim inf
n→∞ νmin
(|Dn|−1{An,11(θ0) + Bn,11(θ0)}) > 0.
(C.6) ∀x ∈N lf , lim inf
n→∞ νmin
(|Dn|−1An(x;θ0)) > 0.
(C.7) The penalty function pλ(.) is nonnegative on R+, satisfies pλ(0) = 0,
p0(.) = 0, and is continuously differentiable on R+ \ {0} with derivative
p′λ assumed to be a Lipschitz function on R+ \ {0}. Furthermore, given
(λn,j)n≥1, for j = l + 1, . . . , l + s, we assume that there exists (r˜n,j)n≥1,
where r˜n,j
√|Dn|/pn → ∞ as n → ∞, such that, for n sufficiently large,
pλn,j is thrice continuously differentiable in the ball centered at |θ0j | with
radius r˜n,j and we assume that the third derivative is uniformly bounded.
(C.8) p3n/|Dn| → 0 as n→∞.
Under the conditions (C.7)-(C.8), we define the sequences an, bn and cn by
an = max
j=l+1,...,l+s
|p′λn,j (|β0j |)|, (4.5)
bn = inf
j=l+s+1,...,pn
inf
|θ|≤n
θ 6=0
p′λn,j (θ), for n = K1
√
pn
|Dn| , (4.6)
cn = max
j=l+1,...,l+s
|p′′λn,j (|β0j |)| (4.7)
where K1 is any positive constant.
4.2. Main results
We state our main results here. Proofs are relegated to Appendices A-D. We first
show in Theorem 2 that the regularized pseudo-likelihood estimator converges
in probability and exhibits its rate of convergence.
Theorem 2. Assume the conditions (C.1)-(C.4) and (C.6)-(C.8) hold. Let an
and cn be given by (4.5) and (4.7). If an = O(|Dn|−1/2) and cn = o(1), then
there exists a local maximizer θˆ of Qn(X;θ) such that
‖θˆ − θ0‖ = OP(√pn(|Dn|−1/2 + an)).
This implies that, if an = O(|Dn|−1/2) and cn = o(1), the regularized pseudo-
likelihood estimator is root-(|Dn|/pn) consistent. Furthermore, we demonstrate
in Theorem 3 that such a root-(|Dn|/pn) consistent estimator ensures the spar-
sity of θˆ; that is, the estimate will correctly set θ2 to zero with probability
tending to 1 as n→∞, and θˆ1 is asymptotically normal.
Theorem 3. Assume the conditions (C.1)-(C.8) hold and set m = l + s. If
an
√|Dn| → 0, bn√|Dn|/p2n → ∞ and cn√pn → 0 as n → ∞, the root-
(|Dn|/pn) consistent local maximizer θˆ = (θˆ>1 , θˆ
>
2 )
> in Theorem 2 satisfies
the two following properties:
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(i) Sparsity: P(θˆ2 = 0)→ 1 as n→∞,
(ii) Asymptotic Normality: |Dn|1/2Σn(X;θ0)−1/2(θˆ1 − θ01) d−→ N (0, Im),
where
Σn(X;θ0) =|Dn|{An,11(X;θ0) + |Dn|Πn}−1{An,11(X;θ0) + Bn,11(X;θ0)}
{An,11(X;θ0) + |Dn|Πn}−1, (4.8)
Πn =diag{p′′λn,1(|θ01|), . . . , p′′λn,l(|θ0l|), p′′λn,l+1(|θ0(l+1)|), . . . , p′′λn,m(|θ0m|)}.
(4.9)
As a consequence, Σn(X;θ0) is the asymptotic covariance matrix of θˆ1. Note
that Σn(X;θ0)
−1/2 is the inverse of Σn(X;θ0)1/2, where Σn(X;θ0)1/2 is any
square matrix with Σn(X;θ0)
1/2
(
Σn(X;θ0)
1/2
)>
= Σn(X;θ0).
4.3. Discussion of the conditions
In this section, we provide comments that can be made on conditions (C.1)-
(C.8). Condition (C.2) ensures that the spatial GPP has a finite interaction
range while condition (C.4) ensures the local stability property. These two con-
ditions are necessary to guarantee the existence of non-stationary exponential
Gibbs models defined on Rd as mentioned in Theorem 1. Note that (C.1) is
needed in order to define the spatial GPP on Rd, which is in agreement with
the investigation of its asymptotic properties. Condition (C.3) is technical and
it allows if combined with (C.2) and (C.4) to bound the matrices An(θ0) and
Bn(θ0) by pn|Dn|, which in turn induces the boundedness of the variance of
the score function by the same bound. From conditions (C.5)-(C.6), the matrix
Σn(X;θ0) is invertible for sufficiently large n. It is worth noticing that a central
limit theorem is established for the first m components of the score function de-
noted by LPL
(1)
n,1(X;θ0) from the use of conditions (C.1)-(C.5), which is based
on a general central limit theorem for nonstationary conditionally centered ran-
dom fields obtained by Coeurjolly et al. (2017). Condition (C.7) concerns only
the penalty function and is similar to the one proposed by Choiruddin et al.
(2018). Such an assumption is fulfilled for `1, `2, SCAD and MC+ penalty func-
tions for example. Condition (C.8) states that the number of covariates pn does
not grow too fast with respect to the volume of the observation domain Dn.
This condition is similar to the one required by Fan et al. (2004) when |Dn| is
replaced by a sample size n.
5. Numerical aspects
We describe in this section the numerical aspects of our optimization problem.
The main aspect is to approximate numerically the integral part in the expres-
sion of the log-pseudo-likelihood function defined in (3.1). Baddeley and Turner
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(2000) define the Bermann-Turner approach which consists in using a finite sum
approximation ∫
D
λθ(u,x)du ≈
n+m∑
i=1
νiλθ(ui,x)
which yields to an approximation of the log-pseudo-likelihood function as follows
LPL(x;θ) ≈
n+m∑
i=1
νi(yi log λθ(ui,x)− λθ(ui,x)) (5.1)
where ui, i = 1, . . . , n+m are points in D consisting of the n data points x and
m dummy points, the νi are quadrature weights summing to the volume of D
and finally
yi =
{
1/νi if ui is a data point, ui ∈ x
0 if ui is a dummy point, ui /∈ x.
Note that this approximation performs well when m is large. Including the
n data points in the approximation yields a small bias. However, now the
right-hand side of equation (5.1) corresponds to the log-likelihood function of
a weighted Poisson regression model with responses yi and weights νi, which
leads to the use of standard statistical software for this fitting method. This is
exploited in the spatstat R package (Baddeley, Rubak and Turner, 2015) by us-
ing the ppm function with the default method, method=“mpl”. In the situation
where the number of points is quite large, using (5.1) to fit Gibbs model can be
computationally intensive. To get around this drawback, one can use the logistic
composite log-likelihood function proposed by Baddeley et al. (2014)
LCL(x;θ) =
∑
u∈x∩D
log
(
λθ(u,x)
δ(u) + λθ(u,x)
)
+
∑
u∈d∩D
log
(
δ(u)
δ(u) + λθ(u,x)
)
(5.2)
where d is a realization of a dummy point process D independent of X with
known intensity function δ(u). Conditional on x ∪ d, (5.2) corresponds to the
logistic regression model with responses y(u) = 1{u ∈ x} and offset term
− log δ(u). Thus, standard software for generalized linear models may also be
used to implement this logistic fitting method; and this is provided in R by
calling the ppm function with option method=“logi” of the spatstat package.
The approximate penalized log-pseudo-likelihood or logistic composite log-likelihood
function is then
Q(x;θ) ≈ CL(x;θ)− |D|
p∑
j=l+1
pλj (|θj |) (5.3)
where CL(x;θ) corresponds to either the approximate log-pseudo-likelihood or
the logistic composite log-likelihood function.
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The regularization paths in (5.3) can be efficiently computed using the coordi-
nate descent algorithm (Friedman et al., 2007; Friedman, Hastie and Tibshirani,
2010; Breheny and Huang, 2011), which is generally a fast and popular algo-
rithm for estimation of penalized generalized linear models. More precisely we
adopt cyclical coordinate descent methods, which can handle high-dimensional
problems and can take advantage of sparsity. This algorithm is well described in
Choiruddin et al. (2018) and Daniel, Horrocks and Umphrey (2018) for spatial
point processes regularized with convex and non-convex penalties, incorporating
both likelihood and composite likelihood. They provide quadratic approxima-
tion of the objective function, which for the pseudo-likelihood function defined
in (5.1) is given by
LPL(x;θ) ≈ LPLQ(x;θ) = −1
2
N∑
i=1
νi(y
?
i − t>i θ)2 + C(θ˜), (5.4)
where N = n + m, C(θ˜) is a constant, y?i are the working response values and
νi are the weights:
νi = νi exp(t
>
i θ˜)
y?i = t
>
i θ˜ +
yi − exp(t>i θ˜)
exp(t>i θ˜)
.
The rest of the algorithm in our setting follows the same lines as those described
in Choiruddin et al. (2018) for the convex and non-convex penalties, i.e. (a)
identify a decreasing sequences of the tuning parameter λ; (b) for each value
of λ, compute LPLQ and then use the coordinate descent method to solve the
following optimization problem
min
θ∈Rp
−LPLQ(x;θ) + |D|
p∑
j=l+1
pλj (|θj |)
 . (5.5)
For full details on the algorithm, we refer the reader to Choiruddin et al. (2018)
and Daniel, Horrocks and Umphrey (2018). The choice of the tuning parameter
λ is a challenging task when dealing with regularization techniques. Notice that
large (small) values of λ produce estimates with high (low) biases and low (high)
variances. Therefore, an optimal choice of λ is necessary to control the trade-
off between the bias and the variance of the estimates. Friedman, Hastie and
Tibshirani (2010), Breheny and Huang (2011), among others have described in
details the selection of the tuning parameter λ. First, it consists in identifying
a sequence of λ ranging from a maximum value of λ for which all penalized
coefficients are zero to the value of λ corresponding to the unregularized pa-
rameter estimates, i.e. λ = 0. Secondly, one can define a criterion, say C to
select λ, generally it consists in maximizing or minimizing C. For models with
tractable likelihood functions like inhomogeneous Poisson point process, an ap-
proach for selecting the tuning parameter λ, is via information criteria, with the
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most commonly used based on BIC (Schwarz et al., 1978). Following Gao and
Song (2010), a composite likelihood analogue of this criteria may be used for
Gibbs models. Let us now define the matrices H and V, which are involved in
the expression of information criteria for composite likelihoods,
H = E
{
−CL(2)(x;θ)
}
and V = Var
{
CL(1)(x;θ)
}
.
Note that Σ = H−1VH−1 is the asymptotic variance-covariance matrix of the
estimate θˆ and estimates of H and Σ can be efficiently computed using the vcov
function of the spatstat R package (Coeurjolly and Rubak, 2013). The composite
BIC (Gao and Song, 2010), which we denote by cBIC is defined as follows:
cBIC(λ) = −2CL(x; θˆλ) + log(n)d(λ) (5.6)
where
d(λ) = trace(VˆλHˆ
−1
λ ) = trace(HˆλΣˆλ) (5.7)
is called the effective number of parameters in the model with tuning parameter
λ. Σˆλ and Hˆλ are estimates of Σ and H at θˆ where we remove the lines and
columns corresponding to the indices of zero coefficients of θˆλ, i.e. Σˆλ = Σˆ|θ=θˆλ
and Hˆλ = Hˆ|θ=θˆλ . It is to be noticed that Σˆλ and Hˆλ are a×a matrices where
a = |{j = 0, 1, . . . , p : θˆj(λ) 6= 0}|. In (5.6), the letter n stands for the observed
number of points. That choice could be discuss as it is the realization of a
random variable. Other choices could be |W | (used by Choiruddin et al. (2018))
or n + m (used by Daniel, Horrocks and Umphrey (2018)). The recent work
by Choiruddin, Coeurjolly and Waagepetersen (2020) shows that both from a
theoretical and practical point of view, the most pertinent choice is n.
Standard information criteria were designed for use in an unregularized frame-
work with objective function either a likelihood or a pseudo-likelihood (compos-
ite) function. To take into account the effects of the tuning parameter λ, Hui,
Warton and Foster (2015) considers the extended regularized information cri-
terion (ERIC) for tuning parameter selection involving the likelihood function
from a GLM and the adaptive lasso. Following Daniel, Horrocks and Umphrey
(2018) and according to the definition of our penalized composite likelihood, we
propose the composite analogue of ERIC to Gibbs models
cERIC(λ) = −2CL(x; θˆλ) + log
(
n
|D|λ
)
d(λ). (5.8)
Note that we choose the tuning parameter λ ≥ 0 which minimizes the criterion
of choice, i.e. either cBIC or cERIC in the present study, and this will yield
the optimal GPP model. For ease of computation, we fix for SCAD, γ = 3.7
following Fan and Li (2001) and for MC+, γ = 3 following Breheny and Huang
(2011).
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6. Simulation study
6.1. Simulation set-up
We conduct a simulation study to evaluate the performances (prediction and
selection) of the regularized pseudo-likelihood estimator in an increasing domain
framework, in which the total number of covariates increases as well as the
size of the spatial domain. The spatial domains are W1 = [0, 250] × [0, 125],
W2 = [0, 500]× [0, 250] and W3 = [0, 1000]× [0, 500]. The setting for generating
the spatial covariates is similar to that of Waagepetersen (2007), Thurman et al.
(2015) and Choiruddin et al. (2018). We use the 201 × 101 pixel images of
elevation (x1) and slope (x2) contained in the bei datasets of spatstat library
in R (Team, 2019) as two true covariates. Note that we standardize these two
covariates, i.e. centered and scaled them. We first consider a Scenario 0, in which
the covariates are only x1 and x2, i.e. for each domain Wk (k = 1, 2, 3) the total
number of covariates is set to p = 2. The aim of this scenario is to assess the
asymptotic properties of the pseudo-likelihood estimator in an unregularized
setting. Note that the regression coefficients of x1 and x2 are set respectively
at 2 and 0.75, which means a relatively large effect of elevation and a relatively
small effect of slope. In a second time, we set the total number of covariates
at pk = b3|Wk|1/4c and define qk = pk − 2 for each domain Wk, k = 1, 2, 3
where b.c is the floor function and |Wk| is the area of Wk, this corresponds to
p1 = 39, p2 = 56 and p3 = 79; and create two different scenarios to define extra
covariates for the regularized setting:
Scenario 1. For each domain Wk, we generate qk 201 × 101 pixel images of
covariates as standard Gaussian white noise. We denote these co-
variates by x3, · · · , xqk . In order to build multicollinearity, we trans-
form them together with x1 and x2 through z(u) = V
>x(u) where
x(u) = {x1(u), · · · , xqk(u)}>. Note that V is such that Ω = V>V
where Ω has entries (Ω)ij = (Ω)ji = 0.7
|i−j| for i, j = 1, · · · , qk,
except (Ω)12 = (Ω)21 = 0, to preserve the correlation between the
covariates x1 and x2. It is to be noticed that the regression coeffi-
cients for z3, · · · , zqk are zero.
Scenario 2. We first center and scale the 13 50×25 pixel images of soil nutrients
covariates obtained from the study in tropical forest of Barro Col-
orado Island (BCI) in central Panama (see Condit, 1998; Hubbell
et al., 1999; Hubbell, Condit and Foster, 2005). Then, we convert
them to be 201 × 101 pixels images as x1 and x2. Note that for
each Wk, we have that qk > 13. So, in order to have pk covariates
in total we consider the interaction between two soil nutrients. In
this setting, the extra covariates are 13 soil nutrients and qk − 13
interactions between them. Together with x1 and x2, we keep the
structure of the covariance matrix to preserve the complexity of the
situation. We set to zero the regression coefficients of z3, · · · , zqk
where z(u) = {1, x1(u), · · · , xqk(u)}>.
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We consider three Gibbs models: two Strauss processes with R = 9.25 and
ψ = log(γ), γ = 0.2, 0.5; and a Geyer saturation process with threshold σ = 1,
R = 9.25, and ψ = log(1.5). For each model, the true conditional intensity is
set to be λθ(u,x) = exp(β0 + β1z1(u) + β2z2(u) + ψ s(u,x)), where β1 and β2
are respectively the coefficients of the centered and scaled elevation and slope
covariates, i.e. β1 = 2 and β2 = 0.75. The intercept β0 is fixed so that we have
under the Poisson model (ψ = 0) in average 500 points in W1, 2000 points in
W2 and 4000 points in W3. Note that for the implementation in R of the fitting
method via the ppm function of spatstat package involving the pseudo-likelihood
function, we consider two choices regarding the number of dummy points nd2 in
term of the observed number of points n to control efficiently the bias induced
by the Bermann-Turner approximation. In the presence of regular patterns like
the two Strauss models, we take nd2 ≈ 256n. For the clustered pattern, we
consider the choice nd2 ≈ 4n, as suggested in the spatstat R package. With
these scenarios, we simulate 500 point patterns from each model within each
spatial domain using the Metropolis-Hastings algorithm implemented in the
rmh function of the spatstat package. For each pattern in Scenario 0, we fit the
conditional intensity via pseudo-likelihood and assess performance by looking at
prediction properties of the estimation method: the bias, the standard deviation
(SD) and the square root of mean squared errors (RMSE), which we define by
Bias =
 pk∑
j=1
{
Eˆ(θˆj)− θj
}2 12 ,SD =
 pk∑
j=1
σˆ2j
 12 ,RMSE =
 pk∑
j=1
Eˆ(θˆj − θj)2
 12
where Eˆ(θˆj) and σˆ2j are respectively the empirical mean and variance of the
estimates θˆj , for j = 1, · · · , pk where k = 1, 2, 3. For Scenarios 1 and 2, we fit
a regularization path to the simulated point patterns using modified internal
function in spatstat, glmnet and ncvreg. Note that in our setting, a modification
of the ncvreg R package is required to include option for weights. The optimal
model from each path as stated at the end of Section 5, is chosen on the basis of
the minimizer of either cBIC or cERIC respectively defined by (5.6) and (5.8). To
evaluate d(λ) given by (5.7), we need to estimate matrices H and Σ, which can
be obtained using the vcov function of the spatstat package. The computation
of Σ using the vcov function involves the number of quadrature points N and
the number of covariates and it fails when both of the latter parameters are
large. This is the case for the clustered pattern we considered (Geyer model) in
the spatial domains W2 and W3. So, to get around this drawback, we conduct
a parametric bootstrap approach, which we now describe. We generate 100
point patterns from the Geyer model within each spatial domain (W2, W3) and
estimate the coefficients of the parameter via the ppm function. The estimate of
Σ is then obtained by computing the empirical covariance matrix of parameter
estimates.
We also look at the prediction performance of the estimation method for these
two scenarios in the similar way we do for Scenario 0. In addition, we evaluate
the selection performance of the two information criteria by looking at the true
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positive rate (TPR) and the false positive rate (FPR). TPR is defined as the
ratio of the selected true covariates over the number of true covariates while FPR
corresponds to the ratio of the selected noisy covariates over the number of noisy
covariates. In our setting, TPR explains how the model can correctly select the
true covariates, elevation x1 and slope x2; and FPR investigates how the model
incorrectly select among the noise covariates x3 to xpk , for k = 1, 2, 3. As a rule
of thumb, methods with TPRs close to 100% and FPRs close to 0 present a
good selection performance.
6.2. Simulation results
Table 1 presents prediction properties of the pseudo-likelihood estimator in an
increasing spatial domain. Note that the results summarized in Table 1 corre-
spond also to that of oracle model in Scenarios 1 and 2. For all three models,
the biases, the SDs and the RMSEs diminish as the spatial domain grows and
the number of points increases, whereas the biases in spatial domains W2 and
W3 do not vary much for each model. Overall, the bias tends towards 0 and the
RMSE is improved as the spatial domain grew for all three models. The results
illustrate the consistency of the pseudo-likelihood estimator for Gibbs models.
Prediction and selection properties of the regularized pseudo-likelihood estima-
tor under different penalty functions are reported in Figures 2, 3 and 4 for Sce-
nario 1 and in Figures 5, 6 and 7 for Scenario 2. For more details on the figures,
see the tables in appendix E. Generally, predictive performance and variable
selection are more challenging for the Strauss models than for the Geyer model.
The RMSEs are worse for the Strauss models in W1, improve gradually for the
Strauss models in spatial domains W2 and W3 and reach the best values for
the Geyer model under some regularization methods by approaching the RM-
SEs of the oracle method. For all three models, the variable selection indices
significantly improve with increasing spatial domain, whereas the improvement
is more stable for the Geyer model. This improvement is largely driven by the
number of points in the model and the size of the spatial domain.
From Figures 2 and 3, one observes that the adaptive lasso and adaptive elastic
net methods significantly outperform other regularization methods in terms of
predictive performance and variable selection. Firstly, their
RMSEs are very competitive as they frequently agree with (or close to) that
of oracle method for the clustered model across all sizes of spatial domain.
Secondly, they have the highest TPRs and lowest FPRs, yielding good overall
selection performance. The latter means that the true covariates are selected
and the noise covariates are eliminated more frequently from these two models.
Moreover, these performances in prediction and selection are slightly amplified
by considering a more complex design in Scenario 2, the results of which are
reported in Figures 5 and 6. It is a known fact that ridge regularization method
always selects all covariates, which implies that the rates remain unchanged
(TPR and FPR equal to 100%). Lasso and elastic net present quite large values
of FPRs in Scenario 1 (see Figures 2 and 3), meaning that they wrongly select
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the noise covariates more frequently. As the design is getting more complex for
Scenario 2 (see Figures 5 and 6), we gain smaller FPRs for lasso (not for elastic
net) but suffer at the same time from smaller TPRs. These smaller TPRs are
explained by the non-selection of the slope covariate (x2), which has smaller
coefficient than that of the elevation covariate (x1). This yields poor overall
selection performance for lasso and elastic net. The SCAD and MC+ methods
perform comparably, outperform lasso, ridge and elastic net. Considering Sce-
nario 1, SCAD and MC+ have the highest FPRs (after ridge) in a small spatial
domain and TPRs comparable to that of adaptive lasso across all sizes of spatial
domain, yielding a poor overall selection performance. As the setting is getting
more complex for Scenario 2, SCAD and MC+ present a good overall selection
performance as they have quite large TPRs and small FPRs, close to that of
adaptive lasso. In terms of predictive performance, RMSEs of SCAD and MC+
are small and close to that of adaptive lasso with an exception that the RMSEs
are quite large in a small spatial domain with a small number of points. Overall,
we recommend adaptive lasso and adaptive elastic net as methods of regulariza-
tion for spatial Gibbs models. Moreover, in situations where the observed point
pattern has a large number of points (clustered point pattern for e.g.) and the
covariance matrix of the covariates has a complex structure (as in Scenario 2),
we also recommend the non-convex penalties SCAD and MC+ as methods of
regularization in addition to those recommended above.
RMSEs, TPRs and FPRs of the adaptive lasso and adaptive elastic net are re-
ported in Figures 4 and 7 in order to compare the performance of cBIC against
cERIC. Considering Scenario 1, cERIC has the lowest TPRs (with adaptive elas-
tic net) in a small spatial domain but also the lowest FPRs across all sizes of
spatial domain. This is consistent with ERIC’s aggressive shrinkage properties
which greatly reduce the number of incorrectly-selected covariates at the risk of
potentially not selecting some true covariates (Hui, Warton and Foster, 2015). In
a moderate and large spatial domain, this disadvantage of cERIC with respect
to TPR disappear due to high values of TPRs, which tend towards 100% at a
faster rate. For the more complex design in Scenario 2, cERIC significantly out-
performs cBIC across all sizes of spatial domain in terms of variable selection.
This improvement is largely driven by low FPRs and high TPRs for cERIC. In
our setting, cBIC and cERIC perform comparably in terms of predictive per-
formance as they have very competitive RMSEs across all Scenarios and sizes
of spatial domain. Because of its good overall prediction and selection perfor-
mances with adaptive lasso and adaptive elastic net, we recommend the use of
cERIC for the tuning of the regularization parameter.
6.3. Penalized logistic composite likelihood
The focus here is to compare the regularized pseudo-likelihood estimator (RPE)
and the regularized logistic estimator (RLE) in a fixed spatial domain with a
different number of dummy points. More precisely, we compare their predictive
performance and selection properties.
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Table 1
Empirical prediction properties (Bias, SD, and RMSE) based on 500 replications of Strauss
and Geyer models. The average number of points n under each model is provided in the last
column.
Scenario 0 (unregularized)
Spatial Model Interaction Prediction properties Av. number
domain parameter Bias SD RMSE of points (n)
W1
Strauss γ = 0.2 0.09 0.49 0.5 101
Strauss γ = 0.5 0.11 0.36 0.38 138
Geyer γ = 1.5 0.07 0.46 0.47 750
W2
Strauss γ = 0.2 0.01 0.24 0.24 395
Strauss γ = 0.5 0 0.17 0.17 540
Geyer γ = 1.5 0.01 0.19 0.19 2968
W3
Strauss γ = 0.2 0.02 0.13 0.13 1137
Strauss γ = 0.5 0.01 0.1 0.10 1484
Geyer γ = 1.5 0.03 0.09 0.09 5630
The simulation setting is a particular case of that of Scenario 2 in the sense
that we consider only the spatial domain W = [0, 250] × [0, 125]. The number
of covariates is set at p = b3|W |1/4c, that is p = 39. We consider the same
Gibbs models presented in subsection 6.1, all with true Papangelou conditional
intensity at the form λθ(u,x) = exp(β0 + 2z1(u) + 0.75z2(u) + ψ s(u,x)). The
intercept β0 is fixed so that the Poisson point patterns have 900 points on aver-
age. Note that ψ = log(γ) where γ = 0.2, 0.5, 1.5; this corresponds respectively
to two Strauss models and a Geyer model. We simulate 500 point patterns from
each model within spatial domain W and consider three different choices for
the number of dummy points nd2 in order to fit the conditional intensity to
the simulated point patterns using both the pseudo-likelihood and the logistic
composite likelihood functions. More precisely, we choose nd = 15, 30, 60 since
the average number of points under the Poisson model is 900 = 302. These
choices correspond respectively to nd2 < pi, nd2 ≈ pi and nd2 > pi, where pi is
the expected number of data points (under the Poisson case). The latter point
allows to compare the performance of the two fitting methods when the number
of dummy points is less than, equal to and greater than the number of data
points in an unregularized setting. Indeed, Baddeley et al. (2014) have shown
that the logistic (composite) likelihood method is preferable to the (pseudo)-
likelihood method in situations where the number of data points is very large
and in presence of Gibbs model generating strong interactions, as it requires a
small number of dummy points to perform quickly and efficiently. The aim of
this section is to investigate these results in a regularized setting.
From each simulated pattern, a regularization path is fitted using both the pe-
nalized pseudo-likelihood (PPL) and the penalized logistic composite likelihood
(PLCL) with adaptive lasso penalty. The choice of the optimal model from each
Ba and Coeurjolly/High-dimensional inference for Gibbs models 22
0.5
1.0
1.5
2.0
W1 W2 W3
St
ra
u
ss
(γ
=
0.
2)
RMSE
0
25
50
75
100
W1 W2 W3
TPR
0
25
50
75
100
W1 W2 W3
FPR
0.5
1.0
1.5
2.0
W1 W2 W3
St
ra
u
ss
(γ
=
0.
5)
RMSE
0
25
50
75
100
W1 W2 W3
TPR
0
25
50
75
100
W1 W2 W3
FPR
0.5
1.0
1.5
W1 W2 W3
G
ey
e
r(γ
=
1.
5)
RMSE
0
25
50
75
100
W1 W2 W3
TPR
0
25
50
75
100
W1 W2 W3
FPR
Method AEnet ALasso Enet Lasso Mcp Ridge Scad Oracle
Figure 2. Empirical RMSE, TPR and FPR in terms of the observation window from Scenario
1 (left to right) based on 500 replications of inhomogeneous Strauss models with γ = 0.2 (first
row) and γ = 0.5 (second row), and inhomogeneous Geyer model with γ = 1.5 (third row)
using composite BIC.
path is based on cERIC and finally, we use the same selection and prediction
indices examined in subsection 6.1 to evaluate the selection and the prediction
performances of the two regularized fitting methods.
Table 2 displays the results of the selection and prediction indices for the RPE
and the RLE. It is worth noticing that across all models, PPL and PLCL have
respectively the lowest FPRs and the highest TPRs for all values of nd. For
the Geyer model, PPL and PLCL perform comparably for all values of nd in
terms of selection performance. The FPRs of PLCL and PPL are close while
their TPRs are very different across all values of nd for the Strauss models.
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Figure 3. Empirical RMSE, TPR and FPR in terms of the observation window from Scenario
1 (left to right) based on 500 replications of inhomogeneous Strauss models with γ = 0.2 (first
row) and γ = 0.5 (second row), and inhomogeneous Geyer model with γ = 1.5 (third row)
using composite ERIC.
This yields a good overall selection performance for PLCL. The selection per-
formance of both methods improves as the number of dummy points increases.
This improvement is largely driven by the values of TPRs, which increases at
a faster rate for PLCL and at a lower rate for PPL. In terms of predictive per-
formance, PLCL outperforms PPL across the two Strauss models for all values
of nd. PLCL has smaller bias and lower RMSE overall, despite their larger SD.
For the Geyer model, PLCL slightly outperforms PPL as they have competitive
RMSEs across all values of nd even if PLCL still has smaller bias and larger SD.
Across all three models, estimates of PLCL are less biased than that of PPL.
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Figure 4. Empirical RMSE, TPR and FPR in terms of the observation window from Scenario
1 (left to right) for the ALasso and AEnet regularization methods. Results are based on 500
replications of inhomogeneous Strauss models with γ = 0.2 (first row) and γ = 0.5 (second
row), and inhomogeneous Geyer model with γ = 1.5 (third row) using composite BIC and
ERIC.
In situations where the number of observed data points is very large, we would
recommend to apply both PPL and PLCL methods with a preference for PLCL
method when (a) nd2 ≈ pi or nd2 > pi and PLCL method only when (b) nd2 < pi.
Note that (a) requires intensive computation and it seems more reasonable to
choose (b). Otherwise, we recommend the use of PLCL for the regularization of
spatial GPPs.
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Figure 5. Empirical RMSE, TPR and FPR in terms of the observation window from Scenario
2 (left to right) based on 500 replications of inhomogeneous Strauss models with γ = 0.2 (first
row) and γ = 0.5 (second row), and inhomogeneous Geyer model with γ = 1.5 (third row)
using composite BIC.
7. Application to a real data set
In order to illustrate our approach, we consider the well-known data obtained
from comprehensive census program conducted on the tropical rainforest of the
Barro Colorado Island (BCI), Panama. Censuses are carried out on a site of 50
hectares (W = 1000m × 500m) where all freestanding woody stems at least
1 cm diameter at breast height were identified, measured, and mapped. This re-
sults to a very rich dataset consisting of records of more than 350, 000 individual
trees of over 300 species (see Condit, 1998; Hubbell et al., 1999; Hubbell, Condit
and Foster, 2005). The focus here is to analyze the locations of 3604 individual
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Figure 6. Empirical RMSE, TPR and FPR in terms of the observation window from Scenario
2 (left to right) based on 500 replications of inhomogeneous Strauss models with γ = 0.2 (first
row) and γ = 0.5 (second row), and inhomogeneous Geyer model with γ = 1.5 (third row)
using composite ERIC.
trees of the species Beilschmiedia pendula (Lauraceae). So, it seems interesting
to know how this high number of trees profits from environmental factors such
as topography, soil properties, etc. Also, regarding the relatively large number
of environmental factors, an important question should concern the selection of
some covariates among them as well as the estimation of their coefficients. The
spatial distribution of B. pendula has been extensively analysed using spatial
point processes in both the unregularized (Møller and Waagepetersen, 2007;
Waagepetersen, 2007; Hengl et al., 2009; Guan and Shen, 2010) and regularized
settings (Thurman and Zhu, 2014; Thurman et al., 2015; Choiruddin et al., 2018;
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Figure 7. Empirical RMSE, TPR and FPR in terms of the observation window from Scenario
2 (left to right) for the ALasso and AEnet regularization methods. Results are based on 500
replications of inhomogeneous Strauss models with γ = 0.2 (first row) and γ = 0.5 (second
row), and inhomogeneous Geyer model with γ = 1.5 (third row) using composite BIC and
ERIC.
Daniel, Horrocks and Umphrey, 2018). Inhomogeneous Poisson process models,
Cox point process models and area-interaction point process model were used
in these analyses to describe spatial dependence among trees. In our analysis,
we use a Geyer saturation point process model to describe spatial dependence
among trees and model the conditional intensity of B. pendula trees as a log-
linear function of 93 covariates consisting of 2 topological attributes, 13 soil
nutrients, and 78 interactions between two soil nutrients.
We precisely fit a regularized Geyer saturation model with threshold σ = 1 and
interaction radius r = 10m to the B. pendula data using the PLCL method
Ba and Coeurjolly/High-dimensional inference for Gibbs models 28
Table 2
Empirical prediction properties (Bias, SD, and RMSE) and empirical selection properties
(TPR, and FPR in %) based on 500 replications of Strauss and Geyer models on spatial
domain W = [0, 250]× [0, 125] using cERIC for nd = 15, 30, 60. Penalized pseudo and
logistic composite likelihoods are considered with adaptive lasso.
nd Model Interaction PPL PLCL
parameter Bias SD RMSE FPR TPR Bias SD RMSE FPR TPR
15
Strauss γ = 0.2 2.2 0.29 2.22 0 36 0.95 0.65 1.15 3 64
Strauss γ = 0.5 1.87 0.16 1.88 0 47 1.23 1.13 1.67 3 54
Geyer γ = 1.5 0.5 0.17 0.53 0 100 0.11 0.39 0.41 0 100
30
Strauss γ = 0.2 1.76 0.63 1.87 0 48 0.26 0.63 0.68 3 99
Strauss γ = 0.5 1.61 0.2 1.62 0 50 0.22 0.33 0.4 2 100
Geyer γ = 1.5 0.34 0.25 0.42 0 100 0.08 0.39 0.4 0 100
60
Strauss γ = 0.2 1.58 0.66 1.71 1 50 0.22 0.44 0.49 3 99
Strauss γ = 0.5 1.49 0.27 1.51 1 51 0.17 0.36 0.4 3 100
Geyer γ = 1.5 0.28 0.3 0.41 0 100 0.05 0.37 0.37 0 100
with adaptive lasso and adaptive elastic net penalties, hereafter referred to
respectively as the PLCL-ALASSO and PLCL-AENET methods. The tuning
parameter is chosen using cERIC and the number of dummy points is set at
the default number of that of ppm function in the spatstat package, i.e. approx-
imately 14400 dummy points. All covariates are centered and scaled in order to
identify those that have a significant effect on the conditional intensity.
Table 3 reports the parameter estimates for the covariates selected by the PLCL-
ALASSO and PLCL-AENET methods. Out of 93 covariates, 14 covariates are
selected using the PLCL-AENET method while only 8 using the PLCL-ALASSO
method. Note that the 8 covariates selected under ALASSO penalty are among
the 14 selected under AENET penalty. Although the magnitudes of the parame-
ter estimates for the common selected covariates are slightly different, the signs
all agree with each other. Both models select a positive interaction term, which
indicates clustering among trees.
These results suggest that B. pendula conditional intensity is positively asso-
ciated with elevation and slope: trees appear to grow more densely in areas
of higher elevation and slope, and negatively associated with soil pH: trees are
more likely to live in areas with low concentration of pH in the soil. Furthermore,
the appearance of B. pendula trees is positively associated with the interaction
between aluminum and copper concentration. The rest of the common selected
features are interactions between covariates which present a negative association
with the conditional intensity of the B. pendula, for e.g. the interaction between
aluminum and mineralized nitrogen, etc. We find some differences in estima-
tion and selection between the PLCL-ALASSO and PLCL-AENET methods.
First, the PLCL-AENET method generally has larger estimators, except for the
interaction between phosphorus concentration and soil pH where the estimate
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obtained with the PLCL-ALASSO method has a higher value. Second, we lose
some non-zero covariates under the PLCL-AENET method when we use the
PLCL-ALASSO method, even though for most of these covariates the estimates
are relatively small. Note that we use the absolute value for the comparison of
the estimates. The maps of B. pendula trees as well as the fourteen covariates
selected using the PLCL-AENET method are reported in Figure 8.
In summary, we prefer the PLCL-AENET method to the PLCL-ALASSO method
in the basis of the selection of soil pH covariate. From Figure 8, one can easily
see that soil pH is higher in the centre of the plot and slightly lower on the left
slope of the plot, which means a negative association with the appearance of B.
pendula trees as noticed with the PLCL-AENET method.
Table 3
List of covariates selected by Geyer model fitted via penalized logistic composite likelihood
with adaptive lasso and adaptive elastic net regularization using cERIC.
PLCL - Geyer(r=10, sat=1)
Covariates ALASSO AENET
Elev 0.177 0.342
Slope 0.237 0.316
Al 0 0.01
pH 0 -0.013
Al × Cu 0.107 0.251
Al × Fe 0 0.026
Al × P -0.057 -0.218
Al × Zn -0.179 -0.458
Al × N.min -0.041 -0.157
Cu × Mg 0 -0.128
Fe × Mn 0 0.144
P × N -0.021 -0.345
P × pH -0.267 -0.123
N × N.min 0 0.055
Interaction 0.383 0.295
8. Discussion and conclusion
In this paper, we develop regularization methods for inhomogeneous GPPs via
PPL and PLCL approaches. We impose convex as well as non-convex penalties
on the composite likelihoods in order to perform variable selection and param-
eter estimation simultaneously in a setting where the number of covariates di-
verges as the volume of the observation window increases. The implementation
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Figure 8. Maps of locations of BPL trees and the fourteen (14) selected covariates using the
PLCL-AENET method. From left to right: BPL trees, elevation, slope, Aluminum and pH
(1st row), interaction between Aluminum and Copper, between Aluminum and Iron, between
Aluminum and Phosphorus, between Aluminum and Zinc, and between Aluminum and Min-
eralized Nitrogen (2nd row), interaction between Copper and Magnesium, between Iron and
Manganese, between Phosphorus and Nitrogen, Phosphorus and pH, and between Nitrogen
and Mineralized Nitrogen (3rd row).
in R of our procedure is quite simple as it consists to implement penalized gener-
alized linear models. This is done in R by combining spatstat package with glmnet
and ncvreg packages. We propose a new composite information criterion, cERIC,
which extends classical composite information criteria to account explicitly the
effect of the tuning parameter. Simulations show that cERIC outperforms a
competing criterion, cBIC for choosing the tuning parameter; and that PLCL
outperforms PPL in terms of selection properties and predictive performance.
These simulation results are obtained by using adaptive lasso and adaptive elas-
tic net as regularization methods for both PPL and PLCL. Simulations are also
carried out in order to compare the selection and prediction performances of the
pseudo-likelihood function regularized with convex and non-convex penalties. It
follows from these simulations that adaptive lasso, adaptive elastic net, SCAD
and MC+ methods be used to penalize the pseudo-likelihood function of a spa-
tial GPP when the observed point pattern is quite clustered and the covariance
matrix of the covariates has a complex structure. Otherwise, we recommend the
convex penalties. From a theoretical point of view, we provide general condi-
tions on the spatial GPP to ensure its existence and some more conditions on the
penalty function to establish asymptotic properties of the regularized pseudo-
likelihood estimator in terms of sparsity, consistency and asymptotic normality.
These results are the object of two theorems in the present paper and also
hold in an unregularized setting, that is the pseudo-likelihood estimator for a
non-stationary exponential Gibbs model is consistent and asymptotically nor-
mal. Adaptive lasso, adaptive elastic net, SCAD and MC+ are among the only
regularization methods we consider which satisfy the two theorems mentioned
above. We apply our procedure by fitting a Geyer saturation model to the B.
pendula data obtained from census programs on the Barro Corrolado Island
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via PLCL combined with adaptive lasso and adaptive elastic net penalties. Al-
though both fitted models are parsimonious, PLCL under adaptive elastic net
penalty exhibits better model fit.
Appendix A: Auxiliary Lemma
The following result is used in the proof of Theorems 2-3. Throughout the proofs,
the notation Xn = OP(xn) or Xn = oP(xn) for a random vector Xn and a
sequence of real numbers xn means that ‖Xn‖ = OP(xn) and ‖Xn‖ = oP(xn). In
the same way for a vector Vn or a squared matrix Mn, the notation Vn = O(xn)
and Mn = O(xn) mean that ‖Vn‖ = O(xn) and ‖Mn‖ = O(xn), where the
matrix norm corresponds to the spectral norm.
Lemma 1. Under the conditions (C.1)-(C.5), the following result holds as n→ ∞
LPL(1)n (X;θ0) = OP(
√
pn|Dn|). (A.1)
Proof. By Coeurjolly and Rubak (2013, Lemma 3.1), we have
Var[LPL(1)n (X;θ0)] = An(θ0) + Bn(θ0)
where An(θ0) and Bn(θ0) are defined in (4.1). Now,
‖An(θ0)‖ ≤
∫
Dn
‖E[s(u,X)s(u,X)>λθ0(u,X)]‖du
+
∫
Dn
‖E[z(u)z(u)>λθ0(u,X)]‖du.
Conditions (C.2)-(C.4) imply that
An(θ0) = O(|Dn|) +O(pn|Dn|) = O(pn|Dn|).
We rewrite Bn(θ0) = In(θ0) + Jn(θ0) where
In(θ0)=E
[∫
Dn
∫
Dn
t(u,X)t(v,X)>
(
λθ0(u,X)λθ0(v,X)− λθ0({u, v},X)
)
dvdu
]
and
Jn(θ0) = E
[∫
Dn
∫
Dn
∆vt(u,X)∆ut(v,X)
>λθ0({u, v},X)dvdu
]
.
The finite range property ensured by (C.2) gives us:
λθ0(v,X) = λθ0(v,X ∩B(v,R)),
λθ0(v,X ∪ u) = λθ0(v, [X ∩B(v,R)] ∪ [{u} ∩B(v,R)])
t(v,X ∪ u) = t(v, [X ∩B(v,R)] ∪ [{u} ∩B(v,R)]).
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For any v ∈ Dn \B(u,R)
λθ0(v,X ∪ u) = λθ0(v,X) and t(v,X ∪ u) = t(v,X), that is
λθ0(u,X)λθ0(v,X) = λθ0({u, v},X) and ∆ut(v,X) = 0.
Hence
In(θ0)=E
[∫
Dn
∫
Dn∩B(u,R)
t(u,X)t(v,X)>
(
λθ0(u,X)λθ0(v,X)−λθ0({u, v},X)
)
dvdu
]
and
Jn(θ0) = E
[∫
Dn
∫
Dn∩B(u,R)
∆vt(u,X)∆ut(v,X)
>λθ0({u, v},X)dvdu
]
.
This implies from conditions (C.2)-(C.4) that
In(θ0) = O(pn|Dn|) and Jn(θ0) = O(pn|Dn|).
Thus Bn(θ0) = O(pn|Dn|) and the result is proved since for any centered real-
valued stochastic process Yn with finite variance, Yn = OP(
√
Var[Yn]).
Appendix B: Proof of Theorem 2
In the proof of this result and the following ones, the notation κ stands for a
generic constant which may vary from line to line. In particular this constant is
independent of n, θ0 and k.
Proof. Let dn =
√
pn(|Dn|−1/2 + an), and k = {k1, k2, . . . , kpn}>. We remind
the reader that the estimate of θ0 is defined as the maximum of the function
Qn (given by (4.2)) over Θ, an open convex bounded set of Rpn . For any k such
that ‖k‖ ≤ K < ∞, θ0 + dnk ∈ Θ for n sufficiently large. Assume this is valid
in the following. To prove Theorem 2, we follow the main argument by Fan and
Li (2001) and aim at proving that for any given  > 0, there exists K > 0 such
that for n sufficiently large
P
(
sup
‖k‖=K
∆n(k) > 0
)
≤ , where ∆n(k) = Qn(X;θ0 + dnk)−Qn(X;θ0).
(B.1)
Equation (B.1) will imply that with probability at least 1−, there exists a local
maximum in the ball {θ0 + dnk : ‖k‖ ≤ K}, and therefore a local maximizer θˆ
such that ‖θˆ − θ0‖ = OP(dn). We decompose ∆n(k) as ∆n(k) = T1 + T2 where
T1 =LPLn(X;θ0 + dnk)− LPLn(X;θ0)
T2 =|Dn|
pn∑
j=l+1
(
pλn,j (|θ0j |)− pλn,j (|θ0j + dnkj |)
)
.
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Since θ 7→ λθ(u,x) is infinitely continuously differentiable, then using a second-
order Taylor expansion there exists t ∈ (0, 1) such that
T1 = dnk
>LPL(1)n (X;θ0) +
1
2
d2nk
>LPL(2)n (X;θ0 + tdnk)k.
Since LPL(2)n (X;θ0) = −An(X;θ0) we can rewrite T1 as
T1 = dnk
>LPL(1)n (X;θ0)−
1
2
d2nk
>An(X;θ0)k
+
1
2
d2nk
> (An(X;θ0)−An(X;θ0 + tdnk)) k.
By conditions (C.2)-(C.4), there exists a nonnegative constant κ such that
1
2
‖An(X;θ0)−An(X;θ0 + tdnk)‖ ≤ κdn|Dn|pn.
Now, denote νˇ := lim infn→∞ νmin(|Dn|−1An(X;θ0)). By condition (C.6), we
have that for any k almost surely
0 < νˇ ≤ k
> (|Dn|−1An(X;θ0))k
‖k‖2 .
Therefore, we have
T1 ≤ dn‖LPL(1)n (X;θ0)‖ ‖k‖ −
νˇ
2
d2n|Dn|‖k‖2 + κpnd3n|Dn|‖k‖2.
Now by the condition (C.8) and by the assumption that an = O(|Dn|−1/2), we
obtain pndn = o(1), so
κpnd
3
n|Dn|‖k‖2 = o(1)d2n|Dn|‖k‖2.
Hence, for n sufficiently large
T1 ≤ dn‖LPL(1)n (X;θ0)‖ ‖k‖ −
νˇ
4
d2n|Dn|‖k‖2.
We can rewrite T2 as
T2 = |Dn|
qn∑
j=1
(
pλn,j+l(|β0j |)− pλn,j+l(|β0j + dnkj+l|)
)
where qn ≈ pn for n sufficiently large. We have
T2 ≤ T ′2 := |Dn|
s∑
j=1
(
pλn,j+l(|β0j |)− pλn,j+l(|β0j + dnkj+l|)
)
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since for any j the penalty function pλn,j is nonnegative and pλn,j (|β0j |) = 0 for
j = s+ 1, . . . , qn.
From (C.7), for n sufficiently large, pλn,j is twice continuously differentiable for
every βj = β0j + tdnkj+l with t ∈ (0, 1). Therefore using a third-order Taylor
expansion, there exist tj ∈ (0, 1), j = 1, . . . , s such that −T ′2 = T ′2,1 +T ′2,2 +T ′2,3,
where
T ′2,1 = dn|Dn|
s∑
j=1
kj+lp
′
λn,j+l
(|β0j |) sign(β0,j) ≤
√
sandn|Dn|‖k‖ ≤ d2n|Dn|‖k‖,
T ′2,2 =
1
2
d2n|Dn|
s∑
j=1
k2j+lp
′′
λn,j+l
(|β0j |) ≤ cnd2n|Dn|‖k‖2,
T ′2,3 =
1
6
d3n|Dn|
s∑
j=1
k3j+lp
′′′
λn,j+l
(|β0j + tjdnkj+l|) ≤ κd3n|Dn|.
The three inequalities above are obtained using the definitions of an and cn,
condition (C.7) and Cauchy-Schwarz inequality. We deduce that for n sufficiently
large
T2 ≤ |T ′2| ≤ 2d2n|Dn|‖k‖
and then
∆n(k) ≤ dn‖LPL(1)n (X;θ0)‖ ‖k‖ −
νˇ
4
d2n|Dn|‖k‖2 + 2d2n|Dn|‖k‖.
We now return to (B.1): for n sufficiently large
P
(
sup
‖k‖=K
∆n(k) > 0
)
≤ P
(
‖LPL(1)n (X;θ0)‖ >
νˇ
4
dn|Dn|K − 2dn|Dn|
)
.
Since dn|Dn| = O(
√
pn|Dn|), by choosing K large enough, there exists κ such
that for n sufficiently large
P
(
sup
‖k‖=K
∆n(k) > 0
)
≤ P
(
‖LPL(1)n (X;θ0)‖ > κ
√
pn|Dn|
)
≤ 
for any given  > 0 from (A.1).
Appendix C: Auxiliary lemmas for the proof of Theorem 3
Lemma 2. Assume the conditions (C.1)-(C.5) and condition (C.7) hold. If an =
O(|Dn|−1/2) and bn
√|Dn|/p2n → ∞ as n → ∞, then with probability tending
to 1, for any θ1 satisfying ‖θ1 − θ01‖ = OP(
√
pn/|Dn|), and for any constant
K1 > 0,
Qn
(
X; (θ1
>,0>)>
)
= max
‖θ2‖≤K1
√
pn/|Dn|
Qn
(
X; (θ1
>,θ2>)>
)
.
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Proof. It is sufficient to show that with probability tending to 1 as n→∞, for
any θ1 satisfying ‖θ1 − θ01‖ = OP(
√
pn/|Dn|), for some εn = K1
√
pn/|Dn|,
and for j = l + s+ 1, . . . , pn,
∂Qn(X;θ)
∂θj
< 0 for 0 < θj < εn, and (C.1)
∂Qn(X;θ)
∂θj
> 0 for − εn < θj < 0. (C.2)
Let j ∈ {l + s+ 1, · · · , pn}. From (3.1) we have
∂LPLn(X;θ)
∂θj
=
∂LPLn(X;θ0)
∂θj
+Rn
where Rn =
∫
Dn
tj(u,X) (λθ0(u,X)− λθ(u,X)) du. Using similar arguments
used in the proof of Lemma 1, we can prove that
∂LPLn(X;θ0)
∂θj
= OP(
√
|Dn|).
Let u ∈ Rd. Using first-order Taylor expansion, there exists t ∈ (0, 1) such that
λθ(u,X) = λθ0(u,X) + (θ − θ0)> t(u,X)λθ˜(u,X)
where θ˜ = θ0 + t(θ − θ0).
For n sufficiently large, we have by Cauchy-Schwarz inequality and conditions
(C.2)-(C.4)
|Rn| ≤ κ
∫
Dn
‖θ0−θ‖‖t(u,X)‖du =
∫
Dn
OP(
√
pn/|Dn|)OP(√pn)du = OP(
√
|Dn|p2n).
We then deduce that for any j = l + s+ 1, . . . , pn
∂LPLn(X;θ)
∂θj
= OP(
√
|Dn|p2n).
Now, we want to prove (C.1). Let 0 < θj < εn and bn the sequence given by (4.6).
By condition (C.7), bn is well-defined and since by assumption bn
√|Dn|/p2n → ∞,
in particular, bn > 0 for n sufficiently large. Therefore, for n sufficiently large,
P
(
∂Qn(X;θ)
∂θj
< 0
)
= P
(
∂LPLn(X;θ)
∂θj
− |Dn|p′λn,j (|θj |) sign(θj) < 0
)
= P
(
∂LPLn(X;θ)
∂θj
< |Dn|p′λn,j (|θj |)
)
≥ P
(
∂LPLn(X;θ)
∂θj
< |Dn|bn
)
= P
(
∂LPLn(X;θ)
∂θj
<
√
|Dn|p2n
√
|Dn|
p2n
bn
)
.
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P (∂Qn(X;θ)/∂θj < 0) −→ 1 as n→∞ since ∂LPLn(X;θ)/∂θj = OP(
√|Dn|p2n)
and bn
√|Dn|/p2n −→ ∞. This proves (C.1). We proceed similarly to prove
(C.2).
The next lemma provides a central limit theorem (CLT) for LPL
(1)
n,1(X;θ0),
the vector of the first m = l+s components of LPL(1)n (X;θ0). Its proof is based
on a general CLT for nonstationary conditionally centered random fields proved
by Coeurjolly et al. (2017).
Lemma 3. Under the conditions (C.1)-(C.5) and m = l + s, the following
convergence holds in distribution as n→∞
{An,11(X;θ0) + Bn,11(X;θ0)}−1/2LPL(1)n,1(X;θ0) d−→ N (0, Im) (C.3)
Proof. Denoting by ∆j the unit cube centered at j ∈ Zd, we let
∆n,j = ∆j ∩Dn and In ⊂ Zd the set such that Dn = ∪j∈In∆n,j . We define
LPL
(1)
n,1(X;θ0) =
∑
j∈In
Yn,j
where
Yn,j =
∑
u∈X∆n,j
t(u,X \ u)−
∫
∆n,j
t(u,X)λθ0(u,X)du.
We also define
Σˆn =
∑
j∈In
∑
k∈In
|k−j|≤R
Yn,jY
>
n,k and Σn = E Σˆn.
To prove Lemma 3, we apply Theorem A.1 of Coeurjolly et al. (2017). We are
led to verify the following assumptions:
(a) EYn,j = 0 and there exists q ≥ 1 such that supn≥1 supj∈In E||Yn,j ||4q < ∞,
(b) for any sequence J n ⊂ In such that |J n| → ∞ as n→∞,
|J n|−1
∑
j,k∈J n
‖E(Yn,jY>n,k)‖ = O(1),
(c) there exists a positive definite matrix Q such that |In|−1Σn ≥ Q for all
sufficiently large n,
(d) as n→∞
|In|−1/2
∑
j∈In
E||E(Yn,j |Xn,k, k 6= j)|| → 0.
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• Condition (a): By GNZ formula (2.3), Yn,j has zero mean for any n ≥ 1
and j ∈ In. Now,
E||Yn,j ||4q = E

∥∥∥∥∥∥
∑
u∈X∆n,j
t(u,X \ u)−
∫
∆n,j
t(u,X)λθ0(u,X)du
∥∥∥∥∥∥
4q
 .
To show the remaining statement in (a), it is sufficient to show that
E

∣∣∣∣∣∣
∑
u∈X∆n,j
ti(u,X \ u)−
∫
∆n,j
ti(u,X)λθ0(u,X)du
∣∣∣∣∣∣
4q
 <∞
for any i = 1, · · · ,m. Taking q = 1, we have
E

∣∣∣∣∣∣
∑
u∈X∆n,j
ti(u,X \ u)−
∫
∆n,j
ti(u,X)λθ0(u,X)du
∣∣∣∣∣∣
4

= E
{ ∑
u∈X∆n,j
ti(u,X \ u)
4 +(∫
∆n,j
ti(u,X)λθ0(u,X)du
)4
− 4
 ∑
u∈X∆n,j
ti(u,X \ u)
3 ∫
∆n,j
ti(u,X)λθ0(u,X)du
+ 6
 ∑
u∈X∆n,j
ti(u,X \ u)
2(∫
∆n,j
ti(u,X)λθ0(u,X)du
)2
− 4
∑
u∈X∆n,j
ti(u,X \ u)
(∫
∆n,j
ti(u,X)λθ0(u,X)du
)3}
. (C.4)
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Note that(∑
u
ti(u,X \ u)
)4
=
(∑
u
ti(u,X \ u)
)22
=
(∑
u
t2i (u,X \ u) +
6=∑
u,v
ti(u,X \ u)ti(v,X \ v)
)2
=
∑
u
t4i (u,X \ u) +
6=∑
u,v
t2i (u,X \ u)t2i (v,X \ v) +
u 6=w,v 6=y∑
u,v,w,y
ti(u,X \ u)ti(v,X \ v)ti(w,X \ w)ti(y,X \ y)
+2
v 6=w∑
u,v,w
t2i (u,X \ u)ti(v,X \ v)ti(w,X \ w).
Now, using GNZ formula we have
E

 ∑
u∈X∆n,j
ti(u,X \ u)
4
 =∫
∆n,j
E
[
t4i (u,X)λθ0(u,X)
]
du +
∫
∆2n,j
E
[
t2i (u,X)t
2
i (v,X)λθ0({u, v},X)
]
dudv +∫
∆4n,j
E [ti(u,X)ti(v,X)ti(w,X)ti(y,X)λθ0({u,w},X)λθ0({v, y},X)]dudvdwdy
+ 2
∫
∆3n,j
E
[
t2i (u,X)ti(v,X)ti(w,X)λθ0(u,X)λθ0({v, w},X)
]
dudvdw.
Since λθ0({u, v},X) = λθ0(u,X∪v)λθ0(v,X) for any u, v ∈ Dn, it follows
from Cauchy-Schwarz inequality and conditions (C.3)-(C.4) that
E

 ∑
u∈X∆n,j
ti(u,X \ u)
4
 <∞.
We also have
E
(∫
∆n,j
ti(u,X)λθ0(u,X)du
)4 =∫
∆4n,j
E
[
4∏
k=1
ti(uk,X)λθ0(uk,X)duk
]
.
Again combining conditions (C.3)-(C.4) and Cauchy-Schwarz inequality, it
follows that
E
(∫
∆n,j
ti(u,X)λθ0(u,X)du
)4 <∞.
Ba and Coeurjolly/High-dimensional inference for Gibbs models 39
We proceed similarly to prove that the other terms in (C.4) are also finite.
This finally implies that
E

∣∣∣∣∣∣
∑
u∈X∆n,j
ti(u,X \ u)−
∫
∆n,j
ti(u,X)λθ0(u,X)du
∣∣∣∣∣∣
4
 <∞. (C.5)
Assumption (a) is then verified by choosing q = 1.
• Condition (d): From Lemma 2.2 in Coeurjolly et al. (2017), we have
E(Yn,j |Xn,k, k 6= j) = 0,
which implies assumption (d).
• Condition (c): By the definition of Yn,j , we have
Σˆn = An,11(X;θ0) + Bn,11(X;θ0) and Σn = An,11(θ0) + Bn,11(θ0).
(C.6)
Condition (C.5) implies that there exists a positive definite matrix Q such
that for all sufficiently large n, we have |Dn|−1Σn ≥ Q. By condition
(C.1) and the definition of In, we have |In| = O(|Dn|). We therefore have
|In|−1Σn ≥ Q.
• Condition (b): Finally, we have
EYn,jY>n,k = cov
(
I∆n,j (X, t), I∆n,k(X, t)
)
where I∆n,j (X, t) is the t-innovation function defined, see e.g. Baddeley
et al. (2005) or Coeurjolly and Rubak (2013), by
I∆n,j (X, t) =
∑
u∈X∆n,j
t(u,X \ u)−
∫
∆n,j
t(u,X)λθ0(u,X)du.
From Coeurjolly and Rubak (2013), we can show that
EYn,jY>n,k = O(1). (C.7)
We also have∑
j,k∈Jn
E(Yn,jY>n,k) =
∑
j,k∈Jn
|k−j|≤R
E(Yn,jY>n,k) +
∑
j,k∈Jn
|k−j|>R
E(Yn,jY>n,k).
From the finite range property (FR), Yn,j is a function of Xn,k for any
k ∈ Jn such that |k − j| ≤ R. Thus, if |k − j| > R, we have
EYn,jY>n,k =E
[
E
[
Yn,jY
>
n,k|Xn,k, k 6= j
]]
=E
[
E [Yn,j |Xn,k, k 6= j] Y>n,k
]
=0
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whereby we deduce that∑
j,k∈Jn
E(Yn,jY>n,k) =
∑
j,k∈Jn
|k−j|≤R
E(Yn,jY>n,k). (C.8)
Equations (C.7) and (C.8) imply assumption (b).
Conditions (a)-(d) being valid, we can now apply Theorem A.1 in Coeurjolly
et al. (2017) and get
Σ−1/2n Sn
d−→ N (0, Im), (C.9)
where Sn = LPL
(1)
n,1(X;θ0). We have
Σˆ
−1/2
n Sn = (Σ
−1
n Σˆn)
−1/2Σ−1/2n Sn and Σ
−1
n Σˆn − Im = Σ−1n (Σˆn −Σn).
As mentioned in Theorem A.1, assumptions (a) and (b) imply that
as n→∞, |In|−1(Σˆn −Σn)→ 0 in L2. (C.10)
Since Σˆn − Σn = oP(|Dn|) by (C.10) and Σ−1n = O(|Dn|−1) by the definition
of An,11(θ0) and Bn,11(θ0), we have
Σ−1n Σˆn − Im = oP(1), which gives Σ−1n Σˆn = 1 + oP(1).
The latter equality means that Σ−1n Σˆn converges in probability to 1, which
finally implies that
(Σ−1n Σˆn)
−1/2 = 1 + oP(1). (C.11)
We deduce from (C.9) and Slutsky’s Theorem that
Σˆ
−1/2
n Sn
d−→ N (0, Im).
Appendix D: Proof of Theorem 3
Proof. We now focus on the proof of Theorem 3. Since Theorem 3(i) is proved
by Lemma 2, we only need to prove Theorem 3(ii), which is the asymptotic
normality of θˆ1. As shown in Theorem 2, there is a root-(|Dn|/pn) consistent
local maximizer θˆ of Qn(X;θ), and it can be shown that there exists an esti-
mator θˆ1 in Theorem 2 that is a root-(|Dn|/pn) consistent local maximizer of
Qn
(
X; (θ1
>,0>)>
)
, which is regarded as a function of θ1, and that satisfies
∂Qn(X; θˆ)
∂θj
= 0 for j = 1, . . . ,m = l + s, and θˆ = (θˆ
>
1 ,0
>)>.
Ba and Coeurjolly/High-dimensional inference for Gibbs models 41
There exists t ∈ (0, 1) and θ˘ = θ0 + t(θˆ − θ0) such that
0 =
∂LPLn(X; θˆ)
∂θj
− |Dn|p′λn,j (|θˆj |) sign(θˆj)
=
∂LPLn(X;θ0)
∂θj
+
m∑
r=1
∂2LPLn(X; θ˘)
∂θj∂θr
(θˆr − θ0r)− |Dn|p′λn,j (|θˆj |) sign(θˆj)
=
∂LPLn(X;θ0)
∂θj
+
m∑
r=1
∂2LPLn(X;θ0)
∂θj∂θr
(θˆr − θ0r) +
m∑
r=1
Ψn,jr(θˆr − θ0r)
− |Dn|p′λn,j (|θ0j |) sign(θ0j)− |Dn|φn,j , (D.1)
where
Ψn,jr =
∂2LPLn(X; θ˘)
∂θj∂θr
− ∂
2LPLn(X;θ0)
∂θj∂θr
and φn,j = p
′
λn,j
(|θˆj |) sign(θˆj) − p′λn,j (|θ0j |) sign(θ0j). The rest of the proof for
φn,j follows the same lines and arguments in Choiruddin et al. (2018), that is
φn,j = p
′′
λn,j (|θ0j |)(θˆj − θ0j)(1 + oP(1)) +OP(pn/|Dn|) + oP(|Dn|−1/2). (D.2)
Let LPL
(1)
n,1(X;θ0) (resp. LPL
(2)
n,1(X;θ0)) be the first m = l + s components
(resp. m×m top-left corner) of LPL(1)n (X;θ0) (resp. LPL(2)n (X;θ0)). Let also
Ψn be the m×m matrix containing Ψn,jr, j, r = 1, . . . ,m. Finally, let the vector
p′n, the vector φn and the m×m matrix Mn be defined by
p′n = {p′λn,1(|θ01|) sign(θ01), . . . , p′λn,m(|θ0m|) sign(θ0m)}>,
φn = {φn,1, . . . , φn,m}>, and
Mn = {An,11(X;θ0) + Bn,11(X;θ0)}−1/2.
We rewrite both sides of (D.1) as
LPL
(1)
n,1(X;θ0)+LPL
(2)
n,1(X;θ0)(θˆ1−θ01)+Ψn(θˆ1−θ01)−|Dn|p′n−|Dn|φn = 0.
(D.3)
By definition of Πn given by (4.9) and from (D.2), we obtain φn = Πn(θˆ1 −
θ01)
(
1 + oP(1)
)
+ oP(pn/|Dn|) + oP(|Dn|−1/2). Using this, we deduce, by pre-
multiplying both sides of (D.3) by Mn, that
MnLPL
(1)
n,1(X;θ0)−Mn
(
An,11(X;θ0) + |Dn|Πn
)
(θˆ1 − θ01)
= O(|Dn| ‖Mnp′n‖) + oP(|Dn| ‖MnΠn(θˆ1 − θ01)‖)
+OP(‖Mn‖ pn) + oP(‖Mn‖ |Dn|1/2)
+OP(‖MnΨn(θˆ1 − θ01)‖).
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Now, using Σˆn and Σn defined in (C.6) we get
Mn =
(
Σ−1n Σˆn
)− 12
Σ
− 12
n =
(
1 + oP(1)
)
× O
(
|Dn|−1/2
)
.
where the latter equation ensues from (C.11) and condition (C.5). This implies
that ‖Mn‖ = OP(|Dn|−1/2). We have ‖Ψn‖ = OP(
√
pn|Dn|) by conditions
(C.2)-(C.4) and by Theorem 2, and ‖θˆ1 − θ01‖ = OP(
√
pn/|Dn|) by Theorem 2
and by Theorem 3(i). Finally, since by assumptions an
√|Dn| → 0 and cn√pn →
∞ as n→∞, we deduce that
|Dn| ‖Mnp′n‖ = OP(an|Dn|1/2) = oP(1),
|Dn| ‖MnΠn(θˆ1 − θ01)‖ = OP (cn√pn) = oP(1),
‖Mn‖ |Dn|1/2 = OP(1),
‖Mn‖ pn = OP
(√
p2n
|Dn|
)
= oP(1),
‖MnΨn(θˆ1 − θ01)‖ = OP
(√
p2n
|Dn|
)
= oP(1).
The last two lines are obtained from (C.8). Therefore, we have that
MnLPL
(1)
n,1(X;θ0)−Mn
(
An,11(X;θ0) + |Dn|Πn
)
(θˆ1 − θ01) = oP(1). (D.4)
By (C.3) in Lemma 3 and by Slutsky’s Theorem, we deduce that
{An,11(X;θ0) + Bn,11(X;θ0)}−1/2{An,11(X;θ0) + |Dn|Πn}(θˆ1 − θ01) d−→ N (0, Im)
as n→∞, which can be rewritten, in particular under (C.6), as
|Dn|1/2Σn(X;θ0)−1/2(θˆ1 − θ01) d−→ N (0, Im)
where Σn(X;θ0) is given by (4.8).
Ba and Coeurjolly/High-dimensional inference for Gibbs models 43
Appendix E: Tables of the simulation results
Table 4
Empirical prediction properties (Bias, SD, and RMSE) and empirical selection properties
(TPR, and FPR in %) based on 500 replications of Strauss and Geyer models using cBIC,
and cERIC for the Lasso penalty function and the regularized pseudo-likelihood function.
The mean number of points n under each model is provided.
Spatial Model Interaction Av. number cBIC cERIC
domain parameter of points (n) Bias SD RMSE FPR TPR Bias SD RMSE FPR TPR
Scenario 1
W1
Strauss γ = 0.2 101 2.07 0.77 2.21 2 24 1.92 0.76 2.06 2 42
Strauss γ = 0.5 138 1.66 1.11 2 11 43 1.66 0.67 1.79 3 61
Geyer γ = 1.5 750 0.22 0.69 0.72 51 100 0.41 0.57 0.7 33 100
W2
Strauss γ = 0.2 395 0.46 0.82 0.94 36 100 0.79 0.41 0.89 2 100
Strauss γ = 0.5 540 0.45 0.77 0.89 40 100 0.77 0.33 0.84 3 100
Geyer γ = 1.5 2968 0.29 0.27 0.4 18 100 0.33 0.22 0.4 6 100
W3
Strauss γ = 0.2 1137 0.5 0.46 0.68 15 100 0.56 0.27 0.62 2 100
Strauss γ = 0.5 1484 0.42 0.46 0.62 24 100 0.52 0.22 0.56 2 100
Geyer γ = 1.5 5630 0.26 0.2 0.33 15 100 0.29 0.14 0.32 2 100
Scenario 2
W1
Strauss γ = 0.2 101 1.61 5.4 5.63 12 38 1.61 5.14 5.39 11 46
Strauss γ = 0.5 138 1.86 1.75 2.55 1 36 1.76 0.34 1.79 0 55
Geyer γ = 1.5 749 1.34 2.91 3.2 39 43 1.27 2.7 2.98 38 51
W2
Strauss γ = 0.2 394 1.63 0.44 1.69 0 55 1.64 0.4 1.69 0 55
Strauss γ = 0.5 538 1.58 2.32 2.81 4 57 1.66 0.41 1.71 0 56
Geyer γ = 1.5 2964 1.48 0.83 1.7 2 44 1.1 0.48 1.2 3 95
W3
Strauss γ = 0.2 1137 1.63 1.42 2.16 3 55 1.7 0.38 1.74 0 53
Strauss γ = 0.5 1485 1.61 1.52 2.21 7 56 1.73 0.51 1.8 0 53
Geyer γ = 1.5 5623 1.35 0.95 1.65 1 43 0.82 0.41 0.92 2 97
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Table 5
Empirical prediction properties (Bias, SD, and RMSE) and empirical selection properties
(TPR, and FPR in %) based on 500 replications of Strauss and Geyer models using cBIC,
and cERIC for the Ridge penalty function and the regularized pseudo-likelihood function.
The mean number of points n under each model is provided.
Spatial Model Interaction Av. number cBIC cERIC
domain parameter of points (n) Bias SD RMSE FPR TPR Bias SD RMSE FPR TPR
Scenario 1
W1
Strauss γ = 0.2 101 1.33 0.91 1.61 100 100 2.4 0.19 2.41 100 100
Strauss γ = 0.5 138 1.35 0.72 1.53 100 100 2.27 0.06 2.27 100 100
Geyer γ = 1.5 750 1.43 0.39 1.48 100 100 1.46 0.39 1.51 100 100
W2
Strauss γ = 0.2 395 1.33 0.55 1.44 100 100 1.83 0.63 1.94 100 100
Strauss γ = 0.5 540 1.37 0.44 1.44 100 100 1.65 0.43 1.71 100 100
Geyer γ = 1.5 2968 1.44 0.2 1.45 100 100 1.44 0.2 1.45 100 100
W3
Strauss γ = 0.2 1137 1.37 0.38 1.42 100 100 1.52 0.31 1.55 100 100
Strauss γ = 0.5 1484 1.39 0.31 1.42 100 100 1.45 0.3 1.48 100 100
Geyer γ = 1.5 5630 1.44 0.15 1.45 100 100 1.44 0.15 1.45 100 100
Scenario 2
W1
Strauss γ = 0.2 101 0.67 1.06 1.25 100 100 2.4 0.19 2.41 100 100
Strauss γ = 0.5 138 0.72 0.75 1.04 100 100 2.27 0.06 2.27 100 100
Geyer γ = 1.5 749 1.04 0.36 1.1 100 100 1.05 0.37 1.11 100 100
W2
Strauss γ = 0.2 394 0.73 0.56 0.92 100 100 2.41 0.09 2.41 100 100
Strauss γ = 0.5 538 0.82 0.39 0.91 100 100 2.38 0.03 2.28 100 100
Geyer γ = 1.5 2964 1.03 0.17 1.04 100 100 1.03 0.17 1.04 100 100
W3
Strauss γ = 0.2 1137 0.82 0.32 0.88 100 100 1.16 0.25 1.19 100 100
Strauss γ = 0.5 1485 0.9 0.23 0.93 100 100 0.94 0.22 0.97 100 100
Geyer γ = 1.5 5623 1.05 0.1 1.05 100 100 1.05 0.1 1.05 100 100
Ba and Coeurjolly/High-dimensional inference for Gibbs models 45
Table 6
Empirical prediction properties (Bias, SD, and RMSE) and empirical selection properties
(TPR, and FPR in %) based on 500 replications of Strauss and Geyer models using cBIC,
and cERIC for the Elastic net penalty function and the regularized pseudo-likelihood
function. The mean number of points n under each model is provided.
Spatial Model Interaction Av. number cBIC cERIC
domain parameter of points (n) Bias SD RMSE FPR TPR Bias SD RMSE FPR TPR
Scenario 1
W1
Strauss γ = 0.2 101 1.89 0.5 1.96 8 70 1.85 0.4 1.89 10 82
Strauss γ = 0.5 138 1.76 0.35 1.79 10 92 1.68 0.26 1.7 12 99
Geyer γ = 1.5 750 1.39 0.32 1.43 12 100 1.38 0.31 1.41 12 100
W2
Strauss γ = 0.2 395 1.56 0.23 1.58 8 100 1.49 0.23 1.51 10 100
Strauss γ = 0.5 540 1.53 0.18 1.54 8 100 1.44 0.18 1.45 11 100
Geyer γ = 1.5 2968 1.2 0.2 1.22 9 100 1.18 0.17 1.19 9 100
W3
Strauss γ = 0.2 1137 1.43 0.15 1.44 5 100 1.37 0.15 1.38 7 100
Strauss γ = 0.5 1484 1.39 0.13 1.4 6 100 1.32 0.13 1.33 9 100
Geyer γ = 1.5 5630 1.14 0.11 1.15 6 100 1.12 0.11 1.13 7 100
Scenario 2
W1
Strauss γ = 0.2 101 1.74 4.23 4.57 15 34 1.72 3.95 4.31 15 54
Strauss γ = 0.5 138 2.17 1.79 2.81 1 17 2.08 0.15 2.09 2 49
Geyer γ = 1.5 749 1.17 2.77 3.01 50 50 1.15 2.53 2.78 50 53
W2
Strauss γ = 0.2 394 2.32 0.81 2.46 1 12 2.14 0.12 2.14 1 50
Strauss γ = 0.5 538 1.29 5.5 5.65 42 52 2.05 0.07 2.05 2 50
Geyer γ = 1.5 2964 2.1 0.34 2.13 1 2 1.91 0.32 1.94 5 51
W3
Strauss γ = 0.2 1137 2.06 1.73 2.69 7 53 1.9 0.73 2.04 3 51
Strauss γ = 0.5 1485 1.87 1.83 2.62 12 56 1.61 1.75 2.38 15 57
Geyer γ = 1.5 5623 2.13 0.21 2.14 0 1 1.93 0.32 1.96 3 52
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Table 7
Empirical prediction properties (Bias, SD, and RMSE) and empirical selection properties
(TPR, and FPR in %) based on 500 replications of Strauss and Geyer models using cBIC,
and cERIC for the Adaptive lasso penalty function and the regularized pseudo-likelihood
function. The mean number of points n under each model is provided.
Spatial Model Interaction Av. number cBIC cERIC
domain parameter of points (n) Bias SD RMSE FPR TPR Bias SD RMSE FPR TPR
Scenario 1
W1
Strauss γ = 0.2 101 1.94 1.05 2.21 2 23 1.93 0.61 2.02 1 53
Strauss γ = 0.5 138 1.58 1.2 1.98 8 33 1.66 0.48 1.73 0 60
Geyer γ = 1.5 750 0.07 0.48 0.49 33 100 0.45 0.32 0.55 1 100
W2
Strauss γ = 0.2 395 0.08 0.53 0.54 27 100 0.61 0.27 0.67 0 100
Strauss γ = 0.5 540 0.06 0.45 0.45 32 100 0.57 0.16 0.59 0 100
Geyer γ = 1.5 2968 0.06 0.18 0.19 2 100 0.18 0.16 0.24 0 100
W3
Strauss γ = 0.2 1137 0.1 0.23 0.25 9 100 0.38 0.12 0.4 0 100
Strauss γ = 0.5 1484 0.06 0.19 0.2 10 100 0.36 0.09 0.37 0 100
Geyer γ = 1.5 5630 0.05 0.09 0.1 0 100 0.15 0.09 0.17 0 100
Scenario 2
W1
Strauss γ = 0.2 101 1.09 2.3 2.55 5 53 0.82 2.15 2.3 7 78
Strauss γ = 0.5 138 0.48 0.68 0.83 0 86 0.48 0.6 0.77 3 63
Geyer γ = 1.5 749 0.09 0.35 0.36 0 100 0.37 0.3 0.48 0 100
W2
Strauss γ = 0.2 394 0.15 0.25 0.29 0 100 0.34 0.28 0.44 1 100
Strauss γ = 0.5 538 0.1 0.18 0.21 0 100 0.27 0.22 0.35 1 100
Geyer γ = 1.5 2964 0.04 0.17 0.17 0 100 0.18 0.15 0.23 0 100
W3
Strauss γ = 0.2 1137 0.08 0.13 0.15 0 100 0.25 0.15 0.29 0 100
Strauss γ = 0.5 1485 0.06 0.1 0.12 0 100 0.22 0.12 0.25 0 100
Geyer γ = 1.5 5623 0.04 0.08 0.09 0 100 0.16 0.08 0.18 0 100
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Table 8
Empirical prediction properties (Bias, SD, and RMSE) and empirical selection properties
(TPR, and FPR in %) based on 500 replications of Strauss and Geyer models using cBIC,
and cERIC for the Adaptive Elastic Net penalty function and the regularized
pseudo-likelihood function. The mean number of points n under each model is provided.
Spatial Model Interaction Av. number cBIC cERIC
domain parameter of points (n) Bias SD RMSE FPR TPR Bias SD RMSE FPR TPR
Scenario 1
W1
Strauss γ = 0.2 101 1.6 0.94 1.86 3 53 2.17 0.48 2.22 1 54
Strauss γ = 0.5 138 1.1 0.63 1.27 4 90 2.07 0.36 2.1 1 54
Geyer γ = 1.5 750 0.58 0.43 0.72 4 100 0.9 0.35 0.97 3 100
W2
Strauss γ = 0.2 395 0.77 0.33 0.84 2 100 0.93 0.42 1.02 3 98
Strauss γ = 0.5 540 0.73 0.3 0.79 3 100 0.85 0.31 0.9 4 100
Geyer γ = 1.5 2968 0.32 0.23 0.39 4 100 0.65 0.22 0.69 2 100
W3
Strauss γ = 0.2 1137 0.61 0.25 0.66 2 100 0.82 0.22 0.85 2 100
Strauss γ = 0.5 1484 0.53 0.22 0.57 2 100 0.74 0.22 0.77 2 100
Geyer γ = 1.5 5630 0.25 0.16 0.3 2 100 0.5 0.17 0.53 2 100
Scenario 2
W1
Strauss γ = 0.2 101 1.32 1.54 2.03 5 50 0.68 1.28 1.45 9 90
Strauss γ = 0.5 138 0.82 0.69 1.07 0 82 0.47 0.56 0.73 6 98
Geyer γ = 1.5 749 0.31 0.39 0.5 0 100 0.47 0.31 0.56 0 100
W2
Strauss γ = 0.2 394 0.36 0.3 0.47 0 99 0.34 0.31 0.46 3 100
Strauss γ = 0.5 538 0.27 0.23 0.35 0 100 0.26 0.23 0.35 3 100
Geyer γ = 1.5 2964 0.1 0.17 0.2 0 100 0.2 0.15 0.25 0 100
W3
Strauss γ = 0.2 1137 0.17 0.15 0.23 0 100 0.24 0.15 0.28 1 100
Strauss γ = 0.5 1485 0.13 0.11 0.17 0 100 0.2 0.13 0.24 1 100
Geyer γ = 1.5 5623 0.07 0.09 0.11 0 100 0.17 0.07 0.18 0 100
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Table 9
Empirical prediction properties (Bias, SD, and RMSE) and empirical selection properties
(TPR, and FPR in %) based on 500 replications of Strauss and Geyer models using cBIC,
and cERIC for the SCAD penalty function and the regularized pseudo-likelihood function.
The mean number of points n under each model is provided.
Spatial Model Interaction Av. number cBIC cERIC
domain parameter of points (n) Bias SD RMSE FPR TPR Bias SD RMSE FPR TPR
Scenario 1
W1
Strauss γ = 0.2 101 2.16 0.86 2.32 2 12 2.31 0.61 2.39 1 4
Strauss γ = 0.5 138 0.42 1.6 1.65 65 83 0.91 1.45 1.71 33 71
Geyer γ = 1.5 750 0.23 0.6 0.64 81 100 0.29 0.71 0.77 68 100
W2
Strauss γ = 0.2 395 0.1 0.87 0.88 60 98 2.16 0.55 2.23 1 19
Strauss γ = 0.5 540 0.06 0.8 0.8 79 99 0.95 0.97 1.36 4 77
Geyer γ = 1.5 2968 0.29 0.25 0.38 34 100 0.3 0.21 0.37 4 100
W3
Strauss γ = 0.2 1137 0.06 0.36 0.36 12 100 0.12 0.48 0.49 0 98
Strauss γ = 0.5 1484 0.04 0.35 0.35 14 100 0.08 0.42 0.43 1 100
Geyer γ = 1.5 5630 0.27 0.15 0.31 28 100 0.27 0.11 0.29 1 100
Scenario 2
W1
Strauss γ = 0.2 101 0.9 5.4 5.47 7 57 1.53 5.41 5.62 7 35
Strauss γ = 0.5 138 0.16 0.65 0.67 0 93 0.75 0.91 1.18 0 75
Geyer γ = 1.5 749 0.28 0.34 0.44 0 100 0.28 0.35 0.45 0 99
W2
Strauss γ = 0.2 394 0.02 0.25 0.25 0 100 0.36 0.67 0.76 0 80
Strauss γ = 0.5 538 0.01 0.17 0.17 0 100 0.03 0.19 0.19 0 100
Geyer γ = 1.5 2964 0.25 0.15 0.29 0 100 0.26 0.15 0.3 0 100
W3
Strauss γ = 0.2 1137 0.04 0.13 0.14 0 100 0.04 0.13 0.14 0 100
Strauss γ = 0.5 1485 0.01 0.1 0.1 0 100 0.02 0.1 0.1 0 100
Geyer γ = 1.5 5623 0.25 0.07 0.26 0 100 0.26 0.07 0.27 0 100
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Table 10
Empirical prediction properties (Bias, SD, and RMSE) and empirical selection properties
(TPR, and FPR in %) based on 500 replications of Strauss and Geyer models using cBIC,
and cERIC for the MC+ penalty function and the regularized pseudo-likelihood function.
The mean number of points n under each model is provided.
Spatial Model Interaction Av. number cBIC cERIC
domain parameter of points (n) Bias SD RMSE FPR TPR Bias SD RMSE FPR TPR
Scenario 1
W1
Strauss γ = 0.2 101 2.1 0.92 2.29 2 11 2.28 0.61 2.36 1 4
Strauss γ = 0.5 138 0.11 1.51 1.51 80 91 0.54 1.35 1.45 38 76
Geyer γ = 1.5 750 0.21 0.56 0.6 82 100 0.22 0.53 0.57 70 100
W2
Strauss γ = 0.2 395 0.02 0.76 0.76 61 100 2.25 0.64 2.34 0 7
Strauss γ = 0.5 540 0.02 0.72 0.72 79 100 0.12 0.33 0.35 1 99
Geyer γ = 1.5 2968 0.26 0.24 0.35 46 100 0.25 0.16 0.3 3 100
W3
Strauss γ = 0.2 1137 0.02 0.23 0.23 10 100 0.03 0.12 0.12 0 100
Strauss γ = 0.5 1484 0.01 0.23 0.23 14 100 0.02 0.09 0.09 0 100
Geyer γ = 1.5 5630 0.25 0.13 0.28 30 100 0.26 0.07 0.27 0 100
Scenario 2
W1
Strauss γ = 0.2 101 0.82 6.1 6.15 9 58 1.37 6.16 6.31 9 37
Strauss γ = 0.5 138 0.1 0.55 0.56 0 92 0.7 0.75 1.03 0 68
Geyer γ = 1.5 749 0.27 0.32 0.42 0 100 0.29 0.38 0.48 0 99
W2
Strauss γ = 0.2 394 0.02 0.24 0.24 0 100 0.4 0.62 0.74 0 77
Strauss γ = 0.5 538 0.01 0.17 0.17 0 100 0.04 0.19 0.19 0 100
Geyer γ = 1.5 2964 0.25 0.15 0.29 0 100 0.26 0.15 0.3 0 100
W3
Strauss γ = 0.2 1137 0.04 0.13 0.14 0 100 0.04 0.13 0.14 0 100
Strauss γ = 0.5 1485 0.01 0.1 0.1 0 100 0.02 0.1 0.1 0 100
Geyer γ = 1.5 5623 0.25 0.07 0.26 0 100 0.26 0.07 0.27 0 100
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