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ABSTRACT
It has been hypothesized that humans may exert facultative, adaptive control over
the sex of their offspring through the action of the endocrine system. No conclusive
evidence of this has been found, although varying hormonal levels in parents at the time
of conception may partly influence the sex of the child (James 1986, 1987b, 1999). A
decline in the human sex ratio at birth (SRB) observed in the U.S. and some other
countries has been attributed by some investigators to widespread environmental
exposure to endocrine disrupting chemicals.
The many factors hypothesized to influence the SRB make testing this attribution
difficult, but one suggestion has been to explore the geographic and temporal pattern of
SRB to determine if a sentinel health event signaled by abnormal SRB is present (Davis
et al. 1998). This thesis explores the possibilities of geographic analysis of SRB at
various scales, focusing on the local geographic scale of the U.S. county to determine
whether patterns of explainable variation exist. It tests the basic geographic-patterning
assumption, the hypothesis that hormonally mediated influences such as local
socioeconomic conditions, adult reproductive sex ratio, urban versus farm environment,
and racial composition may influence the SRB, and looks for posited geographic
patterning that might be indicative of hormonally active agents working in the human
environment.
This set of hypotheses is tested in univariate and multivariate logistic regression
models combining complete U.S. individual birth record datasets for 1970, 1980, and
1990 with selected U.S. Census county-level statistics that were chosen to represent
hypothesized socio-environmental, hormonally mediated influences. Separate models
were constructed for white and black births, and variables of birth order, plurality, and
season of birth were included in multivariate models to control for these confounding
individual influences on the SRB.
Results show that geographic patterning is strongly evident at the county level and
this approach in general works well to elucidate the influence on SRB of these external
hormonally mediated factors. SRB in white populations significantly decreased with
increases in county urban population proportion in 1980 and 1990 and with increases of
lV

the percentage of families living below the poverty line in 1970 and 1990. The change in
odds ratio for white male births was barely detectable, however, and was less than that
found for individual characteristics such as birth order and plurality. Black population
SRB was not as influenced by external hormonally mediated factors as white SRB,
except in 1980. Little clear evidence for the presumed effects of endocrine disruptors
was found.
The results support further study of external hormonally mediated influences on
the SRB at local geographic scales. In particular, geographic patterning is strongly
evident but varies locally in magnitude and sign, and spatially in pattern, between
sampling dates. This suggests that not all significant factors are accounted for in this
analysis, and that more work needs to be done to weigh the independent influences of
individual biological factors and those external factors that might vary with changes in
social, economic, and age-distribution conditions. A significant influence of SRB
seasonality in the 1970 sample year also suggests that changes in temperature, light,
rainfall patterns and other environmental signals that might stimulate hormonal influence
of the SRB should be explored.
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GLOSSARY
-2LL: Negative 2 log-likelihood, reported by SPSS as model chi square of the logistic
regression model.
ASR: U.S. Census data reporting age, sex, and race characteristics by U.S. county.
Birth order effect: The tendency of children born first or early in a mother's pregnancy
to more likely be male than those born later.
CCDB: U.S. Census data published as the City and County Data Book (CCDB) at
approximately 10-year intervals (U.S. Census 1972, 1983, 1994).
CSD: County SRB Dataset. Birth record databases compiled for this thesis containing a
number of individual birth characteristics of the child, such as sex, season of birth and
mother's age, combined with a number of social and demographic characteristic of the
mother's county of residence.
Dizygotic twins: Two children born to the same mother from a single gestation period
but from fertilizations of two eggs; also known as fraternal or nonidentical twins.
EXP(B): In logistic regression results presented in this thesis, the exponent of the
dependent variable coefficient, also termed the "odds ratio," or OR.
Facultative: A broadly used term in biology to define any activity of an organism that is
nonobligated, that is, one in which the individual exerts some control of the outcome.
Facultative actions may be adaptive (due to natural selection) or nonadaptive.
Fisherian, Fisher's hypothesis of equal sex ratio: An evolutionarily stable sex ratio is
equal (50:50) in most species, because populations that produce more of one sex or
another will suffer fitness problems in the next generation.
FSH or LH: Gonadotropins, either the follicle-stimulating hormone (FSH) or the
luteinizing hormone (LH) produced in the pituitary gland by both men and women.
Homeostasis hypothesis: An adaptive strategy in which parents increase their
reproductive success by producing a child of the rarer sex.
James theory ofparental hormonal control: W.H. James has inferred from various
evidence that changing levels of gonadotropins, testosterone, estrogen and other gonadal
hormones in either parent at the time of conception partly determine the sex of the child.
LH: See FSH.

LR: logistic regression.
Xl

NCHS: National Center for Health Statistics, the U.S. agency which assembles and
publishes national birth statistics.
Parental age effect: The tendency of children born to younger parents to more likely be
male than those born to older parents.
Plurality: Multiple children born to the same mother from one gestation period (e.g.,
twins, triplets).
RASR: The reproductive adult sex ratio. In this thesis, it is expressed as the total number
of males aged 15--49 divided by the total population aged 15--49.
SEHS: Socio-environmental hormonal stressor. Local geographic conditions of adult
reproductive sex ratio, racial composition, level of poverty, urban density, and other
social, cultural, economic or environmental factors that might alter a resident's hormonal
conditions in a way collectively detectable by changes in the SRB.
SRB: The sex ratio at birth. In this thesis it is expressed as the male proportion of live
births divided by the total number of births.
SRC: The sex ratio at conception. In this thesis is it expressed as the male proportion of
eggs fertilized by Y-chromosome-bearing sperm, divided by the total number of
fertilizations.
Trivers-Willard hypothesis, effect: An adaptive strategy that dictates that mothers in
good condition will maximize their success in the next generation by producing boys,
while mothers in poor condition will maximize their success by producing girls. Devised
originally to explain sex allocation strategies in polygynous species where males compete
with other males to mate with multiple females (e.g., red deer), it has been used by some
authors to explain SRB variation in humans.
Wald statistic: In logistic regression results presented in this thesis, the square of the
independent variable coefficient divided by the standard error of that coefficient. It can
be interpreted as a measure of the importance of the coefficient's contribution to the
model, with higher values representing greater importance.
Z-statistic: In this thesis the one-sample proportion method is used to standardize SRB
values among counties with large and small numbers of births for spatial mapping. The
difference of the geographic area SRB and the U.S. SRB is divided by the standard error
of the population proportion.
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Chapter 1. Overview:
The Geography of the Human Sex Ratio at Birth
My interest in the human sex ratio at birth statistic began with my long study of
and concern with the impacts of environmental toxins on human health, which is also the
focus of most of my career as an environmental consultant. Beginning in the 1940s the
post-World War II explosion of industrial growth in developed countries produced large
quantities of new organic compounds, some of which are still circulating in the
environment decades after their last date of manufacture. During the 1970s and 1980s,
concern about chemical releases to the environment led to identification of acute and
chronic toxic effects to body systems and cancer from exposure to doses containing, in
some cases, as little as one part per billion. The common metal-cleaning solvent
tricholoroethylene, for example, has contaminated over 830 Superfund sites investigated
by the U.S. Environmental Protection Agency (EPA) because concentrations of 1 part per
billion or more in groundwater may cause nervous system effects, liver and lung damage,
and, in some cases, death (ATSDR 2003). In the 1990s, some researchers (Jensen et al.
1995, Swan et al. 1997, Davis et al. 1998, among others) identified a potential additional
category of impact from certain of these compounds, termed endocrine disruptors.
Because dioxins, polychlorinated biphenyls, and certain other manufactured compounds
are similar in chemical structure in certain ways to human reproductive hormones, they
were suspected of disrupting the processes of the human reproductive system by
mimicking, blocking, or misdirecting the action of natural hormones. Exposure to doses
as small as one part per trillion were capable of such disruption, according to these
theories, portending the need for an increase by orders of magnitude of the sensitivity of
the regulatory control required to keep these compounds from the environment.
Proof of a disruption of the human endocrine system in any human population has
eluded researchers, although highly publicized studies that report seemingly pandemic
impacts to human reproductive health suggest a pervasive environmental cause may exist.
Some of these studies have sought to detect geographic variation in reproductive system
disruptions. Fisch and Goluboff (1996), for example, found significant differences
1

comparing sperm concentrations in vasectomy patients in Los Angeles, Minneapolis, and
New York City, with much lower concentrations found in Los Angeles. What social or
environmental factor was operating to cause these differences?
Sperm count concentration studies are criticized because of the differences in how
laboratories count sperm and in how sample populations are selected, so a clear picture of
geographic variation in U.S. male reproductive health has not yet developed from this
work. As I sought a thesis topic that could employ geographic analysis to detect possible
impacts from environmental endocrine disruptors, I was pleased to discover two studies
from the _mid-1990s that suggested that these ·agents were the possible cause of a change
in the human sex ratio at birth observed in many industrial countries. The virtue of the
human sex ratio at birth statistic is its remarkable stability, with slightly more males than
females born in almost every population measured. The sex ratio at birth is usually
expressed as the ratio of males to females born. Beginning in the 1990s, a decline in this
ratio--a slight reduction or decrease in the ratio of males to females born-was observed
in several developed nations. In the Journal of the American Medical Association, Davis
et al. (1998) concluded their alarm over changes in the human sex ratio in these countries
by calling for more specific geographic analysis: "Patterns of reduced sex ratio need to be
carefully assessed to determine whether they are occurring more generally, whether
temporal or spatial variations are evident, and whether they constitute a sentinel health
event."
A sentinel health event is recognized as any unusual pattern of disease, disability
or mortality that warns of the need for preventative or therapeutic medical care changes at
the societal level. Disruption of the human endocrine system by environmental toxins
would be a sentinel health event of major proportions, requiring substantial intervention
by health and environmental authorities. In 1999 the National Research Council (NRC)
Committee on Life Sciences reported that endocrine disruptors in the environment had
probably contributed to the declines in some wildlife species and suggested that they may
play a role in recently reported declines in human health (NRC 1999). Among
weaknesses of past studies, NRC observed that "aggregation of data over larger
geographic regions might not be an appropriate spatial scale for this analysis, given the
2

significant geographic heterogeneity." NRC has identified geographic analysis as a key
approach in the research, testing, and monitoring needed to resolve the nature of this
environmental threat. In this thesis, I describe the basis for scientific interest in recently
noted changes in the human sex ratio at birth, a potential indicator for a profoundly
important sentinel health event, and set forth a geographic study that may help determine
whether changes in the human sex ratio at birth can be attributed to environmental
factors.
The sex of a newborn is attractive as a dependent variable in statistical analysis
because it is largely an unambiguous characteristic. Also, statistics for the sex ratio at
birth are now recorded for virtually every birth in the United States, and the birth records
of many other nations are similarly complete. These features make the live-birth sex
ratio potentially useful as a sentinel health indicator, since changes or deviant patterns
may alert public health care administrators to emergent problems so that they can begin
to investigate and mitigate the avoidable underlying causes. Currently the most
commonly used sentinel health indicator is infant mortality, but this statistic is becoming
less useful with widespread impr_ovements in obstetrical care. As the underlying
mechanism of the sex ratio at birth is illuminated, it may serve better as a baseline
measurement of the health of a population, as well as of changes in social or economic
conditions.
Studies of the human sex ratio at birth begin with the fact that in virtually all large
populations studied, approximately 104 to 107 boys are born for every 100 girls
(Chahnazarian 1988). This statistic is variously termed the sex ratio at birth, the live
birth sex ratio, the secondary sex ratio (the primary sex ratio being at conception), or the
offspring sex ratio. For the purposes of this study, I will term the live-birth human sex
ratio statistic as the sex ratio at birth (SRB). The SRB is also quantified in different ways
in the literature. The ratio of boys to girls born in the U.S. is reported by the Journal of
the American Medical Association as a simple ratio, so that the 2002 U.S SRB would be
1.05:1. The U.S. Central Intelligence Agency (CIA) records the SRB of every nation as
the number of males born for each 100 girls born, reporting the 2002 U.S. SRB as 105.
The U.S. National Center for Health Statistics (NCHS) describes SRB as the number of
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male births per 1,000 female births, so the U.S. SRB in _2002 was reported as 1,048
(Hamilton et al. 2003). Although not strictly a ratio, the male proportion of births is
frequently used in SRB literature instead of the ratio of males to females b.)m (N�colich
et al. 2000, James 2000, and others). So, the male proportion of the ratio of 105 boys to
100 girls in a population is 105/(105+ 100) = 0.512, or, put another way, 51.2 percent of
all births were boys. Because the male proportion convention appears to have been
slightly favored in more recent literature, I will adopt it as my preferred expression of the
SRB.
The reason for the slight excess of males at birth is not known, but may be the
result of natural selection processes (Fisher 1930, 1958) that compensate for the greater .
vulnerability of the male to accident or disease as he is inseminated, gestates, is born, and
grows to reproductive age. While this excess of males is a virtual biological constant, the
SRB fluctuates slowly and nonrandomly over time and by place (Gini 1955).
Discovering the reason for these fluctuations is a favored pursuit of science, with
geographers joining biologists, geneticists, ecologists, anthropologists, sociologists, and
physicians trying to discover the central formula of the variation. Darwin (1871) tried an
explanation but failed, concluding with this famous challenge: " ... I now see the whole
problem as so intricate that it is safer to leave its solution for the future."
It is prudent to say that the problem remains intricate and unsolved, although there
is a vast literature purporting to explicate the SRB. My initial interest in the influences of
environmental toxins on the SRB has grown to a curiosity about the fundamental
biological processes that influence it, and appreciation for its profound and immediate
application to human ethical and social issues. Nations that suffer a serious imbalance in
their reproductive adult sex ratio face social instability. In China and some other Asian
countries, the SRB is now at or above 109 (CIA 2003), significantly above the world
norm. The surfeit of males in these countries in another decade looms as a potential
destabilizer of global security, as social instability translates to bellicose foreign policy.
At same time, the sex ratio of a family is one of its most defining but unpredictable
characteristics and influences such fundamental decisions as how many children a couple
will have. In this thesis I hope to show that the study of the human SRB has worthy
4

benefits and that geographic analysis will contribute to a better understanding of its
nature.

The world geography of the SRB
Determining the worldwide pattern of SRB is problematic because as many as 50
million births per year may be unregistered worldwide, approximately 40 percent of all
births (UNICEF 2002). However, the CIA.provides best-estimate values for 222 nations
(CIA, 2003). In 2002, the mode of national SRBs was .512 [105], with the U.S. and 168
other nations reporting that value. The mean SRB of all CIA-monitored nations in 2002
was .511. Only four countries, Faroe Islands, Grenada, Bermuda, and the Cayman
Islands, have an SRB of .500 or less. Figure 1 displays CIA-estimated national SRB
values for 2002. Deviations from the modal SRB are worth examining, because they
illustrate some factors that may mitigate or confound environmental influences on the
SRB.

The highest SRBs
National SRB values may reflect cultural factors favoring boys or girls. For
example, population researchers have observed that where a strong preference for sons
exists in conjunction with a low birth rate, the sex ratio will be very high. At .522 [109]
in 2002, China's SRB is among the highest in the world (CIA 2003) and may have
reached as high as .537 [116] in the 1990s (Tuljapurkar 1995). Taiwan, South Korea,
Singapore, and a few other countries have similarly high SRBs (CIA 2003). India's SRB
was as high as .519 [108] in the late 1990s and has been reported to be very high in some
western and southern states (Retherford and Roy 2003). During the 1960s and 1970s, the
SRB in China was closer to the world mean value but has steadily increased since the
1980s (Gu and Li 1994). South Korea, Taiwan, and India show similar trends (Posten et
al. 1997). In these countries, the SRB values for first children are similar to that of other
nations, but climb much higher for second and later children as parents intervene in
pregnancies to exert their preferences for boys. Ultrasound machines are mass produced
and widely available throughout these countries and elective abortion is believed to be
5
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Figure 1. National SRB values in 2002 (island nations buffered for visibility)
(CIA 2003)
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significant. In China, the state enforcement of family planning since 1978 is a factor, but
the strong Confucian preference for sons combined with voluntary reductions in family
size in South Korea and Taiwan may also increase the male proportion of births. In
India, Bangladesh and Morocco, large bride dowries impose a financial burden on parents
of daughters that may contribute to the excessively high SRB recorded there. In 1996,
India banned the use of ultrasound machines for determining the sex of a child, but the
practice persists and SRB remains very high, especially in rural provinces (NYT, October
27, 2003).
The lowest SRBs
Compared to the SRB of U.S. whites, a lower SRB among black populations in
the U.S. has been recorded for at least a century (Winston 1931). Many of the lowest
national SRBs reported globally are in nations on the African continent where a ratio of
less than .510 [104] is common (CIA 2003). Registration records in Africa are generally
poor, however, and there is debate about the true SRB in these countries. The lowest
SRBs in Africa are in countries with predominantly black populations and are similar to
those reported for U.S. blacks. Some researchers charge that demographers have simply
applied the U.S. black SRB value to African countries in the absence of a good system of
vital statistics in these countries; some report higher SRBs among black African
populations than those typically reported. Ayeni (1975) calculated an SRB of .514
among the Yorubas of southwestern Nigeria during a seven year study, near that of
European and North American whites. Rehan (1982) found an SRB of .517 [107] in a
review of hospital records delivering Hausa children in the Katsina province of Nigeria
born between 1961 and 1980.
Garenne (2002), however, found that the average SRB in 56 demographic surveys
conducted in African populations was .508 [103.3], with distinct SRBs in three
geographic and ethnic subsets. One subset had SRBs like those usually cited for African
populations (.509 [103.5]); another subset of high SRBs (.517 [107]) was found in a few
countries such as Nigeria and Ethiopia, and one subset had lower sex ratio, particularly
among Bantu populations in eastern and southern Africa (.502 [101]). While the matter
7

of biased SRB estimates in African countries remains unresolved, the preponderance of
current information suggests that there are unknown factors that make the black SRB
lower than white populations worldwide.

Late 2flh century SRB declines in industrialized nations
SRBs in industrialized countries are generally about .512 among white
populations (CIA 2003). However, a trend of decline in the SRB in several industrialized
countries has been noted by many authors in studies completed during the last decade.
These trends of decline have been found in the U.S., Europe, Latin America, and Japan,
beginning, in the opinion of some of these researchers, with the onset of widespread
industrialization and the release of chemicals from industrial processes into the
environment (Allen et al. 1997, Davis et al. 1998, Jongbloet et al. 2001, and others).
Declines in the SRB of Danish newborns have been recorded beginning in 1950, after a
rise over the previous century (Moller 1996). Allan et al. (1997) found that the SRB
decreased approximately .0022 in the Canadian population from 1970 through 1990. A
similar decline of .001 was found in the U.S. during the same period (Allen et al. 1997).
As summarized by Devra Lee Davis of the World Resources Institute and her colleagues
in the Journal of the American Medical Association (Davis et al. 1998), each of these
studies have recorded small but significant declines beginning in 1950, 1960 or 1970
(Table 1).
Declines have also been observed in Sweden, Germany, Finland, England, and
Wales (Dickenson and Parker 1996). Not all studies of national SRB trends have
revealed consistent declines, however, and the simple association of industrialization and
SRB decline breaks down under close scrutiny. The starting period of decline differs
from study to study. Uchida et al. (2000) found the Japanese SRB increased from the
period 1925 to about 1960 and then decreased thereafter. Was this decline attributable to
later industrialization in Japan relative to Europe, or some other factor? Two broad
studies of national trends motivated by concerns about SRB declines have somewhat
contradictory results. Parazzini et al. (1998) analyzed trends between 1950 and 1990 in
29 countries from five continents and found that SRB had not declined in most countries,
but rather had remained constant. They did note, however, decreasing trends in some
8

Table 1. SRB Declines in Industrialized Countries

Canada

Difference in SRB (Male
Proportion)
1970-1990
-0.0022

United States

1970-1990

-0.001

<.001

Denmark

1960-1995

-0.002

<�010

The Netherlands

1950-1994

-0.003

<.001

Country

Years

9

p Value
<.001

northern and eastern European countries, Greece, Portugal, and, particularly, Mexico, but
found increasing trends in southern Europe and Australia. Martuzzi et al. (2001), on the
other hand, found a significant linearly decreasing trend in annual SRB of approximately
.0001 [10 births per 100,000] in 23 Eur · _·an countries between 1950 and 1986. In
eighteen of these countries SRB was

in the 1993-1996 period than in the 1950-

1953 period. However, the SRB increas�d in some countries and, as did Parazzini et al.
(1998), they found regional and national differences in the trend. These variations in
SRB trends among countries indicate that sociodemographic characteristics might explain
trend differences, rather than a pervasive exposure to environmental chemicals from
industrial processes or agricultural activities. The World Health Organization found that
SRB varied by latitude in Europe and North America, with more boys born in southern
latitudes in Europe and in northern latitudes in North America, indicating that genetic and
environmental differences may also be a factor in SRB variation (Grech et al. 2002a).
Higher SRBs in Italy and Ireland may illustrate the operation of one potential
sociodemographic factor. The SRB in Italy has increased from one of the lowest in
Europe to one of the highest (.519, CIA 2003). Ireland's is also similarly high at .517.
Perhaps as Ulizzi and Zonta (1995) suggest, birth control in predominantly Roman,
Catholic Italy (and, I would also speculate, Ireland) has become widespread later than in
the rest of Europe, and has resulted in a significant and relatively recent decline in family
size. As more boys are born in earlier than in later births, a decrease in national median
family size might increase the SRB.
Reports of late 20th century declines in industrialized countries beg the question of
how SRB has varied over longer periods of time. Based on limited information, it
appears that the slight excess of males is a historical trend of long standing, although the
precision of estimates is in question. Graunt (1662) may have reported the first SRB
statistic, calculating a male proportion of .515 to .516 in the infants christened in 1?1h
century London churches. The British national registration system began in 1841, but
most national birth registration records do not begin before the 20th century. Motivated
by tax collection or military conscription, early national registrations considered females
as economic dependents of their fathers or husbands and generally over-report male
10

proportion (Chambliss 1949). Church birth and christening records may be less biased
and precede the institution ofnational vital statistic reporting. Using church parish
records, Vartiainen et al. (1999) found the SRB trend in Finland increased during the
period 1751 to 1920, and then decreased thereafter, interrupted by peaks during and after
World War I and World War II. These trends were not explainable by individual
parameters believed to influence the SRB, such as birth order or parental age. The peaks
during wartime reported here have also been observed in other populations, but the
overall decline in SRB in Finland occurred before the period ofindustrialization that
earlier studies have associated with some national declines.
U.S. SRB trends
In the U.S., birth statistic reporting is the responsibility oflocal, usually county
or state-level, health agencies. Historically, the U.S. Census Bureau has collected
natality and mortality statistics from local agencies. The U.S. birth registration system
began in 1915 with 10 states and the District ofColumbia. Prior to 1933, when all 48
states began participation, a national geography ofU.S. births can only be estimated.
Winston (1931) estimated SRB in the U.S. from 1915 to 1927 at a mean of.514 [105.8].
Examining the SRB for racial differences, already well known by the time ofhis study,
he found that rural whites had a slightly higher SRB than urban whites (.5150 [106.2] and
.5148 [106.1], respectively). Blacks had a lower SRB than whites, but those in rural
areas also bore more boys than those in urban populations (.510 [104] and .506 [102.4],
respectively). Higher rural SRB and higher SRB in whites compared to blacks were
frequently noted characteristics in early U.S. SRB studies.
Urban-rural distinctions are common in SRB studies, but few researchers have
closely scrutinized other geographic distinctions. Chambliss (1949) was one ofthe first
geographers who undertook to analyze the SRB in detail in the U.S. Studying the SRB
for all U.S. states for the period 1915 to 1944, he found that the SRB for native whites
was .515 [106], somewhat higher than the SRB for foreign born and native whites
combined (.514 [105.8]). He excluded black births from his study because" ... colored
groups in the United States have uniformly, in large samples, a lower sex ratio than white
groups." He found significant differences among U.S. states, with Kentucky and North
11

Carolina having consistently high SRBs, and Louisiana and South Dakota consistently
low ones. But he concluded that the striking differences among states were due to
clerical errors and differences in the completeness of registration in these states, not
geography. The U.S. SRB, he concluded, had probably gradually risen through the
century but this rise was obscured by improvement in registration of female births. He
found that states with a superior birth registration had lower SRBs than those with poor
registration. He also speculated that the differences in SRBs among races has something
to do with reporting differences, noting that the SRB of blacks had not increased over the
course of the century even though it was probable that their health care and economic
condition, factors then considered possible influences on SRB, had improved.
Chambliss' work provides two cautionary guides for geographic research into the
U.S. SRB: racial distinctions and reporting systems that differ by state. The recent
decline in the U.S. SRB was first noted by Allen et al. (1997), although their study
concentrated on the more significant declines in the Canadian SRB. The Canadian SRB,
they found, had declined since 1970 in an east to west gradient, with the greatest decline
in the Atlantic region (-.0056� p<0.01). They did not find a similar east-to-west gradient
in U.S. regional divisions (defined in Table 2), although they found significant
differences among these regions. Marcus et al. (1998) confirmed that the U.S. SRB had
indeed declined significantly, from .513 [105.3] in 1969 to .512 [104.9] in 1995, but
made a distinction that Allen et al. had overlooked: the U.S. decline is confined to births
among white mothers.
During the same period the SRB has significantly increased among black
newborns (Marcus et al. 1998). Within each of the nine geographic regions of the U.S.,
the white birth ratio declined and the black birth ratio increased during this period except
for a decrease in black SRB in the Pacific region. The different trends in these two racial
groups weakens the theory of pervasive environmental exposure offered by
Allen et al. (1997) and Davis et al. (1998). However, there seems little dispute that there
is a longstanding difference in SRB between black and white populations in the U.S, and
it appears that SRB is currently trending differently in these groups. In� review of the
secular changes in SRB in 41 primarily national populations over the last 50 years, James
12

Table 2. U.S. Census Bureau Regional Divisions and the States They Comprise
States

Division
New England
Middle Atlantic
East North Central
West North Central
South Atlantic
East South Central
West South Central
Mountain
Pacific

Maine, New Hampshire, Vermont, Massachusetts, Rhode
Island, Connecticut
New York, New Jersey, Pennsylvania
Ohio, Indiana, Illinois, Michigan, Wisconsin
Minnesota, Iowa, Missouri, North Dakota, South Dakota,
Nebraska,Kansas
Delaware, Maryland, District of Columbia, Virginia, West
Virginia, North Carolina, South Carolina, Georgia, Florida
Kentucky, Tennessee, Alabama, Mississippi
Arkansas, Louisiana, Oklahoma, Texas
Montana, Idaho, Wyoming, Colorado, New Mexico, Arizona,
Utah, Nevada
Washington, Oregon, California, Alaska, Hawaii

; ·
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(2000) found significant changes only in three populations: a decrease of white SRB in
the U.S., an increase in white SRB in Australia, and an increase in black SRB in the U.S.

NCHS dataset for the study period
This chapter concludes with a geographic portrait of the U.S. SRB decline and a
description of the national birth registration dataset that I will use to test my general
hypothesis that geographic analysis of SRB may reveal something of the nature of the
factors that influence it. The period of decline in national SRB appears to vary by
country, but 1970 marks a period at or near the beginning of the U.S. decline. I
considered birth registration adequacy and made some attempt to evaluate historic trends
prior to 1970. In response to cautions in the literature to be sure to consider demographic
factors, I also distinguished between SRB in white and black populations during this
period.
In the early 1960s, the National Center for Health Statistics (NCHS) assumed
primary responsibility for natality statistics collection. In addition to publishing its own
research, the NCHS makes primary statistics available to the public in a number of forms.
The most detailed is the Natality Data Set, an annual record of several demographic and
health indicators extracted from each birth certificate recorded in the U.S. These data are
collected from 50 states and the District of Columbia. To avoid disclosure of the
personal identity of a particular record, the NCHS geographically aggregates, in its
published datasets, data for cities and counties with smaller populations. For example,
the data fields for county of occurrence (where the birth took place) and county of
residence (where the mother lives) are specific only for counties with populations greater
than 100,000 in the year of reporting. Births occurring in counties with smaller
populations are reported as "other county" for that state. While this threshold identifies_
the county location of approximately 75 percent of the total U.S. births in recent years,
most of the land area of the U.S. is excluded, including many of the rural and agricultural
areas important to chemical exposure analyses in the study I anticipated undertaking.
For the purposes_ of this study, I requested and received from NCHS a special
version of the Natality Data Set file that includes all fields and records released in the
public datasets and, additionally, the county of residence and county of occurrence fields
14

for every birth. I received such a complete dataset from NCHS for 1970, 1975, 1980,
1985, 1990, and 1995, spanning the study period. These data are provided in ASCII
format accompanied by documentation of field structures and other characteristics of the
dataset. These data were used for all analyses reported in this thesis and, per my
agreement with the NCHS, no individuals were identified using these data. Hereafter I
will refer to these data collectively as the study period dataset.
Although the geographic area of the study period dataset includes 50 states and
the District of Columbia, a complete 100 percent sample of each birth is not available
until the 1985 data year. In previous years, certain states provided 50 percent sample
datasets; in 1970, the entire dataset compiled and released by NCHS is based on a 50
percent sample. Table 3 shows the number of records in each annual dataset and the
number of U.S. resident births recorded for each year. Births to residents of foreign
countries are recorded in geographic fields of place of occurrence but are not included in
any U.S. place-of-residence counts.
In the studies cited above and later in this thesis, the separation of SRB values by
racial category is frequently used to isolate this factor from other suspected influences on
the SRB, recognizing the consensus that this factor has consistently biased SRB. To
compare the SRB trends reported above with those in the study period dataset, I plotted
for each year the SRB values for total U.S. births and for U.S. births by three racial
codings: white, black, and all other races (Figure 2). Although not measured for
significance, the decline in the total SRB for the study period dataset shown on this figure
confirms the observations of Allen et al. (1997) and Marcus et al. (1998) of a total decline
in the U.S. population SRB. It also confirms the observations by Marcus et al. (1998)
that the decline appears to be confined to white births. The significant increase in black
birth SRB reported by Marcus et al. (1998) is not apparent in this plot. However, I have
assembled birth statistics from NCHS for the period from 1940 to 2001 that show that the
gap between the SRB for whites and blacks has considerably narrowed during this period
(Figure 3).
I defer to Marcus et al. (1998) and others who have reported the SRB decline in
the U.S. population and do not independently attempt to confirm the significance of this
15

Table 3. Number of Births in Study Period Dataset vs. Total U.S. Births
Year
1970

NCHS Dataset

1,865,693

Total U.S. Births
3,731,386

1975

2,232,406

3,144,198

1980

3,310,301

3,612,258

1985

3,760,561

3,760,561

1990

4,158,212

4,158,212

1995

3,899,589

3,899,589

Total

19,226,762

22,306,204
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Figure 2. U.S. SRB (male proportion) by race in study period dataset (NCHS 2003b)
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decline in my smaller dataset. Because these declining trends are also present in my
study dataset, I assume this sample is useful for beginning a study of the geographic
distribution of the U.S. SRB decline. The trends in white population SRB decline in the
study period dataset seem to increase markedly after 1980, compared to the two earlier
intervals. Whether this acceleration is an effect of the increasingly comprehensive nature
of the dataset or an indication of the timing of the decline is worth considering in
subsequent analyses.
I have found no study since Chambliss ( 1949) that examines SRB within
geographic areas smaller than the U.S. census division. Chambliss' attempt to study U.S.
SRB was constrained by incomplete birth registration, as discussed above, but the
improvements in U.S. birth registration practices merit a return to his perspective. The
study period dataset does, however, have some limitations that affects its geographic
accuracy. I use the NCHS mother's county of residence as the geographic identifier for
all analyses in this study. Where this information is missing, NCHS or the state vital
statistics agency may substitute the county where the birth occurred, which could be very
different than the geographic area where the conception and gestation of the child
occurred. NCHS also estimates that births will be overly recorded as urban because of
the practice of nonurban residents having children in urban hospitals and also because
many rural residents are assigned addresses within the nearest city, because postal
addressing requires a city or town identifier. However, the study period dataset appears
to have a high level of data quality for geographic analysis. Although all of the 1970
NCHS dataset and approximately 10 percent of the 1980 NCHS dataset is based on a 50percent sample of recorded births, the sampling area is the county, so at least 50 percent
of the births occurring in any U.S. county during any sample year are represented. NCHS
does not report the completeness of reporting for the county of residence field, but in the
2002 NCHS dataset a related field, the mother's place of birth, was missing on the birth
certificate in less than 0.2 percent of all records.
By the mid-1970s, the completeness of the data is estimated by NCHS to be 99.3
percent. Over the period of my study the error rate from incorrect transcription and
coding is expected to be less than 2 percent per item, based on NCHS data quality control
18

requirements. By 1985, 100 percent ofregistered births, representing 99 percent ofthe
births in this country, are recorded in the study period dataset, with recording
completeness for white births slightly greater than for that for other races.
In 1989, NCHS announced that it had changed its methods for classifying race in
reported tabulations. Beginning in 1989, birth data that report racial characteristics use
the race ofthe mother instead ofrace ofthe child. Prior to 1989, the race ofthe child was
coded using an algorithm that considered the race ofboth parents, generally coding the
child as nonwhite ifeither parent were. I use the NCHS race-of-child field in my
analyses throughout the study period, so my tabulations based on race for 1990 and later
may be somewhat different from those published in NCHS reports.
Spatial mapping of U.S. SRB values

Geographic mapping and analysis of SRB have been attempted by only a few
researchers (see, for example, Oberg 1990) and there are no established methodological
procedures for such an analysis. In the case at hand, thematic mapping may bring to light
spatial patterns that would invite more detailed analysis, provided that the SRB can be
standardized to account for varying sample sizes among geographic areas and for year to
year fluctuation. My general approach for initial evaluation is to standardize, graph, and
map SRB values at the state, regional division, and county level. To standardize SRBs, I
adopted the Z-statistic method used by Bohning and Ayutha ( 1999) in their study of SRB
in Thailand. I use the standard one-sample proportion method in which I assume the
male proportion ofthe sex ratio in the U.S. for every given year is A, where 'A, is the total
number ofmale births nM in the United States in that year, divided by the total number of
live births n. Let
I\

'A,M = nM/ni for i = 1, ....N.
I\

(1.1)

where 'A,M is the SRB, or male proportion oftotal live births in geographic area i. The
one-sample z-statistic for the SRB of geographic area i is therefore the difference
between the SRB ofthat area (AM) and the SRB ofthe U.S. as a whole in that year,
divided by the standard error ofa population proportion, or:
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AM-A
for i = 1, ....,N.
Zi = .JA(l -A)n;

(1.2)

This procedure allows us to map areas of significantly low or high SRB, or, in Z
statistic terms, Z <-1.96 or> 1.96. Negative values represent significantly high female
births; positive values, high male births. The Z-statistic describes how far the SRB in any
geographic area is from the U.S. SRB in terms of its standard error. There is an inverse
relationship between the standard error of the proportion and tqe sample size, so
geographic areas with a small number of births will have large standard errors. In 1970,
for example, both Perry County, Arkansas and Los Angeles California had identical
SRBs of .509, and both were less than the U.S. 1970 total SRB of .514 by the same
amount. However, the Z-statistic shows that births are significantly lower in Los Angeles
(Z= -2.37) in 1970 because its large number of births (54,996) yield a smaller error term
in the calculation of population proportion, while the 5 5 births in Perry County yield a
large standard error and thus a nonsignificant decrease in SRB (Z=-0.077). For these
reasons the Z-statistic can be used across sample years to compare the geographic
distribution of high and low SRB values, relative to a particular sample year.
While this approach has some flaws-particularly in the case of low birth
numbers and extreme proportions-it will serve for descriptive thematic mapping of the
spatial variation of SRB in small geographic areas of the U.S. and allow year by year
visual comparison of these variations. Evaluation of the consistency, or lack of
consistency, in these patterns is important to the question of how a hypothesis of
geographic variation in SRB must be formed.

Geographic distribution by U.S. census division and state
Figures 4a and 4b plot the divisional differences in the male proportion of white
births in the nine regional census divisions of the U.S. Figure 4a presents the raw male
proportion value grouped by regional area for all six sample years; Figure 4b presents the _.:"
same data for the final four years of the study period dataset. Figure 5 presents the same
data by sample year rather than division. These figures show noteworthy regional
differences in the SRB. The East South Central and South Atlantic regions have
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Figure 4a. White SRB (Male Proportion) by division and sample year in study period dataset
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consistently higher SRBs than do any other regions during the study period, while the
Pacific and mountain regions have consistently lower values. However, the decline in
SRB appears to affect all regions, although less so for the South Atlantic and East South
Central regions. Figure 6 shows divisional differences in black births by sample years.
The distinct regional variation present in the white birth dataset is not present for these
births.
Thematic mapping of the State SRB during the study period yields additional
information about the location and intensity of the decline in U.S. values. Figure 7
thematically plots the male proportion of births for each study year using identical MP
value ranges for each year. It is clear that SRB varies considerably year by year within a
state, with some states vacillating through the range of SRB values in the course of the
study period. States with high SRB values are considerably fewer in number in 1995, but
concentrations of high and low values appear more pronounced in 1995. The Midwest
and Mountain states appear to have lost SRB value in relation to the South and states
bordering the South. Converted to Z-statistics, some concentrations of SRB values are
notable. Table 4 lists states that have significantly high or low Z-statistic SRB values for
births when totaled for all six of the sample years; these further confirm the higher SRB
values for southern states and lower values for western states. The SRB for Texas and
New Mexico is significantly lower than the mean U.S. value for the reporting year in two
of the six sample years.
Figure 8 plots black births during the same period, but the Z-statistic is used to
correct for the low black birth counts in many states. As noted above, declines in black
SRB have not been observed, so the Z-statistic plot in Figure 8 shows the relative
distribution of state black birth SRB values within each year. The state black birth SRB
is not significant (Z statistic <-1.96 or>1.96) for either male or female excess births in
any state for one than one year, except in Mississippi (1990: -2.541; 1995: -1.976) and
Oklahoma (1980: -3.061; 1985: -2.426) where the SRB is significantly lower in two
years, and in West Virginia (1980: 2.499; 1995: 2.001). The regional pattern of trends is
not consistent from year to year. Table 5 lists states that have significantly high or low
Z-statistic SRB values for black births when totaled for all six of the sample years. No
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Table 4. Significant Z-statistic White SRB Values for States

State
Tennessee
Alabama
Georgia
South
Carolina
Mississippi
Virginia
North
Carolina
Oklahoma
Washington
Louisiana
Alaska
Texas
New Mexico
Nevada
California

70
-1.547
2.591
-1.273

75
0.657
1.119
2.459

80
3.080
0.780
2.329

85
1.596
-0.509
0.099

90
1.917
1.919
1.124

95
0.558
1.197
0.419

All
Years
2.857
2.776
2.206

1.357
0.347
0.799

2.260
2.913
0.394

-0.048
1.097
-0.095

0.771
-0.034
2.904

-0.031
0.770
0.187

1.216
-0.142
0.574

2.145
2.116
1.926

0.902
-0.435
0.046
-3.143
-2.706
-0.572
0.959
0.582
-1.623

0.008
1.469
-0.124
-1.468
-1.215
0.575
-3.485
-1.030
-2.807

1.174
2.611
0.228
0.418
-1.785
-0.787
0.131
-1.369
0.789

-0.229
-0.012
-1.295
0.425
-0.065
2.246
1.050
0.108
-1.866

1.036
-1.219
-0.922
-1.665
-0.602
-2.010
-2.137
-1.468
-0.344

1.790
1.840
-2.620
-1.162
-0.531
-0.617
-2.583
-2.300
-0.827

1.916
1.909
-2.116
-2.270
-2.516
-2.574
-2.613
-2.723
-2.744
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Table 5. States with Significant Z-statistic Black SRB Values
for Combined Birth Total.
West
Virginia
Kentucky
New Jersey
Mississippi

70

75

80

85

-0.494
0.221
0.900
-1.475

1.896
2.932
0.243
-1.814

2.499
-0.771
2.181
0.666

-1.201
1.177
1.454
-0.777
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90
1.859
1.552
-1.294
-2.541

95
2.001
0.143
1.719
-1.976

All Years
2.862
2.146
2.058
-3.159

state with significantly high or low total black SRB is present on the list for white SRB
Z-statistic values except Mississippi, which is, interestingly, significantly low for black
SRB and significantly high for white SRB. Mississippi had the highest black population
percent in the U.S. during the study period (approximately 35 percent).
Geographic distribution by U.S. county
There are currently 3,141 county and county equivalents in the U.S. (3,142 for
those who count Kalawao County, Hawaii as separate from Maui County). To map SRB
at the county level, I created a map of 3106 county areas that remain constant for all
sample years. In some cases this required that contiguous county areas be aggregated and
county birth data totaled for the joined area. I omitted Alaska because 1970 Alaska
borough boundaries have subsequently been completely redrawn and share no common
boundaries with current county areas. In anticipation of spatial autocorrelation analysis, I
also omitted the four Hawaii counties from the mapping area, leaving only the 48
contiguous states. Details of this method are contained in the appendix.
To map spatial variation, I calculated Z-statistics for county-level white ·birth SRB
by sample year (Figure 9). I also totaled all white births by county in the study period
dataset and converted them to a Z-statistic for tabular analysis. Table 6 displays counties
with more than 1000 combined total white births and having a significantly 'low SRB, as
measured by Z-statistic. Six of the 14 counties in this category are in the Pacific or
Mountain States and two are in Texas.
Table 7 lists counties with total births greater than 1000 and having a significantly
high SRB for combined white births. These counties are mainly distributed in the east,
with a somewhat higher representation in the southern U.S. than other regions. Only one
county from west of the Mississippi, Honolulu, is among these counties.
I used the geostatistical analyst extension of ESRI ArcGIS 8.3 to prepare kriged
quantile maps of the Z-statistic values for SRB by year. For aff sample years, the
ordinary kriging 0.5 quantile maps method is selected. I made no transformations and
used the spherical model with neighborhood selection of at least five neighbors to
construct a filled contour map for each of the six sample years. To allow better
comparison, each kriged map uses an identical contour interval, displayed in the legend
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Table 6. Counties with Significantly Low White Birth Z-statistic
and Combined Births Greater than 1000
County

State

Total Births

Division

SRB

Z-stat

King

Washington

Pacific

88829

0.5081

-3.2706

Churchill

Nevada

Mountain

14118

0.5012

-2.9351

Hidalgo

Texas

West South Central

48262

0.5069

-2.9233

Tulare

California

Pacific

29527

0.5055

-2.755

Bexar

Texas

West South Central

103938

0.5093

-2.7271

Los Angeles

California

Pacific

677639

0.5119

-2.7246

Ocean

New Jersey

Middle Atlantic

26445

0.5061

-2.4342

Anoka

Minnesota

West North Central

18526

0.5047

-2.4113

Yakima

Washington

Pacific

17446

0.5046

-2.3692

Atlantic

New Jersey

Middle Atlantic

12864

0.5034

-2.2988

Stanislaus

California

Pacific

29296

0.5069

-2.2792

Greene

Ohio

East North Central

9198

0.5027

-2.0786

Palm Beach

Florida

South Atlantic

36703

0.5083

-2.0245

York

Maine

New England

11563

0.5044

-1.9757

39

Table 7. Counties with Significantly High White Birth Z-statistic
and Combined Births Greater than 1000.
County

State

Division

Total births

SRB

Z-stat

Harrison

Mississippi

East South Central

22006

0.5276

3.0733

Jefferson

Kentucky.

East South Central

44941

0.5206

2.9777

Mecklenburg

North Carolina

South Atlantic

25519

0.5224

2.8267

Richmond

Virginia

South Atlantic

6712

0.5301

2.7119

Cumberland

New Jersey

Middle Atlantic

8865

0.5278

2.6854

Charleston

South Carolina

South Atlantic

· 16151

0.5239

2.6392

Tulsa

Oklahoma

West South Central

36267

0.5203

2.585

Kenosha

Wisconsin

East North Central

9943

0.5264

2.5635

Clayton

Georgia

South Atlantic

11861

0.5245

2.3841

Chester

Pennsylvania

Middle Atlantic

24209

0.5211

2.3461

Montgomery

Maryland

South Atlantic

41492

0.5192

2.3156

Honolulu

Hawaii

Pacific

24732

0.5209

2.301

Morris

New Jersey

Middle Atlantic

27986

0.5204

2.2935

Hudson

New Jersey

Middle Atlantic

35336

0.5196

2.2901

Jefferson

Alabama

East South Central

31617

0.5199

2.2511

Richmond

Georgia

South Atlantic

9312

0.5247

2.1524

Outagamie

Wisconsin

East North Central

11691

0.5235

2.1479

Madison

Indiana

East North Central

9697

0.5241

2.0744

Linn

Iowa

West North Central

14219

0.522

2.0272

Dutchess

New York

Middle Atlantic

16238

0.5214

2.0091
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following the six maps. These intervals were based on an automated evaluation of
natural groupings of Z-statistic values in the 1995 dataset that assigns breakpoints where
there are relatively large jumps between these groupings (the "smart quantile estimation"
method of ArcGIS 8.3). Because the Z-statistic uses the population SRB mean for the
year of sampling, each of these maps displays for the year of study the relative
concentration of higher than average births of girls (lighter colors) and higher than
average births of boys (darker colors).
Figure 9 shows no consistent geographic pattern of SRB concentrations over the
study period at the geographic scale of the U.S. county. SRB contours are skewed by the
larger sizes of counties in the west, but, even accounting for this, one is hard put to infer a
stationary front of SRB values. Some consistency in the presence of low-SRB patterns in
areas of Washington and Louisiana can be seen in a majority of years, for example, but
more apparent are polar changes of SRB values in the same region from year to year. In
the Southwest, for example, SRB values are significantly high in 1970 and significantly
low in 1975. The safest observation is, as Gini (1955) observed, that the SRB varies by
time and place. Although the local geographic variation shown in Figure 9 controls for
racial distinctions by considering only white SRB, there are apparently factors besides
race that cause SRB to vary over time in a particular place.
Statement of the problem
My survey of the geographic character of the U.S. SRB reveals some regional
differences that appear to have persisted through the study period. Declines in the SRB
appear to have occurred in most U.S. regions, although less so in the southern U.S. and
more so in the western U.S. than elsewhere. These regions both share the distinction of
having higher population growth during the 1980s than did other regions (U.S. Census
2002). County-level mapping reveals that SRB values vary markedly in specific
locations from year to year, with no consistent environmental or demographic pattern
evident. The decline in total U.S. SRB from 1970 to 1995 is mirrored by a decline in the
mean SRB of U.S. counties, with the county mean SRB even more pronounced than the
total U.S. SRB. (Figure 10). To answer why there is a greater decline in mean county
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SRB compared to the U.S. average requires an evaluation of SRB influences at local
geographic scales.
Undermining a hypothesis of environmental toxin influence are the differing
geographic patterns of SRB'trends among white and black racial groups. Why these
patterns vary in space and time is the central problem of SRB research. Further
geographic analysis of SRB is not likely to provide much enlightenment about the cause
of this spatial and temporal variation without consideration of the social and biological
characteristics that might cause SRB to vary within groups and among individuals.
Lazarus (2002) attributed our failure to decipher the SRB in past studies to three factors:
The first is a methodological failure to control for confounding influences. Allen et al.
( 1997) did not adequately address, for example, the difference in racial SRBs in their
regional analysis of decline in the U.S. and Canada. The second is the lack of an
adequate conceptual theory of the biological mechanisms of human sex determination
that might help in understanding results. Finally, there is little understanding of
mechanisms that effect the mediating of different processes that influence the SRB,
compounded by the fact that biases away from normal tend to very small.
The problem addressed by this thesis is therefore to develop and apply a
geographic analysis method that adequately considers demographic and environmental
influences on the SRB. Before attempting more rigorous analysis that addresses
methodological pitfalls, I review in the following chapter previous research into
sociodemographic and biological factors that may affect the SRB.
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Chapter 2. Literature Review:
The Nature of the Human Sex Ratio at Birth
Suboptimal prenatal conditions and the vulnerable male
Ronald Chambliss, whose geographic analysis of the U.S. SRB in 1949 has
already been described, surveyed in the same study varying opinions from geographers
regarding the impact of climate, humidity, temperature, altitude, food, precipitation, and
urban vs. rural residence on the SRB. He also described the possible influences on the
SRB known to mid-20th century researchers interested in the topic: relative age of
parents, fertility rate, religion, standard of living, frequency of coition of parents, and
abstention by parents from sexual relations at certain stages of the menstrual cycle. Few
of these potential causes have been rejected completely by researchers in the intervening
half century of research, and many have been added.
Chambliss's geographic study used the same assurpptions and methodology that
informs most SRB research, which aims to seek and explain the causes of biases away
from an apparent biological norm of equilibrium between males and females. As noted
in Chapter 1, differences in SRB among races were one of the earliest such biases noted
and remains the cause of the largest noted natural variation in the SRB (James 1994,
Ruder 1985). As social research matured in the 1920s and 1930s, researchers began to
attribute the lower SRB of blacks to their lower socioeconomic status, and to the general
principle that conditions that weigh negatively on healthy gestation will lower the SRB
(Winston 1931). This principle was based on the idea that the sex ratio at conception
(SRC), also termed the primary sex ratio, is more male biased than the SRB. According
to this hypothesis, poor nutrition, reduced or missing medical attention, and other
consequences of lower economic status will cause a greater rate of stillbirths and
spontaneous abortions that will proportionally affect male embryos more than female.
Winston (1931) found evidence of higher stillborn rates among U.S. blacks than among
whites; he also attributed the birth order effect to the lower socioeconomic resources of
large vs. small families. Winston's 1931 hypo_thesis that suboptimal conditions in the
womb lead to lower SRBs continues to be an organizing theory in SRB research,
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accommodating both acceptance of the chromosomal theory of sex determination
(Henking 1891) and the supposition that the SRC is higher than the SRB.
The SRC is not known in any population, but researchers generally still agree that
it is higher than the SRB. SRC values of .545 [120] or higher for the sex ratio at birth are
typically estimated based on stillbirth and abortion counts (Winston 1931; Carey and
Lopreato 1995). Also, the sex ratio of preterm infants is higher (-.520 [110]) than that of
full term infants (Cooperstock and Campbell 1996; Cooperstock et al. 1998). In
chromosomally normal spontaneous abortions the male death rate is about 30 percent
higher than that of females; also, females appear to develop sooner in the womb and
survive preterm birth better (lngemarsson 2003). Generally, males die earlier and more
easily than females in the womb (Naeye at al. 1971, Ingemarsson 2003), and many SRB
researchers have assumed that any factor that reduces the quality of the prenatal
environment would lower the SRB. This principle applies to psychological stress as well
as physical factors, and could be used to explain the lower SRB among infants whose
mothers smoke (Fukuda et al. 2002), or who are exposed to heavy smog events or floods
(Lyster 1974), or earthquakes (Fukuda et al. 1998), or who have experienced recent
deaths of close family members (Hansen et al. 1999), or live in active combat zones
(Zorn et al. 2002).
However, this explanation falls short of being a unifying theory of the causes in
the variations in the SRB. It does not explain, for example, why the SRB rises with
increased frequency of coitus between parents (James 1997b, Martin 1997), or during the
period during and after wars in nations involved in combat (Graffelman and Hoekstra
2000), or among children of fathers who have prostate cancer (Bosland 1988). In this
chapter I will summarize such factors and the postulated underlying mechanisms
presented in the prodigious literature on the SRB. The factors I will consider range from
very small fluctuations in large populations to very large differences in small populations
of parents with unique characteristics or experiences.
Familyfactors
In addition to racial differences, dozens of articles are devoted to describing the
relationship of SRB to demographic factors readily available on hundreds of millions of
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birth certificates: maternal age, paternal age, month or season of birth, plurality (single or
multiple births), and birth order (i.e., the numeric order of the mother's pregnancy,
sometimes expressed as maternal parity-the number of previous births by the mother).
These and related characteristics are variously termed as intra-population, birth
certificate, sociodemographic, individual, or "family" factors, and all are assessed as
influencing SRB at a lower magnitude than racial factors. I will adopt the term "family
factors" to distinguish these specific individual birth factors from somewhat broader
demographic characteristics examined later in this review. Aged mothers (Juntunen et al.
1997; Orvos et al. 2001), aged fathers (Jacobsen et al. 1999, Nicolich et al. 2000) and
later birth order (Erickson 1976, and others) have all been identified as conditions leading
to lower SRBs and as support for the theory that less optimal conditions reduce the SRB
from its norm. One of the most intractable problems with analysis of the effects of
paternal age, maternal age, and birth order is that they are highly correlated, and various
studies have examined them both univariately and multivariately.
There appears to be strong support for if not consensus about the existence of an
SRB birth order effect. The later in the birth order a child is born, the less likely that it
will be a boy. Jacobson et al. (1999) did not find a significant univariate effect of birth
order (or maternal age) on the SRB of 800,000 Danish births during the period 19891993, while Erickson (1976) found that birth order was significant-but the age of either
parent was not, once birth order was controlled for. However, most authors have found
that birth order significantly influences SRB either as a univariate factor or in
combination with other factors. Lazarus (2002) found that birth order significantly
lowered the SRB in 81 percent of 16 reviewed studies, paternal age in 62 percent, and
maternal age in six percent.
Declining SRB has been found in association with increasing maternal age in
combination with birth order (Juntenen et al. 1997, Orvos et al. 2001), and a maternal age
affect has also been found independently of birth order (Ruder 1985). The relationship
between maternal age and SRB ·may not be linear. Ulizza and Zonta (1995) found that a
quadratic function of the proportion of males among first-born children and mother's age
was "a fairly good predictor" of the SRB in the wider population. James and Rostron
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(1985) found a curvilinear relationship between SRB and maternal age in England and
Wales 1968-1977; Tarver and Lee (1968) also found that the relationship between
maternal age and SRB was curvilinear in U.S. births, increasing sharply with age. The
maternal age effect may therefore be more difficult to detect than paternal age and birth
order because of its nonlinear relationship with SRB.
More studies appear to favor paternal age over maternal age in the magnitude of
its influence on the SRB; James and Rostron (1985) found that linear declines are
associated with increasing birth order and increasing paternal age, and this relationship
has been found in several studies. Ruder (1985) found that increasing paternal age
significantly reduced SRB in U.S. births independent of birth order, and had a more
significant effect than maternal age. Jacobson et al. (1999) found that the SRB of Danish
births (1989-1993) born to fathers aged 24 and younger was .516 [106.6], but dropped to
.510 [104.1] for fathers 40 or older. There is also some suggestion that family-factor
effects differ among races. Nicolich et al. (2000) found that paternal age was a strong
influence on SRB in U.S. populations, and stronger in nonwhites than whites; paternal
age was twice as strong as maternal age in nonwhite births, but equal to maternal age in
white groups.
Studies have also found that the age difference between mother and father was
also a significant factor in SRB. Manning et al. (1997) found that fathers with mates five
years or more younger then themselves have twice as many firstborn sons as firstborn
daughters, while women who had children with men five years or younger than
themselves experience an opposite effect: twice as many girls as boys among firstborn
children. They also found that the mean age difference between spouses increased during
and immediately after the two World Wars, with older fathers/younger wives possibly
contributing to the oft-noted increase in SRB during and after wartime. Astolfi and Zonta
(1999b) found a similar increase in the SRB in a subsample of parents with a wide age
gap (greater than 15 years). If there is a paternal age effect decreasing SRB, it may be
mitigated by mating with younger mothers, but older mothers/younger fathers have more
girls than would be expected.
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In a review of SRB literature in 1988, Chahnazarian offered a summary
assessment, of this "less than clear" relationship among family factors, that appears to
still hold up in the majority of subsequent studies. Younger parents sire more boys, and
there are more boys in lower birth orders. When both paternal age and birth order are
controlled for in multivariate studies, maternal age weakens or is not significant as an
influence. The maternal effect also appears to decrease with increase in sample size. The
effect of all these variables on SRB is small, and the stronger racial effect persists
independently of other variables. To explain the reason for family factor effects, authors
often note that increases in stillbirths are associated with increases in maternal age and
birth order, and thus disproportionately increase the male fraction of prenatal mortality.
The importance of studies of parental age and birth order factors to the causes of
SRB variation is discounted by James (1987a), who notes that almost all of the variation
in SRB from these effects falls between the values of .516 and .513. He states that
" ...apparently these variables are not 'close' to the causes of variation of sex ratio, and so
are unlikely to yield any useful clues to those causes." He cites examples of much greater
variation in SRB among parents in special circumstances that may yield better clues
about the underlying mechanisms of SRB. These and other findings regarding significant
variations of SRB are reviewed here.
Plurality
Multiple birth-also termed "plurality"-has been found to have a significant
influence on SRB. The SRB of twins (both monozygotic-identical, and dizygotic
fraternal) is lower than that of singletons (James 1987a, Jacobsen et al. 1999b). The SRB
for triplets is also lower than that of singletons (Jacobson et al. 1999b). NCHS (1992)
also found that the U.S. SRB of multiple births in the mid-1980s was lower (.501 [100.1])
than that of singleton births (.512 [105.1]); this difference was stronger among white
births than black births. The relation of twinning rate to SRB has interested some
investigators, particularly those seeking to explain racial differences in SRB. In general,
th� twinning rates of black populations in the U.S. are much higher than the twinning
rates of white U.S. populations, although the gap has narrowed in recent years (NCHS
2002). Different twinning rates between white and black populations may also be present
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in other nations. Nylander (1981) found significant differences between the twinning
rates of a white population in Aberdeen, Scotland compared to the much higher rate of a
black population in western Nigeria (12 incidences of twins per 1,000 births vs. 50 per
1,000, respectively).
The lower birthweight and greater incidence of preterm births among multiple
births (CDC 1997) suggests another category of suboptimal prenatal conditions ·causing
disproportionately greater male mortality. However, seasonal variation observed in the
number of dizygotic births and in SRB values (James 1987), as well as the difference in·
twinning rates between black and white populations, introduces issues that are not simply
explained by the principle of disproportionate prenatal male mortality.
Season of birth

Another family factor, season of birth, is readily available.on birth certificates.
Apart from SRB, the total number of births by season has _long interested demographers,
who have identified remarkably consistent patterns among populations. These patterns
vary geographically and through time. A common pattern of either a spring peak (as in
Europe and Canada) or a spring trough (as in the U.S.) and a September peak in either
pattern has been found to occur regularly (Doblhammer et al. 2000). These patterns have
been related to photoperiod/latitude (James 1990a, Roenneberg and Aschoff 1990) or
local weather patterns (Lam and Miron 1996), suggesting that humans may have an
innate biological tendency to adjust births seasonally to coincide with optimum nutrient
availability and temperature. Brewis et al. (1996) found examples of nonseasonality in
births in equatorial regions, consistent with the Bailey (1992) theory that seasonal birth
changes are triggered by wide variations in temperature and food availability during the
year. There is evidence that the biological triggers from seasonality, if they exist, may
have been blunted by more homogeneous climate conditions in recent years and by
modern living and working patterns (Doblhammer et al. 2000, Seiver 1985). Seiver
(1985), for example, found that the seasonality of births in the U.S. South had been
changed by the introduction of air conditioning-as it became more pleasant to have
sexual intercourse in the summer, the previously documented April trough in births
became less pronounced.
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While the pattern of higher conceptions in winter vs. summer has flattened out in
the last 100 years (Doblhammer et al. 2000), there remains some element of SRB
variation by season that also varies over time and by geographic location. Studying SRB
over several decades, James (1984, 1987a, 1990a) found a seasonal pattern of births in
European countries of a major SRB peak in the spring and a minor SRB peak in the fall.
However, he discovered the opposite was true in the U.S., with a minor peak in the spring
and a major peak in the fall, which could also be described as one broad peak from
summer to early fall. He found, however, that the pattern of England and Wales in the
last 20 years has changed to resemble the U.S. pattern and believes that such is also true
in other European countries. It may be that SRB seasonality variation has evolved to be
responsive to seasonal advantages, and may in some way still respond to climatic and
weather cues. Successful physiological adaptations to some remote evolutionary past,
such as the Pleistocene African savannah, may still be a part of the human DNA. Many
activities of the endocrine system, particularly, have puzzling origins.
The human endocrine system has displayed a significant number of seasonal and
circadian mechanisms related to certain of its functions (Hansen et al. 2001 ). To explain
seasonal birth variability, Bailey et al. (1992) used a model linking rainfall to food
production and then to fertility via an ovarian nutritional function controlled by the pineal
gland. The primary function of the pineal gland appears to be the production of
melatonin. Seasonal and daily fluctuations in melatonin production have been
documented, relating to the inhibiting factors of light on the activity of pineal gland. In
addition to regulating sleep patterns, melatonin is known to influence sexual maturation,
skin pigment changes, and the menstrual cycle and other body rhythms. In women,
melatonin is associated with seasonal variation observed in the concentrations of
gonadotropins, hormones produced by the pituitary gland to regulate reproductive
function, and of other gonadal steroids (Kiely et al. 1995, Wojtowicz and Jakiel 2002).
James (1984, 1987b, 1990a) has found that the seasonality of SRB has been synchronous
with the seasonality of dizygotic twinning and the births of boys with cryptorchidism
(undescended testicles), both of which are conditions that appear to be positively
associated with levels of gonadotropins in the maternal hormonal environment.
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It is safe to make the generalization that human fetuses conceived in different
seasons may be subject to very different intrauterine hormonal environments (Geschwind
and Galaburda 1987). A number of animal studies have focused on the association of
fluctuations in reproductive control hormones and seasonal breeding behaviors designed
to deliver offspring in the most advantageous food availability and temperature
conditions. Many of these studies show that the sex ratio of offspring varies with season
and longer term variations in food availability and population stresses. This facultative
manipulation of offspring sex ratio in response to changing environmental conditions is
explained by Trivers and Willard (1973) as an adaptation by parents to increase their
reproductive success. According to this and other sex allocation theories, which I will
explain more fully later, mothers in good condition will more likely produce males and
mothers in poor condition will likely produce females, especially in populations where
males must compete strongly for mates. A corollary of this theory is that more females
will be born in general in poor nurturing conditions such as periods of lower temperature
or scarce food availability. Offspring born in poor nurturing conditions will likely be in
poorer condition when they reach breeding age than those born when the weather is
warmer or more food is available. Therefore mothers giving birth during these poor
condition periods will optimize their reproductive success by producing daughters.
While humans are not thought to be seasonal breeders, the evidence of seasonal
variation in the total number of births suggests that they might have been when human
survival was more directly tied to seasonally changing resource availability. How
parental hormonal levels might influence the human season of birth is a mechanism not
fully worked out. Cagnacci et al. (2003) did not observe the season of birth to be
significant to SRB, but did find that the season of conception was, possibly because
gestation period varies slightly and males may have different gestations compared to
females: September to November conceptions favored boys while March to May
conceptions favored girls. Lerch! (1999) found that SRB was partially correlated with
environmental temperatures when he examined SRB in Germany from 1946--1995.
Monthly temperature deviations from the overall mean for the 1946-1995 period were
positively correlated with rises in the SRB when temperatures were time-lagged with the
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SRB data by minus 10 or 11 months-suggesting that sex selection may have occurred

before conception. The findings of both Lerchl (1999) and Cagnacci et al. (2003) support
the idea that more males than females are conceived in seasons that portend more
favorable environmental conditions during early nurturing of a newborn. Human SRB
may therefore be partly influenced by internal rhythms mediated by anticipatory
hormonal responses to environmental conditions. Cagnacci and Volpe (1996) and others
have cited the seasonal variation in the parental internal hormonal environment as a line
of evidence for this mode of control.
From variation in seasonal human SRB and other evidence, James (1986, 1987b)
was the first to postulate that the SRB in humans was partially controlled by the parental
hormonal environment at the time of conception. The prevalent theory that variations in
SRB were accounted for by physiological constraints such as older wombs or aged sperm
and consequent excessive elimination of the male lacked an evolutionary explanation of
why the SRC was higher than the SRB. The hormonal environment theory may serve as
the foundation of more complex and flexible explanations of variation in human SRB.
With the rise in evolutionary biology and the remarkable success of sex allocation theory
in explaining the SRB of some species, some authors have sought to apply the principles
of sex allocation to human populations. While such theories do not generally discount
the possibility that there are nonadaptive, excessive losses of prenatal males due to poor
nutrition or other stressors, they suggest that some variations in the human SRB may be
due to facultative, adaptive manipulation of SRB for reproductive advantage. Adaptive
control implies a mechanism of hormonal response to environmental conditions such as
local temperature deviations and is the underlying basis for the argument that
environmental toxins similar to sexual hormones have disrupted the normal operation of
this mechanism. Evaluating this theory requires a review of the biology of sex
determination in humans and of the underpinnings of the sex allocation models, along
with an examination of documented extraordinary deviations from SRB that might
support such theory.
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Sex ratio at conception vs. sex ratio at birth
Although the basic principles of genetic sex selection have been known since
Mendel, the biological processes occurring at the time of conception are a slowly
unraveling mystery. Mendel's first principle is that gametes of the parents are one half of
a pair of alleles. On both the ovum and the sperm the sex-bearing chromosome is only
one of twenty-three chromosomes (Henking 1891). On the ovum in humans, itis always
an X-bearing chromosome. The sex-determining chromosome of the sperm may be
either X or Y. The male zygote is thus always produced from the combination of a Y
bearing chromosome in the fertilizing sperm and an X-bearing chromosome in the ovum.
Male heterogamety, the determination of a male in a species using two different sex
chromosomes, prevails in all mammals; female heterogamety is the case in all birds.
Fish, reptiles, and amphibians have mixtures of both these modes, and diverse
mechanisms operate in invertebrates, with cases of varied sex determination mechanisms
in a single species, or even changes in sex by an individual during a life cycle. In some
fish and amphibian vertebrates and in many invertebrate species, sex may be determined
after conception in response to differing photoperiod, temperature, pH (in aquatic
species), nutrition availability, mate availability, and other social or environmental
conditions. The genetic or chromosomal sex determination mechanism of humans and
most vertebrates is thought to limit the parent's capability to manipulate the offspring sex
ratio, but I will explore some challenges to this assumption.
The ratio of Y to X chromosomes in sperm would be expected to be a factor in
the SRB, and might explain, among other influences, the paternal age effect. An
excellent summary of sperm sex-chromosome bias studies is provided by Lazarus (2002).
Some researchers suggest that the ratio of X to Y chromosomes in human sperm is about
equal (Martin 1995), as would be expected by Mendelian segregation. Graffelmann et al.
(1999) found no systematic sperm ratio bias in a small sample of European Caucasian
men aged 23 to 56. Similarly, Irving et al. (1999) did not find that fathers who had three
or more sons had significantly high numbers of Y chromosomes in their sperm, nor that
those who fathered daughters had high numbers of X chromosomes. However, in another
small sample, Bibbins et al. (1988) found that fathers that sired only girls had a
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significantly higher proportion of X-bearing chromosomes in their sperm than a control
group.
. While there is only limited evidence that sperm sex-chromosome ratios might
influence SRB, it appears true that sperm has been shown to vary in quality within the
same individual. Fisch and Goluboff (1996) speculate that annual changes in temperature
and climate may account for sperm count variations, with the highest sperm counts in the
winter months. Abstinence before ejaculation may increase the proportion of X
chromosomes (Hilsenrath et al. 1997), suggesting a mechanism for explaining why more
frequent coitus might result in a higher number of males (James 1997b). Psychological
stress may also affect sperm velocity and percentage of motile sperm, as in the case of
men experiencing the death of a close family member (Fenster et al. 1997). This suggests
that differences in sperm ratios could be mediated by hormonal responses to external
factors.
Compared to the studies of sperm success in fertilization, the above-cited studies
of sex-chromosome ratios in sperm and their effect on the SRB are few in number and
more work using recently developed detection measures needs to be done before the
question is resolved. The question is important-if there is facultative control of sex
ratio, which parent controls it and how is it done? Perhaps. the female has greater
influence, given that sperm enter an environment under her control. Coital frequency, the
timing of insemination relative to the menstrual cycle, and the age of the ovum are
believed to influence the SRB, indicating that the intrauterine hormonal environment may
be more hospitable to Y-chromosomes at certain times than others. Gray (1991) found
that fewer males than females were conceived during the ovum's optimum fertile time
and more males are conceived at either end of the ovum's fertile cycle, a U-shaped
regression proposed in earlier studies by Guerrero (1974). Guerrero (1974) found in his
reviews of animal studies that this regression held for "all known inseminations in
animals."
Several factors affect whether an X- or Y-bearing sperm reaches the ovum, most
notably the difference in the size and performance of the Y-chromosome-bearing sperm.
Other than its task to determine sex, the function of the Y-chromosome is not well
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understood. The human Y-chromosome contains only 78 genes, compared to almost
3000 in the X-chromosome. As such the Y-chromosome is smaller and lighter than the
X-chromosome, so that the sperm carrying it has a more lively motility and is differently
shaped, possibly allowing it to outrace the heavier X-chromosome sperm or better
penetrate the cervical mucus when it is at its thickest. The cervical mucus thins
considerably in the one or two days prior to ovulation, and then thickens immediately
after. According to Martin (1997), the more ungainly X-chromosome sperm_reach the
ovum more easily during this time, while the Y-chromosome sperm have a relatively
greater chance of success on other side of this period, the so-called U-shaped regression.
Frequent coitus may also leave seminal fluid debris that reduces cervical mucus
penetrability, further giving the Y-chromosome an advantage.
James (1997b) calculated the overall effect of coital frequency on SRB in a
population as much less significant than Martin (1997) did. While Martin's hypothesis
that increased coital frequency would produce more boys because of changes in cervical
mucus penetrability, James (1997b) showed that increased coital frequency could be
mathematically modeled to show more conceptions on the ends of the U-shaped
regression, favoring boys. The supposition of coital frequency influences are also based
on the "honeymoon effect" of high male conceptions from the Renkonen (1970) study of
Australian births from 1908-1967. He showed that the SRB was .522 [109.4] for
conceptions in the first month of marriage and .514 [106] in the following and subsequent
months of the first year of marriage, which he attributed to the high coital rates of the first
month (over 20), compared to subsequent months. Coital frequency also drops after the
first year of marriage (or intimacy), although how much is debated. This paradigm has
also been used to explain the birth order effect and paternal age effect.
According to James (1987a, 2003), frequency of coital activity may also account
for the greater number of births observed during and immediately after wars in countries
involved in the conflict, when coital activity is presumably higher during military leave (I
will present some alternatives for the cause of the war effect later). The increase in SRB
related to war has been suspected since at least the time of the Napoleonic wars, and
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current evidence suggests that it is at least true in certain countries involved in conflicts,
whatever its cause (Graffelman and Hoekstra 2000).
The differential success of the Y-chromosome during the fertilization cycle may
also explain some aspect of the male vulnerability during gestation. James ( 1997b)
believes that periods that favor male conception at the beginning and end of the menstrual
cycle are suboptimal for beginning gestation, compared to the middle part of the cycle.
This would partly explain why there is a higher SRB in spontaneously aborted fetuses,
stillborn births, and neonatal death from suspected suboptimal intrauterine environments.
The excessive prenatal vulnerability of males may be in some way inherent in the
female's cyclical receptivity to the Y-chromosome.
The case for hormonal influences
The hormonal environment theory contradicts previous assumptions of SRB: that
an equal_number ofX- and Y- chromosomes are produced, that neither has an advantage
in fertilization, and that SRB differences are due solely to the male-female difference in
prenatal mortality (James 1996). The evidence for the hormonal environment theory may
be found in highly biased SRBs associated with gonadotropins and other reproductive
hormones operating in the parents at the time of conception. Gonadotropins are either the
follicle-stimulating hormone (FSH) or the luteinizing hormone (LH) produced in the
pituitary gland by both men and women. FSH causes ovarian follicles and their egg to
mature; follicle cells in tum produce estrogen, which in tum promotes growth of the
uterus to allow favorable embryo implantation and which also stimulates the cervix to
produce the mucus through which spermatozoa must pass to fertilize the ovum. In males,
FSH is critical in the maturation of sperm through action on the Sertoli cells. In both
sexes, LH causes gonads to secrete sex steroids. In females, LH is produced in a steady
but low volume until ovulation, when a large surge is produced. The pulsing flows of LH
may operate as a mechanism in sex determination (James 1987b).
Increased levels of gonadotropins in either parent may lower the SRB
(James 1987). As I have noted earlier, gonadotropins have been positively correlated
with plural births and with births of boys with cryptorchidism. Asians, who have
relatively higher SRBs than white and blacks, also have lower levels of gonadotropins
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and lower twinning rates (Soma 1975, James 1987b,), while blacks have higher levels of
gonadotropins and higher twinning rates than do other groups (James 1987b, Kulch et al.
1993). Based on examination ofbi-racial couples and other factors, it appears that.the
race ofthe mother is significant to the higher twinning observed in black births, which
offers strong support that maternal, not paternal, factors affect twinning rates in general
(Khoury et al. 1986); 'ifsuch is true, maternal factors might also be mor� significant in
sex determination.
A satisfactory explanation for these differences among racial groups has not been
found. The difference may be innate or genetic, as suggested by Visaria (1967) in his
review ofover 70 populations with mostly complete birth registrations, or the difference
may result from differing hormonal responses to social or environmental conditions, or it
may be a combination ofboth. James (1987b) suggested that higher gonadotropin levels
could result from subordinate positions in society or lower socioeconomic status.
Freeman (1934) found racial differences in the weight ofthe pituitary gland, with blacks
having the heaviest (800 mg), whites, an intermediate value (700 mg), and Asians, the
lightest (600 mg). To this evidence one may also add a growing medical literature
examining the differential operation ofthe hypothalamus-pituitary-adrenal axis among
races, reflecting a genetic and endocrinal approach to understanding why patt�rns of
hypertension and other heart diseases, breast and prostate cancer, obesity, and other
diseases differ among racial or ethnic groups. In the current state ofSRB research, race
is a convenient label for a combination ofalleles that appear to have distinct responses to
social and environment conditions.
Other research in hormonal environment suggests that parental levels of
testosterone and estrogen at the time ofconception, perhaps in combination with
gonadotropins, also significantly influence SRB. Men with high amounts of
gonadotropins and low levels oftestosterone produce a significantly high number ofgirls
(James 1996). High levels oftestosterone in either parent will raise the SRB (James
1996b, Manning et al. 1996, Singh and Zambarano 1997). Manning et al. (2002) found,
for example, that a high 2D:4D ratio (the ratio oflength ofthe second finger to the fourth
finger-a proxy for testosterone levels at the time ofgestation) also correlated to higher
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SRB; that is, more boys were born to those with higher testosterone signals. Similarly,
the waist-to-hip ratio, another proxy for testosterone levels in both men and women,
signaled a significantly high SRB for women presumed to have high testosterone levels.
There is strong evidence linking high testosterone levels with testicular and prostate
cancer (e.g., Bosland 1988) and men undergoing surgery for removal of cancerous
prostates have relatively more sons (James 1990b). Prostate cancer is 35 percent higher
in U.S. blacks than U.S. whites (CDC 2003); some studies have found higher testosterone
levels in U.S. black males than in U.S. white males (Winters et al. 2001). While this
would indicate that the SRB in black births should be higher as a result of higher
· testosterone in fathers, it appears under this extended hypothesis that the higher
gonadotropin levels in black mothers must be the more dominant agent in hormonal
environment influence.
If the parental hormonal environment does affect SRB, it follows that compounds
or conditions that change the genital chemistry of parents will also influence the SRB.
Gonadotropins used in in vitro induction of ovulation, for example, appear to result in a
lower SRB (Gray 1991). Parents who desire to have a female child can increase their
chances by treatment with the ovulatory drug clomiphene citrate prior to artificial
insemination (Silverman et al. 2002). Men treated with methyltestosterone and
gonadotropins produce an excess of sons (Sas and Szollosi 1980). James (1987a)
estimated that the SRBs in groups treated by hormonal induction of ovulation were .05
lower than nontreated groups, a difference near to that observed among races and much
greater than for range differences for season of birth, parental age, and birth order.
Exposure to lead will change the gonadotropin/testosterone levels in men and
cause them to sire an excess of daughters (Dickinson and Parker 1994). As an
occupation, lead industry workers and professional bus drivers are exposed to high levels
of lead and have fewer sons than average (Lin et al. 1996). Exhibiting possible genotoxic
effects, the SRB of men who set consumable carbon anodes in aluminum plants in
Washington State was .381 (Milham 1993), suggesting that strong static and extremely
low-frequency electromagnetic fields might depress SRB. Another potential agent of
hormone disruption, X-ray exposure, may lower the SRB. Hama et al. (2001) found that
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male radiologists have a lower SRB, and the more highly irradiated of this group have the
lowest sex ratio among radiologists studied.
Endocrine disruptors and SRB
The line of research that motivated this thesis, the association between
environmental toxins and lower SRBs (raised by e.g., Moller 1996, Allen et al. 1997,
Davis et al. 1998), is based on the idea that disruption of the reproductive hormonal
environment by these agents in residents of industrial countries might have corrupted the
hypothesized normal hormonal control of SRB. The U.S. EPA and similar health
regulatory agencies in other countries have been monitoring the concentrations and
reported effects of compounds that may disrupt the normal functioning of the human
endocrine system. A number of terms have been applied to these compounds and their
subcategories. The National Academy of Science screens these studies under the term
"hormonally active agents;" however, I will use the more common "endocrine
disruptors." Endocrine disruptors may alter hormone functions in a number of different
ways. Those with chemical structures similar to estrogens, androgens, or related
hormones may bind to the intended cell receptors or otherwise mimic hormonal
chemicals in the normal cell signaling pathway. Conversely, anti-estrogens or anti
androgens may block cell receptors or cell signaling pathways. Other substances appear
to alter or confound the production or breakdown of natural hormones or the function of
their receptors. Categorically, environmental endocrine disruptors include biocides,
insecticides, herbicides, nematocides, fungicides, industrial chemicals such as solvents
and plasticizers, certain heavy metals (especially lead, cadmium, mercury), PCBs (i.e.,
specific PCB isomers), and various compounds that are a degradation product of or
impurity in other chemicals.
Wildlife studies of disrupted reproduction, deformed reproductive systems, or
aberrant sexual behavior have focused on certain pesticides, polychlorinated biphenyls
(PCBs), and polychlorodibenzo-p-dioxins (e.g., 2,3,7,8-TCDD) and other dioxins. Many
of the suspect compounds bioaccumulate in affected species and thus expose embryos.
According the Centers for Disease Control and Prevention (CDC), Atlanta, the average
U.S. resident has accumulated several of these suspect compounds, along with hundreds
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of others, in his or her fat tissues from food and environmental exposure. A number of
studies have examined the effects on human SRB from occupational exposure to
pesticides that have suspected endocrine-disrupting effects. Workers applying
dibromochloropropane (DBCP), a fungicide, have markedly reduced sperm count and a
strong tendency to produce female offspring (Potashnik et al. 1984). Moller (1996)
found that men in the Netherlands exposed to pest1eides in the workplace from 1978 to
1990 fathered an extremely low proportion of boys (.248), with those men believed to
have higher exposures also producing the fewest males. Garry et al. (2002) found that
the SRB of children born to fungicide applicators in the Red River Valley of Minnesota is
very low.
PCBs and dioxins are perhaps the environmental toxins most suspected to have an
estrogenic mimicry that might depress SRB in children of exposed parents. Egeland et al.
(1994) found that men exposed to dioxin have large amounts of gonadotropins and low
volumes of testosterone, a combination suspected to reduce SRB. Several SRB studies
have examined the 1976 Seveso, Italy chemical plant explosion because of the high
numbers of people exposed and the elevated dioxin blood levels in the exposed
population. Of the 74 children born to the most highly exposed adults from 1977 to
1984, the SRB was only .350; of these, the nine sets of parents with the highest levels of
dioxin produced no boys (Mocarelli et al. 1996). Ryan et al. (2002) found that children
of pesticide workers working with products high in dioxin, such as 2,4,5trichlorophenoxy acetic acid (2,4,5-T), had an SRB of 0.4. Of significant chemical
exposures, the SRB-depressing effects of dioxin appear the most convincing.
Studies relating PCB exposure to SRB are not as compelling as dioxin
associations. Weisskopf et al. (2003) found that mothers in the Great Lakes region of the
United States during the period 1970-1995 had a lower SRB if their blood serum PCB
levels were elevated. These authors found no association with paternal exposure to
PCBs; however, Karmaus et al. (2003) found a higher SRB in the children of fathers with
higher PCB blood serum levels. In the case of the largest documented PCB exposure of a
population, no significant alteration of SRB was found in children born to Taiwanese
women exposed in 1979 to PCB-contaminated cooking oils (Rogen et al. 1999).
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Some authors assert that an association between lower SRB and environmental
toxins is worthy of further study because of increasing evidence of general disturbances
of the reproductive system observed among populations in industrialized countries.(e.g.,
Davis et al. 1998). For example, the rate of hypospadias, a birth defect in which the male
urinary canal is open on the underside of the penis, has doubled in all regions of the U.S.
· from 1970 to 1993. Also, the rate of surgery to correct cryptorchidism appears to have
increased 2- to 3-fold during the past 30 years, and the rate of testicular cancer in
industrial countries has reportedly increased by at least three times in the last 20 years.
The effects of environmental toxins on women's reproductive health may be
harder to detect because of the higher natural fluctuations in their hormone levels.
Hermann-Giddens et al. (1998) found that development of puberty in white girls is 6 to
12 months earlier and in African American girls 12 to 18 months earlier than reported in
previous studies�- an effect possibly attributable to environmental exposure to estrogen
like chemicals. Such chemicals might also affect the reproductive capacity of adult
women. Several identified endocrine-disrupting chemicals are pharmaceuticals, such as
diethylstilbestrol (DES), a drug given to pregnant women from 1948 to 1972 to help
prevent miscarriages. Daughters of these women had an extremely high rate of a rare
cancer at maturation (Crisp et al. 1998). To date, this remains the only widely significant
health impact to humans known to be caused by an endocrine disrupting substance (Crisp
et al. 1998), but it suggests that widespread human endocrine system effects from
exposure to chemical substances are at least theoretically possible.
Sperm production and quality are among the most monitored signals of
reproductive health, and endocrine disruptors have been implicated in recent studies that
detected widespread changes. In some studies, the rate of sperm production in the
average male in western countries was found to have decreased significantly in recent
years, although this remains controversial. One of the most publicized of these studies
found a decline of more than 40 percent in an analysis cf 61 sperm count studies from
laboratories worldwide (Sharpe and Skakkebaek 1993). Many researchers in this field
have speculated that the cause of this decline is due to an environmental factor that
disrupts the human endocrine system. Swan et al. (1997) concluded that the
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preponderance of sperm-count and quality studies to date represents a significant decline
in sperm count in the United States and Europe that cannot be explained by individual
characteristics of the men tested and therefore must be the result of geographically
distinct environmental conditions. Swan et al. (2003) inferred from carefully controlled
sperm counts in Columbia, Missouri, located in a predominately rural area, and in New
York City, -Los Angeles, and Minneapolis, that sperm count concentrations may be lower
in agricultural and semirural areas than in less agriculturally exposed areas. The possible
presence of geographic variation in sperm quality parameters justifies exploration of
geographic variation in SRB and other reproductive system effects.
Geographic distinctions in SRB and reproductive system effects

In seeking evidence of environmental toxin effects, some researchers have tried to
identify the geography of this exposure at a more precise level than "industrialized
nation." One might, for example, hypothesize that high exposure to endocrine disrupting
chemicals is more characteristic of persons in agricultural areas where application of
pesticides is common. In some agricultural areas, increased rates of birth defects have
. been seen in the general population. Geographic analysis of cryptorchidism in different
regions of the Spanish province of Granada found that the rates of surgical correction for
this birth deformity were 2.32 times higher in districts with high pesticide use (Rueda
Domingo et al. 2001). Allen et al. (1997) found an east-to-west gradient in the decline of
sex ratio in Canada and noted the higher rates of decline were in provinces with a high
use of pesticides. As these and other researchers into potential effects of endocrine
disruption suggest, geographic monitoring of changes in sex ratio could prove a useful
tool for assessing whether specific, avoidable environmental exposures are occurring in
specific regions.
A number of researchers have tried to link occupational exposure to pesticides
and industrial pollution emissions or effluents to more general exposures in the
population. Olival et al. (2001) found that men exposed to pesticides in the most
concentrated agricultural region of Argentina had higher estrogen concentrations and
lower LH gonadotropin concentrations than nonexposed men. However, in Italy the SRB
of firstborns was not different in areas with high concentrations of pesticide application
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or industrial pollution in the period 1989-1993 (Figa-Talamanca et al. 2003). These
authors did find a slight increase in the sex ratio from the north to the south of Italy and a
lower SRB in the major urban areas. Astolfi and Zonta (1999a) also found negative
trends in SRB in the major metropolitan areas of Italy compared to the rest of the country
in 1970-1995; they also noted that the stillbirth rate was significantly higher in the cities.
Williams et al. (1992) at first found an association between industrial air pollution and
lower SRB in Scottish cities, but later retracted these results. The trend in this small
number of studies seems to indicate, however, a slightly lower SRB in cities than in less
urban areas.
Interest in this geographic distinction in SRB between urban and rural areas
precedes concern about environmental toxins. Winston (1931) for example, reported
higher SRBs for rural whites and blacks than for their urban counterparts. The distinction
between rural and urban areas in China and India, with SRBs elevated by elective
abortion, shows a high SRB in rural areas due to cultural preferences. However, James
(1987a) in a comprehensive summary of sex ratio research found no compelling evidence
that higher SRBs were characteristic of either urban or rural areas. However, he did find
that the rate of dizygotic twinning has dropped significantly in urban populations
worldwide, with a drop in Poland, a highly polluted country, of as much as 50 percent.
Dizygotic twinning, as we have already seen, is associated with high levels of
gonadotropins and could be a signal that higher SRBs might be found in urban areas than
rural areas. However, this speculation counters the somewhat tentative findings of lower
SRBs in metropolitan areas cited above. The study I propose in this thesis will examine
this question more closely.
On a broader scale, latitude has been examined specifically as an SRB variable,
with temperature and photoperiod differences as one hypothesis for observed variations.
Like season of birth, latitude appears to affect SRB according to principles not as yet
determined. Grech et al. (2002b) found that the SRB decreases in Europe as geographic
latitude increases. Examining births from 1890 to 1995 in Malta and from 1990 to 1995
in Western Europe, they found that SRB differences were notable in three general latitude
bands: Scandinavia, Central Europe, and the Northern Mediterran�an. They also found
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that the SRB is higher in southern Europe than in northern Europe, with three latitudinal
bands dividing southern European, central European, and Nordic countries. These
differences may be the result of genetic distinctions in the populations of these countries
similar to the possibly innate differences between black and white populations in the U.S.
The higher SRB in southern European countries may also reflect a hormonal mechanism
that considers births in countries like Greece and Spain more hospitable to vulnerable
males in more months of the year than births in more northern countries.
However, Grech et al. (2002a) found an opposite latitudinal effect in North
America during the period 1958-1997: the lowest SRB in Mexico; a higher one in the
U.S., and the highest in Canada. The SRB of the U.S was significantly lower than that of
central and southern Europe, with which it shares latitude. Canada, arguably a less
hospitable climate than the U.S. or Mexico, had the highest SRB. However, the study did
not control for the much more diverse racial and ethnic makeup of the U.S. and Mexico
compared to Europe, whose population was almost en. lrely Caucasian until the late
1950s.
Sex allocation theory and SRB
As background to developing a hypothesis for the evidence of geographic
distinctions in SRB hormonal control mechanisms, I will summarize some theories of
evolutionary biology of how such mechanisms evolved. To begin, it is reasonable to ask
the most basic question of this field of research: why is the sex ratio near parity? Why,
indeed, are males needed? Nature's hermaphroditic or parthogenetic species are capabl_e
of reproducing without the great energy spent in sexual competition, courtship and
mating that could otherwise be invested in food gathering and reproducing, and the
ability of a single individual to populate a new area seems a significant evolutionary
advantage. However, sexual reproduction seems to provide the most efficient method for
creating and maintaining a large and flexible gene pool. Mutations produce new genes
that are constantly available in new combinations to respond to environmental change or
new predators (Crow 1994), and sexually reproducing species more easily accumulate
beneficial gene combinations (Muller 1964). New, potentially advantageous genes can
be rehearsed in multiple genetic combinations in sexual species (Fisher 1930, 1958).
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Fisher (1930, 1958) was the first to suggest why natural selection demanded a 1: 1
sex ratio in certain species, particularly in birds and mammals. Using economic terms, he
described sex allocation as parental investment for a stake in the genetic makeup of the
next generation. In large populations, mating is random and the parental care investment
from each mate in raising a male or a female is approximately equal. Male and female
offspring receive, on the whole, equal amounts of genetic material from their parents. A
parent's genetic material can be carried on .to the next generation on an allele with either
an X or Y chromosome so, in Fisherian terms, either a boy or girl is equally profitable as
a gene carrier. The potential for reproductive success of either a male or female child
cannot be predicted by the parents, so the reproductive profits, in Fisher's terminology,
are the same from raising a boy or girl-reproductive profits commonly expressed as the
number of grandchildren. Individuals that produce an excess of one sex would suffer
fitness problems in the next generation as their offspring suffered increased competition.
Inequalities wiH therefore stabilize to a 1: 1 ratio. Fisher's model is a type termed

frequency dependent allocation, defining the fitness of a genotype by its frequency-the
excess frequency of one sex or another exhibits negative fitness. This adaptive
mechanism must have evolved from a facultative ability in humans to manipulate
offspring SRB (Werren and Charnov 1978).· The current slight excess in males results
from.their slightly greater mortality during gestation, birth and nurturing. As such, their
average cost over the whole population is less than that of girls, so they are produced in a
slightly greater_ quantity. This equal-cost assumption contributes greatly to the elegance
of Fisher's general model, but is not frequently employed in sex allocation theory
developed since Fisher.
Many of the sex allocation corollaries and extensions to Fisher have been
successful in modeling species other than birds or mammals, in which parental
manipulation of offspring is considered by many researchers as limited and perhaps
nonexistent. A frequency dependent selection model similar to Fisher's and worth
considering for human populations is the homeostatic model, which predicts that parents
may most profitably invest their resources in producing a child of the sex that moves the
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local population closer to equilibrium. If females are in short supply, for example,
parents have a greater potential for reproductive profits if they produce a girl.
Another facultative, adaptive model, and one of the most investigated theories in
evolutionary biology, is that proposed by Trivers and_ Willard (1973), briefly introduced
in my review earlier in a discussion of seasonal breeding. ·Trivers and Willard (1973)
theorized that a mother can facultatively adjust her offspring's sex ratio to maximize her
success in passing on her genes. Mothers in good condition will produce offspring in
better condition than will mothers in poor condition. The level of condition is more
important to males because a good-condition male will exclude other males from_
successfully reproducing and will impregnate more females himself. Therefore a female
in good condition will have more ge·netic success by producing male offspring. Mothers
in poor condition will maximize their reproductive_ success by producing daughters, who
will have potentially fewer total offspring than a male, but a greater chance of
reproductive success than would a male in poor condition. In short, natural selection in
this situation drives the SRB to favor the sex that will have the greatest breeding success
given its condition. Myers (1978) extended the Trivers-Willard idea of adaptive sex ratio
variation by suggesting that the mechanism for allocation was preconceptual, not
postconceptual as Trivers and Willard suggested, because postconceptual fetal wastage is
an inefficient process not likely to have been created by natural selection. This assumes
that quality and not quantity is selected for in human offspring, and that the costs of
replacement of an aborted fetus are high. However, if sex selection occurs very soon
after conception, the costs associated with replacing the conception may not be that high.
Facultative control by the mother to adjust sex of offspring may occur in the early period
of pregnancy or even preconceptually as the mother "reads" her environment and
assesses whether a male or female represents the best investment given her condition and
the resources available.
While it is difficult to generalize the complex field of sex allocation theory, it
might be safe to say the Fisherian principles operate at the population level whereas
dimensions that demonstrate differential costs of investment between sexes, like the
Trivers-Willard effect, operate at the family or local population level. The Trivers-
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Willard effect has had some confirmation in studies ofdeer (e.g., Clutton-Brock et al.
1982) and other animal populations but evidence ofits presence in human populations
remains controversial. Indeed, the concept that parental hormonal mechanisms exist for a
sociobiological purpose profoundly challenges Mendelian principles that random meiosis
and fertilization will produce approximately equal numbers ofmales and females.
Discovering conclusive evidence ofsuch influences is a primary motive in many human
SRB studies. Ifchanges in the hormonal environment ofthe parents influence the sex
ratio, the action ofthese hormones may in some wayhave evolved to operate
facultatively to respond to environmental changes in order to maximize reproductive
success.
In human populations, adaptive sex allocation mechanisms could manifest
themselves in a number ofways. One would be adjustment ofpopulation based on
inequalities in the adult sex ratio, as the homeostatic model predicts. Animal studies
show that females raised in the absence ofmales will produce litters with higher SRBs.
In humans among East African groups with polygynous marriages, the SRB ofwives
living together was .873 (Whiting 1993). Lummaa et al. (1998) found evidence ofSRB
adjustment to adult sex ratio, and, possibly, also a confirmation ofthe Trivers-Willard
hypothesis, in a study ofbirths recorded at 21 church parishes in preindustrial Finland
(1775-1850). During this period the overall effect on SRB ofthe existing adult sex ratio
ofpersons considered ofreproductive age (15-50) was significant. In the majority ofthe
21 parishes studied, more sons were produced when males were rarer than females in the
adult reproductive cohort. This suggests that mothers in these parishes facultatively
adjusted the sex ratio oftheir offspring in response to the local reproductive adult sex
ratio (RASR) in order to maximize the reproductive success oftheir progeny. Birth rate
and, presumably, also population growth rate increased when the R.ASR approached
equality. However, these authors observed that the strength ofthese patterns varied
across parishes, suggesting that socioeconomic or environmental factors other than the
RASR may also have also influenced the SRB.
James (2000) examined the possibility that a homeostatic or stabilizing movement
towards an equal SRB exists in large populations during the last 50 years. He examined
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the SRB at ten-year intervals and tested its relationship to the adult population cohort
aged 15--44, chosen arbitrarily as the primary reproductive age range, to see if response in
the SRB was evident as an adjustment to RASR. If such ·a response exists and its purpose
is to keep the population at an approximately equal sex ratio, it should be present as a
negative correlation between the SRB and the RASR. In 41 populations, primarily based
on national boundaries, he found both positive and negative correlations, some of them
significant. The lack of a significant pattern indicates that an adaptive response is not
present in large populations. However, he did note a significant negative correlation
coefficient between the RASR of U.S. whites and the white SRB, as well as a significant

positive correlation between the RASR of U.S. blacks and the SRB of U.S. blacks.
During the same period, there was a significant rise in the SRB of white births in
Australia with a positive correlation to the RASR in that country.
The Trivers-Willard effect has also been studied in terms of parental investments
after birth. Gaulin and Robbins (1991) found some confirmation of the Trivers-Willard
effect through indications of birth weight, interbirth intervals, and lactational
commitments in a study of 900 U.S. mothers. Koziel and Ulijaszek (2001) attempt to
extend the Trivers-Willard effect to say that parents of high social and economic rank
will bias their investment to sons, while parents in poor circumstances will bias their
investment towards daughters. In a sample of Polish children examining extent of
breastfeeding of first born children as an indicator of parental investment, they found
weak support for the Trivers-Willard hypothesis. Where fathers were better educated, a
greater proportion of first born boys were breastfed longer than girls, while the opposite
was true in families of fathers with poor education.
The Trivers-Willard hypothesis has been employed by anthropologists and other
social scientists to suggest that female mammals can facultatively manipulate the SRB of
their offspring based on their status in society and access to resources in that society.
Some research suggests that women who are more dominant appear to be more likely to
produce sons. Dominance is a characteristic underpinned by testosterone. The
intrauterine maternal environment provides for factors such as follicular testosterone that
allow for the differential access of X- and Y-bearing spermatozoa (Grant 1994, 1996).
68

Some studies have found a social status SRB bias. Mealey and Mackey (1990)
examined female status.in the polygynous unions of19th century Mormons, where status
among men was defined by one offive ordinal positions ofchurch rank. These positions
correlated highly to socioeconomic status. Birth documentation is also superior. They
found that women married to men ofhigh social rank produced more sons, while wives
ofthose oflow rank produced more daughters. While overall SRB was .519 [108], the
SRB ofwomen married to men in the highest rank at the time ofbirth was .684 [216.7],
while those in the lowest rank was .512 [104.8]. When results were viewed by highest
lifetime rank achieved by the husband, they had a similar pattern. However, there was
not a stepwise pattern for the intervening three ranks. The wife-order status also showed
that the higher order wives had more sons than the first wife. This could be not be
correlated to husband's change ofstatus or wealth. Perhaps later order wives represented
females in better condition relative to those first married, as the Trivers-Willard
hypothesis predicts. Later order wive� may also have responded to the homeostatic cues
ofa large female household, as did the polygynous groups studied by Whiting (1993). In
both the case of relative social rank and wife order, a threshold effect was observed in
which significance- could be observed at the extremes but not in interval steps.
No discemable SRB effect across parental occupations in modern populations has
been found (Dickenson and Parker 1997, McDowell 1985), but biased SRBs can be
found at the extremes ofeconomic class. At least up to World War II, European royalty
had a very high SRB of.578 (Norton 1940), while men in personal service-<iomestic
servants, cleaners, barkeeps, waiters, barbers-have a lower than normal SRB
(McDowell 1985). The children ofU.S. Presidents have an SRB 50 percent higher than
the rest ofthe population (Ridley 1994). The Trivers-Willard effect may also explain the
earlier cited studies ( e.g., Manning et al. 1997) that show men who marry women much
younger than themselves will sire more sons-the "sugar daddy" effect-the ability of
these older men to attract younger women being evidence oftheir power and wealth.
Chacon-Puignau et al. (1996) perceived the Trivers-Willard effect in the fact that the
highest SRB among the children born in the Venezuelan population 1988-1990 occurred
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in those born to married and cohabiting couples and the lowest was for children of single
women, who were at the lowest end of socioeconomic status.

Social and demographic changes
Perhaps the greatest difficulty in detecting evidence of facultative, adaptive
effects in the human SRB is that most variations in SRB can have either adaptive or
nonadaptive explanations. As Lazarus (2002) argues, for example, paternal age and birth
order effects on SRB may be either physiological or psychological constraints.
Alternatively, birth order might be considered adaptive where investments in first born
sons were more beneficial than investments in sons born later in the birth order, such as
in cultures in which first born sons receive the majority of family estates. Coital
frequency might be the selected mechanism for adaptation favoring a greater number of
offspring for younger fathers, with the SRB a nonadaptive byproduct. Also, at the
population level, it is difficult to detect an adaptive mechanism when its purpose is to
achieve the same result as that of random, Mendelian segregation: a 1: 1 sex ratio. James
(2000) suggests that the problem of detecting hormonal control mechanisms is
compounded by the possibility of negative feedback that moves any biased SRB back to
parity.
While acknowledging alternative explanations for observed biases, it is usefu] to
review the social and demographic changes in the U.S. for the period since 1970 to
determine if any of the factors I have reviewed are present in these changes and thus
suggest possible causes for the decline in SRB during this period. These changes include
child sex preferences and family size, marriage patterns, age of parents having children,
racia] composition, and technological controls of birth such as artificial insemination, oral
contraception, and ovulation induction.
Child sex preferences may be changing in many cultures. A specific preference
for one sex or another may be a characteristic of the cultures of some developing
countries, but the current sex preference in developed countries may be a balanced
number of boys and girls (Jacobsen et al. 1999a). This may be a preference by both
parents for a boy and a girl, or the satisfaction of a slight preference for boys by th� father
and a slight preference for girls by the mother. Such preferences can be deduced from
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what demographers call "stopping rules." Where couples prefer one sex, they will stop
reproducing when a child of that sex arrives; when a balance is desired, the couple will
cease reproducing when representatives of both sexes are in the family. Sex preference
may therefore be deduced from family sex ratio, size, and fertility. So, for example,
preference for sons can be deduced in Korean families, while preference for balanced sex
ratios is seen in Danish families (Jacobsen et al. 1999a). In larger Danish families,
however, a slight preference for daughters was deduced from the fact that couples with
two sons were more likely to continue having children than were couples with two
daughters.
A possible status-related effect of differential investment in gender in the U.S.
was recently reported by Dahl and Moretti (2004), who .observe that parental preferences
for a child's sex have impacts on divorce, marriage, and child custody. In the U.S.,
parents with girls are more likely to be divorced than those with boys; divorced fathers
are more likely to have custody of their sons than of their daughters; and unmarried
women with daughters less likely to get married than those with boys. Unmarried
mothers who have ultrasound tests that detect boys are more likely to engage in a
"shotgun" marriage at the time of delivery. Families with two girls are more likely to
have another child than those with two boys. However, it appears the preference for boys
deduced from these data is waning in the U.S.; the divorce rate for couples with a single
girl child was five percent greater than those with a single boy in 2000, down from an
eight percent gap in the 1940s (Dahl and Moretti 2004).
Demographic changes in marriage, age of parents having children, child
preferences, and family size should be examined when considering changes of the SRB
within a population. Gutierrez-Adan et al. (2000) found that the recent decline in SRB in
Spain correlated with the higher mean age of marriage and the older age at which women
are giving birth; the delay of childbirth into the 30s is lowering the SRB by increasing
maternal age and reducing family size. Such demographic changes have not been studied
as a cause of the decline of SRB in the U.S., but similar patterns have also been observed
here. Marriage and childbirth are delayed from earlier years as more women go to
college and join the work force (U.S. Census 1993). Approximately 47 percent of
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women were in the work force in 1990; women in all racial groups increased their
participation in the workforce (U.S. Census 1993). In the same year over 63 percent of
women in their early twenties had not married, compared to 36 percent in 1970. Birth
rates for women aged 30-34 and 35-39 had the highest increase of any age group over
the period 1970 to 1990, while births to women 20-24 had the least increase. The mean
age for a woman having her first child was 21.4 in 1970; this had risen by 3.5 years in
1990 (U.S. Census 1993). Means for mothers in all racial and ethnic groups increased,
reflecting both the rising birth rates for women in their thirties and forties and the
relatively recent downturn in the teen birth rate (Matthews and Hamilton 2002).
However, the actual age at first or subsequent births varies greatly by state and by race
and Hispanic origin. In 2000 the average age of women at first birth ranged from a high
of 27.8 years in Massachusetts to a low of 22.5 in Mississippi (Matthews and Hamilton
2002).
The older ages at which women are having children in the U.S. and a related
increase in multiple births in the last two decades is another possible explanation of the
decline in SRB among white births. Martin et al. (2003) reported that the twinning rate
increased 65 percent between 1980 and 2000, with the most pronounced increases in non
Hispanic white women. The rate of triplets has also climbed sevenfold during this
period, with white births the highest of all races and ethnicity categories. This dramatic
rise is attributed mainly to the increase in the use of ovulation induction and assisted
reproductive technologies such as in vitro fertilization. In a 1999 study of U.S. triplet
births, 43 percent were the result of assisted reproduction technology, 38 percent the
result of ovulation induction, and only 20 percent the result of natural conceptions
(Martin and Park 1999). Older women are more likely to have multiple births, even
without fertility treatments, and the combination of fertility treatments and general
deferment of childbearing to later years has increased both the rate of multiple births and
the age range in which they occur. The incidence of multiple births before the onset of
fertility treatments used to be concentrated in the 35-39 age group. Currently, women
over 45 have a very high rate of multiple births; in 2000, for example, 40 percent of
births to women over 50 were multiple births (Martin et al. 2003).
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As we have already observed, ovulation induction, fertility treatments using
gonadotropins, multiple births, and higher maternal age are all associated with lower
°

SRB. Allan et al. (i 997), most of whom are obstetrician-gynecologists, discounted these
fertility treatments as a significant explanation of the SRB decline they first described in
Canada, primarily because SRB decreases appear to have begun before these treatments
were widely used. On a regional basis, the authors also note, the highest male declines
were noted in the Atlantic provinces, where these treatments were less prevalent than in
other Canadian regions. However, Dodds and Armson (1997) argue that ovulation
induction, by itself, may be a more significant factor that Allen and his colleagues admit.
Examining the state of ovulation induction in Canada, they note that the fertility rate in
Canada is currently seven or eight percent. A survey of infertile women in the U.S.
found that 43 percent seek medical treatment and of that percent approximately 20
percent undergo ovulatory induction. Assuming a 25 percent success rate and the
assumption that such use reduces the SRB to .460 among those treated, they applied these
figures to Canadian births and calculated an annual reduction in the number of males in
excess of what Allen et al. (1997) described as the national decline. A similar study of
the decline in U.S. SRB, which is only half the rate of the Canadian decline during the
1970 to 1995 perio� (Allen et al. 1997), might suggest t];iat hormonally induced ovulation
could by itself account for the U.S. decline in SRB.
An estimated 8 to 10 million women were using oral contraceptives in 1970 and
the pill was in widespread use in other developed countries as well at that time (Pettiti
and Wingerd ·I 978), corresponding to the beginning of SRB declines reported in several
of those countries. Studies of association between oral contraception and SRB have
mixed results. SRB among women who took oral contraceptives· has been found to:
decrease in women who took them for over two years (Keseru etal.1974); increase in
births to women where contraception had failed (Shiono et al. 1982); or not change at all
in births to women who had formerly used them, regardless of how long they had taken
them (De Jong 1977). In general, oral contraception has not been advanced as a
significant factor in the chemistry of births, but it may operate to reduce family size, and,
thus, lower SRB as a function of the birth order effect. In Chapter 1, I reported the
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speculation ofUlizzi and Zonta (1995) that Italy's rising SRB during the period when
SRBs were reported declining in many other European countries was perhaps the result
of that country's relatively later adoption of birth control methods. I speculated that
Roman Catholic Ireland's somewhat similar pattern was for the same reason. Oral
contraception is a powerful means of facultative control that has allowed couples to
exercise a form of sex selection by limiting family size after children of the desired
gender are born or balance is achieved. Perhaps birth control and the reduced preference
for boys observed in the U.S. (Dahl and Moretti 2004) has contributed to the decline in
the U.S. SRB.
Elective abortion, a major facultative tool for sex selection in some countries, as
we have seen, has not been seen as a factor in any countries where SRB has been seen to
decline (Davis et al. 1998). Parazzini et al. (1998) speculated that because of the
improvement in prenatal diagnostic techniques, the detection of abnormalities motivating
abortion would affect the male proportion the hardest, since congenital diseases are more
prevalent in males. However, these should not have been a factor before the early 1980s.
Marcus et al. (1998) also considered the possibility that increases in induced abortions of
first pregnancies from the period 1969 to 1995 had decreased the SRB among white
births, reasoning that lower birth order pregnancies are more likely to be male. They
looked for evidence that births in the later years of this period had a higher number of
first births that were second pregnancies. Such births would be likely to have fewer
males than first births from first pregnancies, due to the birth order effect. However, no
evidence of this effect was found. It does not appear that elective abortion is a significant
factor in the decline in U.S. SRB.
Improvements in obstetric care have resulted in a decrease of stillbirths
worldwide (Kalter 1991) and could have significant impacts on SRB. The immediate
impact of improved prenatal care would appear to be an increase in the male fraction of
births, since males are more susceptible to mortality from poor prenatal care.
Improvements in U.S. obstetric care might explain the increased SRB in black births, but
is the decline in white SRB an indication of poorer obstetric care or the result of some
mechanism of sex allocation?
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Sex allocation theory says that as more males survive to reproductive age, the
SRB will adjust to lower the number of males. As Ulizzi and Zonta (1993, 2001)
observed, a reduction in the SRB should be observed as a result of improved survival of
males. They found that the Italian and U.S. white populations have experienced
improvements in the rates of stillbirth, mortality within the first month, and mortality
within the first year of life. Recently, male-specific mortality has been decreasing in all
age groups and is approaching identical values for both sexes. According to expected
Fisherian adjustment, the SRB will be the same as the sex ratio at reproductive age if
these trends continue. While this explanation seems to apply to the declining trends in
U.S. births to white mothers, the· increasing trend of black births is not explained by a
presumed parallel increase in obstetrical care.
· Changes in racial demographics might also be a factor in SRB trends. Khoury et
al. (1984) found that the SRB of births to interracial black-white couples (.511 [l 04.6])
was between the SRB for two black parents (.508 [l 03.3]) and the SRB of two white
parents (.514 [105.9]). Increases in the number of interracial marriages since 1970 might
therefore be a factor in the U.S. SRB decline. In 1970, only 0.6 percent of married
couples were classified by the U.S. Census Bureau as mixed race; by 1995, the percent
had increased by four times to 2.5 percent. The percent of black/white marriages has
increased by approximately the same proportion: 0.14 percent to 0.57 percent, with the
ratio of black husband/white wife marriages slightly increasing from 58.5 percent to 59.2
percent. Marcus et al. (1998) explored the potential for racial mixing to account for the
increase in black SRB and the decrease in white SRB since 1969, based on the increase
of births to interracial couples from 1 percent in 1960 to 4 percent in 1992. However,
they found that the adjusted increase in the logistic regression odds ratio for male births
(1.02) was smaller in magnitude than the decrease in odds ratio for male births to white
mothers (0.994). Changes in the SRB of the U.S. could also be plausibly explored as
demographic changes in the number of persons of Hispanic origin. The NCHS has
tabulated SRB values by Hispanic and non-Hispanic origin for both white and black U.S.
populations for a number of years. However, changing racial and ethnic definitions by

75

NCHS and the U.S. Census and inconsistent reporting success would make a long-term
nationwide study of this potential effect difficult.
I have already reviewed socioeconomic attainment as a status factor in Trivers
Willard effects on individual family SRB. Socioeconomic decline in a population has
been advanced as population stressor resulting in lowered SRB by at least one author
(Catalano 2003). He found that the extremely high unemployment, high inflation, and a
50 percent drop in industrial production in Germany in 1991 resulted in the lowest SRB
.509 [104] in that country since World War II. In the U.S., there have been no
nationwide socioeconomic events of a similar catastrophic nature since 1970, although
the collapse of the oil industry in Texas, evaporation of heavy industrial production in the
Northeast, dissipation of rural economies in the Midwest, and other geographically
specific socioeconomic declines might be explored for their effect on SRB. Nationally,
there has been a decline in the number of black persons living below poverty level from
about 31 percent in 1970 to about 22 percent in 2001; however, this level rose to about 35
percent in the early 1980s. Correlation between poverty level statistics and SRB may
reveal socioeconomic stresses that change over time.
Since 1970, a quadrupling of the number of divorced persons, increases in
immigrant population, greater diversity in racial and ethnic composition, a reduction in
geographic mobility, and greater socioeconomic stratification, including access to health
care (U.S. Census 2003b), are all sociodemographic factors potentially affecting the SRB.
The rich trove of SRB literature could be also mined to form many additional theories of
SRB decline. A 1993 study surmising that the increase in double-income couples had led
to decreased sexual activity among such couples (dubbed DINS for Double Income No
Sex) generated interest in a theory that the U.S. SRB decline could be attributed to a
national disinterest in sex by these exhausted couples. I am tempted to indulge myself in
further speculation in this vein, but will instead merely conclude that social and
demographic factors cannot be excluded from any examination of changes in U.S. SRB.
Postulated attributions of SRB declines in developed countries to environmental toxins
have not sufficiently considered such factors. Martuzzi et al. (2001) suggested after a
study of 35 million births that the varying SRB in European countries could perhaps be
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better understood as concentrations of such cultural, biological, and economic factors
than as results of environmental toxins' influence.
Summary of factors and the hypothesis
From a study of the literature of SRB, one can only deduce safely that there are
many factors that influence sex ratio, so many that, in the musings of one researcher, it
may soon be simpler to list factors that do not affect the sex ratio at birth. At the
population level, race is the most consistently observed factor causing variation in SRB.
Distinctions among U.S. populations of persons with Asian, American Indian, Hispanic,
and other racial or ethnic origins are noted annually in reports by the NCHS. Low
national SRB in many African countries may be attributed also to this factor, although the
poor quality of vital statistics in those countries leaves this a still unresolved question.
Currently, the percentage deviation between black and white popula!ions is only 0.6
percent in the U.S., a gap that has been narrowing over the last half century (NCHS
2003b). The question of whether racial distinctions in SRB are innate, a result of
different social positions, or due to some other factor is not resolved.
While controlling for race, the geographic description of U.S. SRB distribution I
presented in Chapter 1 omitted many factors demonstrated to influence SRB. Family
factors such as birth order, paternal age, plurality, and season of birth have been assessed
in dozens of literature studies. While consensus has not been reached on the relative
contributions or interr�lationships of these factors, there appears general agreement that
incre�sed birth o�der and plurality consistently lower SRB, with slightly less support that
increases in paternal age and, somewhat less still, increases in maternal age decrease
SRB. Differences in these factors among racial groups may also exist. Seasonal
variation in SRB has been observed, but may be obscured by modem living and working
patterns. One consensus conclusion in SRB family factors study is the extremely small
size of the variation in SRB in the general population that can be attributed to any suspect
factor. Erickson (1976) found that the U.S. SRB changes by only two percent over the
entire range of birth order values and that it accounts for only about 10 percent of the
total variation in SRB.
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The general conclusion of SRB studies is that when conditions are below optimal,
fewer males are born. James' (1986, 1987b) theory that the hormonal environment of the
parents at the time of conception influences SRB suggests a biological mechanism for
many of the factors hypothesized to affect SRB, including birth order, parental age,
plurality, seasonality, exposure to environmental toxins, hormonal induction,
psychological stress, and smoking. Differing hormonal environments among races may
explain their distinct SRB patterns. The changing levels of endocrinal compounds in the
hormonal environment may have evolved as an instrument of adaptive control used by
parents to increase their reproductive succe�s in subsequent generations. Sex allocation
theory provides an evolutionary explanation for the presence of honnt�1al control, while
attempting to explain how such control may continue to operate in modem human
populations. Adaptive mechanisms have been explored in both sperm production in the
male and in the differential success of sperm in the uterus, but the whether the male or
female has dominant control of the SRB in human populations has not been worked out
in sex allocation theory. Grant ( 1994) presents evidence that mothers with more
dominant or emotionally independent personalities produce more males, suggesting that
female control of the offspring sex ratio is more significant than male control.
The influence of environmental endocrine disruptors on SRB at the population
level remains unproven, despite the concentration of studies on this topic since the mid1990s. If such a disruption exists at the population level, it has not yet been
demonstrated, and the hypothesis is considerably weakened by the differential SRB
trends among black and white populations in the U.S. Social and demographic factors
have not been well addressed in studies of the decline in SRB in developed nations. The
U.S. shift toward later childbearing years over the last thirty years and the increasing use
of hormonally induced ovulation and other assisted reproduction technologies may be
among the most significant of these ignored factors.
The literature of the human SRB is not without geographic perspective.
Chambliss (1949) undertook to examine the SRB at the state level, but the poor quality of
birth registration led him to dismiss any serious analysis of variation among states.
Recent research to determine the cause of the SRB decline in industrialized countries has
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also considered geographic factors. Studies in the U.S. and Europe (Grech et al. 2002a)
have discovered latitudinal patterns of SRB variation. James has noted the differences in
seasonality between the U.S. and Europe (1987a, 1990a), the seasonality of the SRB in
. black populations in the U.S. compared to other black populations (1987a), and the
association of the SRB with the reproductive adult sex ratio in 41 mainly Caucasian
populations.(2000). The SRB of many industrialized nations has been evaluated to
determine trends of decline, with some authors seeking to evaluate distinctions between
urban and rural areas within nations (e.g., Astolfi and Zonta 1999a). The decline in the
U.S. and Canada has been described at the regional and provincial level (Allen et al.
....

1997, Marcus et al. 1998).
However, th� SRB in the U.S. has not been subjected to a thorough geographic
analysis at the scale of the state, county, or city, and the description of the decline at the
regional level is not exhaustive. The location, timing, and sociodemographic
circumstances of the U.S. SRB decline in white populations have not been described with
a full consideration of suspected confounding factors. Further; geographic analysis has
not been used in service of determining whether there is an adaptive quality to the SRB of
the U.S. When James (2000) examined the SRB among national populations, he
speculated that analysis of an adaptive mechanism such as response to the RASR might
not be appropriate at such large geographic scope, since parental perception of the local
RASR was more important than a nation.al aggregate. The compelling nature of the
results of Lummaa et al. (1998) in detecting SRB changes among church parishes in
preindustrial Finland further supports the contention that evaluation of factors at local
geographic levels is a fruitful technique for illuminating the nature of the SRB.
My literature survey has been broad, yet has . ignored many interesting facets of
SRB and sex allocation research. I have not discussed, for example, sex-allocation
extensions such as mate-attraction theory, nor the implications of fetus-controlled
adaptive mechanisms that might compete with parental adaptations for sex determination.
However, this survey does serve to demonstrate that research in SRB does not stand up to
easy or simple assumptions. From its perspective, I return chastened to my original
hypothesis of environmental toxin disruption of U.S. SRB and the preliminary analysis of
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geographic differentiation. I have revised my hypothesis to consider environmental toxin
disruption as only one of possibly several hormonally related influences of the SRB. I
conclude from the literature that factors influencing the SRB are a combination of
physiological constraints and both adaptive and nonadaptive consequences of social,
demographic, and environmental influences, with parents exercising both facultative,
conscious control and subrational ancestral facultative manipulation operating through
hormonal pathways. Some disruptions of these hormonal pathways have been
demonstrated in extreme exposures to certain chemical compounds, and modem living
and working patterns may also misdirect or confound the operation of hormonal
mechanisms evolved for ancestral environmental conditions. My revised hypothesis is
that ancestral facultative adaptation continues to be a force in human SRB that may be
detected at the geographic level of the U.S. county and state, but may be obscured in
larger populations. In the following chapter I will present methods to test whether a
number of conditions hypothesized to influence the SRB in adaptive ways could be
detected at the geographic level of the U.S. county.
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Chapter 3. Methodology
Present state of SRB population-based studies
The prospective investigator of SRB has many research threads from which to
derive methods and models. Researchers continue to assess the potential impacts of
endocrine disrupting chemicals on human SRB and other measures·of reproductive health
(e.g. Rogan and Ragan 2003, Weisskopf et al. 2003). Animal researchers are seeking to
quantify SRB effects of environmental endocrine disruptors using mice (e.g., Tanaka
2003). Investigators continue to study cultural and religious influences on gender
selection (Zietlin et al. 2002), and the impacts and determinants of the looming
reproductive adult sex ratio crisis in India (Bandyopadhyay 2004, Bhat and Zavier 2003)
and South Korea (Oum 2003). The effect of the psychological stresses of recent wars on
SRB is being evaluated (Saadat and Ansari-Lari! 2004, James 2003, Zorn et al. 2002).
Preferences for male or female children in Nepal have been surveyed (Leone et al. 2003),
as well as SRB and the seasonality of births in southwest Siberia (Melnikov and Grech
2003). Facultative manipulation of offspring sex ratio has been examined in primates
(Brown and Silk 2002), ungulates (Sheldon 2004), mares (Cameron and Linklater 2002),
house wrens (Albrecht 2002), fig wasps (Greef and Ferguson 1999), and many other
animal studies of the Trivers-Willard effect that I have not reviewed in this thesis.
There also continue to be a number of studies of how SRB appears to function in
human populations, a category into which this thesis falls. In Table 8, I review the topics
and methods of these studies in the last five years, many of which investigated possible
environmental toxin impacts. The implicit and sometimes explicit hypotheses of many of
these studies relate to the discovery of underlying adaptive factors relating to SRB, but
little progress has been made since 1993, when W.H. James advised:
It is not yet possible to tell whether any given sex ratio bias is adaptive or the
consequence of some physiological constraint ... the problem should best be
tackled by examining the proximate mechanisms underlying sex ratio variations
which are likely to be far fewer than the number of variables with which sex ratio
has been found to vary (James 1993).
The fact that many variables have been identified as significantly associated with
the sex ratio may be a function of the substantial power associated with the use of large
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Table 8. Summary of Methods for
Recent Human SRB Population Studies.
Topic
Declining SRB in
Denmark
Declining SRB in
Canada

Controls
None specified

Methods
Contingency tables
using X2.

Authors
Moller 1996

None specified; fact.ors
such as hormonal
induction and
immigration discussed
in general terms
None specified

Logistic regression;
national and division
calculations

Allen et al.
1997

Spearman rank
correlation after
sequential
Bonferroni correction

Lummaa et
al. 1998

Logistic regression;
separate models for
white, black, other
racial groups; year of
birth added to detect
significance of decline
Mean values stratified
by three time periods.
Observations of
declines vs. constants,
no statistical method
specified.
Logistic regression;
comparison of result�
to stillborn birth
statistics by region
Logistic regression

Marcus et al.
1998

None specified

Kruskal-Wallis test of
SRB

Kozlov 1999

National vital
statisticsGermany 19461995

None specified

Lerchl 1999

National vital
statistics-Japan;
1970-1990

None specified

Spearman's rank
coefficient between
SRB by month and
environmental
temperature data
lagged by -10 months
Linear regression of
SRB values

Population setting
National vital
statisticsDenmark: 18511995
All available births
for Canada 19301990; U.S. 19701990

Correlation of
SRB and adult
reproductive sex
ratio

21 parishes in
Finland 1775-1850;
15 year intervals

Changing SRB in
the United States

All NCHS recorded
births in U.S. 19691995

Maternal age, paternal
age, birth order, race

Trends in SRB in
29 countries

Live-birth male and
female counts for
World Health
Organization
database 19501994
National vital
statistic records
1970-1995

Year of birth

All births from
National vital
statistics 19801993
1981-1983 births in
Monchegorsk,
Russia
and Apatity, Russia

Plurality, birth order,
parental age, sex of
preceding sibling

Reduced births in
Italian cities
Natural SRB
variation in
Denmark births
Comparison of
SRB between
heavily polluted
town and
nonpolluted town
SRB and
environmental
temperatures

Decline in
Japanese births

Year; metropolitan vs.
nonmetropolitan;
region

82

Parazzini
et al.
1998

Astolfi and
Zonta 1999
Jacobsen et
al. 1999

Ohmi et al.
1999

Table 8. (Continued).
Topic
SRB trends in 250
years of
preindustrial
Finland

Population
setting
Vital statistics
and other
sources for
Various sources
for 17 51-1997

Secular movements
in populations
based on
hypothesized
homeostatic
adjustment to adult
sex ratio
Impact of parental
and biological
variables on U.S.
births

41 national
populations or
national
population
subgroups at
five 10-year
intervals
U.S. NCHS
datasets; 19641998

Declining trends of
SRB in Europe

WHO national
data for 23
countries in
Europe 19501996
1950--1999

Trends in SRB in
Hungary
Latitudinal
differences in SRB
in Europe vs. North
America
Economic stress
hypothesis of two
Germanies

Environmental
factors (pesticides,
industrial pollution,
urban pollution) in
Italian births 19891993

Controls

Methods

Authors

Father's age, mother's
age, the age
difference between
husband and wife,
and birth order of the
child for most recent
years
Race population
segregation

Various; primarily linear
regression on 5 and 9
year running averages to
test time trends

Vartainen
et al. 1999

Spearman's rank
coefficient for correlation
between SRB and RASR
of adults aged 15-44

James 2000

Logistic regression; data
aggregated by group
(birth weight, race, etc)

Nicholich
et al. 2000

Linear regression of SRB
for 1st year and average
for last three years

Martu.zzi et
al. 2001

Logistic regression

Orvos et al.
2001
Grech et al.
2002

Birth weight, race
(white-nonwhite),
father age, mother
age (by five years
intervals)
Year; country

Maternal age, birth
order, paternal age
WHO national
None specified;
data by year
authors said that SRB
1958-1995,
· influences were
North America; probably
and 1950-1999 "multifactoral"
Europe
SRB by year in Year
East Germany
and West
Germany;
1946-1999
All Italian
births during
1989-1993

Birth order and
plurality (selected
only first born
singletons and
maternal age
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Contingency using X2 for
trend, with confidence
level using Fleiss
equations
Box interrupted time
series test;
autoregressive,
integrated, moving
average (ARIMA)
modeling

Catalono
2003

Standardized maternal
age by region; calculated
sex ratio percentage by
region; Pearson's X2 test
to compare crude male
proportion values;
Cochran's Z-test to
standardize values

FigaTalamanca
et al. 2003

population sample sizes (Chahnazarian 1988). Reviewing these associations, it remains
unclear what mechanisms might be operating to effect SRB biases, nor whether the
independent variables examined are associated with other factors not controlled for in the
study. As Table 8 shows, there are an uncomfortable number of SRB studies in which
only one independent variable is studied. Given the extremely small variation of SRB in
populations, control for suspected confounding effects is absolutely necessary to make a
convincing case for the influence or lack of influence of the factor under study. As I
summarized Lazarus's review of SRB studies in Chapter 1, lack of consideration of
confounding influences, lack of understanding of the mediating influences on SRB (such
as sperm X-Y chromosome ratios and timing of fertilization differential), and lack of an
evolutionary basis for understanding SRB variation have been the major reasons we do
not have a unified understanding of SRB (Lazarus 2002).
Sex allocation theory provides an evolutionary basis for approaching SRB study,
but it has had a rocky road for empirical acceptance in human SRB researc4. On� of the
most hailed and successful branches of evolutionary biology, sex allocation theory has
applied its elegant models successfully to some specialized species (e.g., haplodiploid
insects), but has not been as assured in its modeling of bird and mammal species'
adaptation. Individual studies show patterns of great promise but fall short as attempts
are· made to repeat them or as nonadaptive explanations are offered with better support.
Clutton-Brock (1982) warns that "The very flexibility of adaptive arguments undermines
their credibility since there are few trends to which a plausible adaptive explanation could
not be fitted." (Note, however, that Clutton-Brock and his colleagues have contributed
significantly to the study of Trivers-Willard effect in their classical studies of red deer
populations on the Scottish isle of Rum (Clutton-Brock et al. 1984, 1986)).
Lazarus (2002) reviewed 54 analyses of human studies that examined the
association of SRB and status measures such as social class, education, church rank,
wealth, and entry in Who's Who, and found that approximately half (26) support the
Trivers-Willard general hypothesis This and other findings may be consistent with, if not
evidence for, the possibility that this mechanism exists in human SRB. Such research as
the recent finding that thin women bear more daughters than their more robust sisters in
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poor areas of Ethiopia (Gibson and Mace 2003) makes facultative adaptive SRB
manipulation an attractive explanation for such effects in human SRB. Despite many
efforts, however, proof of adaptive mechanisms in human SRB has been resolutely
elusive. Cockburn et al. (2002) summarize the logical skein awaiting anyone seeking
evidence of adaptation in SRB research results: 1) selection for sex-ratio manipulation
could be weak or absent and Mendelian segregation of chromosomes determines the SRB
of approximately .500; or 2) this adaptation is present, but unable to overcome the
constraints of Mendelian segregation; or 3) this mechanism favors equal investments in
males and females, which is achieved by Mendelian segregati�n; or 4) the effect of
facultative adjustment is to create a sex ratio near parity, the same as Mendelian
segregation. Finally, facultative, adaptive adjustment of sex ratio could be present, but
modem social complexity leads to a variety of selection pressures operating
independently of natural physical or biochemical constraints, so selection vectors are
operating in many different directions and their net effect is zero, or a sex ratio.at or near
parity.
Not dissuaded from pursuing this line of evidence, I offer in my thesis, at the
least, a previously untested geographic arena in which these speculations may play out.
The era of geographically precise U.S. birth registration records begins at the same time
as the suspected beginning of a U.S. decline in SRB. James's (2000) study of 41 national
populations did not support Fisherian mechanisms in the relationship of SRB to adult sex
ratio, but Lazarus (2002) argues that "since any effect of adult sex ratio must work
through parental perceptions, the more local analysis of Finnish parishes [referring to
Lummaa et al.(1998)] seems more appropriate." If parents' internal hormonal
environments are influenced by, for example, the RASR, they are based on parental
perceptions of the local RASR, not the measured national RASR. Analysis of these
values at the state· or national level is unlikely to reflect the visual, tactile, auditory and
vomeronasal cues that daily living offers to fecund couples, as well as the general
perceptions of the local mating market shared among members of the same community.
The smaller geographic area of the U.S. county better serves this purpose, although I
85

recognize that the county frequently also aggregates the experiences of a large number of
individuals with significantly different social and economic contexts.
For the period of my study, the 3,141 populations represented by U.S. counties or
county equivalents (all henceforth collectively referred to as counties) are more numerous
than any geographic units reviewed in previous SRB population-based studies and are
geographically constant through three U.S. decadal census periods during which detailed
demographic and economic variables have been recorded. These include measures of
population density, racial composition, income and poverty rankings, employment, crime,
age distribution, mortality, health, fertility, and other characteristics of living and
working conditions that vary from county to county, creating differing hormonal
responses in their residents. A number of these variables may serve as surrogates for
hypothesized local stressors affecting the parental hormonal environment and evoking
responses that have, or once had, an adaptive purpose.

Approach
Data
In Chapter 1, I discussed the details of the NCHS Natality Data Set I received by
special request from NCHS. In brief, these data contain all field values for all births
recorded by state vital statistics agencies and collected and published by NCHS for 1970,
1975, 1980, 1985, 1990, and 1995, with the addition of county-of-residence identifiers
for each birth record. Among these fields are family factor variables that have been
shown to influence the SRB, including:
•

Age of mother. Hypothesized to decrease SRB with increasing age.

•

Age of father. Hypothesized to decrease SRB with increasing age.

•

Birth order of child. Hypothesized to decrease SRB wit� later position in
birth order within a family.

•

Race of child. Hypothesized to be higher for white births than for black
births; SRB among other races also varies.

•

Plurality of birth (after 1972 in NCHS dataset). Hypothesized to decrease
SRB for twin and triplet births.
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•

Date of birth (from which season of birth may be extracted).
Hypothesized to influence SRB resulting in more boys in warmer seasons.

These individual birth factors are useful in a statistical model that examines
external environmental SRB influences by allowing control for innate biological
characteristics that might bias a birth towards either gender. Some previous examples of
using such controls are summarized in Table 8. The consistent influence of these factors
on SRB may express some form of adaptive mechanism operating over the course of the
reproductive life of a family, biasin�, for example, the sex of children born to older
parents versus younger parents. My interest in this thesis is to control for these variables
in a search for external environmental SRB factors that might be detectable at the
observation unit of the U.S. county: The county of residence recorded in natality data is
assumed to be the environment of the mother and father of the child prior to and after
conception of the recorded birth. In fact, the U.S. Census reports that 14 to 17 percent of
the U.S population will move in a typical year. Approximately 60 percent of moves are
within the same county (U.S. Census 2004), so 4 to 7 percent of parents may have lived
in counties other than the county of residence recorded in birth statistics. However, I
assume tha� this volume of movement will not significantly bias the results of any of the
variables I have analyzed.
Such external factors may be extracted from socioeconomic data gathered by the
U.S. census for 1970, 1980, and 1990. These data are published periodically as the City
and County Data Book (CCDB) at approximately 10-yearintervals (U.S. Census 1972,
1984b, 1994) and are available in electronic form from the Inter-university Consortium
for Political and Social Research (ICPSR). Although data fields do not exactly
correspond in all publication years, a number of data common to each census year
represent social and demographic measures that can be used to broadly distinguish
hypothesized external hormonal influences present in one county from those in another.
In addition to the U.S. Census CCDB data, I also used age, sex, and race (ASR) data by
county that has been compiled by the U.S. Census for these decadal years (U.S. Census
1984a, 1992) and distributed electronically by ICPSR.
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Selected independent variables
Based on my review of the literature and of the data available in the CCDB
publications, I selected a number of variables that might represent individually some
selective pressure for facultative adaptive manipulation of the SRB, or some condition
that disrupts the hormonal mechanism responding to such stressors. I terin these selective
pressures and conditions hypothesized socio-environmental hormonal stressors (SEHSs).
They include:

Urban-rural environment. Accumulations in human tissue of environmental
toxins similar in nature to endocrinal hormones may distort the normal function of
adaptive hormonal control by biasing the internal hormonal environment of the parent
toward production of females. As in Astolfi and Zonti (1999a), I will examine the SRB
difference between urban and rural/farm counties. My analysis identifies counties with
hypothesized high exposures of the general population to agricultural pesticides where I
would expect to find lower SRBs. I recognize that inferences about any observed
differences would be difficult to attribute to environmental toxins, since· other aspects of
the difference between rural and urban environments might also affect the internal
hormonal environment. For example, urban dwellers might be characterized as more
estranged from seasonal signals than rural residents. Urban residents are also exposed to
higher concentrations of automobile emissions and industrial pollutants than rural
residents. However, detection of a significant distinction between SRB influences in
these two environments would be, whatever its cause, useful to forming a theory of SEHS
influence.

Homeostatic adjustment. I will examine the influence on the SRB of the county
RASR - defined, per Lummaa et al. (1998), as the ratio of reproductive males aged 1550 divided by the total males and females aged 15-50. Based on the literature, logistic
regression should show an inverse relationship between SRB and RASR as new births
adjust to excesses of either sex in the adult population. I hypothesize that this inverse
relationship will be present at the county level where prospective or newly impregnated
mothers will respond to cues about local RASR. The actual county RASR will serve as
the parentally perceived RASR. Lummaa et al. (1998) suggest that observed adjustments
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in the Finnish population were adaptive, but James (2000) says stabilizing movements
such as this would not necessarily be evidence of adaptive mechanisms. I have found no
study of SRB homeostatic movements in the U.S. besides that in the James (2000) study
of national black and white population SRB over the last 50 years.

Racial proximity stress. The reason for the different SRB of white and black
populations in the U.S. is not known, although James (1987b) believed that blacks may
have higher levels of gonadotropins than whites. This hormonal difference, if it exists,
may be the result of ancestral adaptation with little connection to modem survival needs,
such as the differences in adult lactose tolerance observed among racial groups.
However, as James (1987b) speculated, minority status in society might affect the
internal hormonal environment-of a racial group and might thus explain the lower SRB of
blacks in the U.S. and U.K. Such a mechanism, if it exists, would lead to fewer boys in
the births to the minority population, according to adaptive theory. Even without an
adaptive purpose, fewer boys might be born to minorities due to the psychological
stresses of disadvantage. On a county level, the strength of this association may vary
with the racial composition of the county. I will test a hypothesis that there is an inverse
relationship between the SRB in either white or black births and the percentage of the
total population of the other race.

Socioeconomic stress. I have reported evidence that stress may cause a redm�tion
of the SRB (e.g., Lyster 1974, Fukuda 1998), btit results associating low economic status
with SRB are· mixed. The notion that individual poverty could affect socioeconomic
status is an old idea (e.g., Winston 1931) and some authors have associated higher SRB
with higher socioeconomic classes (Teitelbaum 1970, Teitelbaum and Mantel 1971).
Other authors have found no association (Erickson 1976, Rostron and James 1977).
Studies associating SRB with local or national socioeconomic conditions rather than
individual economic status are rare. I know only of Catalano (2003), who showed that
macro socioeconomic stresses reduced SRB in the German population. I hypothesize that
counties with lower socioeconomic status will have a lower SRB.
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Statistical methodology

My primary statistical procedure is logistic regression modeling, chosen based on
my review of recent SRB population studies (Table 8); According to Wilson and Hardy
(2002), logistic regression modeling is a superior form of analysis for sex ratio statistics,
although fewer than 30 percent of sex ratio studies reviewed by them (including studies
of adult human sex ratio and animal studies) use this or similar generalized linear models.
The remainder use nonparametric or classical parameter models. Citing the many
advantages of logistic regression modeling in sex ratio research, Wilson and Hardy
(2002) note that because the underlying error of the sex ratio is presumed to be binomial,
this error is incorporated in the modeling process. Logistic regression modeling avoids
the need to transform data to meet distribution requirements for parametric tests; it also
has good power compared to many nonparametric tests. SRB researchers using logistic
regression can thus avoid ad hoc transformations required by methods that must have
normal distributions, or nonparametric tests that lack power.
An additional virtue of logistic regression is that it allows for the simultaneous
testing of several interacting factors and covariates in a single model. I have prepared my
dataset in a way that combines individual case variables, such as maternal age and birth
order, with county social and environmental variables· that are hypothesized to affect.the
hormonal environment - SEHSs. The goal of this approach is to allow me to create a
multivariate model that considers both the biological condition of the parents and the
local economic and social environment in which they presumably resided prior to
conception and during gestation.
The binary logistic regression method contained in SPSS 12.0 (SPSS 2004) was
used to test the strength of the association between the dichotomous dependent variable Y
- the sex of the child - and selected SERS variables, while controlling for the effects
of family factor confounding variables. Using the logit model, this software uses
standard nonlinear transformation of an ordinary linear regression to allow probabilities
to fall between 0 and 1. For multiple independent variables, the logit equation can be
given as
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Where, p( Y) is the probability (p) that individual case i will be a member of Y, such that
p(Y)=l (in the case at hand, a boy), Exp is the exponential function raising the Euler
number to the value within the parenthesis, a is the coefficient of the constant (i.e., the

intercept, or the value of the independent variable x when Y is 0), and P is the coefficient

of the independent variable.
SPSS creates the logistic regression model through use of an estimati<?n procedure
that maximizes the log likelihood, LL, for a model whose coefficient values are fit
through iterative testing. SPSS reports the -2LL as the "model chi-square" to test
significance of the logistic regression model. Mode\ output parameters that I report in
my results are:
1) the independent variable coefficient (B);
2) the standard error of the coefficient (S.E. );
3) the Wald statistic (Wald), the square of the_ coefficient divided by the standard

error of the coefficient;

4) Significance (Sig.), reported as the probability value (p);
5) The exponent of the c·oefficient (Exp(B)), also termed the "odds ratio," or OR;
. 6) The 95 percent confidence interval (CI) of the odds ratio, calculated from the
product of the SE * 1.96, then added or subtracted to the coefficient to get upper and
lower bounds.
I used the OR as the most convenient term for describing the direction and
strength of the relationship between the dependent variable and the modeled independent
variables. In all models, I coded the dependent variable as O for girl, and 1 for boy,
following the convention of the SRB expression. Independent variables in the model
were either numeric, such as the age of the mother or the birth ord_er of the child, or
categorical (nonnumeric), such as residence within or outside of a metropolitan area, or a
combination of both categorical and noncategorical individual variables. Categorical
variables were "dummy coded" to number values for processing in the SPSS software.
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SPSS allows the researcher to select a contrast method for categorical value coding. In
all cases, I selected one member ofthe category to serve as what SPSS terms as the
"indicator" category. The indicator category is not reported in the model output, but the
coefficients ofthe other members ofthe category are reported in reference to this
indicator variable. For categorical variables, SPSS also reports the Wald statistic and
significance ofthe category as a whole, but ORs are only reported for individual category
members.
For example, I selected the "White" category as the indicator member for the
Race ofChild category, which includes three members in one ofthe NCHS racial
codings: White, Black, and Other. When the race of child category was included in a
particular model, ORs were reported only for the Other and Black category members,
which might both decrease the OR ofthe birth relative to the White indicator member.
Therefore, the relationship among the members ofthe category must be interpreted in
reference to the omitted reference member. My results specified the omitted member in
each model that uses categorical independent variables.
SPSS also allows the off-setting ofa cutpoint, or threshold, value from its default
value of0.5. Model-estimated probabilities above this number were assigned
membership in the 1 (or boy) category; those below, to the girl category. In preliminary
model testing I explored setting this value to the mean SRB value for the race and year of
the sample (e.g., .512 for white births in 1990), but the test models did not have
significantly different results from models run with the default of0.5. Therefore, I left
the threshold value at 0.5 in all final models.
The objective <?fusing the logistic regression tool for this study is to create the
most parsimonious model of independent variables that predict the outcome ofindividual
birth cases. SPSS provides a number ofoptions for model creation. Variables may be
entered into the model in the order determined by the researcher (i.e., the "enter" method
in SPSS). Logistic regression may also be used to test the fit ofthe model after each
coefficient is added or deleted, called stepwise regression. SPSS provides a number of
forward and backwards stepwise methods based on conditional, Wald statistic, and
inclusion likelihood criteria. Stepwise regression is recommended for exploratory
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modeling but is not recommended for theory testing (Menard 1995). Theory testing, in
the context of this thesis, is the testing of my hypothesis that certain external social and
environmental factors will bias the sex of the child in a manner consistent with a
facultative, adaptive manipulation of the sex ratio by the parent. Backwards stepwise
regression is considered useful for exploration, beginning with a fully saturated model
and retesting the model after deletion of individual coefficients. This stepwise regression
method is particularly useful where suppressing effects are suspected; that is, where an
independent variable acts on the dependent variable through some relationship with a
third independent variable. While providing some insights into the associations among
variables, the results of stepwise regression testing are sometimes idiosyncratic and
difficult to reproduce, so the researcher-selected and -entered method of model
construction is generally preferred for theory testing. Therefore, I used this method to
construct my final models, after initial testing with stepwise regression methods.
Detailed methods
Data preparation

The NCHS Natality Data Set, the CCDB dataset and the ASR dataset were
imported into a standard relational database management software program and recoded.
The primary recoding task for the NCHS Natality Data Set was to give each record a
common Federal Information Processing System (PIPS) five-digit code for county
locations; all NCHS county codes in the 1970 and 1980 sample years were converted to
PIPS codes. For CCDB data, some data fields were created so each.sample year
contained the same measurement unit; for example, the "percent urban population" field
had to be extracted from other data in the 1990 sample year but was already present in the
1970 and 1980 sample years. The ASR data were queried in each sample year to create
county level RASR values for all racial categories, and for each race category.
To create the 1970, 1980, and 1990 County SRB Datasets (CSDs) used for final
modeling, selected fields from the NCHS Natality Data Set for those years were merged
with selected fields from the CCD B and ASR census datasets using the county PIPS
code. The resulting three CSDs represent all births for their respective sample years
except births whose county of residence is recorded as outside the U.S. In addition, I
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elected to omit Alaska from the CSD dataset for several reasons. Alaska counties
changed in name and number over the 1970 to 1990 period and NCHS county coding did
not correspond to U.S. Census county coding for equivalent years. I considered including
Alaska with aggregated state numbers, but some CCDB data fields could not be
aggregated to state level numbers, particularly those with percentage values, and
equivalent state data could not be found. Finally, including Alaska as a "county" would
have violated the assumptions of geographic proximity I made in formulating some of my
SEHSs.
CSD databases were imported into the SPSS software for final coding and
modeling. I weighted the 1980 CSD to correct for sampling differences by NCHS.
Because the NCHS 1970 dataset is SO-percent sampled in each location and the NCHS
1990 dataset is a 100 percent sample in each location, no weighting was applied to either
year on the assumption that the 1970 SO-percent sample would yield reasonably valid
results across all geographic areas. However, approximately 10 percent of the 1980
dataset is SO-percent sampled, so I doubled the weight of all records in 50 sample areas in
the 1980 CSD.

Preliminary model testing
Familyfactors testing. I conducted preliminary model testing on the 1970, 1980,
and 1990 CSDs to confirm whether they produced results similar to �hose predicted by
studies reported in the literature for family factor variables. If my results were similar, I
could be confident that selected family factor variables could be used as control variables
for my hypothesized SEHSs, as well as confirming that the data in my CSDs had similar
characteristics to other populations studied. The results of my testing for family factor
variables are reported in Chapter 4.

SEHS variable selection. I also did extensive logistic regression modeling on the
1990 CSD to select among many potential social and demographic variables _from the
CCDB and ASR data for final model testing. These included geographic residence
categories such as:
•

U.S. census regional division
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•

U.S. state

•

Office of Management and Budget metropolitan designation

•

Consolidated Metropolitan Statistical Area

•

Population size class for the county

•

Percent population change from the last census for county

•

County population ranking

•

County population per square mile·

•

County centroid latitude

•

County centroid longitude

The county-level social, demographic and environmental variables I assessed included:
•

Percent white population

•

Percent black population

•

Percent of population by age range

•

Male population percentage

•

Sex ratio of the population aged 15-50 (from ASR data)

.•

Birth rate to mothers under 20

•

Deaths per I 00,000

•

Crimes per I 00,000

•

Civilian unemployment rate

•

Median family income

•

Median household income

•

Median household income rank relative to all counties

•

Percent families below poverty line

•

Percent persons below poverty line

•

Percent female heads of household

•

Percent females in work force

•

Percent agricultural workers

•

Percent of county in cropland

•

Percent farm population
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•

Percent rural population

•

Percent urban population

I evaluated all these variables in the logistic regression model univariately with Sex of
Child as the dependent variable; I also used various stepwise methods in combination
with family factors and combinations with other social, economic and environmental
factors. Stepwise regression methods were somewhat helpful for identifying variables of
interest, but I found the results were highly sensitive to small changes in the independent
variable set.
After this initial investigation, I selected a final set of county level SEHS
variables to be evaluated in a series of multivariate logistic regression models for each
year in the revised study period dataset. Selected SEHS variables were:

•
•
•
•
•
•
•

Percent farm population
Percent urban population
Reproductive adult sex ratio (RASR)
Percent black population
Percent white population
Percent families below poverty line
Division of residence

As reported in Chapter 5, I analyzed
SEHS variables in each CSD univariately and in
•

models with family factors also included. Finally, I constructed a final model for CSD

using a forward stepwise inclusion method to select among all SEHS variables for the
best fit model.
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Chapter 4. Logistic Regression of Family Factors
Individual family attributes that affect SRB-race, parental age, birth order,
plurality-have been accepted to the point that they have reached virtual canonical status
in the literature. James (1987a) speculated that the voluminous literature about this
category of SRB influences might exist simply because, like Everest, the information is
there (on the birth certificate). The real contribution of these family factor variables is
not known and there is considerable debate on which factors actually bias SRB, how they
may interrelate, and whether they have adaptive purposes. For example, a presumed
inverse relationship between coital frequency and parental age might partly explain both
the parental age effect and birth order effect. Adaptive purposes for these effects might
be surmised, such as that early parental investments in sons pay off more in reproductive
success than those for later sons, but cannot be supported conclusively by any research.
Family-factor influences on SRB may be mediated by variable parental hormonal levels,
possibly combining variable sperm sex-chromosome ratios in the father with cycle-timing
mechanisms in the uterine environment. The physiological constraints of declining
sperm quality in older men and older oocytes and wombs in women may contribute
generally to a suboptimal environment for the more vulnerable male and thus a lower
SRB.
With less acceptance in the literature, there is some evidence that the SRB varies
by season, with some investigators theorizing that males are born when temperature and
food availability is more optimal and more females when conditions are worse. A
variation of the Trivers-Willard hypothesis supports seasonal breeding; males raised in
poor conditions will have less breeding success when mature than will daughters raised in
these conditions. However, even studies confirming seasonal variation in human birth
quantities and SRB variation show wide geographic and temporal variability, diminished
variation due to modem living and working patterns, and significant mitigation by
socioeconomic factors. Matsuda and Kahyo (1994) found, for example, that the
seasonality of marriages affected the seasonality of first-born children in Japan while
environmental factors such as latitude and environmental temperature affected later born
children. Temperature and photoperiod factors may influence SRB at the time of
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conception or shortly thereafter, suggesting that this adaptive mechanism may be present
in humans (Lerchl 1999, Cagnacci et al. 2003 ).
The lower SRB in twins and triplets is also well accepted (Martin and Park 1999),
with the lower birthweight of mul_tiple births again demonstrating a physiological
constraint against male births. In general, multiple births seem an excellent adaptation,
doubling, tripling, etc. the parental prospects for reproductive success, provided sufficient
resources are available to bear and nurture extra children. Lummaa et al. (1998) showed
that dizygotic twins on prosperous islands off the coast of Finland were far more
numerous in populational terms than on the poorer mainland nearby. As twins must
share intrauterine resources, they would in general be poorer in condition than singletons;
Trivers-Willard would dictate that the SRB would generally be lower in multiple births.
High levels of gonadotropins associated with multiple births might therefore be present as
an agent of adaptive hormonal control.
There are other individual characteristics of parents that have been shown to
depress the SRB (e.g., smoking) but they are incompletely reported in NCHS natality
data over my study period. In any case, no multivariate regression analysis of SRB
influences can ignore consideration of family factor variables. In this chapter I examine
the significance of these variables in the 1970, 1980, and 1990 CSDs, and consider
additional individual factors that warrant inclusion of a baseline model of confounding
factors with a full model of SEHS variables.
My first set of logistic regression analyses evaluated child race, plurality, live
birth order, maternal age, and paternal age in each of the CSDs. Race of Child and
Plurality were included as categorical variables. I selected the "white" member of the
Race of Child category as the contrast variable, so logistic regression results show only
"other" race and "black" race coefficients relative to the white-race category member.
While the racial and ethnic subcategories of the other-race member have changed over
the study period, this coding should allow control of the racial effect relative to other
family factor variables. Plurality is coded as a categorical variable because multiple
births higher than triplets are very rare and the association between SRB and plurality
does not appear to be linear. The "singleton" multiple-birth category for each CSD was
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used as the contrast member for the Plurality variable, except for the 1970 CSD because
plurality was not recorded by NCHS until 1972. All other independent variables
evaluated in the family factors analysis are numerical. Table 9 presents results for this
analysis for all CSDs.
Results for each CSD showed consistent, significant contributions of race,
plurality (for 1980 and 1990), and live-birth order to SRB. These variables were also
significant in each CSD in univariate models when race is modeled separately. Maternal
age and paternal age were not significant predictors of SRB in these multivariate models.
However, in separate datasets for white and black births, paternal age was significant in
univariate white-birth models for 1990 (p=0.002) and 1970 (p<0.001), but not for 1980
(p=0.111); and for black births in 1990 (p<0.001) and nearly significant in 1980
(p=0.056) and 1970 (p=0.053). Maternal age is significant for white births in 1970
(p=0.014) but not for 1980 (p=0.100) or 1990 (p=0.295). For black births, maternal age
was significant in a univariate model in 1990 (p=0.002), 1980 (p=0.036) and 1970
(p=0.007).
In all cases these models confirmed the direction of the SRB bias generally found
in previous studies. Relatively more girls are born to black mothers than to white
mothers, at least in U.S. and European populations. First-born children are more likel� to
be male than later children. Singleton births are more likely to be male than twins or
triplets. Younger parents also have more males, although this may be correlated to birth
order. Regarding the relative influence of paternal age, maternal age, and birth order, my
results are consistent with Erickson (1976), who found that neither paternal nor maternal
age significantly influenced the SRB when birth order was controlled. The bulk of SRB
demographic studies reviewed by Lazarus (2002) identified birth order as a significant
variable, and in other studies than those finding a significant SRB influence in paternal or
maternal age. Other recent studies, however, have found significant contributions to SRB
from parental age; however, my goal in this thesis was not to decipher the relationship
among these variables, but to control for their influence in geographic variable
regressions. While paternal age appears to be a more significant SRB bias factor than
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Table 9. Logistic Regression Results for Family Factors in All CSDs:
Race, Plurality, Birth Order, and Parental Age. Bold indicates p :S .05.
B

I

95.0% C.l.for
S.E.

Wald

Sig.

Exp(B)

EXP(B)
Lower

Upper

1970 CSD (N=1,683,365)
Race of child

24.975

.000

Black

-.024

.005

24.974

.000

.976

.967

.985

Other

-.003

.012

.079

.778

.997

.974

1.020

Live-birth order

-.004

.001

10.239

.001

.996

.994

.999

Father age

-.001

.000

2.972

.085

.999

.999

1.000

Mother age

.000

.000

.564

.453

1.000

.999

1.001

Constant

.075

.008

88.698

.000

1.078

1980 CSD (N=3, 150,379)
Race of child

34.914

.000

Black

-.022

.004

33.752

.000

.978

.971

.986

Other

-.010

.007

2.094

.148

.990

.977

1.003

36.838

.000

Twins

-.052

.009

36.384

.000

.949

.933

.965

>Twins

-.042

.059

.507

.476

.959

.853

1.077

-.003

.001

8.145

.004

.997

.995

.999

Father age

.000

.000

.003

.960

1.000

.999

1.001

Mother age

.000

.000

.062

.840

1.000

.999

1.001

Constant

.066

.006

106.102

.000

1.068

Plurality

Live-birth order

1990 CSD (N=3,460, 794)
Race of child

34.587

.000

Black

-.019

.003

31.312

.000

.981

.975

.988

Other

.006

.005

1.791

.181

1.006

.997

1.016

24.641

.000

Plurality
Twins

-.036

.007

24.157

.000

.965

.951

.975

Triplets

-.015

.038

.199

.656

1.018

.952

1.099

Quads

-.117

.148

.253

.615

1.079

.803

1.5449

Live-birth order

-.003

.001

12.425

.000

.997

.995

.999
1.000
1.001

Father age

.000

.000

3.380

.066

1.000

.999

Mother age

.000

.000

.072

.788

1.000

1.000

Constant

.073

.006

162.756

.000

1.075

100

•

maternal age in my data, including paternal age in my models would greatly increase the
volume of missing value records, as shown in Table 10.
When paternal age is removed from the analysis, the missing case proportion in
all CSDs is considerably improved, dropping to 1.1 percent in 1970, 0.9 percent in 1980,
and 0.6 percent i� 1990. Inclusion of paternal age would substantially decrease the
,.._ geographic extent and volume of the dataset, particularly for black births which·may omit
paternal age information for up to 45 percent of records in a sample year. Further, my
models showed that the OR for either paternal age or maternal age is only slightly
reduced from 1.00 (typically .999 or .998), and, as mentioned above, is not usually
significant when birth order is included in the analysis. Therefore I judged that omitting
parental age variables was not as detrimental to my thesis goal as the loss of geographic
coverage would be if these variables were both included. I omitted both the paternal age
and maternal age variable from the baseline family factor variable set, leaving only race,
plurality, and live-birth order.
Using this revised variable set I evaluated the SRB effect of season of birth.
Based on general theory that fewer boys will be born in the resource-poor fall and winter,
I created a variable called Season and aggregated all births in March, April, May, June,
July, and August as a Spring-Summer category member-the reference category-and
remaining fall-winter months as the Season variable to be analyzed as the categorical
variable. This simple categorization represents a crude distillation of the nuanced
influence of climatic and weather influences, but will serve for the current model as a
potential confounding factor. Results of the final family factors analysis are presented for
each CSD in Table 11. These results ·showed highly significant results for-race, birth
order, and plurality, with the fall-winter Season factor significantly decreasing the SRB in
1970 only, but also nonsignificantly in the 1.980 and 1990 CSDs. Based on good
agreement with literature results in this preliminary modeling, I was comfortable
including all these factors as confounding variables in final models of hypothesized
geographic SEHSs, presented in Chapter 5. A list of family factors and how they are
coded in the final logistic regression modeled is presented in Table 12.
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Table 10. Percentage of Missing Cases in Each CSD
If Paternal Age Variable is Included:
1980

1970
N

Included in Analysis
Missing Cases
Total

N

Percent

Percent

\J

1990
Percent

1 , 686 ,366

90.2

3, 155, 693

87.2

3,460,806

8 3.1

182,534

9 .8

462,288

1 2. 8

7 02,111

16.9

1 ,868,900

100

3. 617, 981 I

100.0

4,142,917

l
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'1

100.0

I

Table 11. Logistic Regression Results for Family Factors in All CSDs:
Race, Plurality, Birth Order, and Season. Bold indicates p � .05.
B

S.E.

Wald

Sig.

Exp(B)

95.0% C.l.for
EXP(B)
Lower

Upper

1970 CSD (N=1,844,278)
Race of Child

37.654

.000

White

-.025

.004

37.594

.000

.975

.967

.983

Black

-.007

.011

.369

.544

.993

.972

1.015

Livebirth order

-.004

.001

24.140

.000

.996·:

.994

.998

Season

-.007

.003

5.191

.023

.993

.988

.999

.070

.003

581.453

.000

1.073

Constant

1980 CSD (N=3,581,498)
Race of child

77.381

.000

Black

-.026

.003

76.404

.000

.974

.968

.980

Other

-.011

.006

2.861

.091

.989

.977

1.002

Plurality

35.147

.000

.008

34.582

.000

.954

.939

.969

.057

.600

.438

.957

.856

1.070

-.003

.001

13.739

.000

.997

.995

.998

Season

-.003

.002

1.695

.136

.997

.993

1.001

Constant

.064

.002

786.073

.000

1.067

Twins

-.048

>Twins

-.044

Live-birth order

1990 CSD (N=4,136,334)
Race of child

80.042

.000

Black

-.023

.003

75.903

.000

.977

.972

.982

Other

-.005

.005

, 1.196

.274

1.005

.996

1.014

18.423

.000

Plurality
Twins

-.028

.007

17.638

.000

.973

.960

.985

Triplets

-.015

.038

.162

.687

.985

.297

1.061

.117

.148

.630

.982

1.013

.328

3.131

live-birth order

-.004

.001

26.871

.000

.996

.994

.997

Season

-.001

.002

.840

.359

.998

.994

1.002

824.685

.000

1.186

Quads

Constant

.062

.002
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Table 12. Coding for Family Factor Variables Selected for
Multivariate Logistic Regression.
Variable Name

Coding

Plurality

Categorical

Live-birth order
Season of birth

Numerical
Categorical

104

Indicator member of
category
1970: NIA (Missing); 1980:
Triplet or greater value;
1990: Quadruplets.
NIA
Summer-Summer month of
birth (March, April, May,
June, July, and August)

Chapter 5. Results of Logistic Regression for Socio-environmental
Hormonal Stressor Variables
U.S. County Urban-Rural Percentages
Moller (1996), Allan et al. (1997), Davis et al. (1998) and others have
hypothesized that a small but significant decline in the male proportion of the human sex
ratio at birth in the U.S. and several industrialized nations since 1970 is the result of the
pervasive presence of environmental toxins that disrupt the human endo�rine system. A
number of studies since that time have failed to provide supporting evidence of
widespread environmental effects in the general population, although high levels of
exposure to dioxins will almost certainly lower the male proportion of births (Mocarelli
et al. 1996), and other compounds are also suspected.
Some researchers have examined SRBs in highly agricultural areas to see if
presumed higher exposure to agricultural pesticides reduces the SRB (e.g., Garry et al.
2002). Others have found some evidence that the urban environment would be more
likely to reduce the SRB (Astolfi and Zonta 1999a). Complicating exploration of their
competing effects, if they exist, is the possibility that exposure in the general population
to environmental estrogens may be geographically diffuse due to exposure routes via the
steroid compounds residing in meat products; residual metabolites generated from
pesticides on fruits and vegetables; dioxin compounds leached into milk from paper
containers; chemically unstable plastics used as food wraps; and endocrine disrupting
contaminants from other common foodstuffs and containers.
Differential rural/urban SRBs have been noted for many decades, but James
(1987a) dismissed their significance in his comprehensive review of SRB factors. He
did, however, note that the rate of dizygotic twinning, which has been shown to correlate
to gonadotropin levels, appears to have increased worldwide in rural areas. From this and
other studies cited in the literature review, I hypothesized that a differential urban/rural
SRB might be detectable geographically at the U.S. county level. I hypothesized that
counties with high farm population percentages represent a higher risk of exposure to
agricultural chemicals than do those with low percentages, and therefore the SRB should
be significantly lower in these counties due to endocrine disruption. Further, I predicted
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that SRB in urban populations would be higher. Tables 13 and 14 show the results of a
univariate logistic regression of farm population percentage and urban population
percentage for each county. For the 1990 CSD, an urban population percantage value is
not present in the city-county data compilation but was available from STF-3 data
summaries published separately by the U.S. Census. Table 15 reports logistic regression
results for a multivariate model of family factors and urban/farm percentages for white
births only in all CSDs. Table 16 reports logistic regression results for black births only
for these CSDs. As these results show, the SRB bias is the opposite of my hypothesis for
both univariate and multivariate models.
U.S. County Reproductive Adult Sex Ratios (RASRs)

Lummaa et al. (1998) found that the SRB in Finnish church parishes from 1775 to
1850 was negatively correlated to the sex ratio of the adult reproductive population,
which they defined as males and females aged 15 to 50. This, they suggested, supported
a theory of adaptive response showing that humans facultatively manipulate SRB to- give
the rarer sex an advantage in the next generation. While adults that define of RASR were
not likely partners for the new generation of newborns, the RASR served as the only cue
available for hormonal response to adjust the SRB. Some findings correlating adult
population sex ratio with births in succeeding years support the operation of such a
mechanism (Lazarus 2002). James (2000) examined the populations of 41 countries in
decadal intervals over a 50-year span and found no conclusive support for this theory,
although some national populations did exhibit this effect. He suggested that study of
this effect was more likely to be evident in smaller geographic areas such as U.S. states.
If a hormonal mechanism exists, it operates as a parental perception of local population
conditions.
Does the SRB adjust in relation to the adult sex ratio so that, for example, more
girls are born when they are rare in the adult reproductive age population? If parental
perception is critical to hormonal response, a smaller geographic unit is a more suitable
observation unit than the nation or U.S. state. While personal perception of the local
proportion of reproductive adults may not match the measured proportion, it is more
likely to be accurate than for larger proximate areas. To test this hypothesis, I added to
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Table 13. Univariate LR Results of County Farm Population Percentage in all CSDs.
Black births

White births
Wald

Exp(B)

Sig.

Wald

Sig.

Exp(B)

1970 CSD

FarmPopPercent
Constant

.901

.342

1.021

1.406

.236

.921

938.221

.000

1.058

60.517

.000

1.033

1980 CSD

FarmPop Percent
Constant
F armPopPercent
Constant

2.732

.098

1.038

1.271

.260

.887

1689.430

.000

1.057

106.922

.000

1.031

4.254

.039

1990 CSD
1.001

.129

.720

1.001

1698.516

.000

1.053

116.570

.000

1.029

Table 14. Univariate LR Results e>f County Urban Population Percentage in all CSDs.
Black births

White births
Wald

Sig.

Exp(B)

Wald

Sig.

Exp(B)

1970 CSD

UrbanPopPercent
Constant

.115

.734

1.000

1.188

.276

1.000

154.715

.000

1.058

2.741

.098

1.019

1980 CSD

UrbanPopPercent
Constant

5.774

.016

.990

.132

.717

.996

372.014

.000

. 1.065

12.914

.000

1.032

1990 CSD

UrbanPopPercent
Constant

6.912

.009

1.000

.170

.680

1.000

335.052

.000

1.062

14.047

.000

1.032
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Table 15. White Birth LR Multivariate Model of Family Factors
and Urban or Farm Population Percentage.
B

S.E.

Sig.

Wald

95.0% C.I. for
EX (B) �
�
Lower i Uooer

l Exp(B)

I

I

Live-birth order

Season

FarmPopPercent

Constant

Live-birth order
Season

UrbanPopPercent

Constant
Plurality

Live-birth order

Season

FarmPopPercent

Constant
Plurality

Live-birth order

Season

UrbanPopPercent

Constant
Plurality

Live-birth order

Season

FarmPopPercent

Constant
Plurality

Live-birth order

Season

UrbanPopPercent
Constant

1970 (N=1528208)

-.004

.001

-.008
.069

-.004
-.008
.000
.069

.267 l

1970 (N=1528208
14.913
.001
.003
5.384
.000
.061
.005 162.110 I

.020;

.002

.023

i

-.003

I

.ooo I

I

-.005 I

.066

.174

.401

26.232

.526

I

1.846
.628

.428 [

.oos

1990 (N=3206841
.001

.002

17.615

.001

24.182

.019
4.775 I
.103 i

1990 (N=3206841
.001

.000

.002

.205

.606

.000

.ODO

.000 I
.174 j

7.498

.606

I

3.377

.004

.000

.001
.194

.000

1.846

19.657
I

.805
.0001

.000

.001

.061

.048

.ooo

19.807

1980 (N=2860976)
.002

-.011

.000

432.1651

.061 l

.039

.000 l
.020

I

.001

-.003
.042

.000

1.231

1980 (N=2860976
26.277

-.004

-.005

5.403

.003
.022
.003

.025

-.004

15.383 I

.000

.892
.029

.748

17.635

.001

.018

.894

23.564

7.042

.114
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.000

I

.008

.736

.996
1
.993

.994

.998

1.025

.981

1.070

.996

.993
1.000

.994
.986
1.000

1.000

.996

.994

.998

1.043

.997

1.071

1.071

.999

.986

I

.998
.999,

.992

1.001

.996

.994

.998

.989

.981

.997

1.039

.992

.997

1.050

.993

.995

.995

1.000

1.000

1.001

1.214
.995

1.000

1.000

1.227

l

.994
.995

1.000

I

1.090

1.001

.997

.997

1.004

1.001

.997

1.004

1.000

Table 16. Black Birth LR Multivariate Model of Family Factors
and Urban or Farm Population Percentage.
B

S.E.

Wald

Sig.

95.0% C.I. for
EXP(B)

Exp(B)

Lower
Live-birth order
Season
FarmPopPercent
Constant

1970 Farm Population Percent (N=282495)
.012
-.004
.002
6.281
-.002

.008

-.059
.044

.070
.007

.750
.402
.000

.102
.703
37.979

.993

.998
.943

.983

1.012

.821

1.082

.993
.983
1.000

.999
1.012
1.000

.994

1.001

1.046

Constant
Plurality

1980 Farm Population Percent i N=582960)
.000
18.034

Live-birth order

-.003

.002

Season
FarmPopPercent

.000
-.085

Constant

-.053

Plurality
Live-birth order

2.775

.096

.997

.005

.002

.964

1.000

.989

1.010

.107

.629

.428

.918

.744

1.134

.139

.148

.700

.948

1980 Urban Population Percent N=582960)
.000
17.986
-.003

.002

3.070

.080

.997

.993

1.000

.000

.005

.003

.958

1.000

.989

1.010

-.007

.010

.507

.477

.993

.974

1.013

.139

.118

.731

.953

Season
UrbanPopPercent
Constant

-.048

Plurality

.999

.996

1970 Urban Population Percent N=28249.5)
.012
.002
.996
-.004
6.310
-.002
.099
.753
.008
.998
.000
1.000
.437
.000
.605
.009
1.035
.035
.013
6.852

Live-birth order
Season
UrbanPopPercent

·-

Upper

1

1

1990 Farm Population Percent I N=717455)
.194
4.719

Live-birth order

-.004

.002

4.509

.034

:996

.993

1.000

Season

-.008

.005

2.520

.112

.992

983

1.002

FarmPopPercent

.001

.002

.122

.726

1.001

997

1.004

Constant

.308

.441

487 ,,

.485

1.361

Plurality

1990 Urban Population Percent N= 717455)
.194
4.718

Live-birth order

-.004

.002

4.501

.034

996

993

1.000

Season

-.008

.005

2.524

.112

.992

.983

1.002

UrbanPopPercent

.000

000

.193

.661

1.000

1.000

1.000

Constant

.312

.441

.500

.479

1.366 I
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the CSD an RASR variable defining reproductive age as persons aged 15 to 49 years old,
the upper and lower bound correlating with the five-year age divisions published by U.S.
Census county summaries; this is slightly narrower than the Lummaa et al. ( 1998)
definition of reproductive age (15-50), and slightly broader than that adopted by James
(2000) of15-44. The RASR value for each birth record was calculated as the number of
males ofreproductive age in the county divided by the total males and females of
reproductive age in the county.
Table 17 presents the results ofunivariate logistic regression ofthe RASR and
SRB in all CSDs. Table 18 displays results ofan SRB multivariate model using family
factors and the RASR value for white births in all CSDs. Table 19 displays results for the
same model using black births only. The RASR variable approaches significance for
black births in 1980 only, in both univariate and multivariate models. While
nonsignificant, the SRB bias in white births is the opposite ofthat hypothesized:
increases in t];ie RASR increase the SRB.

U.S. County White and Black Population Percentages
James (1987b) suggested that societal status may influence gonadotropin and
testosterone levels, perhaps explaining the consistently lower SRB of blacks in
populations ofthe U.S. and European nations. The percentages ofwhite and black
populations vary significantly in the 3106 counties ofmy dataset. Given the long and
unresolved history ofracial strife in the U.S., the strength ofracial differentiation in a
local environment might lead to a corresponding response in the hormonal environment
ofmembers ofa racial group. This may be reflected in both white and black SRBs in
relation to their relative percentage oftotal county population. While other racial
grouping might also be employed in this analysis, the wide geographic distribution of
white and black groupings is available in all sample years and serves as an initial
benchmark for the presence ofsuch an influence. If racial minority status does depress
testosterone and increase gonadotropin levels, I hypothesized that black SRBs would
increase in counties where the percentage ofblack population approached majority status.
As a corollary, I expected that white SRB values would decrease as the proportion of
white population in the county decreases. To test this model I added to the CSDs the
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Table 17. Univariate LR Results of County Reproductive Adult Sex Ratio in all CSDs.
Black births

White births
Wald

Sig.

Exp(B)

Wald

Sig.

Exp(B)

1970 CSD
AdultReproRatio

.807

.369

1.067

1.898

.168

1.262

Constant

.530

.467

1.026

1.016

.313

.921

1.133

3.383

.066

.774

.994

5.095

.024

1.167

1980 CSD
AdultReproRatio
Constant

2.798

.094

.025

.874

1990 CSD
AdultReproRatio
Constant

2.038

.153

1.104

.510

.475

.912

.006

.937

1.003

1.346

.246

1.077
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Table 18. White Birth LR Multivariate Model of Family Factors
and Reproductive Adult Sex Ratio.
B

S.E.

Wald

Sig.

Exp(B)

95.0% C.I. for
EXP(B)
Lower

Upper

1970 (N=1528208
Livebirth order

-.004

.001

14.889

Season

.000

.996

.998

-.008

.003

5.387

.020

.993

.994
.986

AdultReproRatio

.058

.072

.653

1.060

.920

1.222

Constant

.041

.036

1.334

.419
.248

1.028
.982

.912
.870

.996
.997
1.131

.994
.992
.977

1.158
1.108
.998
1.001
1.310

I

.999

1.042

1980 (N=2860976
Plurality
Singleton
Twins
Livebirth order
Season
AdultReproRatio
Constant

-.018
-.004
-.003
.124

.061
.062
.001
.002
.075

26.345
.200
.086
19.322
1.842
2.718

-.0221

.072

.094

.027

I

Plurality

1990 (N=3206841
17.610

.000
.655
.769
.000
.175
.099
.760

.978

.001

.606

.048

.827

.876

.267

2.871

Twins

-.132
1
-.163

.606

.073

.788

.850

.259

2.784

Triplets

-.113

.607

.035

.852

.893

.272

2.933

Quads

.014

.627

.001

.982

1.015

.297

3.465

.995

.994

.997

Singleton

Livebirth order

-.005

.001

23.867

.000

Season

-.001

.002

.253

.615

.999

.995

1.003

AdultReproRatio

.107

.069

2.389

.122

1.113

.972

1.276

Constant

.141

.607

.054

.816

1.152
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Table 19. Black Birth LR Multivariate Model of Family Factors
and Reproductive Adult Sex Ratio.
B

Livebirth order

Season
AdultReproRatio
Constant

Plurality
Singleton
Twins

Livebirth order

Season
AdultReproRatio
Constant

Plurality

Singleton

-.004

-.002
.251
-.079

S.E.

.002

.008
.170
.083
.138
.139

17.985
.432
.018

.000

.005

.002

-.003

-.261

.075

-.268

.002

.140
.155

.010

.745

.139
.342

441

-.004

-.480

-.006

-.088

.351

.000
.511
.892

3.051

.081

3.500

.061

.235

1990 N= 717455
4.701

Live-birth order
Constant

.106
2.192
.904

.091
.019

441

AdultReproRatio

6.689

Exp(B)

I

.996

95.0% C.I. for
EXP(B)

·-

Upper

Lower

.992

.999

.998
1.285
.924

.922

.983

1.012

1.095
1.019

.835
.775

1.437
1.339

.989

1.010

1.793

1980 (N=582960

-.282

Season

Sig.

1970 N=282495

Twins

Triplets

Wald

.369

.965

.997
1.000

.628 I

1.078

.195
.544

.770

.322

619

.253

.408

.754

002

4.534

.033

996

130

.463

005

446

1.109

.292

1.387

.239

994

.622

.430

.421 I

113

.496

916

1.000

.5861

765

.523

456

.993

.318

1
l

1.013

1.816

1.791
1.512

.993

1.000

.710

1.181

.985

1.004

county white and black population percentage fields available from CCDBs. Table 20
shows the results of univariate logistic regression of white population percentage and
black population percentage on white births; Table 21 is the same univariate model for
black births. Table 22 presents the results of a SRB logistic regression multivariate
logistic regression model of family factors and county racial composition for white births
in all CSDs. Table 23 presents the same model for black births. These results show
consistent increases in SRB with increases of white population percentage for both white
and black births; black birth SRB decreases with increases in black population
percentage, as does white SRB in two of the three CSDs.
U.S. County Percentages of Families Below Poverty Line

The NCHS dataset does not include any direct indication of parental
socioeconomic status. Education of the father is reported, but the high number of missing
records with missing father data has already been discussed as reason to exclude those
variables from geographic analysis. Education of the mother is frequently present, but I
did find sufficient support in literature review for using its value as a surrogate for the
socioeconomic status of a family. A number of county economic measures are available
in census city-county data compilations, including per capita and median family income,
civilian unemployment rates, and persons or families which fall below defined poverty
levels for the year of reporting. Most of these variables correlate highly. All have
inherent problems in ranking the socioeconomic status of a county, given the degree to
which cost of living varies regionally. Based on results of factor analysis and preliminary
regression testing, I selected the county percentage of families whose incomes fall below
federally defined standards for poverty as the socioeconomic indicator variable. Based
on literature reviewed, I hypothesized that a high level of poverty within a county is a
hormonal stressor that will lower the SRB of county residents. Table 24 shows univariate
logistic regression results for percentage of families below the poverty line in a county on
white and black births. Table 25 presents results of a multivariate model of family
factors and the county poverty line percentage for white births; Table 26 provides the
results of similar modeling for black births. These results show significant reduction of
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Table 20. Univariate LR Results of County White Population Percentage in all CSDs.
Black births

White births
Wald

Sig.

Exp{B)

Wald

Sig.

Exp{B)

1970 CSD

WhitePopPercent

.469

.225

1.018

.018

.894

1.003

Constant

.633

.002

1.042

2.282

.131

1.028

1980 CSD

WhitePopPercent
Constant

.618

.432

1.007

3.808

.051

1.035

7.193

.000

1.051

.140

.708

1.005

1990 CSD

WhitePopPercent
Constant

.597

.032

1.017

.615

.433

1.012

6.046

.000

1.040

4.182

.041

1.021

Table 21. Univariate LR Results of County Black Population Percentage in all CSDs.
White births
Wald

Sig.

Black births
Exp(B)

Wald

Sig.

Exp{B)

1970 CSD

BlackPopPercent
Constant

.713

.398

.987

.005

.943

.998

748.468

.000

1.061

20.203

.000

1.031

1980 CSD

BlackPopPercent
Constant

.056

.813

1.003

5.742

.017

.961

1292.465

.000

1.058

63.094

.000

1.039

1990 CSD

BlackPopPercent
Constant

.889

.346

.990

.428

.513

.990

226.837

.000

1.055

49.981

.000

1.031
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Table 22. White Birth LR Multivariate Model of Family Factors
and County Racial Composition.
B
-.004

Live-birth order
Season

WhitePopPercent

Constant

Live-birth order
Season

BlackPopPercent

Constant

WhitePopPercent

Constant

.

Constant

Plurality
Quads
Live-birth order
Season

WhitePopPercent

Constant

BlackPopPercent

Constant

1

.018
1

.054

-.004
-.008
-.013
.0711

Sig.

1970(N=1528208

.001
.003
.015
.014

15.432
5.370
1.493
15.441

.000

15_291 I
5.371
.747
399.848

-.004
-.003
.009
.032

.001
.002
.009
.062

26.370
19.294
1.838
.837
.273
26.383

:.....004
-.003
.000
.040

.001
.002
.011
.061

1

19.211
1.845
.002
.420

95.0% C.I. for
EXP(B)
Uooer
Lower

.996
.993
1.018
1.055

.994
.986
.989

.998
.999
1.049

.000
.020

.996
.993
.987
1.074

.994
.986
.957

.998
.999
1.017

.994
.992
.990

.998
1.001
1.028

.994
.992
.979

.998
1.001 ,
1.023

1970 (N=1528208)

.001
.003
.015
.004

Exp(B)

.020 I
.222
1
.000

.387
.000

.000
.000

.175
.360
.601

1980(N=2860976)

BlackPopPercent

Plurality
Live-birth order
Season

-.008

Wald

1980(N=2860976

Plurality
Live-birth order
Season

Plurality
Live-birth order
Season

S.E.

.000,
.000

.174
.968
.517

.9961

.997
1.009
1.033

.9961

.997
1.000
1.040

1990 (N=3206841

.014
-.005
.000
.017
.180 I

.627
.001
.002
.008
.606

16.881
.000
22.620
.006
4.722
.088

.002

.982

.000

.941

.030

.766

1.014
.995
1.000
1.017
1.197

.297
.994
.995
1.002

3.463
.997
1.004
1.033

.995
1.000
.989
1.216

.994
.995
.969

.997
1.004
1.009

1990(N=3206841)

-.005
.000
-.011
.195

.001
.002
.010
.606

17.6641
23.829
.018
1.153
.104
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.001
.000

.893
.283
.747

Table 23. Black Birth LR Multivariate Model of Family Factors
and County Racial Composition.
S.E.

Live-birth order
Season
WhitePopPercent

-.004

Live-birth order
Season
BlackPopPercent

-.004
-.002

Constant

Constant
Plurality

Live-birth order

Season
WhitePopPercent
Constant

Plurality

Live-birth order

Season
BlackPopPercent
Constant

Plurality
Live-birth order

Season
WhitePopPercent

Constant
Plurality

Live-birth order

Season
BlackPopPercent

Constant

-.002
.003
.041

-.001
.044

Wald

Sig.

1970 (N=282495)
.002
.008
.024
.020

6.690

.104
.018
4.324

1970 (N=282495)
.002
6.703
.008
.104
.024

.009

.003

23.628

.010

Exp(B)

.996

.747
.893
.038

.998
1.003
1.042

.010

.747

.996
.998

.000

1.045

.000

.954

95.0% C.I. for
EXP(B)

Lower

.992
.983

Uooer
.999

I

.957

1.012
1.052

.992
.983

.999
1.012 .

.997

.994

1.001

1.034

.999

1,070

.997

·.994

1.001

.962

.931

.995

.999

.953

1.047

1980 (N=582960)
-.003
.000

.033

-.078 I

.002
.005

.018
.139

18.042
2.785
.002
3.540

.313

.095

.960

.060

.576

1.000

.925

.989

1.010

1980 (N=582960)
-.003

.002

-.038

.017

.000

-.046

18.036

.005

2.639
.002

.139

.108

5.174

1990 (N= 717455
-.004
-.008
.013

.301

.002

.005
.015
.441

4.727
4.484

.000

.104
.961
.023

.743

.193
.034

.996

.993

.113
.377
.495

.992

1.013
1.351

.983
.984

1990 (N= 717455

.996

.993

.990

.962

.466

-.004

.002

4.476

-.010

.015

.496

.481

.312

.955

.989

2.512
.779

.193
.034

-.008

1.000

.005
.441

4.732

2.506
.501
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.113

.479

.992

1.366

.983

1.010

1.000

1.002
1.043

1.000

1.002
1.019

I

Table 24. Univariate LR Results of County Families
Below Poverty Line Percentage in all CSDs.
Black births

White births
Wald

Sig.

Exp{B)

Wald

Sig.

Exp(B)

1970 CSD
BelowPOVLine
Constant

4.446

.035

.999

.887

.346

1.000

436.454

.000

1.065

26.497

.000

1.036

1980 CSD
BelowPOVLine
Constant

.987

.321

.949

2.428

.119

.881

598.448

.000

1.060

40.033

.000

1.038

1990 CSD
BelowPOVLine
Constant

4.512

.034

1.000

1.012

.315

1.000

611.046

.000

1.058

38.125

.000

1.034
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Table 25. White Birth LR Multivariate Model of Family Factors
and County Percentage Below Poverty Line.
B

S.E.

Wald

Sig.

95.0% C.I. for
EXP<B)

Exp(B)

Lower

Upper

1970(N=1528208
Live-birth order

-.004

.001

14.623

.000

.996

.994

.998

Season
PerBelowPOV
Constant

-.007
.000
.075

.003
.000
.004

5.281
3.828
338.700

.022
.050
.000

.993
1.000
1.078

.986
.999

.999
1.000

1.028
.982

.912
.870

.996

.994

1.158
1.108
.998

.997

.992

1.001

.852

1.049

Plurality
Singleton
Twins

.027
-.018

1980 (N=2860976
26.360
.200
.061
.062
.086

.000

Live-birth order

-.004

.001

19.255

Season
PerBelowPOV

.655
.769
.000

-.003

.002

1.841

.175

-.056
.042

.053
.061

1.127

.288

.945

.470

.493

1.043

Constant

1990 (N=3206841

Plurality

17.823

.001

.606

.047

.829

.877

.268

2.875

.606

.072

.789

.850

.260'

2.787

-.113
.014

.607

.035
.001

.893
1.015

2.935

.297

3.465

-.005

.001

22.748

.852
.982
.000

.272

.627

.995

.994

.997

.000

.002

.015

.000
.197

.000

4.167

.904
.041

.606

.106

.745

Singleton

-.131

Twins

-.162

Triplets
Quads
Live-birth order
Season
PerBelowPOV
Constant

'I
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1.000

.995

1.004

1.000
1.218

.999

1.000

Table 26. White Birth LR Multivariate Model of Family Factors
and County Percentage Below Poverty Line.
S.E.

B

Wald

Sig.

Exp(B)

95.0% C.I. for
EXP(B)
Lower

I

Upper

1970 (N=282495)
Live-birth order

-.004

.002

6.278

.012

Season

.996

.993

.999

-.002

.008

.100

.752

.998

.983

1.012

PerBelowPOV

.000

.000

.999

1.001

.047

.009

27.874

.503
.000

1.000

Constant

.448

1980 !N=582960)

Plurality
Singleton

1.048

18.052

.000

.092

.138

.440

.507

1.096

.836

1.438

.020

.139

.020

.888

1.020

.776

1.340

-.003

.095
.961

.997
1.000

.994
.989

1.001
1.010

.752

1.036

Twins
Live-birth order
Season
PerBelowPOV

.000

.002
.005

2.782
.002

-.124

.082

2.317

.128

.883

Constant

-.047

.139

.113

.737

.954

1990 (N= 717455
4.740

.192

Plurality
Singleton

-.269

.441

.372

.542

.764

.322

1.814

Twins

-.283

.441

.413

.521

.753

.317

1.788

Triplets

-.481

.456

1.114

.291

.618

.253

1.510

Live-birth order

-.004

.002

4.319

.038

.996

.993

1.000

Season

-.008

.005

2.498

.114

.992

.983

1.002

PerBelowPOV

.000

.000

1.183

.277

1.000

.999

1.000

Constant

.314

.441

.508

.476

1.370
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SRB in white births as this hormonal stressor increases; however, this effect is not
present or not significant for black births.
Combined model with all SEHS variables
As a partial measure of the relationship among the evaluated SERS variables, I
applied stepwise logistic regression methods on multivariate models that included family
factor variables and each of the SEHS variables analyzed in separate models presented
above. These include plurality (except for the 1970 CSD), livebirth order� season of
birth, farm population percentage, urban population percentage, percent of population
below poverty level, RASR, percentage of black population, and percentage of white
population (plurality is missing from the 1970 dataset). In addition, I ran all these models
separately with the addition of U.S. regional division (see Table 1) as a variable to
evaluate whether regional differences noted as significant in previous studies (Marcus et.
al. 1998; Allen et. al 1997) remain significant when the demographic factors I have
considered are present.
To reduce the model to the fewest terms I applied forward stepwise regression
with entry testing based on the significance of the score statistic, and removal testing
based on the probability of a likelihood-ratio statistic based on conditional parameter
estimates (SPSS 2004). · I also applied backwards stepwise selection, in which removal
testing is based on the probability of the likelihood-ratio sta�istic based on conditional
parameter estimates (SPSS 2004); this method was used to detect suppressor effects.
Where the forward and backwards stepwise methods produce the same model terms, and
where the addition of the regional division does not change model results, I adopted the
forward stepwise regression results as the fitted model for the CSD. Where these results
differ, I adopted the model based on other selection criteria, as described below for eacn'
model.
1970 White SEHS Model

The 1970 White CSD SERS model has 1,528,208 observations, 98.9 percent of
all white births recorded in 1970 by NCRS with the CSD geographic area (excluding
Alaska and residents of countries outside the U.S). Forward stepwise regression
preserved only live-birth order and season of birth as significant variables; backward
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stepwise regression added percentage of population below poverty level and farm
population percentage to these variables. The addition of the U.S. regional division did
not affect these results. A model with season of birth removed was also run, again
returning percentage of population below poverty level and farm population percentage
as significant, along with live-birth order. However, the first model was selected because
it had the fewest variables and the lowest -2LL value.
1970 Black SEHS Model

The 1970 Black CSD SEHS model has 282,495 observations, 98.7 percent of all
black birth cases reported by NCHS with the CSD geographic area. In all model runs,
live-birth order is the only significant variable.
1980 White SEHS Model

The 1980 White CSD SEHS model has 2,892,112 observations, 99.8 percent of all white
birth cases reported by NCHS. All model procedures reduced the variable set to
plurality, live-birth order, and urban population percentage.
1980 Black SEHS Model

The 1980 black birth combined variable dataset has 582,960 observations, 98.9
percent of all black birth cases within the CSD geographic area. The forward selection·
method preserved plurality and percentage of black population as significant variables.
The backwards regression procedure added farm population percentage, urban population
percentage and RASR as significant variables. Addition of the U.S. region did not
change these results. The forward selection model was selected because of its efficiency,
although it had a slightly higher -2LL than the backwards selection model.
1990 White SEHS Model

The 1990 White CSD SEHS model has 3,206,750 observations, 99.3 percent of
all white births recorded in 1990 by NCHS with the CSD geographic area. The forward
selection and backward selection methods both selected percentage of population below
poverty line and urban population percentage as significant variables, along with plurality
and live-birth order. Addition of U.S. division, however, changed the results of the
forward selection method to RASR and U.S. region, with plurality and live-birth order.
The backwards selection model with U.S. region included, however, retained division,
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but replaced RASR with percentage below poverty line and percent urban population as
significant. Therefore, the forward selection model was selected because of suspected
suppressor effects elevating RASR to significance, although the -2LL value was slightly
higher forthe forward selection model without U.S. region included.
1990 Black SEHS Model

The 1990 White CSD SEHS model has 717,389 observations, 99 percent of all
black births recorded in 1990 by NCHS with the CSD geographic area. All model
procedures preserved only the·live-birth order variable.
Resul�s for white birth CSDs are reported in Table 27; for black birth CSDs, in
Table 28. A discussion of these results and the conclusion of my thesis follow in
Chapter 6.
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Table 27. White Birth Forward Stepwise LR Multivariate Model
of All Hypothesized SERS and Family Factors.
S.E.

Live-birth order
Season

Constant

-.004
-.008
.070

1
I

.001

14.879

.ooo

.003

453.529

.000

.003

Singleton

..005

.063

Live-birth order

-.004
.067

Twins

UrbanPop Percent
Constant

Twins

Triplets

.

Live-birth order
PerBelowPov
PercentUrban
Constant

6.471

-.038

-.127

I

.889

15.630

.000

.996

.063

1.135

.363

6.142

.547

.013

.287

17.757

.000

.162

1.196

.274

.001

22.655

.000

9.071

.000

-.001

.000

1.073

.161

.814
.585

6.179

1.896 l

124

.998

.994

.985

.001

.166

-.005

.222

95.0% C.I. for
EXP(B)
Lower
Upper

.992

.005

.161

-.177

.011

.996

.933

.004

-.146

.000

Exp(B)

.007

.064

-.011

22.285

1990 (N=J,206,750)

Plurality

Sig.

1970 (N = 1,528,208)

1980 (N=2,892,112)

Plurality

Singleton

Wald

I

.998

1.137

.962

.850

1.090

.989

.981

.998

.069
1

.994

.998

!

.367

.865

.630

1.186

.444

.880

.635

1.220

.000
.013
.003

.169

.838

.611

.995

.994

1.000

1.000

.999

.249

.999

1.150
.997:

1.000

1.000

Table 28. Black Birth Forward Stepwise LR Multivariate Model
of All Hypothesized SEHS and Family Factors.
B

Live-birth order

Constant
Plurality

Singleton

Twins

-.004
.042
.093

.027

-.038

Live-birth order

-.004

Constant

Wald

I

1970 (N=282,495)
.002:

.006

6.737

50.590

1980 (N=582,960)

BlackPopPercent

Constant

S.E.

-.053
.037

.144
.145

.018

.144

13.959

.416

.004

Exp(B)

.009

.000
.001

.519

.962

.828

.929

1.454

.996

993

1.000

1.043
1.097

.. 136

.712

.948

69.354
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I

.033

.025

.000

95.0% C.I. for
EXP{B)
Lower
Upper
.999

1.028

5.028

I

.992

.996

.851

4.547

I
I

.035

1990 (N=717,389)
.002

Sig.

1.038

1.

I

.774

1

1.365

.997

Chapter 6. Discussion and Conclusions
As the results presented in the previous chapter suggest, there are indicators of
significant influences on the human sex ratio at birth (SRB) from my hypothesized socio
environmental hormonal stressors (SEHSs). In this final chapter I will summarize the
findings of modeling the SEHS variables and assess their individual influences on the
SRB, along with their relationships to other SEHS variables modeled. I will assess these
findings in light of my underlying hypothesis of significant external hormonal stressors
that may find expression at local geographic scales, and I will suggest further
experiments that might lend more clarity to the nature of influences whose outlines are
indicated only vaguely by the results presented herein.
Urban and Rural SRB Influences

As summarized in Table 29, my multivariate logistic regression models showed
that white SRB is negatively associated with the urban population proportion of the
county of residence, and positively associated with the farm population proportion. In
multivariate models, white SRB slightly but significantly increased with higher farm
population proportion in the1990 county SRB dataset (CSD) (Odds Ratio (OR) =1.001;
p=0.029) and nearly significantly in 1980 (OR=l .043; p=.098). A nonsignificant
(p=0.267) white SRB increase associated with this variable was also found in 1970
(OR=l.025). Influences of urban population proportion on white SRB trailed those of
farm population proportion. Its influence was significant in 1990 (p=.008) and 1980
(p=.006), but with nearly neutral ORs in all three years (1990: 1.000; 1980: .998; and
1970: 1.000). Based on the confidence intervals for these values, it appears that there
was a very slight decrease in OR associated with urban population proportion-less than
.001.
I expected that black SRB would respond in parallel to white SRB in farm versus
urban environments, based on the oversimplified assumption that both racial groups are
exposed similarly to any stressors present in these distinct environments. However, no
significant influences on black SRB were found related to either urban or farm population
proportions. Whereas farm population proportion appeared to increase white SRB in all
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Table 29. Summary of LR Multivariate Model of Family Factors and County
Farm/Urban Population Percentage in all CSDs
Wald

White
Sig.

Odds Ratio

1970

1.231

.267

1980

3.377

.066

1990

4.775

.029

1970
1980
1990

.061
7.498
7.042

.805
.006
.008

Farm Population
1.025

Wald

Black
Sig.

Odds Ratio

.703

.402

.943

1.043

.629

.428

.918

1.001

.041

.840

1.000

.605
.507
.069

.43T
.477
.793

1.000
.993
1.000

Urban Population
1.000
998
1.000
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three CSDs, it appeared to decrease black SRB in 1970 and 1980, with a slight increase in
1990. Urban population percentage was neutral as an influence on black SRB in 1970
and 1990, and appeared to decrease black SRB in 1980 (OR= .996); these results are
closer to the white SRB results than the effect of farm population proportion.
Modeled as a single variable, farm population was only significant (OR= l.001;
p=.029) in 1990 for white SRB. The univariate model of urban population and white
SRB was significant in 1980 (p=.009) and 1990 (p=.016). Neither farm population nor
urban population was significant in univariate models for black births in any CSD.
A positive association between white SRB and county farm population proportion
runs counter to my hypothesis that births in such counties might be more influenced by
exposure to agricultural chemicals and, thus, hormonal disruptions that might lower the
male proportion of births. However, my finding is similar to the decline found in major
Italian cities by Astolfi and Zonta (1999a) during the period 1970 to 1995. These authors
correlated metropolitan areas with dense industrialization and the possibility of increased
exposure to environmental toxins. Their data confirmed a hypothesis that, while medical
care had been better in metropolitan areas, such areas had undergone "environmental
deterioration typical of highly developed countries." They also noted that stillbirth
incidence had risen in urban areas, another indicator suggesting that environmental
conditions in such are�s might be stressing males disproportionately. A related possible
cause of lower SRB in urban areas, they speculated, was that the more highly educated
and employed women in urban areas were likely to marry and bear children later in life,
thus invoking the parental age effect. My multivariate model controls for birth order, so I
am inclined to discount this demographic explanation as the cause for what appears to be
a very slightly lower SRB in urban areas compared to areas of farm population in the
three CSDs I evaluated.
Without further evidence, however, it is difficult to attribute this slight urban
disadvantage in SRB to an environment "somehow impaired," as Astolfi and Zonta
describe the dense and industrialized urban setting. A slight increase in SRB among rural
blacks and whites compared to their urban counterparts was found as early as 1931 by
Sanford Winston. Differing environmental toxin exposures are only one of several
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conditions of urban living that might differ from other areas; RASR, socioeconomic
conditions, and racial composition are three that I have also examined. Urban black
populations would likely be more exposed to industrial toxins than would urban whites,
based on several investigations of racial minority disadvantage in industrial siting and
pollution control decisions, collectively termed as environmental justice. However, while
the SRB of whites decreases slightly in the urban environment, the SRB of blacks does
not appear to be as significantly affected; black SRB does not rise, at any rate, as farm
population increases. Black SRB appears to be subject to different influences than white
SRB, or is differently influenced by the same factors that affect white SRB.

RASR
Another factor that might differ between urban and farm environments is the
reproductive adult sex ratio, or RASR. In my CSDs, the percentage of the total U.S.
population within the age range I used to calculate RASR (15-49) was 47 percent of the
total population in 1970, 50.6 percent in 1980, and 52.8 percent in 1990. The effect of
RASR on SRB in my results is not as convincing as that of the urban/farm environment
difference, but some interesting patterns may be seen in the summary of results in Table
30. RASR is not significant as a univariate influence on SRB for either black or white
births, but is significant in a multivariate model for whites in 1990 (OR=l.043, p=.043).
This positive association between white SRB and RASR is counter to the findings of
Lummaa et al. (1998), who saw decreases in SRB as RASR increased in historical
Finnish church parishes. White SRB also increased in parallel with RASR in 1970
(OR=l.060, p=.419) and 1980 (OR=l.131; p=.099), although not significantly. The less
than-one OR of black SRB in 1980 (OR=.770; p=.061) and 1990 (OR=.916, p=.496) is
closer to the predicted SRB bias, but is not significant in any of my models.
These results do not confirm my hypothesis that SRB would be negatively
correlated to county RASR as mothers facultatively manipulate the sex of their children
to the rarer adult sex. There may be several reasons for this. In testing my RASR
hypothesis I did not examine other age cohorts as candidate optimal RASR-defining
populations. The 15-44 age range, for example, was used by James (2000) in his RASR
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Table 30. Summary of LR Multivariate Model of Family Factors and
County RASR in all CSDs.

1970

Wald
.653

White
Sign.
.419

Odds Ratio
1.060

Wald
2.192

Black
Sign.
.139

Odds Ratio
1.285

1980

2.718

.099

1.131

3.500

.061

.770

1990

2.389

.122

1.113

.463

.496

.916
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study and is also considered the principal age group defining the fertile population by
NCHS in its birth statistics tabulations. Also, my calculation of RASR aggregates all
racial groups-this total population RASR served as an independent variable for separate
white and black birth models. It is possible that racially specific RASR values (i.e., white
male to white female percentage) would yield different results. However, my preliminary
testing does not support this-white SRB also appears to be positively associated with
white RASR. On the other hand, total population RASR does appear to be somewhat
correlated with the black population proportion of the county. As Figure 11 shows, the
lowest total RASR values are in the South, and closely follow the distribution of black
population percentage. The most likely explanation for this is that low SRB in a county
population will be carried through to the adult population, depending on migration
factors. High RASR could be therefore be a dependent variable in the association with
SRB; more men are present in a county's reproductive population simply because more
males are born there. If this is true, then RASR-SRB correlation may signal a geographic
predilection for male or female SRB bias carried through a generation or more.
Further study of the RASR and SRB could examine the association of these
variables at larger geographic scales. Perhaps a homeostatic mechanism is not detectable
at the county level, where other sex allocation mechanisms may be operating. A local
population with a high RASR would presumably have a higher testosterone index than
average, as males compete more aggressively for rarer females. Homeostatic
mechanisms may operate across larger populations to achieve parity. In the 1990 CSD,
the mean county value of RASR was 0.5004, very near the parity predicted by Fisherian
sex allocation theory. A casual observation of county SRB mapping shows that opposite
extremes of county SRB values are often closely proximate, perhaps indicating an
intracounty homeostatic adjustment to nearby imbalances. Spatial autocorrelation of
county SRB with weighting for RASR and other confounding factors might reveal more
about this relationship.
The changing value of the RASR may also be significant. The RASR of the total
U.S. population was .490 in 1970, .496 in 1980, and .505 in 1990. This trend was also
noted by Ulizzi and Zonta (1993, 2001) in the U.S., as well as Italy. They speculated that
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Figure 11. 1990 reproductive adult sex ratio (age 15-49)
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reduction in the SRB should be observed as a result of improved survival of males based
on Fisherian principles. If the RASR is significantly biased toward males, SRB should
adjust to produce fewer of them, so the increase in RASR since 1970 may be an
explanation for the decline in the U.S. SRB.
Regional variations in migration and age distribution would result in different
RASR dynamics, however. During the study period, for example, the Northeast and the
Midwest experienced significant outmigration relative to the South and West, although
the Northeast experienced less net outmigration than the Midwest due to a large
inmigration from outside the U.S (U.S. Census 1991). Metropolitan areas also
experienced a net in-migration compared to nonmetropolitan areas in the 1980s and
1990s, after experiencing net outmigration in the 1970s (U.S. Census 1991). Age, race,
and sex characteristics of regional mobility should be considered in further study of
RASR-SRB. I observed in Chapter I that the decline in U.S. SRB appeared not to have
been as pronounced in the South as elsewhere, and that the decline in western states was
somewhat more notable. It is worth noting that RASR of these regions differs
substantially, partly due to the racial factors I noted above and partly due to the fact that
the western U.S. has typically had a higher sex ratio than the eastern U.S. due to male in
migration from the eastern U.S. and elsewhere. In the 1990 CSD, the states with the
highest RASR are primarily in the western U.S., while those with the lowest RASR are
mainly in the South (Table 31). I also note that the 1990 RASR is higher than average in
the heavily agricultural regions of the Midwest, suggesting an association with farm
population percentage (Figure 11).

Racial composition
The percentage of black population within a county is a significant coefficient in
the SRB multivariate model for blacks in 1980 (p = .023) but not in any other sample
year for either white or black births (Table 32). While only one CSD has a significant
result for this variable, the similar direction of the OR in all CSDs is noteworthy-a
reduction of SRB in all models (except for 1980, which is neutral). On the other hand,
SRB rises in almost all CSDs as white population increases in a county, significantly so
in 1990 for white births (p=.030) and nearly significantly in 1980 for black births
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Table 31. Lowest and Highest State RASRs in 1990.
Lowest values
RASR
Mississippi
0.4893
Louisiana
0.4907
0.4922
Alabama
0.4937
Maryland
0.4938
Ohio
0.4940
West Virginia
0.4943
Tennessee
0.4945
Arkansas
Delaware
0.4945
0.4948
New York
State

Highest Values
State

Alaska
Hawaii
California
Nevada
North Dakota
Wyoming
Arizona
Kansas
South Dakota
Washington

RASR
0.5331
0.5235
0.5183
0.5182
0.5154
0.5092
0.5081
0.5079
0.5074
0.5060

Table 32. Summary of LR Multivariate Model of Family Factors and
County White/Black Population Percentage in all CSDs.
Wald
1970
1980
1990

1.493
.837
4.722

1970
1980
1990

.747
.002
1.153

White
Sign.

Odds Ratio

Wald

White Population Percentage

.222
.360
.030

1.018
1.009
1.017

.018
3.540
.779

Black Population Percentage

.387
.968
.283

.987
1.000
.989
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.003
5.174
.496

Black
Sign.

Odds Ratio

.893
.060
.377

1.003
1.034
1.013

.954
.023
.481

.999
.962
·.990

(p= .060). White population percentage is also significant as a univariate logistic
regression in 1990 for whites (p= .032) and nearly so for blacks in 1980 (p=.051).
Univariate regressions of black population percentage were only significant in 1980 for
blacks (p= .017), in parallel with the multivariate results.
I had hypothesized that white and black SRB might increase in relation to
majority percentages of their respective racial group. However, it appears that a factor
collinear with the percentage of white population increases SRB for either racial group,
while a factor collinear with the percentage of black population decreases SRB, also for
either racial group. One such factor may be the RASR, which as I have shown appears to
decrease as the black population percentage of a county increases.
Another factor correlated with race and ethnicity is economic welfare. In general,
members of racial and ethnic minorities have lower incomes, live in worse housing, are
less apt to be employed and have less education than white populations (U.S. Census
2001). It is possible that the black population percentage of the county is also associated
with the general socioeconomic status·of the population, signaling lower health care
availability for all residents. The idea that economic disadvantage and correspondingly
poor access to health care will disadvantage male births begins at least with Sanford
Winston (1931). During the 1970 to 1995 period, there have been significant changes in
fetal and infant health measures for both white and blacks. Infant mortality (defined as
number of deaths of children 1 year and younger per 1,000 births) declined from 20 to 7.6
between 1970 and 1995; the mortality rate for the perinatal period (from 28th week of
pregnancy to 28 days after birth) declined from 23 to 7.6 per 1,000 births during this
period (Hovert et al. 2001). Mortality rates improved for all races, but there is still
excessive mortality for black births compared to white births in all measures. Perinatal
mortality for white births declined from 21 to 6.5 per 1,000 from 1970 to 1995; for black
births, from 34 to 13.8 per 1,000 during the same period (Hovert et al. 2001). Perhaps
these trend differences contribute to an explanation for the increase in black SRB and the
decline in white SRB measured by Marcus et al. (1998) during this period. As more
newborn males in a population survive, SRB should increase in the short term, as it has
for black births. At some point, however, Fisherian mechanisms would be expected to
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correct for the increased numbers of males by reducing SRB. It is possible that white and
black populations in the U.S. are on different waypoints of such a trajectory, ifit exists.
Percent offamities below poverty line
County percentage of families below the poverty line is a significant variable for
influence on white SRB in 1990 (.041) and 1970 (.050). In both these sample years,
however, for both black and white births, the OR is neutral (Table 33). In 1980 this
coefficient reduces the male proportion ofbirths nonsignificantly for both races.
Modeled univariately, the results are similar: significant increases for white SRB in 1990
(p=.034) and 1970 (p=.035). I judge that this variable has a barely detectable decreasing
effect on SRB-although the OR is neutral in 1970 and 1990, the confidence interval is
between .999 and 1.000. This apparent influence is similar on both black and white SRB.
This result parallels some other geographic measures of health care. Some
studies, for example, have found an association between the incidence of low birthweight
and geographic areas of socioeconomic disadvantage (Ounsted 1982, Starfield and
Budetti 1985). The association ofSRB and S(?Cioeconomic status has not been found in
some studies (Erickson 1976), but has been detected in others (Teitelbaum 1970,
Teitelbaum and Mantel 1971). Catalano (2003) cited the Trivers Willard hypothesis in
his finding that severe socioeconomic decline in East Germany in 1991 had resulted in
the lowest SRB in over 40 years. My results suggest that the presence of less extreme
socioeconomic factors may also depress SRB. However, there remains the possibility
that racial composition is a confounding factor in this influence. In 1970, the percentage
of U.S. white families living below the poverty line was 8.1; the percentage of U.S. black
families in this category was 32.2. This relationship had not changed significantly by
1990, when 9 percent of white families and 31 percent ofblack families lived below the
poverty line. As the black population of a county increases, so likely on average will the
percentage of families living below the poverty line, perhaps partially explaining the
correlation between increases in black population proportion and low SRB.
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Table 33. Summary of LR Multivariate Model of Family Factors and
County Families Below Poverty Line Percentage

1970
1980
1990

Wald
3.828
1.127
4.167

White
Sig.
.050
.288
.041

Odds Ratio
1.000
945
1.000
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Wald
.448
2.317
1.183

Black

Sig.
.503
.128
.277

Odds Ratio
1.000
.883
1.000

Combined models
Clearly, some method is needed to determine the independent contribution of
hypothesized SEHS variables, since all appear to have some degree of relationship with
each other. I found that the model combining all factors provided some insight into these
relationships, although many questions remain. Stepwise modeling of all hypothesized
SEHSs found that white SRB was reduced by the family poverty factor in 1990, and
urban population percentage in 1980; urban population percentage is also significant in
1990, but the OR is neutral. In 1970, no SEHS value is significant, but season of birth is,
the only one of the three CSDs in which this variable appears as a significant influence on
SRB. As I noted in Chapter 5, the 1970 model also identifies the family poverty factor
(as an SRB reducing factor) and farm population percentage (as an SRB increasing
factor) as significant variables if season of birth is removed from the 1970 combined
SEHS model. In combined models for black SRB, only black population percentage is a
significant SEHS, in the 1980 CSD.
These results confirm the SRB-reducing effects in urban environments, which
seem to present the most efficient explanation for the contribution of related SEHS
factors studied. The family poverty percentage variable is the most consistent predictor
of SRB effect in all CSDs. The slight negative bias in SRB from urban environments and
socioeconomic condition is supported by some previous investigators. Somewhat
parallel influences detected, of racial composition and RASR factors, could also be
attributed to socioeconomic stresses. However, it also appears that urban versus farm
population environments have some influence on SRB that is independent of race and the
family poverty percentage factor, and may represent some element of the RASR and
racial composition factors that I have considered but not scaled correctly.
While these results do not support a theory of environmental toxin exposure, they
do suggest that further study of the distinction between urban and rural environments
might reveal more evidence of contrasting types or levels of hormonal stressors. One
route for such study might be a parallel examination of twinning rates, which James
( 1996b) speculates are also a reflection of varying parental internal hormone
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environments. Based on my results for geographic variation of SRB, I would expect, for
example, to see lower twinning rates as farm population increased, and higher twinning
rates as urban population increased, which would provide further support of a theory of
discrete hormonal conditions in these two living settings. Related health measures that
might be useful to local geographic study of reproductive hazard include cryptorchidism,
testicular cancer, hypospadias, and ectopic pregnancy.
Confirming the consensus of previous studies, my results showed that the most
significant SRB influence is race. My results showed that black and white births
responded differently to the SEHSs I hypothesized as influences on SRB, as well as to
family factors of parental order, plurality and birth order. It is difficult to derive from my
results whether this is due to innate genetic differences or other influences that
differentially impact black SRB, such as a greater rate of perinatal mortality due to lower
socioeconomic status.
The next most significant factor was plurality, with singleton births having an
SRB clearly higher than those of twins. Season of birth also proved a significant factor in
1970, but not so in 1980 and 1990. This may be as Seiver (1985) suggested in his study
of the seasonality �f the volume of births-the comforts of air conditioning and other
buffers to temperature and light have combined with our increasingly nature-estranged
living experience to mute our sensitivity to these influences. A growing body of
evidence identifies a photoperiod sensitivity mechanism seated in the pineal gland and
linked to triggers of reproductive controls by hypothalamus and pituitary hormones;
rainfall and temperature changes may also be associated with gonadotropin levels. It is
likely that my simple model of seasonality is not sufficient to recognize a distinct signal
among the other possibly related effects I have examined, such as regional differences,
and farm vs. urban environments. Based on some studies, environmental influences on
SRB may be better linked to the time of conception, when hormonal controls would have
greater influence, rather than to time of birth. I noted that even in my simple model, there
was a higher SRB in the spring-summer season in each of the CSDs. Study of rainfall
patterns, deviation from mean temperature, and photoperiod changes and other climate-
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related effects warrant detailed study of their association with both the volume of births
and SRB.
The relative contribution of my hypothesized SEHSs to SRB is difficult to assess
from the available information. Like other SRB factors, these factors would be expected
to influence the SRB only slightly, as homeostatic mechanisms would correct any large
SRB bias. In the 1990 model year, U.S. region of residence was a significant factor, with
the southern U.S. showing a significant increase in SRB compared to other regions.
Based on the Wald statistic, where parents lived in the U.S. in 1990 w_as a more
significant influence on SRB than live birth order or parental age, and nearly as important
as race and plurality. Regional distinctions have also been noted by Marcus et al. (1998)
and are apparent in the review of geographic characteristics I presented in Chapter 1.
Of the SEHS factors I proposed that might define these regional differences, none
appear to have the individual significance or influence on SRB that family factors do.
Socioeconomic status and urban population percentage both appear to depress SRB by
less than .001 in white births; socioeconomic status also depresses black SRB by a slight
amount; in both cases the Wald statistic for these factors in any CSD is much less than
that for regional division differences found in the 1990 CSD. A similarly small increase
in SRB can be found in counties as farm population percentage increases. Both white
and black SRB increase with white population percentage and decrease with black
population percentage, although significantly so only for 1980 blacks. The positive
association of white SRB and county RASR may also be associated with the relationship
between black and white population percentages, which may in tum be an indicator of
lower prospects for adequate local prenatal care and the survivability of the male fetus.
Control for individual economic status would help to clarify these relationships.
Birthweight is available as an NCHS data field; the association of low birthweight and
lower socioeconomic status would make this variable a useful control in future
geographic studies of SRB.
In Chapters 2 and 3 I have reviewed the challenges facing investigators who seek
convincing evidence for the hypothesis of facultative, adaptive control of human SRB.
Hormonal mechanisms have not been worked out in support of such a theory and it is
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clear that these mechanisms, if they exist, operate in modem life in concert with
facultative nonhormonal manipulation of the SRB. SRB biases may also be attributed to
adaptive strategies or nonadaptive ones. The Trivers Willard hypothesis provides a
tempting explanation for some variations in human SRB and is one of the organizing
principles for recent SRB research but is, in the phrase of Catalano (2003), "empirically
controversial." A full discussion of the problems associated with Trivers Willard and
human SRB is beyond the scope of this thesis, but a clear summary of the issue is
presented by Lazarus (2002). My results do not support the argument made by Lummaa
et al. (1998) regarding RASR, but do not necessarily discount such an explanation for the
SRB biases detected. I believe study of RASR-SRB relationships remains a useful
subject for further geographic study of SRB. However, the study of SRB seasonality and
climate/weather influences might provide the most unambiguous evidence of sex
allocation mechanisms in humans.
Even though the shape of external hormonal influences on SRB remains indistinct
as my study concludes, I hope that this thesis provides support for SRB research at a local
geographic scale. Some of the inconsistencies among my CSD results are partly
attributable, I believe, to the gradually improving completeness and accuracy of the
NCHS dataset since its inception in the late 1960s. Combined with geographic precision
in other census data, these recent natality datasets provide a better opportunity to detect
the small perturbations in SRB that are likely to compose a sensitive model. The
construction of such a model would be, as I proposed in Chapter 1, a salient contribution
to human health studies and is in the tradition of the cholera mapping of Max von
Pettenkoffer, John Snow and other pioneers of medical geography. In the context of
geographic study, SRB is an important element of the spatial and temporal analysis of
demographic, mortality and mobility studies that help identify the changing nature of
human health ecologies in both developed and developing nations. I also believe that
SRB research will play a part in the recently occurring synergy between physical and
human geography, which considers the complex interactions of climate change, local
weather patterns, disease vectors, environmental toxins, living and working patterns,
socioeconomic conditions, and the biological rhythms of human endocrine system. The
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problem of the human sex ratio is indeed as intricate as Darwin suggested. Who better to
study it than a geographer?
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Appendix A
A-1. Rectification of NCHS dataset to create common county area boundaries
County

Action

Nansemond, VA

Became independent between 1970 and 1975,
merged with Suffolk City; 1970 values aggregated to
Suffolk City
Washabaugh, SD
Merged with Jackson between 1970 and 1975; 1970
values aggregated to Jackson
Poquin City, VA
Independent of York County but all values recoded
to York
Cibola, NM
Formed in 1981 from Valencia County; 1985-1995
values aggregated to Valencia
La Paz, AZ
Formed in 1983 from Yuma County; 1985-1995
values aggregated to Yuma County
Bronx, Richmond, Kings, Queens Listed as separate counties in 1985 on NCHS data,
NY
but aggregated to New York County
Independent as of 1985, but all values aggregated to
Poquoson City, VA
York County
Manassas City and Manassas Park Independent as of 1985, but all values aggregated to
City, VA
Prince William Co.
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