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Abstract
Let Kn(F) be the linear space of all n× n alternate matrices over a field F. An operator f :
Kn(F)→ Kn(F) is said to be additive if f (A+ B) = f (A)+ f (B) for any A,B ∈ Kn(F),
linear if f is additive and f (aA) = af (A) for every a ∈ F and A ∈ Kn(F), and a preserver
of ranks 2 and 4 on Kn(F) if rankf (X) = rankX for every X ∈ Kn(F) with rankX = 2 or
4. When n  4, we characterize all linear (respectively, additive) preservers of ranks 2 and
4 on Kn(F) over any field (respectively, any field that is not isomorphic to a proper subfield
of itself). Furthermore, it is also shown that the condition “F is not isomorphic to a proper
subfield of itself ” is necessary for the obtained conclusion on additive preservers of ranks 2
and 4 on Kn(F).
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1. Introduction and main results
In the recent several decades, many researchers have studied linear/additive pre-
server problems (see [1,3,5,7,15] and the references therein). Matrix spaces involved
in linear/additive preserver problems mainly include full matrix spaces, symmetric
matrix spaces, triangular matrix spaces and alternate matrix spaces over fields. How-
ever, there have been only a few results on alternate matrix spaces in comparison
with those on full matrix spaces (respectively, symmetric matrix spaces and trian-
gular matrix spaces). As far as we know, the results of the linear/additive preserver
problems on alternate matrix spaces have been obtained only in [2,6,8,12,13,14].
Chan et al. [2] characterized all nonzero linear preservers of adjoint matrices on the
skew symmetric matrix space over any infinite field of characteristic not 2. In [8],
Marcus and Westwick described linear preservers of elementary symmetric functions
on the skew symmetric matrix space over the field of real numbers. Different from
[2,8], Westwick [13] and Lim [6], under the certain restrictions, characterized linear
preservers of Grassmann variety and rank-k (also see [12] for the case k = 1) on the
Grassmann space over any algebraically closed field, respectively. Recently, You and
Tang [14] determined the general form of all bijective additive preservers of either
rank-additivity or rank-subtractivity on the alternate matrix space over any field.
Inspired by these literature mentioned above, in this paper we will characterize
all linear (respectively, additive) preservers of ranks 2 and 4 on the alternate matrix
space over any field (respectively, any field that is not isomorphic to a proper subfield
of itself).
In order to state clearly the main results of this paper, we now introduce some
concepts and fix the notation, which will be used in the rest of this paper. Assume
that n is a positive integer with n  4. Let Mn(F) be the set of all n× n matrices
over a field F, and let Fn be the set of all n× 1 matrices over F. For a matrix S in
Mn(F) (or Fn), we denote the transpose matrix of S by ST. A matrix A ∈ Mn(F) is
said to be alternate if xTAx = 0 for every x ∈ Fn. Clearly:
• When the characteristic of F is not 2, A is an alternate matrix if and only if A =
−AT (i.e., A is a skew symmetric matrix).
• When the characteristic of F is 2, A is an alternate matrix if and only if A = AT
(i.e., A is a symmetric matrix) and all diagonal elements of A are zeros.
• Every n× n alternate matrix A is congruent to an alternate matrix of the form
J ⊕ · · · ⊕ J ⊕On−2s (see [11]), where rankA = 2s and J =
[
0 1
−1 0
]
. Hence,
the rank of every alternate matrix is certainly even.
Let Kn(F) be the linear space of all n× n alternate matrices over a field F. An
operator φ : Kn(F)→ Kn(F) is said to be additive if φ(A+ B) = φ(A)+ φ(B)
for any A,B ∈ Kn(F), and linear if φ is additive and φ(aA) = aφ(A) for any a ∈ F
and A ∈ Kn(F). We say that an operator φ : Kn(F)→ Kn(F) is a preserver of rank
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on Kn(F) if rankφ(X) = rankX for every X ∈ Kn(F), a preserver of ranks 2 and 4
on Kn(F) if rankφ(X) = rankX for every X ∈ Kn(F) with rankX = 2 or 4, and a
preserver of rank 2 on Kn(F) if rankφ(X) = 2 whenever rankX = 2.
For a map ϕ : F → F and a matrix A = [aij ] in Kn(F), we denote by Aϕ the
matrix [ϕ(aij )] in Kn(F). For a positive integer k, we denote by Ik and Ok the k ×
k identity matrix and zero matrix, respectively. We also write them as I and O,
respectively, when the dimensions of these matrices are clear. ⊕ denotes the usual
direct sum of matrices. Let 〈n〉 be the set {1, 2, . . . , n}. For i, j ∈ 〈n〉, denote by Eij
the n× n matrix which has 1 in the (i, j)th entry and is 0 elsewhere. When i /= j ,
we denote Wij = Eij − Eji (Note: Wij = −Wji). Note also that J , defined above,
satisfies that J 2 = −I2 and Wi i+1 = Oi−1 ⊕ J ⊕O for any positive integer i.
Denote by the linear map from Kn(F) to itself exchanging the (1,4)th (respec-
tively, (4,1)th) entry with the (2,3)th (respectively, (3,2)th) entry of every matrix,
i.e.,
 :


0 a12 a13 a14 ∗
−a12 0 a23 a24 ∗
−a13 −a23 0 a34 ∗
−a14 −a24 −a34 0 ∗
∗ ∗ ∗ ∗ ∗

 →


0 a12 a13 a23 ∗
−a12 0 a14 a24 ∗
−a13 −a14 0 a34 ∗
−a23 −a24 −a34 0 ∗
∗ ∗ ∗ ∗ ∗

 ,
where ∗ repress unimportant positions. When n = 4, it was shown in [6] that is a
preserver of rank on K4(F).
The main results obtained in this paper are the following two theorems.
Theorem 1. Suppose F is any field that is not isomorphic to a proper subfield of
itself. Then f is an additive preserver of ranks 2 and 4 on Kn(F) if and only if
there exist a nonzero scalar γ, a nonsingular n× n matrix S and an injective field
automorphism δ of F such that either
f (A) = γ SAδST, ∀A ∈ Kn(F) (1)
or
n = 4, f (A) = γ S((A))δST, ∀A ∈ K4(F). (2)
Theorem 2. Suppose F is any field. Then f is a linear preserver of ranks 2 and 4 on
Kn(F) if and only if there exist a nonzero scalar γ and a nonsingular n× n matrix
S such that either
f (A) = γ SAST, ∀A ∈ Kn(F) (3)
or
n = 4, f (A) = γ S(A)ST, ∀A ∈ K4(F). (4)
If the condition “F is not isomorphic to a proper subfield of itself ” in Theorem
1 is not satisfied (i.e., F is isomorphic to a proper subfield F0 of itself), then there
exists a field automorphism σ form F to F0. Thus, F0 = σ(F) and σ is an injective
28 X. Zhang / Linear Algebra and its Applications 392 (2004) 25–38
field endomorphism of F. In this case, it is possible that there exists an additive rank-
preserver on Kn(F) different the forms (1) or (2) of Theorem 1 (for further details
see Section 4 below).
The paper is organized as follows. Some preliminary results are provided in the
next section. Proofs of main results are presented in Section 3. In order to emphasize
that the condition “F is not isomorphic to a proper subfield of itself ” in Theorem 1
is necessary, in Section 4 we show an example of nonsurjective additive preserver of
rank on Kn(F). Finally, concluding remarks are given in Section 5.
2. Preliminary results
This section provides some preliminary results which will be used to characterize
linear/additive preservers of ranks 2 and 4 on Kn(F) in the next section.
Lemma 1 [16,Lemma 1]. If X, Y ∈ Mn(F), then rank(X + Y ) = rankX + rankY if
and only if there exist nonsingular n× n matrices R and Q such that
X = R (Ir ⊕O)Q, Y = R (O ⊕ It )Q, r + t  n.
Lemma 2. Suppose A,B,C,D ∈ M2(F) satisfy rankA = rankB = rankC =
rankD = rank(A+B) = rank(A+C)= rank(D+B)= rank(D+C) = rank(A+
B +D + C) = 1 and rank(A+D) = rank(B + C) = 2. Then there exist nonsin-
gular 2 × 2 matrices R and Q such that either
A = RE11Q, B = RE12Q, C = RE21Q, D = RE22Q (5)
or
A = RE11Q, B = RE21Q, C = RE12Q, D = RE22Q. (6)
Proof. Since rankA = rankD = 1 and rank(A+D) = 2, it follows from Lemma 1
that there exist nonsingular 2 × 2 matrices R1 and Q1 such that A = R1E11Q1 and
D = R1E22Q1. This, together with rankB = rankC = rank(A+ B) = rank(A+
C) = rank(D + B) = rank(D + C) = 1, implies clearly that B = R1(aE12 +
bE21)Q1 and C = R1(cE12 + dE21)Q1, where a, b, c, d ∈ F satisfy ab = 0 and
cd = 0. Noting that rank(A+ B +D + C) = 1 and rank(B + C) = 2, we obtain
that either
B = aR1E12Q1, C = a−1R1E21Q1
or
B = bR1E21Q1, C = b−1R1E12Q1.
In the former case, we can denoteR = R1(a ⊕ 1) andQ = (a−1 ⊕ 1)Q1 to claim
that (5) holds. In the latter case, we see that (6) holds by denoting R = R1(1 ⊕ b)
and Q = (1 ⊕ b−1)Q1. The proof is completed. 
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Lemma 3. If X, Y ∈ Kn(F) satisfy rankX = rankY = 2 and rank(X + Y ) = 4,
then there exists a nonsingular n× n matrix P such that X = PW12P T and Y =
PW34P T.
Proof. Since rankX = rankY = 2 and rank(X + Y ) = 4, one can assume from
Lemma 1 that X = R(I2 ⊕O)Q and Y = R(O ⊕ I2)Q for some nonsingular n× n
matrices R and Q. If we choose appropriately R and Q, it can be concluded that
X = R(I2 ⊕O)Q and Y = R(O2 ⊕ I2 ⊕O)Q. Let
QR−T =

X1 ∗ ∗∗ Y1 ∗
∗ ∗ ∗

 , X1, Y1 ∈ M2(F),
where ∗ express unimportant positions. Then
X = R

X1 ∗ ∗O O O
O O O

RT, Y = R

O O O∗ Y1 ∗
O O O

RT.
Noting that X, Y ∈ Kn(F) and X1, Y1 ∈ M2(F), we obtain that X = xRW12RT
and Y = yRW34RT for some nonzero scalars x and y. Denoting P = R((x ⊕ 1)⊕
(y ⊕ 1)⊕ I ), we complete the proof. 
Lemma 4. IfZ ∈ Kn(F) and distinct g, h ∈ 〈n〉 satisfy rankZ = rank
(
Z +Wgh
) =
2, then Z is of the form
Z = zghWgh +
n∑
m=1
m/=g,h
(zgmWgm + zhmWhm).
Proof. Without loss of generality, we can assume that g = 1 and h = 2 because
Wgh is congruent to W12 by a permutation matrix. Let
Z =
[
A B
−BT C
]
, A ∈ K2(F).
Now, in order to complete the proof, it suffices to show C = O.
If C /= O, then rankC = 2 since rankZ = 2 and C is a principal submatrix of
Z in Kn(F). Thus, there exists a nonsingular (n− 2)× (n− 2) matrix P satisfying
C = P(J ⊕O)P T. Furthermore,
Z =
[
A B
−BT P(J ⊕O)P T
]
= (I2 ⊕ P)

 A D E−DT J O
−ET O O

 (I2 ⊕ P T)
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and
Z +W12 =
[
A+ J B
−BT P(J ⊕O)P T
]
= (I2 ⊕ P)

A+ J D E−DT J O
−ET O O

 (I2 ⊕ P T),
where B = [D E]P T. Denote
Q = (I2 ⊕ P)
([
I2 −DJ
O I2
]
⊕ I
)
.
Then
Z = Q

A−DJDT O EO J O
−ET O O

QT,
Z +W12 = Q

A+ J −DJDT O EO J O
−ET O O

QT.
This, together with rankZ = rank (Z +W12) = 2, implies that A−DJDT = A+
J −DJDT = O, which contradicts J /= O. Therefore, C = O, and thus the proof
is completed. 
3. Proofs of main results
In order to prove Theorems 1 and 2 stated in Section 1, we require the following
three propositions.
Proposition 1. Suppose F is any field and f is an additive preserver of ranks 2 and
4 on Kn(F). Then there exist a nonzero scalar γ, a nonsingular n× n matrix V and
an injective field endomorphism δ of F such that either
f (yWij ) = γ δ(y)VWijV T, ∀y ∈ F, 1  i < j  4 (7)
or
f (yWij ) = γ δ(y)V(Wij )V T, ∀y ∈ F, 1  i < j  4. (8)
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Proof. Clearly, rankW12 = rankW34 = 2 and rank(W12 +W34) = 4. Since f is an
additive preserver of ranks 2 and 4 on Kn(F), it can be concluded that rankf (W12) =
rankf (W34) = 2 and rank(f (W12)+ f (W34)) = 4. Applying Lemma 3 to X =
f (W12) and Y = f (W34), one can assume without loss of generality that
f (W12) = W12, f (W34) = W34. (9)
For any u = 1, 2 and v = 3, 4, clearly, rankWuv = rank(W12 +Wuv) = rank
(Wuv +W34) = 2. Since f is an additive preserver of ranks 2 and 4 on Kn(F), it can
be concluded from ( 9) that rankf (Wuv) = rank(W12 + f (Wuv)) = rank(f (Wuv)+
W34) = 2. Using Lemma 4, one can obtain that
f (Wuv) =
[
O Guv
−GTuv O
]
⊕O, u = 1, 2, v = 3, 4, (10)
where G13, G14, G23, G24 ∈ M2(F) satisfy
rankG13 = rankG14 = rankG23 = rankG24 = 1. (11)
Since rank(W13 +W14) = rank(W13 +W23) = rank(W14 +W24) = rank(W23 +
W24) = rank(W13 +W14 +W23 +W24) = 2, it follows from the definition of f that
rank(f (W13)+ f (W14)) = rank(f (W13)+ f (W23)) = rank(f (W14)+ f (W24)) =
rank(f (W23) + f (W24)) = rank(f (W13) + f (W14) + f (W23) + f (W24)) = 2.
Using (10), we have

rank(G13 +G14) = rank(G13 +G23)
= rank(G24 +G14) = rank(G24 +G23) = 1,
rank(G13 +G14 +G24 +G23) = 1.
(12)
Because of rank(W13 +W24) = rank(W14 +W23) = 4, it follows from the defi-
nition of f that rank(f (W13)+ f (W24)) = rank(f (W14)+ f (W23)) = 4. Using
(10), we have
rank(G13 +G24) = rank(G14 +G23) = 2. (13)
Applying Lemma 2 to A = G13, B = G14, C = G23 and D = G24, we obtain
from (11)–(13) that there exist nonsingular 2 × 2 matrices R and Q such that either
G13 = RE11Q, G14 = RE12Q, G23 = RE21Q, G24 = RE22Q
(14)
or
G13 = RE11Q, G14 = RE21Q, G23 = RE12Q, G24 = RE22Q.
(15)
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Case 1. Suppose (14) holds. Denote U = R ⊕QT ⊕ I . Then it is easy to verify
from (9) and (10) that
f (W12) = a1UW12UT, f (W34) = a2UW34UT, f (Wuv) = UWuvUT,
u = 1, 2, v = 3, 4, (16)
where a1 and a2 are nonzero scalars. Because of rank(W12 +W13 +W24 +W34) =
2, it follows from the definition of f that rank(f (W12)+ f (W13)+ f (W24)+
f (W34)) = 2. Using (16), we have a2 = a−11 . Therefore, if we denote γ = a−11 and
V = U(a1I2 ⊕ In−2), then it is easily verified from (16) that f is of the form
f (Wij ) = γVWijV T, ∀1  i < j  4. (17)
For any nonzero x ∈ F and distinct i, j ∈ 〈4〉, let t ∈ 〈4〉 \ {i, j} be arbitrary.
Thus, there are two distinct t . Clearly, rank(Wij + xWij )  2 and rank(xWij ) =
rank(Wit + xWij ) = rank(Wtj + xWij ) = 2. From (17) and the definition of f , it
can be concluded that rank(γ VWijV T + f (xWij ))  2 and rank(f (xWij )) =
rank(γ VWitV T + f (xWij )) = rank(γ VWtjV T + f (xWij )) = 2. Since t ∈ 〈4〉 \
{i, j} is arbitrary, one can obtain from Lemma 4, (17) and the additivity of f that
f (yWij ) = γ δij (y)VWijV T, ∀y ∈ F, 1  i < j  4, (18)
where δij : F → F is an injective additive function satisfying δij (1) = 1.
For any y ∈ F and mutually distinct i, j, p, q ∈ 〈4〉, because of rank(yWij +
Wiq + yWpj +Wpq) = rank(yWij + yWiq +Wpj +Wpq) = 2, we have from the
definition of f that rank(f (yWij )+ f (Wiq)+ f (yWpj )+ f (Wpq)) = rank
(f (yWij )+ f (yWiq)+ f (Wpj )+ f (Wpq)) = 2. This, together with (18), implies
that δij (y) = δiq(y) = δjp(y). Since i, j, p, q ∈ 〈4〉 and y ∈ F are arbitrary, we can
conclude that δij is independent of the choices of i and j. Thus, (18) simplifies to
(7), where δ : F → F is an injective additive function satisfying δ(1) = 1.
For any y, z ∈ F, it follows from rank(yzW13 + yW14 + zW23 +W24) = 2 and
the definition of f that rank(f (yzW13)+ f (yW14)+ f (zW23)+ f (W24)) = 2.
Using (7), we obtain that δ(yz)δ(1) = δ(y)δ(z). Since δ : F → F is an injective
additive function satisfying δ(1) = 1, it can be claimed that δ is an injective field
endomorphism of F.
Case 2. Suppose (15) holds. By an argument similar to Case 1, one can show that
f is of the form (8).
The proof is completed. 
Proposition 2. Suppose F is any field, f is an additive preserver of rank 2 onKn(F)
and k is a positive integer satisfying 4  k  n− 1. If there exist a nonzero scalar γ,
a nonsingular n× n matrix V and a field automorphism δ of F such that (7) holds,
then there exists a nonsingular n× n matrix S such that f (yWij ) = γ δ(y)SWijST
for any y ∈ F and 1  i < j  k + 1.
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Proof. For any i ∈ 〈k〉, let t ∈ 〈k〉 \ {i} be arbitrary. Thus, there are at least three
mutually distinct t . Because of rankWi k+1 = rank(Wit +Wi k+1) = 2, it follows
from (7) and the definition of f that rankf (Wi k+1) = rank(γ VWitV T +
f (Wi k+1)) = 2. This, together with Lemma 4, implies that
f (Wi k+1) = γV

 ∑
m∈〈n〉\{i}
zimWim

V T, ∀i ∈ 〈k〉, (19)
where zim ∈ F. For any distinct p, q ∈ 〈k〉, let r ∈ 〈k〉 \ {p, q} be arbitrary but fixed.
It is obvious that rank(Wp k+1 +Wq k+1)= rank(Wpr +Wqr +Wpk+1 +Wq k+1)
= 2. Using (7), (19) and the definition of f , we have rank(∑m∈〈n〉\{p} zpmWpm+ ∑m∈〈n〉\{q} zqmWqm) = rank(Wpr + Wqr + ∑m∈〈n〉\{p} zpmWpm +∑m∈〈n〉\{q}
zqmWqm) = 2, and hence
det
[
zpr zpu
zqr zqu
]
= det
[
zpr + 1 zpu
zqr + 1 zqu
]
= 0, ∀u ∈ 〈n〉 \ {p, q, r} .
This implies that zpu = zqu for any u ∈ 〈n〉 \ {p, q, r}. Since 〈k〉 \ {p, q} contains at
least two elements and r ∈ 〈k〉 \ {p, q} is arbitrary, one can conclude that zpv = zqv
for any v ∈ 〈n〉 \ {p, q}. Therefore, (19) can be simplified to
f (Wi k+1) = γV

 ∑
m∈〈n〉\{i}
zmWim

V T, ∀i ∈ 〈k〉, (20)
where zm ∈ F.
It follows from (7) and (20) that f (W1 k+1 −∑km=2 δ−1(zm)W1m) = γV(∑n
m=k+1 zmW1m
)
V T. Since rank(W1 k+1 −∑km=2 δ−1(zm)W1m) = 2 and f is an
additive preserver of rank 2, one can obtain that
[
zk+1 · · · zn
]
/= O. This,
together with (7) and (20), implies that there exists a nonsingular n× n matrix S
such that{
f (yWij ) = γ δ(y)SWijST, ∀y ∈ F, 1  i < j  k,
f (Wi k+1) = γ SWi k+1ST, ∀i ∈ 〈k〉. (21)
For any nonzero x ∈ F and i ∈ 〈k〉, let t ∈ 〈k〉 \ {i} be arbitrary. Thus, there are at
least three mutually distinct t . Noting that rank(xWi k+1) = rank(Wt k+1 +
xWi k+1) = rank(Wit + xWi k+1) = 2, we obtain from (21) and the definition
of f that rankf (xWi k+1) = rank(γ SWt k+1ST + f (xWi k+1)) = rank(γ SWitST +
f (xWi k+1)) = 2. This, together with (21) and Lemma 4, implies that{
f (yWij ) = γ δ(y)SWijST, ∀y ∈ F, 1  i < j  k,
f (xWi k+1) = γ zi k+1(x)SWi k+1ST, ∀i ∈ 〈k〉,
(22)
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where zi k+1(x) ∈ F with zi k+1(1) = 1 for every i ∈ 〈k〉. Let u, v ∈ 〈k〉 \ {i} be
distinct. It follows from rank(xWiv +Wuv + xWi k+1 +Wuk+1) = 2 and the defi-
nition of f that rank(f (xWiv)+ f (Wuv)+ f (xWi k+1)+ f (Wuk+1)) = 2. Using
(22), we have that zi k+1(x) = δ(x). This, together with the additivity of f and (22),
completes the proof. 
Proposition 3. Suppose F is any field and f is an additive preserver of rank 2 on
Kn(F). If there exist a nonzero scalar γ, a nonsingular n× n matrix V and a field
automorphism δ of F such that (8) holds, then n = 4 and f (A) = γV ((A))δV T
for every A ∈ K4(F).
Proof. We first show n = 4. Indeed, if n  5, then it follows from the definition
of f and rankW15 = rank(W12 +W15) = rank(W13 +W15) = rank(W14 +W15)
= 2 that rankf (W15) = rank(f (W12)+ f (W15)) = rank(f (W13)+ f (W15)) =
rank(f (W14)+ f (W15)) = 2. Using (8) and Lemma 4, we have f (W15) =
γV (d1W12 + d2W13 + d3W23)V T = f (δ−1(d1)W12 + δ−1(d2)W13 + δ−1(d3)W14),
where d1, d2, d3 ∈ F. This, together with the additivity of f , implies that f (W15 −
δ−1(d1)W12 − δ−1(d2)W13 − δ−1(d3)W14) = O, which contradicts that the fact
rank(W15 − δ−1(d1)W12 − δ−1(d2)W13 − δ−1(d3)W14) = 2 and that f is an addi-
tive preserver of rank 2 on Kn(F). Therefore, n = 4. Furthermore, the combination
of (8) and the additivity of f completes the proof. 
Based on the above three propositions, we can give proofs of Theorems 1 and 2
as follows.
The proof of Theorem 1. The “if ” part is obvious. Now we prove the “only if ”
part.
Since F is not isomorphic to a proper subfield of itself, every injective field
endomorphism of F is certainly a field automorphism of F. By Proposition 1, there
exist a nonzero scalar γ , a nonsingular n× n matrix V and a field automorphism
δ of F such that either (7) or (8) holds. In the former case, if we apply Proposi-
tion 2 to k = 4, . . . , n− 1, in turn, then there exists a nonsingular n× n matrix
S such that f (yWij ) = γ δ(y)SWijST for any y ∈ F and 1  i < j  n, which,
together with the additivity of f , shows that f is of the form (1). In the latter
case, by Proposition 3, we can conclude that f is of the form (2). The proof is
completed. 
The proof of Theorem 2. The “if ” part is obvious. Now we prove the “only if ”
part.
By the linearity of f and Proposition 1, there exist a nonzero scalar γ and a
nonsingular n× n matrix V such that either
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f (yWij ) = γyVWijV T, ∀1  i < j  4
or
f (yWij ) = γyV(Wij )V T, ∀1  i < j  4.
In the former case, we can obtain from Proposition 21 that f is of the form (3).
In the latter case, we, applying Proposition 3, see that f is of the form (4). The proof
is completed. 
4. An example of additive preservers of rank on Kn(F)
The following theorem provides an example of additive preserver of rank on
Kn(F), which states that the condition “F is not isomorphic to a proper subfield
of itself ” in Theorem 1 is necessary.
Theorem 3. Suppose F is any field, n is odd with n  5, z ∈ Fn−1 and σ is an
injective field endomorphism of F. Furthermore, assume that
(αT)σ z /∈ σ(F), ∀α ∈ Fn−1 \ {O} . (23)
Let a map φ : Kn(F)→ Kn(F) be defined by
Then φ is an additive preserver of rank on Kn(F).
Proof. It is clear from the definition of φ that φ is additive. In the following we will
show that φ is a preserver of rank on Kn(F), i.e., we will prove
rank(Bσ + z(cT)σ − cσ zT) = rank
[
B c
−cT 0
]
, ∀B ∈ Kn−1(F), c ∈ Fn−1.
(24)
Let B ∈ Kn−1(F) and c ∈ Fn−1 be arbitrary but fixed. If c = O, then (24) is obvi-
ous. If, on the other hand, c /= 0, then there exists a nonsingular (n− 1)× (n− 1)
matrix P1 such that
c = P1
[
1
O
]
. (25)
1 Let δ be the identity automorphism of F, and let k = 4, . . . , n− 1, in turn.
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Write B as
B = P1
[
0 −BT1
B1 B2
]
P T1 , B2 ∈ Kn−2(F). (26)
Since n− 2 is odd, we have rankB2 < n− 2. Thus, there exists a nonsingular
(n− 2)× (n− 2) matrix P2 such that B2 = P2(0 ⊕ B0)P T2 , where B0 ∈ Kn−3(F).
This implies that (25) and (26) can be written as
c = P

 10
O

 , B = P

 0 −B11 −BT12B11 0 O
B12 O B0

P T,
where B11 ∈ F and P = P1(1 ⊕ P2).
Denote
(P−1)σ z =

z1z2
z3

 , z1, z2 ∈ F. (27)
Then
rank
[
B c
−cT 0
]
= rank


0 −B11 −BT12 1
B11 0 O O
B12 O B0 O
−1 O O 0

 = rankB0 + 2 (28)
and
rank(Bσ + z(cT)σ − cσ zT)
= rank

 0 −Bσ11 − z2 −(BT12)σ − zT3Bσ11 + z2 0 O
Bσ12 + z3 O Bσ0

 . (29)
If we denote P−1 = [p1 · · · pn−1]T, then z2 = (pT2 )σ z from (27). Using
(23), one can obtain that Bσ11 + z2 /= 0. Therefore,
rank


0 −Bσ11 − z2 −(BT12)σ − zT3
Bσ11 + z2 0 O
Bσ12 + z3 O Bσ0

 = rankBσ0 + 2 = rankB0 + 2.
This, together with (28) and (29), implies that ( 24) holds.
In summary, φ is an additive rank-preserver on Kn(F). 
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Finally, it should be pointed out that the condition (23) will be satisfied if all
components of z are algebraically independent over the subfield σ(F) of F. Hence,
when n = 5 and F is the field of complex numbers C, the existence of σ and z
satisfying (23) was mentioned by Šemrl [10, Theorem 2.4] (for more details see [4]).
Moreover, a detailed construction of nonsurjective field endomorphism of C was also
given in [9], which will be helpful for studying the existence of σ and z satisfying
(23) when n is odd greater than 5.
5. Concluding remarks
This paper characterized the linear (respectively, additive) preservers of ranks 2
and 4 on Kn(F) when n  4 and F is any field (respectively, any field that is not
isomorphic to a proper subfield of itself). Furthermore, in order to show that the con-
dition “F is not isomorphic to a proper subfield of itself ” in Theorem 1 is necessary,
an example of nonsurjective additive preserver of rank on Kn(F) was presented.
When n = 2, 3, it is obvious that rankA = 2 for every nonzero matrixA ∈ Kn(F).
Thus, every injective linear/additive operator from Kn(F) to itself is an linear/addi-
tive preserver of rank 2 on Kn(F).
As shown in [3,5,7,15], some linear/additive preserver problems on full/symmet-
ric matrix spaces can be reduced to the well-studied linear/additive rank-preserver
problems. The idea was also presented in the recent paper [16]. Therefore, further
work is to solve some linear/additive preserver problems on alternate matrix spaces
by reducing them to the results obtained in this paper.
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