In this article, haptic-based handwritten signature verification using Genetic Programming (GP) classification is presented. A comparison of GP-based classification with classical classifiers including support vector machine, k-nearest neighbors, naïve Bayes, and random forest is conducted. In addition, the use of GP in discovering small knowledge-preserving subsets of features in high-dimensional datasets of haptic-based signatures is investigated and several approaches are explored. Subsets of features extracted from GP-generated models (analytic functions) are also exploited to determine the importance and relevance of different haptic data types (e.g., force, position, torque, and orientation) in user identity verification. The results revealed that GP classifiers compare favorably with the classical methods and use a much fewer number of attributes (with simple function sets).
Identity Verification Based on Handwritten Signatures with Haptic Information Using Genetic Programming

INTRODUCTION
Haptics, derived from the Greek word "haptesthai" which means the sense of touch, is an emerging area of research that enables the sensing and manipulation of virtual environments through touch. Its applications [Sakr et al. 2010a [Sakr et al. , 2010b El Saddik et al. 2007; Cha et al. 2009; Orozco et al. 2008] are wide, and range from surgical simulation to gaming and entertainment. Many of haptics' current applications involve the analysis and interpretation of acquired haptic information in order to possibly reveal certain patterns in the data. Haptic-based biometrics is one example of such applications.
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Haptic data, which depicts trajectory, cutaneous, as well as kinesthetic information, essentially consists of position, velocity, orientation, torque, and force information that are directly acquired from a haptic interface upon a user's interaction with a predefined virtual environment. However, regardless of the intended haptic application, the number of resulting features are usually significantly large (in the thousands range) as the recorded information typically consists of multidimensional time-varying data. Consequently, reduction of the number of acquired features through, for example, feature selection methods, could be beneficial. Specifically, a smaller subset of features reduces the space complexity of the classification problem (e.g., in haptic-based biometrics) which may translate into better discrimination performance.
User identity verification and identification using high-dimensional haptic information has been little explored in the literature. Initial work [Orozco et al. 2006a ] in this area examined users' hapticbased biometric characteristics using a maze application, in particular an environment that enables participants to solve a haptic-enabled virtual maze. The authors applied different techniques, including hidden Markov models, spectral data analysis, and time warping to explore the possibility of real-time (and continuous) haptic user verification. Their preliminary results demonstrated that a verification rate of up to 78.8% with a 25% False Acceptance Rate (FAR) can potentially be achieved. In more recent work, El Saddik et al. [2007] relied on haptic datasets acquired using two different applications in order to thoroughly explore the feasibility of a haptic-based user authentication system. The hapticenabled applications corresponded to the aforementioned virtual maze application, and a haptic-based virtual check (virtual equivalent of a real bank check). The primary contribution of El Saddik et al. 's [2007] paper is the application of a feature selection method that relies on a relative entropy measure, which the authors interpreted as a pseudometric that defines the distance between an individual's features and those of the entire population of users. Their best results demonstrated that a verification probability of 95% with a 4.5% FAR can be achieved when datasets acquired using the virtual maze application are considered. However, when datasets acquired using the virtual check application are analyzed, a verification probability of up to 98.0% with a 25% FAR is obtained. However, while a 98% verification rate is an excellent result, a 25% FAR is considered quite poor. In particular it suggests that there is a 25% chance of an invalid input (e.g., invalid user signature) to be incorrectly accepted. In subsequent work [Orozco et al. 2008] , the authors extended their approach to include a combination of principal component analysis and Dynamic Time Warping (DTW) to allow for an important size reduction of recorded digital haptic signatures while maintaining an adequate verification rate. Their reported results suggested a verification rate of up to 92% with a 25% FAR.
Similar research was conducted by Iglesias et al. [2007] , however, their focus was on haptic signature analysis using a visual data mining approach. Their datasets were acquired using the previously mentioned virtual maze and virtual check applications, as well as a virtual phone on which users can haptically dial a number (virtual equivalent of a cellular phone). A single dataset was acquired using each of the aforementioned applications, for a total of three different datasets. First, the authors attempted to explore user behavior similarity across the three applications (for a single user and using all the acquired features) using 3D visual representations of the recorded data; specifically, 3D virtual spaces were constructed using a classical optimization technique. The experiments were then repeated using only subsets of features in order to assess the impact of different attributes on user behavior. In follow-up work [Iglesias et al. 2008a [Iglesias et al. , 2008b , the authors used the same visual data mining approach discussed in Iglesias et al. [2007] in order to explore the within-user variations and betweenuser variations of haptic-based handwritten signatures (this dataset was collected with the virtual check application). Malek et al. [2006] explored the possible benefits of haptics in graphical password authentication systems; specifically in preventing shoulder surfing attacks. A shoulder surfing attack occurs when an adversary captures a legitimate user's password by direct observation (over a user's shoulder) or by recording the person's authentication session. The authors' haptic-enabled scheme proved to partially prevent shoulder surfing attacks as adversaries can only capture and reproduce the graphical component of the password, that is, "hidden" force-feedback (and velocity) information remained undetectable and irreproducible. More detailed experiments were presented in subsequent work [Orozco et al. 2006b ] where artificial neural network and nearest-neighbor's classifiers were exploited to authenticate graphical passwords using strictly "hidden" haptic information. Their results suggested that on average successful verification probabilities of 90.1% and 92.0% were achieved using the artificial neural network and nearest-neighbor's algorithms, respectively.
In all of the related works Orozco et al. 2008 Orozco et al. , 2006b Iglesias et al. 2007 Iglesias et al. , 2008a Iglesias et al. , 2008b Malek et al. 2006] , however, when preprocessing the dataset, the authors distribute the high-dimensional attributes of each signature across different instances, that is, position, velocity, orientation, torque, and force data acquired at time t 1 are assigned to instance Inst 1 , data acquired at time t 2 are assigned to instance Inst 2 , etc., yielding a number of instances per user signature with only few attributes per instance. An alternative (and perhaps more intuitive) approach would be to assign all the generated haptic data attributes per signature to a single instance, that is, each instance contains the entire (haptic-based) signature for a single user. This approach can lead to better analysis and interpretation of the haptic dataset, and improve discrimination between users. However, it comes at the expense of having to deal with instances that possibly consist of thousands of attributes. In one of the authors' recent papers ] haptic feature vectors were redefined using the approach suggested before (all haptic data attributes associated with a single signature are assigned to a single instance). The paper explored the use of rough set theory for feature selection in high-dimensional haptic-based signature datasets. However, feature selection was performed strictly on full datasets (rather than on training datasets) to investigate its potential use as a preprocessing step for feature generation techniques in visual data mining of haptic data. In subsequent work [Sakr et al. 2010b] , the authors investigated the use of rough set theory for feature selection in haptic-based signature identification systems (i.e., feature selection is strictly performed on training datasets). Two roughset-based methods for feature selection were analyzed, the first a greedy approach while the second relied on genetic algorithms to find minimal subsets of attributes. In another recent paper [Sakr et al. 2010a] haptic-based handwritten signatures are analyzed within a visual data mining paradigm while relying on unsupervised construction of virtual reality spaces using classical optimization and Genetic Programming (GP). The purpose (similar to Iglesias et al.'s work) is to present the high-dimensional dataset in some visual form, enabling a user to gain insight into the data to identify potentially useful and ultimately understandable patterns, rapidly and with ease.
This article relies on genetic programming techniques to discover minimal knowledge-preserving subsets of features in high-dimensional datasets of haptic-based handwritten signatures. In particular, the analysis of the suggested technique makes use of two datasets acquired using the aforementioned virtual check application. The first dataset corresponds to 130 haptic-based handwritten signatures acquired from 13 different participants (10 signatures per participant). The second dataset corresponds to 1000 haptic-based handwritten signatures acquired from 20 different participants (50 signatures per participant). The contributions of this article are as follows: Haptic signatures verification using GPbased classification is performed. More specifically, Gene Expression Programming (GEP), a variant of the classical GP algorithm is exploited to: (1) find analytic functions that can behave as classifiers in high-dimensional haptic feature spaces and (2) discover minimal knowledge-preserving subsets of features. Furthermore, in order to overcome the class imbalance problem typically observed in user identity verification systems, two sampling techniques, namely random oversampling and random undersampling, are considered. In addition, relevant features emphasized in GP models are selected using two proposed methods: (1) The union of all variables present in generanted GP models, and (2) the selection of a subset containing the most frequent attributes. This is performed by inspecting the cumulative frequency distribution of all variables present in generated GP models. Furthermore, a comparison of GP-based classification with classical classifiers (Support Vector Machines (SVM), k-Nearest Neighbors (k-NN), naïve Bayes, and random forest), is provided. Additionally, minimal subsets of features extracted from GP-generated models are exploited to determine the importance and relevance of different haptic data types (e.g., force, position, torque, and orientation) in user identity verification. Ultimately, this will shed light on the relative importance of haptic-specific data types (i.e., force, torque, and orientation) in user verification.
The rest of the article is organized as follows. In Section 2 an introduction to the basic concepts and methods exploited in this work is provided. In Section 3 gene-expression-programming-based classification and feature selection are described. In Section 4 the experimental settings are described. In Section 5 the results are illustrated. Finally, conclusive remarks are outlined in Section 6.
CONCEPTS AND METHODS
Evolutionary Computation
Evolutionary computation [Fogel 2000 ] is a general term for several computational techniques which are inspired and/or based to some extent on the evolution of biological life in nature. It comprises the study of the foundations and applications of certain heuristic techniques based on the principles of natural evolution. An Evolutionary Algorithm (EA) is an iterative and stochastic process that operates on a set of individuals (population). Each individual represents a potential solution to the problem being solved. This solution is obtained by means of an encoding/decoding mechanism. Initially, the population is randomly generated (perhaps with the help of a construction heuristic). Every individual in the population is assigned, by means of a fitness function, a measure of its goodness with respect to the problem under consideration and this value is the quantitative information the algorithm uses to guide the search. An Evolutionary Computation (EC) algorithm consists of the following general steps.
(1) Build the initial population.
(2) Evaluate the objective function (fitness function).
(3) While the termination criteria are not met:
-apply evolutionary operators (selection, reproduction, crossover, mutation, etc.); -evaluate the objective function.
Genetic Programming (GP)
Evolutionary algorithms have been historically divided into several categories. The methods differ primarily in the operators they exploit; more specifically, the differences lie in the implementation of the selection, reproduction, and evolutionary operators. Genetic Programming (GP) is a particular EC algorithm introduced by John and Langley [1989] and Koza [1992 Koza [ , 1994 . It is an extension of the Genetic Algorithm (GA) and aims at evolving computer programs, which ultimately are functions.
Gene Expression Programming (GEP).
A particular variant of GP called Gene Expression Programming (GEP) [Ferreira 2006 ] encompasses individuals that are in fact expression trees encoded as simple strings of fixed length (chromosomes) and representing entities of different sizes and shapes; generally nonlinear expressions. For the interplay of the GEP chromosomes and the Expression Trees (ET), GEP uses an unambiguous translation system to transfer the language of chromosomes into the language of expression trees and vise versa [Ferreira 2006 ]. The set of genetic operators applied to GEP chromosomes always produces valid ETs. The chromosomes in GEP itself are composed of genes structurally organized in a head and a tail. The head contains symbols that represent both functions (elements from a function set F) and terminals (elements from a terminal set T ), whereas the tail contains only terminals. Therefore, two different alphabets occur at different regions within a gene. For each problem, the length of the head h is chosen, whereas the length of the tail t is a function of h and the number of arguments of the function with the largest arity (n max ). The length of the tail is evaluated by t = h(n max − 1) + 1 (see Appendix A about GEP encoding).
GEP chromosomes are usually composed of more than one gene of equal length. Moreover, for each problem the number of genes as well as the length of the head has to be chosen. Accordingly, each gene encodes a sub-ET and the sub-ETs interact with one another forming a more complex multi-subunit ET. For this interaction a connection or linking function has to be selected, which connects the different sub-ETs [Ferreira 2006] . Typical choices for the linking function are addition or multiplication. Additionally, to evaluate GEP chromosomes, different fitness functions can be used. The fitness f i of the individual i is expressed by some inverse relation with respect to an error measure, or by some positive relation with respect to a correlation or similarity measure. To evaluate GEP chromosomes, several fitness functions could be considered and their selection is both problem and user dependent. For example, there are different fitness functions available that have been used in other GEP applications such as boolean concept learning or logic synthesis [Ferreira 2006] . Typical choices are the absolute error or the relative error (see Appendix B).
Every evolutionary computation technique uses genetic operators to introduce diversity within a population. GEP defines, according to the structural organization of the chromosomes, different kinds of genetic operators, in particular: inversion, mutation, one point recombination, two point recombination, gene recombination, root insertion sequence transposition, insertion sequence transposition, gene transposition, Random Numerical Constants (RNC) mutation (the creation of floating-point constants is considered necessary for symbolic regression. In GEP, this is achieved using RNC. In particular, GEP uses an extra terminal "?" and an extra domain Dc composed of the symbols chosen to represent the random constants), Dc mutation, Dc inversion, and Dc insertion sequence transposition [Ferreira 2006] . A more thorough description of each GEP operator is described in Appendix C.
Genetic Programming for Classification, Feature Selection and Generation.
The nature of GP as a search algorithm enables it to solve a variety of problems including classification and regression [Espejo et al. 2010; Eggermont et al. 2004] . The flexibility of this technique allows for the adjustment of many variables that affect the evolutionary process such as whether to have a static or dynamic threshold in forming regions of the output space Smart 2006, 2004; Loveard and Ciesielski 2001] . Moreover, it permits for the adaptation of GP to be used on feature selection and generation. Krawiec [2002] proposed a GP-based procedure for feature construction where individuals consist of fixed length vectors. Features in each vector are constructed using a set of analytical functions computed using GP. Krawiec [2002] follows a wrapper approach, where evaluations on the training set are conducted using the same classifier exploited during the testing phase. Moreover, Krawiec [2002] adopted a GP flavor [Koza 1994 ] that inherits the well-known disadvantage of traditional GP algorithms, that is, the generation of invalid expressions (phenotype). This problem is overcome with the GEP algorithm exploited in this work as it permits a functional genotype/phenotype relationship where modification performed in the genome always results in syntactically correct expression trees. In Krawiec and Bhanu [2005] , the authors propose a method based on Cooperative Coevolution (CC) [Draper et al. 2000 ] which maintains several populations (of individuals) where selected individuals from each population together form what is referred to as an organism. More specifically, a joint evaluation scheme is performed, forcing the populations to cooperate. Consequently, this approach can be exploited to divide a complex problem into smaller subproblems without explicit or complete a priori knowledge of their objectives. Friedlander et al. [2011] proposed a feature ranking method using genetic programming. This approach constructs a feature weight vector based on the frequency of features and their corresponding fitness values. The weights are used as probabilities to bias the selection of the most frequent terminal variables during GP subtree-based mutation. During each generation, the feature weight vector is updated while considering all individuals in the population. Similar work proposed previously by Ok et al. [2000] where only the top 10% of the solutions are considered when computing the feature weight vector. However, in their approach, reinitialization of the original feature space is performed to omit irrelevant terminal variables. In more recent work, Zhang [2009a, 2009b] proposed a GP system to measure the relevance of feature subsets in binary classification problems. Their system follows a filter approach where subsets of features are considered and evaluated (rather than a perfeature approach). Subsets of features are ranked using a measure defined by the authors, namely the Relative Measure (RM). Consequently, the highest ranked subset of features is selected. [Boser et al. 1992; Vapnik 1998; en Fan et al. 2005] were introduced to solve pattern classification and nonlinear regression estimation problems. The aim of support vector classification is to derive a computationally efficient approach of learning accurate separating hyperplanes in a high-dimensional feature space (see Appendix D). In the linearly separable case (i.e., no mapping function required), SVMs attempt to find the hyperplane (class boundary) with the maximum distance from the nearest training patterns. In the nonlinear case, where the data isn't linearly separable, a transformation to a higher-dimensional space can be performed. With an appropriate nonlinear mapping φ(·) to an adequate high dimension, data from two categories can always be separated by a hyperplane. In order for this mapping to be computationally feasible, a kernel function
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is typically exploited. Many commonly used functions can be exploited to perform this mapping, including polynomial, radial basis functions, and certain sigmoid functions.
k-Nearest Neighbor Classifier.
The k-Nearest Neighbor (k-NN) technique is a particularly simple nonparametric classifier that is extensively used in various pattern classification problems [Aha et al. 1991; Duda et al. 2000] . Nonparametric methods are exploited in problems where a suitable parametric model is not available or parameter estimation may be too costly. In addition, as nonparametric techniques make fewer assumptions, they tend to be more robust, and their applicability is much wider than their parametric counterparts. In the k-NN rule, a test instance x is classified by assigning it to the pattern class that appears most frequently amongst the k nearest mining samples. If no single class appears with the greatest frequency, then the class with the minimum average distance from x is selected. The distance metric that is most commonly used in nearest-neighbor methods is the Euclidean distance which is defined as dist(
2.3.3 Naïve Bayes. The naïve Bayesian classifier is used in supervised inductive problems where the objective is to accurately predict the class membership of test instances, given a set of labeled (contains class information) training instances. It relies on two important simplifying assumptions (hence the name naïve): (1) All attributes are assumed independent from each other given the class, and (2) hidden or latent attributes have no effect on the prediction performance [John and Langley 1995] (see Appendix E). The classifier is entirely defined by the conditional probabilities of each attribute given the class. Moreover, naïve Bayes models a numeric attribute using a certain probability distribution, which is generally assumed Gaussian. Despite the simplification assumptions that underlie its design, the naïve Bayesian classifier is widely known for its robustness, producing classification accuracies comparable to other much more sophisticated methods in practical settings, even when the independence assumption does not hold.
Random Forest.
Random forest is a classifier that employs an ensemble of decision trees for high-performance classification [Breiman 2001; Kuncheva 2005] . Each tree is built on a randomly selected subset of the training data, where final classification of a test sample is based on a majority vote determined from all the trees in the forest. Specifically, there are three factors that contribute to the individuality of each tree.
(1) Each tree is trained with a distinct set of n instances which are drawn independently with replacement from the original training set of (n) instances. (2) If the dataset comprises instances of M features, then, at each node of each tree a split is determined by searching through m M randomly chosen features. (3) Each tree is grown to the maximum size and kept with no pruning.
The generalization error of the ensemble of tree classifiers depends directly on the strength of the individual trees in the forest and the correlation between them. Moreover, it has been shown [Breiman 2001 ] that high-accuracy (lower generalization error) random forests have lower correlation between classifiers and higher strength. In fact, an appropriate selection of the parameter m (the size of the random subset of features) plays an important role in achieving this goal due to the following factors.
(1) Increasing the value of m increases the correlation between any two trees in the forest. However, an increase in the correlation leads to an increase in the error rate of the forest. (2) Increasing the value of m increases the strength of each individual tree and results in a decrease in the forest error rate.
Accordingly, m is generally selected such that the best compromise between strength and correlation is achieved. The random forest algorithm has proven very effective when dealing with highdimensional datasets due to its parallel nature (computationally effective), its impressive classification accuracy, and its low sensitivity to noisy data when compared to other similar techniques, such as boosting.
2.3.5 Feature Selection Using Subset Size Forward Selection. Subset size forward selection is a wrapper-based, computationally efficient attribute selection method proposed by Gtlein et al. [2009] . It is specifically designed to handle high-dimensional datasets. First, the method searches the feature space to determine the optimal subset size. Then, a forward selection is performed to determine relevant attributes to a maximum of the chosen optimal subset's size. In addition, correlation-based feature selection [Hall 1999 ] is used as an evaluation method where high correlation with the class and low intercorrelation among selected features is desired. Weka's implementation of this algorithm has been exploited in this work . 
The Unbalanced Dataset Problem
One important challenge that must be considered in this work is the unbalanced nature of the exploited haptic datasets. The unbalanced dataset problem generally occurs in two class domains when the number of instances belonging to one class (majority class) is significantly larger than the number of instances belonging to the other class (minority class). In real-life applications, it is often possible to have classes that vary significantly in the number of instances. This might occur due to a lack of sufficient knowledge about the minority class (the class containing only few instances), for example, difficulties to collect information about rare species. Accordingly, solving the problem of unbalanced datasets is of utmost importance as it can negatively affect a classifier's performance. In fact, in such scenarios, classifiers can often predict the majority class with relatively high accuracy yet always misclassify the minority class; although in many data mining applications, such as in medical diagnosis domains, classification of the minority class is of crucial importance. In addition, a classifier can achieve a very high overall accuracy, however, still perform poorly when classifying the minority class ]. Many solutions have been proposed to solve the problem of unbalanced datasets. A trivial solution is to resample the data by either oversampling the minority class or undersampling the majority class. The resampling techniques are either performed randomly or intelligently. Kubat and Matwin [2004] adopted Tomek's technique [Tomek 1976 ] where only instances of the majority class are removed to solve the unbalanced datasets problem. More specifically, it removes redundant and border line instances. They named their technique One-Sided Selection (OSS). Chawla et al. [2002] proposed SMOTE, an approach that oversamples the minority class with synthetic examples using the k-nearest neighbors. The number of chosen nearest neighbors depends on the oversampling rate. In order to generate a synthetic sample, their technique initially chooses at random one of the k-nearest neighbors of a certain minority class sample. Then, it randomly generates a synthetic sample that falls on the line separating the two genuine samples. In addition, the authors combined their approach with the randomly undersampling (the majority class) technique. Pazzani et al. [1994] suggested assigning cost values to different data instances as another possible solution to the unbalanced datasets problem. They considered both the predicted classes and the actual classes in their costs assignment procedure. Japkowics and Stephen [2002] performed several experiments that tackle this problem. Their experiments revealed that class imbalance is affected by four main factors: degree of class imbalance, the size of the training sets provided, complexity of the resulting concept, and the type of classifier used. Similarly, Hulse et al. [2007] performed a comprehensive experiment based on 35 real-world benchmark datasets and 11 learning algorithms. In total, seven sampling techniques were compared. In their experiments, it was observed that the performance of the sampling techniques depended directly on the learning algorithms used. Nevertheless, the authors ranked the random majority undersampling as the sampling technique with the best results followed by the random minority oversampling method. The former technique works by randomly omitting some instances of the majority class in order to balance the datasets. The latter technique is performed by randomly replicating samples of the minority class based on the number of instances of the majority class. It was concluded that the two aforementioned simple sampling techniques performed much better than other intelligent schemes such as SMOTE [Chawla et al. 2002] and OSS [Kubat and Matwin 2004] .
Aside from the simple sampling and intelligent sampling techniques, another approach to solving the class imbalance problem is to design fitness functions that can directly achieve this goal. Bhawan et al. [2009] proposed a genetic programming-based approach to solve the unbalanced dataset problem; in particular, they suggested four different fitness functions. The authors showed that using overall classification accuracy as a fitness function evolved programs that were biased towards the majority class, despite having a high overall discrimination accuracy. Their suggested fitness functions have as an objective to improve the overall classification performance, while maintaining a high minority class classification. Conversely, Doucette and Heywood [2008] proposed a generic model for the evolution of GP classifiers under unbalanced datasets while relying on a strategy consisting of two components: subsampling and robust fitness function design. The authors utilized the Area Under the Curve (AUC) measurement as a cost function for GP-based classification. Moreover, the authors applied a simpler representation of a dynamic subset selection model [Gathercole and Ross 1994] where exemplars are selected from the training datasets with a uniform probability and equal representation for both major and minor classes. Bhowan et al. [2011a] investigated the possibility of using a GP dynamic class threshold instead of the standard GP fixed class threshold to solve the class imbalance problem. A comparison between the two strategies using four different fitness functions, designed to solve the class imbalance problem, is presented. Only a slight improvement when using two of the four fitness functions was observed in the obtained results. In addition, Bhowan et al. [2010] proposed modifications to their previously proposed fitness functions [Bhawan et al. 2009] . A comparison between the enhanced single-objective fitness functions and a multiobjective approach, which evolved the pareto front with the objective accuracy of the minority and majority classes, is provided. Bhowan's study resulted in better performance fitness functions. Moreover, the utilization of multiobjective GP has the advantage to select the desired classifier based on the evolved pareto front. Recently, a multiobjective GP that uses ensembles of a solution to vote for class membership has been proposed in Bhowan et al. [2011b] . In this article, Random majority UnderSampling (RUS) and the Random minority OverSampling (ROS) were used to treat the unbalanced datasets found in user verification systems. This will be further illustrated in Section 5.
GENE EXPRESSION PROGRAMMING CLASSIFICATION AND FEATURE SELECTION
In this article, GEP is exploited to achieve two different objectives: (1) generate analytical functions that can act as binary classifiers, and (2) to discover minimal knowledge-preserving subsets of features. In the former case, a generated analytical function f (v 1 , . . . , v n ), where v denotes the variables (attributes), is evaluated and the computed result (which corresponds to a binary class prediction) is compared to a threshold τ as
where h is the predicted class, C p is the positive class, and C n is the negative class. In the latter case, GP-generated functions are exploited to identify relevant features (from the function variables) in high-dimensional (haptic) datasets. In this work feature selection is achieved using a conservative approach. Specifically, relevant features are selected based on a union of all variables exploited in a set of GP models (analytical functions) of cardinality N GP generated using N GP independent GEP runs (on the same dataset). This can be mathematically described as follows:
be the set of predictor variables (i.e., features, attributes) of a dataset and let y be the predicted variable. Additionally, let F GP = {F 1 , F 2 , . . . , F N GP }, N GP = card(F GP ) be a collection of GP models estimating y and derived from the same dataset having V P and y as predictor and predicted variables, respectively. The models in F GP have the form 
and call it the relevant subset of V p given F GP . It represents the (minimal) subset of predictor variables required by the collection of GP models estimating y. From it, a relevant ratio is defined as λ R Vp,F GP = card(R V p ,F GP )/N V p , as a measure of the degree of dimensionality reduction achieved by variable selection associated to F GP models. Along the same lines, the set
is defined as the irrelevant subset of V p given F GP . Clearly, it is the set of variables not present in any of the F GP and therefore superfluous from the point of view of the GP models. An irrelevant ratio is defined as λ I Vp,F GP = 1 − λ R Vp,F GP . In addition, an alternative approach is investigated to exploit and further analyze GP-based feature selection. It considers that R α q ⊆ R V p ,F GP where R α q is the subset of most frequent attributes, understood as those contained within the α-percentile of the cumulative frequency distribution. Specifically, this refers to the cumulative frequency distribution of all variables exploited in N GP models (analytical functions) generated using N GP independent GEP runs (on the same dataset). In our case α was set to 0.01 and will be further discussed in Section 5.
EXPERIMENTAL SETTINGS
In this section, the haptic-enabled virtual check application as well as the haptic data acquisition and preprocessing steps will be described. Furthermore, the GEP algorithm settings will be provided.
Haptic-Enabled Virtual Check Application
The experiments are performed using the Reachin Display [ab. Reachin Display 2013], which integrates a haptic device with stereo graphics for an immersive and high-quality 3D experience. The Reachin visuo-haptic interface enables users to see and touch virtual objects at the same location in space. The haptic stimulus is sensed using the SensAble PHANTOM Desktop force-feedback device, which is equipped with an encoder stylus that provides 6-degree-of-freedom single contact point interaction and positional sensing. Furthermore, the visual stimuli, as depicted in Figure 1 , consist of a virtual pen and a virtual check on which users can record their handwritten signature. Conversely, the haptic stimuli are force and frictional feedback that attempt to mimic the tactile sensations felt when signing a traditional paper check. More specifically, the check is built on an elastic membrane surface with particular texture features, providing the users with a user-friendly and realistic feel of the virtual object. Moreover, similar to conventional dynamic signature verification technologies, the virtual check application records a wide array of attributes that depict a user's physical and behavioral traits.
Haptic Datasets
Haptic Dataset 1 (HS1).
The haptic-based handwritten signatures are diligently obtained from 13 different participants, where 10 signatures are collected per individual. The data acquired depict various distinct haptic features as a function of time. A number of haptic data types are considered that characterize the instantaneous state of the haptic system, including three-dimensional position, force (pressure exerted on the virtual check), torque, and angular orientation. Also, haptic data are recorded at 100 Hz. As the data is time varying, the resulting number of attributes per signature is in fact the number of haptic data types considered (position, force, torque, etc.) times the number of samples recorded per data type during each signature acquisition. This evidently leads to significantly large feature vectors that encompass thousands of haptic-based attributes. In order to ensure accurate discrimination between the signatures, the obtained feature vectors were normalized to a common length of 10000. Essentially, the acquired haptic data types are resampled (upsampled/downsampled) when necessary to ensure a common feature vector length across all instances. The latter feature vector length was selected in such a manner to minimize the information loss that is most apparent when downsampling is performed. Consequently, the computed preprocessed dataset contains 130 instances, where each consists of 10000 features.
As stated earlier, in this article we are concerned with biometric identity verification (as opposed to identification), which is a two-class classification problem (dichotomization), where a dichotomizer assigns class labels A (accept identity claim) or B (reject identity claim) to observed feature vectors x. The preprocessed dataset is therefore rearranged into 13 distinct datasets (one for each class), where in each only the instances of a single class are labeled accept (A = 1), whereas the remaining instances are labeled reject (B = 0). It is clear that the obtained datasets are highly unbalanced as the number of instances belonging to the accept class is much smaller than the number of instances associated with the reject class. Nonetheless, the obtained biometric identity verification datasets were then first divided into 60% training and 40% test sets, and also divided into 80% training and 20% test sets. Let's refer to the former datasets as IMB 60, and the latter datasets as IMB 80. The rearranged verification datasets were then preprocessed using Random UnderSampling (RUS) the majority class technique and the Random OverSampling (ROS) the minority class method, as discussed in Section 2.4. This is achieved in order to obtain balanced versions of the datasets. The computed datasets, similar to the unbalanced case, were then divided into 60% training and 40% test sets, and also divided into 80% training and 20% test sets. Let's refer to the former datasets as RUS 60 and ROS 60, and the latter datasets as RUS 80 and ROS 80.
Haptic Dataset 2 (HS2).
The second dataset consists of 3D position, force, torque, and orientation data. Furthermore, this dataset includes a signature length feature which represents the original length of each recorded signature prior to data preprocessing. In particular, the introduction of signature length information as a separate feature is important since signature-size normalization (performed during data preprocessing) removes information describing the original length of the acquired signatures. Moreover, this new dataset of haptic-based handwritten signatures encompasses 1000 signatures acquired from 20 different users (50 signatures/user). The feature vectors in this dataset were normalized (upsampled/downsampled) to a common length of 9601 features (9600 is the length of the 3D force, position, torque, and orientation data +1 feature representing the original length of the signature). Similar to Section 4.2.1, the vector length was selected in such a manner to minimize the information loss that is most apparent when downsampling is performed. Consequently, the computed preprocessed dataset contains 1000 instances, where each consists of 9601 features.
Similar to Section 4.2.1 the preprocessed dataset is therefore rearranged into 20 distinct datasets (one for each class), where in each only the instances of a single class are labeled accept (A = 1), whereas the remaining instances are labeled reject (B = 0). Moreover, the obtained biometric identity verification datasets were then divided into 60% training and 40% test sets. Considering the (large) size of this dataset, its division into 80% training and 20% testing as was performed on the first dataset was not found necessary.
Gene Expression Programming Algorithm Settings
The GEP experiments were performed using an implementation developed at the National Research Council of Canada [Valdés et al. 2007 ], based on the ECJ environment [Luke et al. 2007] .
The parameter values used in the GP experiments were: number of generations = 100000, population size = 1000, No. chromosomes/individual = 1, No. genes/chromosome = 3, Gene head size = 8, Linking function = addition, number of constants/gene = 2, bounded range of constants = [0,10], inversion rate = 0.1, mutation rate = 0.044, is-transposition rate = 0.1, ris-transposition rate = 0.1, one-point recombination rate = 0.3, two-point recombination rate = 0.3, gene recombination rate = 0.1, gene transposition rate = 0.1, rnc-mutation rate = 0.01, dc-mutation rate = 0.044, dc-inversion rate = 0.1, function set (e.g., {function 1 (weight), function 2 (weight), . . . }) = {add(1), sub(1), mult(1), div(1)}.
It can be seen that the mathematical expressions are composed of one chromosome per individual and each chromosome is made from 3 gene expressions, all linked by the addition operator. The gene expressions can be formed using constants, the independent variables associated with each problem, and any of the functions listed. The weightings for the functions allow the user to give a preference to some operators over others. In this case, all operators (addition, subtraction, multiplication, and division) were assigned equal weight values (refer to Section 2.1 for a concise description of the GEP algorithm and its parameters). For each of the presented experiments a set of 100 runs was performed with random seeds. Moreover, it is important to mention that during each run, there are in fact 1000 different functions that are obtained (since the process is initiated with a population of size 1000). This will be further discussed in Section 5.
RESULTS
A series of experiments have been performed to evaluate the proposed approach and to illustrate the possible advantages of using genetic programming techniques in a haptic-based identity verification system.
Haptic-Based Identity Verification Using Classical Classifiers
This first experiment is used as a basis for comparison between classical classifiers and genetic programming techniques when applied to the haptic-based identity verification problem. Specifically, this experiment is conducted in order to observe the binary classification behavior of classical classifiers (described in Section 2.3) when considering unbalanced, random undersampled, and random oversampled versions of the haptic-based signatures dataset. The classical classifiers were evaluated using the WEKA environment , and the LIBSVM [Chang and Lin 2001] tool. Additionally, fine-tuning of the parameters for each reference classifier was conducted using the grid search The results are obtained with parameter-fine-tuning of each reference classifier. Table I. method and five-fold cross-validation on the training data. In Table I , the verification success rate (VR), False Acceptance Rate (FAR), and False Rejection Rate (FRR) results using SVM, naïve Bayes, k-NN, and random forest classifiers on haptic dataset 1 for (IMB 60, RUS 60, ROS 60, IMB 80, etc.) are presented. Similarly Table VII presents the classification results for naïve Bayes, k-NN, and random forest classifiers on HS2. It can be observed that preprocessing the data using RUS and ROS techniques resulted in positive and negative outcomes depending on the considered dataset and the selected classifier. For example, in Table I when the SVM classifier is applied, an improvement in FRR is obtained, at the expense of a decrease in the VR and the FAR. This is an encouraging result as it partially solves the class imbalance problem. Another important observation is that, in all cases, when RUS datasets are considered, a decrease in the VR is achieved ( p < 5, Wilcoxon signed rank test [Wilcoson 1945]) . This is possibly due to the significantly reduced number of training objects that result when the RUS method is applied. Conversely, in most cases, the use of RUS datasets enhanced the FAR when both random forest and naïve Bayes are exploited ( p < 0.05). Thus, RUS is potentially a useful technique when random forest or naïve Bayes classifiers are used. Furthermore, it can be noticed that k-NN, despite its simple nature, achieved results that are nearly equivalent or superior to SVM classifiers. However, k-NN did not achieve any significant improvements in the results when balanced RUS and ROS (Wilcoxon signed rank test [Wilcoson 1945 ], p > 0.05) datasets are considered.
Haptic-Based Identify Verification Using Classical Attribute Selection Method
In this section, a recent classical attribute selection method (Section 2.3.5) is used to form a base for comparison between feature selection using a classical machine learning approach and genetic programming. The subset size forward selection method was performed using the WEKA environment ]. Reduced feature subsets were used as inputs to the reference classifiers. The classification results are shown in Table II and Table VIII when HS1 and HS2 are considered, respectively. In Table VIII when HS2 is considered.
Haptic-Based Identify Verification Using Genetic Programming
In this section, a series of experiments were performed to investigate the use of genetic programming techniques in haptic-based handwritten signature verification. For each of the 13 subsets (HS1) in IMB 60, 100 independent GEP runs were conducted, that is, 100 different analytical functions are generated for the 1st subset, 100 different analytical functions are generated for the 2nd subset, etc.
It is important to mention that during each run, there are in fact 1000 different functions that are obtained (since the process is initiated with a population of size 1000), however, only the GEP model with the best discrimination performance is selected (using the training datasets). This procedure is repeated with the other five computed datasets : IMB 80, RUS 60, RUS 80, ROS 60, and ROS 80. Similarly, for (HS2) each of the 20 subsets IMB 60, 100 independent GEP runs were conducted. The same procedure is repeated for RUS 60 and ROS 60. An analysis of the results is conducted in the following subsections.
5.3.1 Classification. In Table III , the VR, FAR, and FRR results using genetic programminggenerated models and on all datasets (IMB 60, RUS 60, ROS 60, IMB 80, etc.) are presented. Specifically, the classification results are based on the average performance of all generated analytical functions that is, 100 analytical functions per subset (class). However, in order to capture the best GP individuals that demonstrate better GP performance, the first quartile of the best GP models (per subset) are selected. Selection is achieved based on each model's classification accuracy of test data. The average classification performance of the first quartile of the top GP models is illustrated in Tables IV and IX(b) when HS1 and HS2 are considered, respectively. Several observations can be made from the results depicted in Tables IV and Table IX (b) . First, similar to classical classifiers, the results are quite poor when RUS datasets are considered. In addition, it can be noticed that the average number of necessary variables and operations is quite small. This suggests that the GP-generated analytical functions are potentially low in complexity. It is important to mention that the number of variables refers to the number of distinct variables used in the explicit equations (duplication of identical variables are not counted). Conversely, the number of operations includes all arithmetic operations used in each function (duplication of identical operations are counted). The average performance over all GP models is considered in Table III and Table IX (a) . For the IMB and the ROS datasets, their classification performance is comparable (slightly lower for ROS) but somewhat lower with respect to the classical classifiers.
However, for HS1, only an average of 7.67 and 6.42 attributes were used by GP when considering the IMB and ROS datasets, respectively. This is in contrast to the original 10,000 attributes exploited by the reference classifiers as well as the 149.5 (ROS) and 243.1 (IMB) attributes exploited by the reference attribute selection method (subset size forward selection). Conversely, for HS2, only an average of 8.11 and 7.93 attributes were used by GP when considering the corresponding IMB and ROS datasets, respectively. This is in contrast to the original 9601 attributes exploited by the reference classifiers as well as the 73.15 (ROS) and 137.1 (IMB) attributes generated with the subset size forward selection method. For the RUS dataset GP performance degrades, but the amount of available training instances becomes very small (12 and 16 for the 60% and 80% training sets respectively when HS1 is considered). The FAR for IMB and ROS sets is better than many of the corresponding results described in Table I , whereas for the RUS sets, the opposite is observed. Relatively simple equations (i.e., fewer operations) were required by the GP models for IMB and ROS but not for RUS. Hence, allowing more complex models (possibly extending the GEP function set as well) may result in an increase in performance.
The results of Table I and Table VII were obtained with the optimal choice of parameters for the reference classifiers (something that was not done for GP as default parameters were considered). A more balanced comparison can be made by creating an ensemble model using those in the first quartile of the classification accuracy empirical distribution. Then, the IMB and ROS results (Table IV and  Table IX (b) ) are equivalent to (and in certain cases better than) those of the reference classifiers and reference attribute selection method. However, considering that the results of the reference classifiers are obtained using fined-tuned parameters makes GP results more appealing. Furthermore, and very interestingly, this was performed using a very small subset of attributes (6.18 to 7.39 for [HS1], and 7.93 to 8.11 [HS2] ). This is also (slightly) smaller than when all models are considered (Table III  and Table IX (a) ). This model selection approach used the test data as validation, only for illustration purposes. Future studies will consider a separate validation dataset. For the reference classifiers it is observed (when considering HS1) that classification performance might in certain cases degrade with an increase in the size of the training set (from 60% to 80%) (Table I) , whereas for GP (Table III) the performance consistently improved regardless of the sampling type. GP classification performance (with a simple function set and without parameter tuning) is comparable to that of well-established reference classification methods with optimized parameters. This was most apparent when IMB and ROS datasets were considered. However, on average less than 10 attributes were typically exploited by GP, as opposed to the original 10,000 (HS1), 9601 (HS2) attributes used by the reference classifiers. 5.3.2 Feature Reduction. It can be observed from Table V and Table VII that when the attributes, selected as in Eq. (4) (R V p ,F GP ), are used for learning with the reference classifiers, their overall performance increases. In fact, it can be seen that in many cases the achieved results outperform those obtained when the entire original set of 10,000 attributes (shown with bold characters in Table V) are considered. For example, a significant enhancement in classification performance with the k-NN classifier is observed (HS1), especially the FAR which, as previously discussed, is a very critical measure in user identity verification. This behavior is remarkable since only 5% to 7.5% of the original number of attributes were involved, which is a formidable dimensionality reduction. Similarly, from Table V , it can be observed that when the ROS 60 dataset is considered a 97.78% with a 0.80% FAR is obtained with the SVM classifier. This is a very good result, especially when compared to previous work Orozco et al. 2008 ] where a maximum VR of 98% was achieved with, however, a poor FAR of 25%. Furthermore, a maximum of 100% with 0% FAR and 0% FRR was achieved in Table VIII and comparable results achieved when considering the subset of the most frequent features obtained from GP models (Table XI) , and when the first quartile of the best GP models are selected (Table IX(b)) . Furthermore, in an extreme feature reduction experiment (Table VI and Table XI) , only 1% of the original attributes were used. However, performance decreased only slightly when analyzing HS1, and increased when HS2 was considered. This reduction rate can be made variable, thus allowing a flexible approach. In any case, this feature reduction strategy still involves more attributes than those obtained using GP-based learning as it was discussed in Section 5.3.1 (Tables III, IV , IX(a), and IX(b)). Figure 2 presents box plots of the frequency of different haptic data types that appear in GP-generated models when the IMB, RUS, and ROS datasets (HS1) are considered respectively. Each box has lines at the lower quartile, the median, and the upper quartile values. Lines extending from each end of the box (whiskers) are provided to show the extent of the frequency of different haptic data types found in the generated GP models. Outliers are represented using the "+" symbol and consist of frequency values that go beyond the ends of the whiskers. It can be observed that the frequency plots of the RUS datasets differ significantly from those associated with the IMB and ROS datasets. However, RUS datasets considered in this work appear unreliable (when using GP) as their classification results were consistently low, as depicted in Tables III and IV . In addition, from Figure 2 (a)(d)(c)(f), it can be noticed that position information (P x , P y , and P z ) appeared in GP models with a probability of approximately equal to 0.5. Accordingly, all haptic-specific data types combined, that is, force, torque, and orientation (F x , F y , F z , T x , T y , T z , and O), also appeared in GP models with a probability approximately equal to 0.5. This is an interesting result as the apparent importance of haptic-specific data types suggests that haptic-based signatures can potentially outperform traditional handwritten signatures (in user identity verification systems) as the latter rely strictly on position information.
Relevance of Haptic Data Types in Identity Verification.
CONCLUSIONS
Identity verification based on high-dimensional haptic information has been investigated using GPbased and classical classification techniques, as well as classical attribute selection techniques. The cases of unbalanced, undersampled, and oversampled datasets scenarios were considered. A comparative performance of GP classifiers with respect to reference classical methods was initially studied. The feature selection capabilities of computed white-box GP models were also thoroughly explored. In addition, it was found that GP classification performance (with a simple function set and without parameter tuning) is comparable to that of well-established reference classification methods with (f) ROS -80% Fig. 2 . Box plots illustrating the frequency of haptic data types found in GP-generated models when IMB, RUS, and ROS datasets are considered with 60% and 80% training data.
optimized parameters. Several strategies for GP-based attribute selection were used and some of them compare well with the reference classifiers and reference attribute selection method, while requiring a considerably smaller number of features. Other approaches, in particular those that rely GP-based feature selection using the proposed R V p ,F GP strategy, outperform the classification accuracy of the classical techniques, although involving a slightly larger number of attributes. The models obtained with GP revealed the relatively equal influence of position data attributes with respect to haptic-specific features which include force, torque, and orientation. This is an encouraging result as it could render haptic-based signatures robust against malicious attacks, such as shoulder surfing attacks, as only haptic information (excluding position data) can potentially be used to enable high-accuracy user authentication. This work is a step in the characterization of a haptic-based user verification system using genetic programming techniques. Future work will continue the research on these topics including the use of the evolved programs.
