Using the principles in defining and extending the Shapiro-Wilk W -statistic for exponentiality of a single distribution we develop procedures for testing a composite hypothesis of exponentiality of two distributions in the locationscale family having different location parameters and the same scale parameter. First, we propose a test statistic whose null distribution is the same as the Shapiro-Wilk W-exponential statistic corresponding to an appropriate sample size. The second test statistic (origin and scale invariant) turns out to be a normalized ratio of the square of the generalized least squares estimate (also the MVUE) of the common scale parameter to a pooled sum of squares about the sample means and has a null distribution that depends only on the sample sizes. We provide the empirical percentage points of the null distribution of the statistic. The two statistics are then modified when one or both samples are censored. In each case, we consider numerical examples to illustrate the applications of the proposed tests. Empirical power results for various types of probability distributions under the alternative hypothesis are given. We also carry out an extensive power study to address one important question whether our tests reject if the populations were exponential but with different scale parameters.
Introduction
The exponential distribution is one of the most widely applicable distribution in statistical practice. In particular, the lifetime distribution models makes extensive use of the exponential distribution (see for example, Forthofer, Lee and Hernandez, 2007, Chapter 11; Lawless, 2003, Chapter 3) . Because of the memoryless property of this distribution, reliability engineering and reliability theory also make use of this distribution. Practitioners of physical, biological and engineering sciences deal with the exponential distribution quite often and usually make the assumptions of exponentiality to analyze their data.
An analysis of variance test for exponentiality of a distribution based on a complete sample has been proposed by Shapiro and Wilk (1972) and later modified by Samanta and Schwarz (1988) when the sample is censored. The consistency of this test has been examined by Angus (1989) and expressions for the upper tail of the null distribution of the test statistic have been derived by Currie (1980) , Samanta (1985) and Samanta and Schwarz (1988) . Stephens (1978) modified the Shapiro and Wilk statistic for testing exponentiality of a single distribution for the case where the origin is known. Other important references for testing exponentiality include Bartholomew (1957) , Brain and Shapiro (1983) , Epstein (1960) and Jackson (1967) .
In the present article we develop two tests for testing a composite hypothesis of exponentiality of two distributions in the location-scale family having different location parameters and the same scale parameter using complete and censored samples. In Section 2, we propose our first test statistic, called V 1 -exponential statistic, for testing exponentiality of two distributions using the one-sample approach of Stephens (1978) . We show that our proposed V 1 -exponential statistic has the same null distribution as the Shapiro and Wilk statistic with an appropriate sample size. We provide two examples to illustrate the application of the proposed method. We modify the test statistic for censored samples by using available normalized spacings from the two samples. The modified test statistic is shown to have same null distribution as in the uncensored case with a corresponding reduction in sample size. We also provide simulated power results of the proposed test for various alternatives, and compare them with the powers of Shapiro-Wilk test. Using the principles in the construction of W -statistic for exponentiality in Shapiro and Wilk (1972) we propose another test statistic, called V 2 -exponential statistic in Section 3. The V 2 -exponential statistic turns out to be a normalized ratio of the square of the generalized least squares estimate of the common scale parameter, based on the order statistics of independent random samples from the standard exponential distribution, to a pooled sum of squares about the sample means. The null distribution of V 2 -exponential statistic is shown to depend only on sample sizes and using Monte Carlo simulation, its empirical percentage points are tabulated and plotted for various combinations of sample sizes. The V 2 -exponential statistic is then modified when one or both samples are censored. The modified test statistic has the same null distribution as in the uncensored case with a corresponding reduction in sample sizes. We give numerical examples illustrating the applications of the tests and study empirical power results for various types of probability distributions under the alternative hypothesis. In Section 4, we study the powers of our proposed tests under two different situations. We carry out an extensive power study when the alternatives have exponential distribution with different scale parameters.
Note that it is possible to perform separate tests of exponentiality from each sample and combine these two tests using Fisher's method. However, the combined test is likely to be less powerful because the assumption of equality of scale parameters is not used in the construction of the test. The combined test may be more powerful when the assumption of equality of the scale parameters is not correct. Our proposed tests are best suited in such a situation.
We are not aware of any literature in which exponentiality of two distributions having the same scale parameter has been examined. In the absence of another test, the proposed two exponential tests are useful additions to the current literature on testing exponentiality of two distributions.
2 Two-sample V 1 (n 1 , n 2 ) statistic for exponentiality In this section, we propose our first test statistic for testing exponentiality of two distributions using the one-sample approach of Stephens (1978) . We show that our proposed statistic has the same null distribution as Shapiro and Wilk W -statistic with an appropriate sample size.
Complete samples. Suppose for each
Further suppose that the two samples are independent of each other. On the basis of these, we wish to test the null hypothesis:
F i (y) = 1 − e −y , i = 1, 2, if 0 < y < ∞, = 0 otherwise against the alternative hypothesis:
We define
Then, we have that
where
From this, we can also write
We note that under the null hypothesis H 10 , and for each i = 1, 2, X i2 ≤ X i3 ≤ . . . ≤ X in i are the order statistics of a random sample of size n i − 1 from the exponential distribution function
Clearly, under the null hypothesis H 10 , these two samples can be combined to form a single random sample of size n 1 + n 2 − 2 from the above exponential distribution G(x).
If Z 1 ≤ Z 2 ≤ . . . ≤ Z n 1 +n 2 −2 are the order statistics of this combined sample, then following Stephens (1978) , we propose a two-sample test statistic V 1 (n 1 , n 2 ) given by
Under the null hypothesis H 10 , V 1 (n 1 , n 2 ) has the same distribution as the null distribution of the statistic W E (n 1 +n 2 −1) proposed by Shapiro and Wilk (1972) . Similar to the statistics proposed by Shapiro and Wilk (1972) and Stephens (1978) , for different alternatives either low or high values of V 1 (n 1 , n 2 ) can occur, so the test proposed above is a two-tailed test.
2.2. Censored samples. First, we write the test statistic in terms of the normalized spacings T ij defined by
Using Samanta and Schwarz's (1988) representation of the Shapiro-Wilk test statistic for exponentiality interms of normalized spacings, the statistic V 1 (n 1 , n 2 ) can be written as
Now, suppose that in a random sample of size n 1 from F 1 (x) the r 1 smallest and the r 2 largest observations are censored and the (n 1 −r 1 −r 2 ) middle observations Y 1,r 1 +1 < Y 
and a
. . , q 2 ) are as defined before. Clearly, the null distribution of V * 1 is the same as that of V 1 (q 1 , q 2 ) and when there is no censoring V * 1 and V 1 (n 1 , n 2 ) are equal.
Numerical examples.
Our hypotheses may be of interest when variability in the two populations may be assumed to be the same but unknown.
As some practical problems, we consider the following two examples (Bain, 1978; Lawless, 2003) to illustrate the application of the proposed method.
Example 2.1. We first refer to the problem (problem 1b in Bain, 1978, Chapter 3, Page 202) in which the scale parameters are assumed to be unknown but equal and the hypothesis under consideration is the equality of the location parameters of the two exponential distributions. The example considered in this problem was originally taken from Proschan (1963) . Proschan (1963) has given the number of successive failures of air-conditioning system of each member of a fleet of Bowing 720 jet airplanes. Proschan analyzed the data and concluded that the failure distribution of the air-conditioning system for each of the planes was an exponential distribution. The hours of flying time between failures are listed below for two of the planes.
Plane 7908 : 413, 14, 58, 37, 100, 65, 9, 169, 447, 184, 36, 201, 118. Plane 7911 : 55, 320, 56, 104, 220, 239, 47, 246, 176, 182, 33. From the data the computed value of V 1 (n 1 , n 2 ) for testing the null hypothesis H 10 is V 1 (13, 11) = 0.05649. From Table 1 of percentage points of Wstatistic (Shapiro and Wilk, 1972) , corresponding to n = 23 (= n 1 + n 2 − 1 = 23), we see that this value is greater than the lower 2.5% critical value 0.0230 Analysis of variance tests for exponentiality 201 and smaller than the 97.5% critical value 0.0933. That is, there is no evidence of non-exponentiality of the two failure distributions with equal but unknown scale parameters.
Example 2.2. Lawless (2003) has given the failure times for two types of electrical insulation (problem 4.19, page 208). The insulation was subject to a continuously increasing voltage stress. Lawless suggested to produce a graphic measures of fit to check the exponentiality of these two distributions. So we produced the exponential QQ plots for the failure times for the two types and found that the QQ plots approximately follow a linear pattern and these two linear patterns are approximately parallel. So naturally one may consider the problem of testing the composite hypothesis of exponentiality of the two failure time distributions with same but unknown failure rate. The failure times in minutes for the two types of electrical insulation are given below.
Type A: 219.3, 79.4, 86.0, 150.2, 21.7, 18.5, 121.9, 40.5, 147.1, 35.1, 42.3, 48.7. Type B: 21.8, 70.7, 24.4, 138.6, 151.9, 75.3, 12.3, 95.5, 98.1, 43.2, 28.6, 46.9. Using the above data we compute the value of the test statistic V 1 (n 1 , n 2 ) for testing the null hypothesis H 10 . Here n 1 = 12, n 2 = 12. The computed Shapiro and Wilk (1972) , we observe that, corresponding to n = 23 (= n 1 + n 2 − 1 = 23), this observed value is greater than the lower 2.5% critical value 0.0230 and smaller than the 97.5% critical value 0.0933. Thus we could conclude that there is no evidence of non-exponentiality of the two failure time distributions with equal but unknown failure rates.
2.4. Power study. Table 1 gives the simulated powers of the ShapiroWilk test based on W E (n) for n = 20 and the power of V 1 (n 1 , n 2 ) with n 1 = 11 and n 2 = 10 for various alternatives. The reason for taking n 1 = 11 and n 2 = 10 is that V 1 (n 1 , n 2 ) has the same null distribution as the null distribution of the Shapiro-Wilk statistic with n = n 1 + n 2 − 1 = 20, that is W E (20) . From the table, it appears that the power of V 1 (n 1 , n 2 ) with n 1 = 11 and n 2 = 10 is comparable to that of the one-sample Shapiro-Wilk statistic with n = 20 for various alternatives.
3 Two-sample V 2 (n 1 , n 2 ) statistic for exponentiality We now develop another test statistic for testing exponentiality of two distributions having the same scale parameter. We present an analysis of variance test for testing the null hypothesis H 10 against the alternative hypothesis H 1a . We use the same notations and hypotheses as given in Section 2.
3.1. Complete samples. It is known that if the null hypothesis H 10 is true then a test of another null hypothesis H 20 (α 1 = α 2 ) is given by an F -test. Under the null hypothesis H 10 we can write
where for each i (i = 1, 2) U i1 < U i2 < . . . < U in i are the order statistics of a random sample of size n i from the standard exponential distribution function G(t) = 1 − e −t , t ≥ 0. Clearly, U ij and U lk are independent for i = l. We define
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After taking expectations of both sides of (3.1) we can write
The covariance matrix of Y is W . The principle of generalized least squares (Lloyd, 1952) gives the best linear unbiased estimate of θ aŝ
where p T is the transpose of p. Using Lemmas 1 to 3 and Corollaries 1 to 5 in Shapiro and Wilk (1972) it can be shown that
The estimateβ of β is the scaler product of the vector representing the last row of (p T W −1 p) −1 and the column vector p T W −1 Y and is found to be equal toβ Epstein and Sobel (1954) have shown that β is the minimum variance unbiased estimate of β. The proposed V 2 (n 1 , n 2 )-statistic for testing the composite null hypothesis H 10 is a normalized ratio of the square ofβ to S 2 where S 2 = S 2 1 + S 2 2
S. Mandal, M. Samanta and H. Chen
and
where n * = max(n 1 , n 2 ). As an omnibus procedure V 2 (n 1 , n 2 ) is to be used as a two tailed statistic. We now prove the following results relating to the statistic V 2 (n 1 , n 2 ).
Proof. Using lemmas 5 and 6 in Shapiro and Wilk (1972) , note for any two sample sequences
The proof follows from the above observations.
Theorem 3.2. The null distributions of V 2 (n 1 , n 2 ) and V 2 (n 2 , n 1 ) are identical and depend on n 1 and n 2 but not on α 1 , α 2 and β.
Proof. Consider the normalized spacings T ij as defined in (2.2). Using Samanta and Schwarz's (1988) representation of the Shapiro-Wilk test statistic for exponentiality in terms of normalized spacings the statistic V 2 (n 1 , n 2 ) can now be written as
Analysis of variance tests for exponentiality 205 where a (n 1 ) ij (i, j = 2, 3, . . . , n 1 ) and b (n 2 ) ij (i, j = 2, 3, . . . , n 2 ) are as defined in Section 2.
Since T ij /β, j = 2, 3, . . . , n i , i = 1, 2 are independent and identically distributed random variables having the standard exponential distribution function G(t) defined before, it follows from the above representation in (3.2) that the distributions of V 2 (n 1 , n 2 ) and V 2 (n 2 , n 1 ) are identical and depend only on the sample sizes n 1 and n 2 but not on the parameters α 1 , α 2 and β.
For exponentially distributed samples ( , α 2 , β) . Hence under the null hypothesis H 10 , the statistic V 2 (n 1 , n 2 ) is statistically independent of (Basu, 1955) .
Theorem 3.3. The distribution function of V 2 (2, 2) under the null hypothesis H 10 is given by
Proof. It follows from (3.2) that
where S 1 = T 12 /β and S 2 = T 22 /β are independent and identically distributed random variables having the standard exponential distribution function G(t). Since the conditional distribution of S 1 given S 1 + S 2 = s is uniform, we have for any u satisfying s 2 /2 ≤ u ≤ s 2 ,
We note that the right hand side does not depend on s. Hence for any v satisfying 1/2 ≤ v ≤ 1, the distribution function of F 1 (v) of V 2 (2, 2) is given by
Censored samples.
Suppose that in a random sample of size n 1 from F 1 (x) the r 1 smallest and the r 2 largest observations are censored and the (n 1 − r 1 − r 2 ) middle observations Y 1,r 1 +1 < Y 1,r 1 +2 < . . . < Y 1,n 1 −r 2 are available. Further suppose that in another random sample of size n 2 (independent of the first sample) from F 2 (x) the s 1 smallest and the s 2 largest observations are censored and the (n 2 − s 1 − s 2 ) middle observations Y 2,s 1 +1 < Y 2,s 1 +2 < . . . < Y 2,n 2 −s 2 are available. Using the representation of V 2 (n 1 , n 2 ) given in (3.2), we propose a statistic V * 2 for testing the null hypothesis H 10 , as defined by
and C, D, a (q 1 ) ij (i, j = 2, 3, . . . , q 1 ) and b (q 2 ) ij (i, j = 2, 3, . . . , q 2 ) are as defined in Section 2. Clearly, the null distribution of V * 2 is the same as that of V 2 (q 1 , q 2 ) and when there is no censoring V * 2 and V 2 (n 1 , n 2 ) are equal. For convenience in computation, we can use the following expression of V * 2 given by
where 3.3. Percentage points of V 2 (n 1 , n 2 ). The null distribution of V 2 (n 1 , n 2 ) was studied by Monte Carlo simulation.
The empirical cumulative distribution of V 2 (n 1 , n 2 ) is obtained from 100,000 random samples of sizes (n 1 , n 2 ), n 1 = 2(1)20, n 2 = 2(1)20, n 1 ≥ n 2 . The empirical percentage points of V 2 (n 1 , n 2 ) are calculated from this empirical distribution. The random samples were simulated using the software R. The 1, 2.5, 5, 95, 97.5 and 99 empirical percentage points of V 2 (n 1 , n 2 ) are given in Table 2 . In Figure  1 , we also plot the percentage points of V 2 (n 1 , n 2 ) for selected sample sizes. As expected, based on the large number of samples, the smoothness of the plots indicates the stability of the sampling process.
Numerical examples.
Example 3.1. We revisit Example 2.1 from Section 2.
In this example, n 1 = 13, n 2 = 11. From the data the computed value of V 2 (13, 11) for testing the null hypothesis H 10 is V 2 (13, 11) = 0.0874. From Table 2 , it is seen that this value is greater than the 2.5% value 0.0386, and smaller than the 97.5% critical value 0.1433 of V 2 (13, 11), there is no evidence of non-exponentiality of the two failure distributions with equal but unknown scale parameters. Note that we reached the same conclusion as we did in Section 2 using V 1 -exponential statistic.
Example 3.2. We revisit Example 2.2 from Section 2. Here, for the failure times data, we have n 1 = n 2 = 12. For testing the null hypothesis H 10 , we compute the value of the test statistic V 2 (12, 12) = 0.1185. From Table 2 , we see that this observed value is greater than the 2.5% value 0.0463, and smaller than the 97.5% critical value 0.1727 of V 2 (12, 12). Thus we conclude that there is no evidence of non-exponentiality of the two failure time distributions with equal but unknown failure rates. Note here also we reached the same conclusion as we did in Section 2 using V 1 -exponential statistic.
Example 3.3. We consider the data in Bain (1978) (Problem number 4,  page 203) . In a new process of making tires a certain additive is proposed for increasing the length of time of tread wear of a tire. 40 of the present tires and 40 tires made under the new process are placed in service and the experiment is continued until the 20 smallest observations (in thousands of miles) are obtained for each sample.
In this example, n 1 = n 2 = 40, r 1 = s 1 = 0 and r 2 = s 2 = 20. From the data, the computed value of V * 2 for testing the null hypothesis H 10 is V * 2 = 0.0332. From Table 2 , one finds this value to be greater than the lower 2.5% point 0.0307 and smaller than the 97.5% point 0.0899 of the (null) distribution of V 2 (20, 20). Since both tails of this null distribution are used as critical regions defined by equal tail areas, there is no evidence against the null hypothesis H 10 and the data do not refute the exponentiality of both distributions with equal but unknown wearing rates.
Power results.
The estimated powers of the V 2 -exponential test of size 0.10 for selected combinations of the sample sizes are plotted in Figure 2 . These estimates have been based on Monte Carlo Simulation using independent sets of 100,000 random samples of sizes n i = 5, 10, 15, 20, i = 1, 2. The choice of the probability distribution under the alternative hypothesis was based on the distributions commonly in use as alternatives to the exponential distributions (the Weibull, chi-square, half-normal, and lognormal distributions) and the distributions with U-shaped hazard functions (power function distributions). For the functional forms of the density functions of these distributions, see Brain and Shapiro (1983) . As expected, for every alternative distribution, the estimated power increases as the two-sample sizes increase and also these estimates are greater than the corresponding estimates of powers of the one-sample W -exponential test of size 0.10 for n = 5, 10, 15, 20 (see Table 3 in Shapiro and Wilk, 1972) . For n 1 = n 2 = 20, the estimated powers of the V 2 -exponential test are always greater than the corresponding estimates for the one-sample W -exponential test of size 0.10 for n = 30 (see Table 1 in Samanta and Schwarz, 1988) . Table 3 we compare the power of the one-sample Wexponential test for n = 29 to the power of the two-sample V 1 -exponential and V 2 -exponential tests for n 1 = 15, n 2 = 15 at α = 10% significance level. To make an honest comparison, we take n = 29 for W -exponential test so that the V 1 (n 1 , n 2 ) test statistic with n 1 = 15, n 2 = 15 has the same null distribution as that of the Shapiro-Wilk statistic with n = n 1 + n 2 − 1 = 29, that is W E (29). The estimated powers are based on Monte Carlo Simulation using independent sets of 100,000 random samples in each case. We see that the results are approximately close to each other. That is, the three tests (W -exponential, V 1 -exponential and V 2 -exponential) seem to be comparable in terms of sensitivity.
Second, we address one important question whether our proposed tests reject the null hypothesis when the populations are exponential but with different scale parameters, say β 1 and β 2 . We have carried out this power study for both of our proposed tests V 1 (n 1 , n 2 ) and V 2 (n 1 , n 2 ) of size 0.10. The estimated powers are again based on Monte Carlo Simulation using independent sets of 100,000 random samples of sizes n i = 20, i = 1, 2 for different combinations of the scale parameters (β 1 , β 2 ) of the two exponential distributions. The power results are reported in Figure 3 . As expected, for each of our V 1 and V 2 -exponential tests, the estimated power increases as the difference between the two scale parameters increases. We also observe that the estimated powers of V 1 -exponential are greater than the corresponding estimates for the V 2 -exponential test. Based on the power results we conclude that our proposed tests are powerful when both distributions are exponential with different scale parameters.
In summary, it is quite reasonable to conclude that our proposed tests are quite sensitive when the alternative hypothesis includes a variety of nonexponential distributions and also when the alternative hypothesis includes exponential distributions with different scale parameters. In other words, both tests are quite powerful to detect a departure from the exponential distributions and also to detect the exponential distributions with different scale parameters.
