shallower level [4] . This provides a means for negative self-relevant information to be readily self-perceptions and SSE in the moment that exist regardless of TSE levels [7] . Conversely, sociometer theory suggests that individuals integrate self-relevant feedback seen previously. Following the presentation of a confederate face, participants were asked if they 2 5 1 had previously seen the confederate on a scale from one to six (where one indicated that they 2 5 2 definitely did not see the confederate in the previous task and six indicated that they definitely were classified as a miss. Trials that presented confederates with faces that had not been seen in 2 5 6 the previous task were classified as a false alarm if the participant responded with a 4-6, and as a 2 5 7 correct rejection if the participant responded with a 1-3. To examine participants' sensitivity to 2 5 8 faces that were associated with social acceptance vs. rejection feedback, separate d' scores were 2 5 9 calculated for faces associated with accept feedback and faces associated with reject feedback. better ability to discriminate seen from unseen faces. 
TSE and SSE

6 4
The Rosenberg SE scale (RSE) [26] , was administered during a pretesting session and state (α=.84) SE. The RSE scale given during pretesting to assess TSE framed the questions 2 6 7 regarding participants' overall feelings while the RSE scale given post task to assess SSE framed on a 1-4 scale (where one equaled "strongly disagree" and 4 equaled "strongly agree"). Question higher TSE and SSE. Continuous EEG activity was recorded using an ActiveTwo head cap and the ActiveTwo BioSemi system. Recordings were collected form 64 scalp electrodes. Two electrodes were placed under and on the outer canthus of the right eye to record ocular movements. Data were 2 7 6 rereferenced to the original average reference for all analyses off-line and EEG signals were 2 7 7 band-pass filtered (.3 to 75 Hz) and stimulus locked to the feedback presentation portion of all 2 7 8 trials. EEG signals were stimulus locked to feedback in accordance with previous studies utilizing similar paradigms [23, 29] . All participants' data were scanned for artifacts using The goal of this study was not to employ a typical EEG/ERP based approach, which 2 8 5 relies on examining evoked activity in response to stimuli within a confined frequency space that 2 8 6 collapses across multiple frequency bands and localizing a neural generator for a given ERP of 2 8 7 interest. Rather, the current study sought to analyze data in a manner that more closely resembles
what fMRI studies typically achieve but with the added benefits afforded to EEG, e.g., 2 8 9 examining electrical activity stemming directly from neural activity on the order of milliseconds activity within specific neural sources across distinct frequency bands thought to reflect different 2 9 3 neural processes (e.g., excitatory compared to inhibitory neural processes). To model spontaneous and evoked neural activity, source and time frequency analyses were conducted Grafelfing, Germany); MATLAB was utilized for Granger Causality analyses. BESA source 2 9 7 localization utilizes a planted dipole approach in which precise coordinates located in specific 2 9 8 neural regions are used, as opposed to regions on the scalp, to parse apart the variance in the 2 9 9 EEG signal not unlike a typical principal components analytic (PCA) approach (see Scherg et al.,
1990 for mathematical proofs) [30] . The primary difference between the two approaches is that 3 0 1 whereas PCA is constrained by the mathematical components of the variance within the data, BESA's approach allows constraints to be based on volume conduction theory and head 3 0 3 geometry [30, 31] . This allows one to model principal components as hypothesized sources identifying neural generators of specific ERPs in addition to dipole source localization [33] [34] [35] . to time-frequency space, providing a means to essentially model oscillations in a specific 3 1 2 frequency band within a specific source that is theoretically independent of oscillatory activity in sources with specific coordinates identified in accordance with our hypotheses as opposed to Given that prior knowledge of a neural system of interest can be utilized to constrain (e.g., eye blinks) as well as basic cognitive and perceptual processes that are likely active during 3 2 0 any basic cognitive task. Furthermore, because of the social nature of our task, it is possible that 3 2 1 other social cognitive processes, e.g., attribution/theory of mind processes, were evoked but 3 2 2 irrelevant to study hypotheses as well. Thus, to account for basic visual and perceptual processes eyes, bilateral occipital cortices, and bilateral cerebellum in accordance with previous literature like a PCA approach and standard fMRI region of interest analysis, we are essentially applying a spatial filter to our data that allows us to examine spontaneous and evoked activity in specific time-frequency activity in other neural regions that are not of interest to the study (i.e., noise).
4 4
That is, our source model optimized prior knowledge of neural systems to accurately extract Finally, to validate the source model, a multiple source probe scan (MSPS) was
performed in BESA in accordance with past studies using similar techniques [37, 50] . The
MSPS model displayed activity around all sources in the source model, suggesting that our
source model was an adequate representation of the EEG data.
Time-frequency analysis
Using the source model above, EEG data were then transformed into time-frequency space using results with edge artifacts. Two, by using a longer time segment it is possible to have better frequency of interest (500ms for a 4-Hz oscillation) can be extracted while still capturing higher-
frequency activity accurately [53] . Larger time windows are also less susceptible to muscle
artifacts, outliers, and other non-brain interference [54] .
influence of time series neural activity from multiple regions. In this study, linear regressive
predictive models were first used to calculate independent time series for mPFC and PCC. Time should be improved when incorporating the time series from that neural source. See supplemental materials for full mathematical description of the models. In this study, time- GC values represent mPFC activity influencing PCC activity to a greater degree while more
Relationships between trait and SSE
Descriptive statistics for all variables in the study are located in associated with increases in post-task SSE. It is also important to note that all participants had
relatively high levels of TSE (M=3.22, SD=.44, minimum value= 2.4 on a scale of 1-4). did not differ as a function of gender or whether faces were associated with accepting or whether they accurately encoded who accepted or rejected them during the social feedback task.
1 8
Encoding confederates who accepted the participant did not predict higher levels of SSE. Initial behavioral analyses provide some evidence for semantic self-oriented processes
biasing basic memory encoding, as the extent to which participants encoded confederates who 0 accepted or rejected them had no effect on SSE respectively, whereas TSE did predict SSE. This accuracy for faces, and whether interactions between these regions ultimately modulated any of 4 2 7
these relationships was explored. Given that basic d' analyses indicated individuals did not exhibit a memory bias for analyses (conducted in all frequency bands for four total models), regressed SSE scores on to These analyses revealed mPFC power was a predictor of SSE in both beta (b=-.48, t=-3.02, As mPFC power to feedback (both accept and reject) decreased, SSE increased (Fig 4) . Theta and alpha frequency bands were not significant (p's>.11). These relationships were not evident predictor (p's>.24), suggesting these relationships were unique to mPFC power. Identical were then conducted to examine whether the interaction between these two regions was affected that mPFC was associated with more general SE processes compared to PCC alone and that accuracy for all faces increased (Fig 6) . After controlling for multiple comparisons this analysis 4 6 9
did not reach criterion (p=.034, FDR cutoff p=.025). Nevertheless, given our a priori hypotheses
and the large amount of literature supporting this basic finding, we considered these effects to be 4 7 1
meaningful. All other frequency bands were not significant (p's>.11). These patterns were not process.
7 7
Additional regression analyses regressing memory accuracy for all faces on to mPFC- between mPFC and PCC were considered.
8 5
Thus, whereas PCC power was associated with basic memory encoding processes, and Previous literature suggests that TSE may bias encoding of any self-relevant feedback to unstandardized regression coefficients and 95% bias-corrected confidence intervals (CIs) from
10,000 bootstrap estimates using PROCESS ([62] ; model 1). TSE was represented as X, SSE TSE reported higher levels of SSE to the extent that greater mPFC-PCC communication was
observed in response to accepting and rejecting faces during the social feedback task (Fig 8) .
Simple slopes analyses revealed that whereas at lower levels of mPFC-PCC phase locking no
relationship was observed between TSE and SSE (p=.67), at average and higher levels of phase p<.01), and marginally in the theta frequency band (p=.11). These results suggest that TSE may
influence SSE to the extent that semantic self-knowledge influences basic memory encoding of 5 2 8 evaluative social feedback. faces during the social feedback task.
3 2
Exploring the contributions of accepting and rejecting feedback
Although behavioral analyses between accepting and rejecting feedback provided data 5 3 4 driven reasoning to collapse across feedback type in the main analyses, according to mnemic
neglect, sociometer theory, and positive tropism, accepting and rejecting feedback should be
processed differently in the moment to affect the relationship between TSE and SSE. In an 5 3 7
exploratory set of analyses, the above moderation was repeated on accepting and rejecting 5 3 8
feedback independently to probe for any differences. controlled for using the Benjamini-Hochberg procedure [58], using a q-level of .1 [59] [60] [61] .
4 7
Results suggested that the degree of communication between mPFC and PCC towards accepting however after correcting for multiple comparisons this effect does not remain. An identical analysis was then conducted utilizing mPFC-PCC communication in Self-Esteem Maintenance general. This suggests self-based semantic processes may play a greater role when high TSE 5 6 9 individuals are exposed to negative self-relevant information, possibly reflecting the greater
effort that would be required to maintain SSE levels that are consistent with TSE in response to
conflicting information. This pattern is consistent with predictions stemming from sociometer 5 7 2 theory and positive tropism. during the social feedback task. encoding processes accordingly.
Importantly, findings from the current study allude to a dynamic interaction between self-6 1 1 based semantic and episodic memory processes with respect to chronic self-perceptions (TSE)
and "actual data", i.e., self-relevant information received in an evaluative context. Moderated in turn, predicted a positive relationship between TSE and SSE, which was driven mPFC-PCC While no a priori hypotheses were established for specific frequency bands, it's 6 4 4
worthwhile to note that different findings appeared to be driven by activity in beta and gamma 6 4 5 frequency bands. Whereas analyses focusing on activity within regions typically found effects in 6 4 6 the beta and gamma frequency bands, some phase-locking analyses suggested effects were 6 4 7 specific to the theta frequency band (although most analyses provided evidence that all 6 4 8 frequency bands were trending in the same direction except for the alpha frequency band).
4 9
Clearly there is still much debate in the literature regarding what exactly different frequency and memory [64, 65] , and can be characterized by the neural area activated. For instance, higher neural structures, however, as a given neural structure performs operations locally as well as in 6 6 0 relation to larger networks. These patterns of oscillations and functional architecture of the brain 6 6 1 allow multiple cognitive processes to be carried out at once, possibly in a hierarchical manner 6 6 2
[64]. 
