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We delve into the in-in formalism and derive general expressions for the computation of n-point
functions for a self-interacting scalar field by means of a probability density functional (PDF).
Even though in typical situations these formulae are not simpler than the standard approaches to
Quantum Field Theory (QFT), we find that in specific situations, such as a first-order computation
with a non-trivial potential, they can significantly reduce the effort needed to evaluate quantities of
interest. The presented formulae may be readily generalized to other types of fields (e.g., fermionic
Dirac fields), and to interacting theories that contain various types of fields. An analogous result
for the in-out formalism is presented using the previously employed strategies. Finally, we apply
the obtained results to first-order computations and work out specific examples where we explore
their limitations and possible prospects for future computations.
I. INTRODUCTION
Ostensibly, the hallmark computations of Quantum
Field Theory (QFT) have been carried out using the
in-out formalism, that is, relying on the study of the
S-matrix and its observable consequences. To wit, prac-
tically all physical predictions tested in particle acceler-
ators, such as the Large Hadron Collider (LHC), are de-
veloped in this framework. However, this type of results
assumes a certain degree of control over the experiment
at hand, and to test them we typically have to repeat
scattering processes a significant number of times. This
is not feasible, for instance, when testing predictions for
cosmological perturbations: we only have one universe to
observe. Consequently, the computational tool that has
proved most suitable in this type of context is the in-in
formalism [1–8], where only the initial condition of the
system is specified, therefore making predictions without
ever referring to the final state. The computable quanti-
ties within this formalism are correlations in a given time
slice, evolving the system from the initial time up to the
moment of interest.
On the other hand, computing observable quantities
using the in-in formalism has turned out to be lengthier
than one might have hoped for. The existence of simple
diagrammatic rules for in-out computations, which dra-
matically reduce the time needed to carry out a computa-
tion, does not have an equally simple counterpart in this
formalism. Of course, it must be noted that analog rules
do exist (see for instance [7]), but are somewhat non-
trivial in comparison to those that describe scattering
processes in a time-independent and homogeneous back-
ground. Having this in mind, we shall not focus much
of our attention on diagrammatic rules, nor on how to
derive them. Instead, we will explore how to deal with
computations that require to consider a non-trivial struc-
ture in the interaction terms, beyond the usually studied
cubic and quartic terms. This need arises, for example,
in situations wherein there is a highly oscillatory poten-
tial in field space, which would be completely missed by
the first three or four terms of its Taylor expansion. By
neglecting higher-order terms, any features in the poten-
tial are effectively washed out, which actually may be of
consequence to the probability distribution.
At this point, we must note that when considering this
kind of interactions, it could be argued that one would
first need to establish the theory’s renormalizability prop-
erties before proceeding to make sensible predictions by
the means of perturbation theory. While this may be
the usual, cautious way to go, most of the results we will
find do not require to specify a renormalization scheme
beforehand; thus, we do not explicitly address their im-
plementation. On the same grounds, we neither attempt
to solve this issue for arbitrary interactions. Instead, we
expect that the apparent generality of our results lets us
know whether, and how, renormalization becomes neces-
sary. Similarly, should infinities emerge, the correspond-
ing regularization procedure should also be guided by it.
In any case, as it should become clear later on this paper,
the usual approach using counterterms order by order in
the perturbative parameters can be readily implemented.
In this work, we mainly concern ourselves with the
derivation of probability density functionals (PDFs) in
the presence of nontrivial self-interactions, which we treat
perturbatively to all orders. PDFs are objects of interest
within a vast range of areas within physics, going all the
way from anharmonic crystals [9–11] through Wave Tur-
bulence [12] and other topics in condensed matter physics
to Cosmology, where, for instance, they can describe the
matter density contrast in Large Scale Structure [13–16],
or the primordial distribution of curvature perturbations
generated during Inflation [17–20]. Thus, the existence
of general formulas for their derivation within a QFT
framework can prove useful for present and future com-
putations. Additionally, they may be useful outside the
quantum arena, since the perturbative techniques com-
monly applied within QFT are also appropriate in weakly
nonlinear classical field theories.
The present paper has been organized as follows: we
begin in section II describing the in-in formalism and
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2introduce the main object of interest for the subsequent
computations. In section III we discuss the structure of
the distribution function that allows to compute n-point
functions at every order in perturbation theory, consti-
tuting the main result of this paper. We also briefly dis-
cuss the analogous result for the case of anti-commuting
fields, written in terms of Grassmann variables. Sec-
tion IV presents a brief discussion about the standard ap-
proach to scattering experiments, the in-out formalism,
where we give the analogous expressions to what would
be an n-point function and the distribution that gener-
ates them. In section V we delve into the specific case of
first-order computations, writing down the explicit for-
mulae for two PDFs that may be of interest. Finally, in
section VI we present a concrete example that illustrates
how a nontrivial interaction expresses itself through a 1-
point PDF to all orders, and also we discuss a field poten-
tial that seems to show promise of tractability with these
tools. From there, we proceed to provide our concluding
remarks in section VII. We let the reader be aware that
throughout this article we have chosen units such that
~ = 1.
II. SET UP
In what follows we will study the dynamics of a self-
interacting real scalar field ϕ, which for concreteness we
take to live inside a 4-dimensional spacetime (although
this is not essential). The theory is described by a La-
grangian density
L = Lfree − V (ϕ, x). (1)
Here x is the spacetime coordinate, and Lfree defines a
free theory, of which we assume its solutions to be known
in terms of mode functions ϕk(t):
ϕ(x, t) =
∫
k
ϕˆ(k, t) e−ik·x (2)
ϕˆ(k, t) = ϕk(t)a(k) + ϕ
∗
k(t)a
†(−k) (3)
where we have introduced
∫
k
≡ (2pi)−3 ∫ d3k as short-
hand notation. The operators a(k) and a†(k) are cre-
ation and annihilation operators that satisfy the follow-
ing commutation relations:[
a(k), a†(k′)
]
= (2pi)3δ(3)(k− k′). (4)
Equivalently, we may describe the complete theory
through a hamiltonian density H = Hfree + V (ϕ, x).
Either using this starting point or the lagrangian den-
sity (1), this setup is capable of describing a vast num-
ber of theories, including non-autonomous systems where
there are explicit time dependences in the parameters of
the theory. Having established the foundations, our at-
tention will now be focused on describing the machinery
we will use to solve the theory perturbatively.
We now proceed to quantize the system adopting the
interaction picture framework. That is, the quantum
field ϕ is written as ϕ(x, t) = U†(t)ϕI(x, t)U(t), where
ϕI(x, t) is the interaction picture field and evolves as a
field of the free theory. Explicitly, it is given by
ϕI(x, t) =
∫
k
ϕˆI(k, t) e
−ik·x (5)
ϕˆI(k, t) = ϕk(t)a(k) + ϕ
∗
k(t)a
†(−k). (6)
On the other hand, U(t) is the time evolution operator
in the interaction picture (sometimes dubbed as propa-
gator), which is given by
U(t) = T exp
{
−i
∫ t
t0+i|t0|
dt′HI(t′)
}
(7)
where T is the time ordering symbol, instructing to place
operators evaluated at later times at the left of the ex-
pression, and operators evaluated at earlier times at the
right. Here we have incorporated a prescription to eval-
uate the integral, in the form of a positive infinitesimal
quantity , which takes care of selecting the proper in
state when t0 → −∞ [21]. This could also be imple-
mented by adding an imaginary part to the argument of
the interaction Hamiltonian HI [8].
Clearly, the object that determines how temporal evo-
lution takes place is HI , which is given by the potential
evaluated at the interaction picture fields,
HI(τ) =
∫
x
V (ϕI(x, t),x, t), (8)
where
∫
x
≡ ∫ d3x. In order to deal with HI , one of the
methods we will consider is to make a Fourier expansion
of the potential over field space and expand the exponen-
tial through its power series
V (ϕ,x, t) =
1
2pi
∫ ∞
−∞
dγV˜ (γ,x, t)e−iγϕ
=
1
2pi
∫ ∞
−∞
dγV˜ (γ,x, t)
∞∑
m=0
(−iγϕ)m
m!
,
(9)
which is formally possible since ϕ is a hermitian field with
real eigenvalues. This representation of the potential has
also been utilized in other recent QFT results [22, 23] (re-
ferred therein as part of the construction of the S-matrix
in the Efimov representation, introduced earlier on in [24]
and other previous works of the same author). In princi-
ple, either starting from here or from a Taylor expansion
we will have to deal with an infinite number of vertices,
with an arbitrary number of external legs. Although this
expansion in Fourier modes is not essential to the final re-
sult, it turns out to be helpful in some derivations, being
particularly convenient within a diagrammatic approach.
Our first matter of interest will be to compute n-point
functions for the ϕ field
〈ϕ(x1, t)...ϕ(xn, t)〉 = 〈U†(t)ϕI(x1, t)...ϕI(xn, t)U(t)〉.
(10)
3Expanding the interaction picture propagator using the Dyson series one can readily write down
〈ϕ(x1, t)...ϕ(xn, t)〉 = 〈
∞∑
N=0
(−i)N
N∑
l=0
(−1)l
∫ t
t0−i|t0|
dtl...
∫ t2
t0−i|t0|
dt1HI(t1)...HI(tl)
× ϕI(x1, t)...ϕI(xn, t)
∫ t
t0+i|t0|
dtl+1...
∫ tN−1
t0+i|t0|
dtNHI(tl+1)...HI(tN )〉,
(11)
and thus we only need to evaluate expectation values of the form
〈HI(t1)...HI(tl)ϕI(x1, t)...ϕI(xn, t)HI(tl+1)...HI(tN )〉 (12)
where we have yet to specify the in state.
We construct these states using the creation and anni-
hilation operators of the free theory, which we can write
in terms of the interaction picture field operator and its
conjugate canonical momentum field operator. This may
be accomplished by inverting the relations that define the
field observables in momentum space
ϕˆI(k, t) = ϕk(t)a(k) + ϕ
∗
k(t)a
†(−k) (13)
ΠϕI (k, t) = ϕ˙k(t)a(k) + ϕ˙
∗
k(t)a
†(−k), (14)
and then write down the operator of interest that speci-
fies the in state. For instance, one could write a super-
position of one-particle states as
|Φ〉 =
∫
x
W (x)ϕˆI(x)|0〉 , (15)
or, more generally, for a superposition of multi-particle
states,
|Φ〉 =
∑
n
(∫
x1
...
∫
xn
Wn(x1, ...,xn)ϕˆI(x1)...ϕˆI(xn)
)
|0〉 ,
(16)
where the functions {Wn(x1, ...,xn)}n characterize the
state, with n labelling the number of “particles” in each
term of the sum. Here we have introduced the Fock vac-
uum |0〉, which is annihilated by the a(k) operators, i.e.,
a(k) |0〉 = 0, and supports a ladder of states upon acting
on it with the a†(k) operators.
Finally, we note that because ΠϕI (x) = dϕI(x)/dt, and
the temporal derivative only affects the mode functions,
we only need to compute
〈0|ϕI(y1, t0)...ϕI(yJ , t0)HI(t1)...HI(tl)ϕI(x1, t)...ϕI(xn, t)HI(tl+1)...HI(tN )ϕI(y1, t0)...ϕI(yJ , t0)|0〉 (17)
while keeping track of which field is to be differentiated
with respect to time at t0, and finally summing the nec-
essary terms to reconstruct the desired in state, which
will lie within the Fock space of the free theory vacuum.
In this process, it is neater to let the positions yi be
different at each side of the inner product; thus we will
first compute the correlation with no repeated positions
in the fields, and take the corresponding limits at the
end of the computation. Note that we may reconstruct
the expectation value of other operators of interest by
taking derivatives and linear combinations of the n-point
correlation functions (17) at time t.
In the following subsections we proceed to outline the
steps leading to the main result, while leaving most of
the details to Appendices A and B. With the benefit of
hindsight, we will appreciate that the results we will ob-
tain are a direct consequence of Wick’s theorem [25], and
thus they do not rely on the particular representation of
the expansion chosen to compute perturbations with the
potential (Taylor series, Fourier series, etc.).
III. THE PROBABILITY DENSITY
FUNCTIONAL
Since usually all of the relevant information to describe
the theory can be stored within the path integral, it is
natural to expect that we may write down an explicit
functional that generates the n-point functions at any
order in perturbation theory.
In this section we derive such a functional, which allows
us to compute n-point functions at a given time slice t.
We refer the interested reader to Appendix A for some
of the technical details.
4It will prove useful to write down the propagator of the
free theory as a fundamental object, both in momentum
and position space
∆(t, t′, p) ≡ ϕp(t)ϕ∗p(t′) (18)
σ2(t, t′, r) ≡ 1
(2pi)3
∫
d3p ∆(t, t′, p)eip·r
= 〈0|ϕI(t,x)ϕI(t′,y)|0〉 , (19)
where r = |x− y|.
A. The loop contributions
Ultimately, it is the interacting term V (ϕ, r, t) that
which will lead to non-trivial signatures, if any, in
the spectrum of the field ϕ. Given that we are tak-
ing a perturbative approach, these signatures must
be reflected solely through correlations, such as equa-
tion (17). If we expand the potential V inside HI(τ) =∫
x
V (ϕI(x, t),x, t) as a power series on ϕI , each term
in the expansion will “interact” with up to as many
other spacetime positions as the power of the particular
term. These interactions are usually represented with di-
agrams, joining “outer legs”, which represent the fields
that are used to construct the observed states (in or out
states), and “internal legs” that arise from the interaction
terms. Each of these connections gives a contribution
of σ2(t, t′, r) to the process under consideration, which
we will call propagators or covariances depending on the
context. Within all of these connections one can find con-
tractions between two vertices (in this context, vertex is
short for a spacetime position where an interaction po-
tential is evaluated and the number of fields associated
to it). As a result, it is possible to encounter “closed cir-
cuits”, such as σ2(t1, t2, r12)σ
2(t2, t3, r23)σ
2(t3, t1, r31).
Diagrammatically, each propagator is represented with
a line; hence these kinds of contributions are represented
by a line segment that closes in itself. Therefore one calls
them “loops”.
To evaluate the correlation in equation (11), we will
first address the fully interacting contribution to equa-
tion (17), i.e. that which connects all coordinates of the
fields that define the in state with interaction vertices.
Put simply, for the moment we will not be interested in
the contributions that arise directly from the free theory
and can be factored out. Note that this is not equivalent
to a fully connected contribution because this would re-
quire all external legs to interact with each other through
the vertices, which would be reflected through an over-
all Dirac delta in momentum space (provided that the
system is translationally invariant).
As is shown in Appendix A, the fully interacting n-
point correlator contains the following loop structure as
a factor:
〈0|ϕI(z1, t0)...ϕI(zJ , t0)HI(t1)...HI(tl)ϕI(x1, t)...ϕI(xn, t)HI(tl+1)...HI(tN )ϕI(y1, t0)...ϕI(yJ , t0)|0〉FI
⊃
∫
r1
∫
ϕ1
...
∫
rN
∫
ϕN
∂n1V
∂ϕn11
...
∂nNV
∂ϕnNN
exp
(
− 12ϕi
(
Σ−1I
)
ij
ϕj
)
√
(2pi)N |detΣI |
,
(20)
where we have omitted the propagators that connect the
vertices with the outer legs. Here nl is defined as the
number of “legs” at vertex l of the perturbative expansion
that are connected to the fields defining the in state, and
ΣI is a (complex) symmetric matrix that has the position
space propagators connecting the vertices rl as entries.
This matrix plays the role of a covariance matrix, and so
we will treat as such.
Let us appreciate an important aspect of this last re-
sult: it is an expectation value over a (multivariate) gaus-
sian probability density function. With this in mind (and
Wick’s thoerem), we claim that
〈0|ϕI(z1, t0)...ϕI(zJ , t0)HI(t1)...HI(tl)ϕI(x1, t)...ϕI(xn, t)HI(tl+1)...HI(tN )ϕI(y1, t0)...ϕI(yJ , t0)|0〉 =
∫
ϕz1
...
∫
ϕzJ
...∫
ϕx1
...
∫
ϕxN
∫
ϕy1
...
∫
ϕyJ
∫
r1
∫
ϕ1
...
∫
rN
∫
ϕN
V (ϕ1, r1, t1)...V (ϕN , rN , tN )
exp
(− 12ϕT · (Σ−1) ·ϕ)√
(2pi)N+n+2J |detΣ| ϕz1 ...ϕzJϕx1 ...ϕxnϕy1 ...ϕyJ
(21)
where ϕT ≡ (ϕz1 ... ϕzJ ϕ1 ... ϕl ϕx1 ... ϕxn ϕl+1 ... ϕN ϕy1 ... ϕyJ ), and Σ is the corresponding (N+n+2J)×
(N + n+ 2J) covariance matrix.
5The covariances in this matrix are the propagators be-
tween the fields’ corresponding spacetime positions, and
they have their respective temporal arguments ordered
within the propagators’ arguments as the fields are in
the definition of ϕT . For example, the covariance relat-
ing ϕza and ϕb is σ
2(t0, tb, |za−rb|), and the one relating
ϕxi with ϕb would be σ
2(t, tb, |xi− rb|) if b ≥ l+ 1, while
it would be σ2(tb, t, |xi − rb|) if b ≤ l. We omit the de-
pendence of Σ on (N, l) to ease the notation. Also, the
integrals
∫
ϕ
are shorthand for
∫∞
−∞ dϕ.
Equation (21) describes the full n-point function, in-
cluding both the free theory contributions and the in-
teracting ones. Note that the free theory pairings are
given precisely by a Gaussian distribution as in (21),
only without the ϕi terms. Instances of these would be
σ2(t0, t0, |za−yb|) or σ2(t, t0, |xi−yb|). Since it is fairly
easy to check that these contractions also arise from this
expression, we have obtained an indication that we are
on the right track.
B. A corollary of Wick’s theorem
We now proceed to prove the claim introduced in the
previous section: let the potential V be given by its Tay-
lor expansion about ϕ = 0, with spacetime-dependent
coefficients cm(r, t)
V (ϕ, r, t) =
∞∑
m=0
cm(r, t)
m!
ϕm, (22)
and let us use this in (21). The right-hand side of the
equation now reads
∫
r1
...
∫
rN
∞∑
m1=0
...
∞∑
mN=0
cm1(r1, t1)...cmN (rN , tN )
m1!...mN !
×
∫
ϕz1
...
∫
ϕzJ
∫
ϕx1
...
∫
ϕxN
∫
ϕy1
...
∫
ϕyJ
∫
ϕ1
∫
ϕN
exp
(− 12ϕT · (Σ−1) ·ϕ)√
(2pi)N+n+2J |detΣ| ϕz1 ...ϕzJϕx1 ...ϕxnϕy1 ...ϕyJϕ
m1
1 ...ϕ
mN
N .
(23)
The second line in this last expression is nothing more
than a moment of a multivariate gaussian distribution.
Therefore, the result is the sum over all pairings of fields
of the product of the corresponding covariances. On the
other hand, if we go back to the starting point (17), we
have
∫
r1
...
∫
rN
∞∑
m1=0
...
∞∑
mN=0
cm1(r1, t1)...cmN (rN , tN )
m1!...mN !
〈0|ϕI(z1, t0)...ϕI(zJ , t0)ϕI(r1, t1)m1
...ϕI(rl, tl)
mlϕI(x1, t)...ϕI(xn, t)ϕI(rl+1, tl+1)
ml+1 ...ϕI(rN , tN )
mNϕI(y1, t0)...ϕI(yJ , t0)|0〉 ,
(24)
where the vacuum expectation value, per Wick’s theo-
rem, is exactly the sum, over all the possible pairings of
fields, of the product of the free-theory two-point func-
tions associated to the pairings, which in turn are ex-
actly the covariances we have defined earlier. Hence the
last two expressions are equal and therefore (21) holds as
written.
In order to connect this with the usual diagrammatic
approach, note that in this last step the sum over all
possible pairings is exactly what gives rise to propaga-
tors connecting vertices, and as may be seen from Ap-
pendix A, the flow of momenta through the diagrams
appears by taking the Fourier transform to momentum
space of each propagator. In this sense, we have only
rewritten a known statement in an apparently more com-
plicated manner. However, in this way it is possible to
appreciate some aspects of perturbation theory that usu-
ally remain obscure in a diagrammatic approach.
C. An explicit result for the PDF of a
self-interacting scalar field at every order
Now we return to equation (11), which is the object we
want to characterize through a probability distribution.
This PDF must be able to generate n-point functions
to any order in perturbation theory, and should deliver
a path integral in the formal limit N → ∞. Further-
more, it should always be positive when reduced to a fi-
nite number of points at which to evaluate the field. The
6breakdown of this property would be a clear indicator
that higher-order terms are required to give a meaning-
ful result.
In what follows, we will write down explicit results
taking the free theory vacuum |0〉 as the in state (thus
omitting ϕz and ϕy in ϕ), but it is straightforward to get
a more general result, which we list in Appendix B. The
reason for doing this is that the structure of the com-
putation we wish to emphasize, namely the interacting
terms, is already contained within the correlations that
come out of this choice.
Using equation (21), the n-point function for the ϕ field is given by
〈ϕ(x1, t)...ϕ(xn, t)〉 =
∞∑
N=0
(−i)N
N∑
l=0
(−1)l
∫ t
t0−i|t0|
dtl...
∫ t2
t0−i|t0|
dt1
∫ t
t0+i|t0|
dtl+1...
∫ tN−1
t0+i|t0|
dtN
∫
r1
...
∫
rN
×
∫
ϕx1
...
∫
ϕxN
∫
ϕ1
...
∫
ϕN
V (ϕ1, r1, t1)...V (ϕN , rN , tN )
exp
(− 12ϕT · (Σ−1) ·ϕ)√
(2pi)N+n|detΣ| ϕx1 ...ϕxn .
(25)
This correlation is a moment of the distribution
ρϕ =
∞∑
N=0
(−i)N
N∑
l=0
(−1)l
∫ t
t0−i|t0|
dtl...
∫ t2
t0−i|t0|
dt1
∫ t
t0+i|t0|
dtl+1...
∫ tN−1
t0+i|t0|
dtN
∫
r1
...
∫
rN
×
∫
ϕ1
...
∫
ϕN
V (ϕ1, r1, t1)...V (ϕN , rN , tN )
exp
(− 12ϕT · (Σ−1) ·ϕ)√
(2pi)N+n|detΣ| ,
(26)
which is, in its own right, a probability density function
for the field ϕ. It is important to keep in mind that, even
though it is not explicitly stated, the covariance matrix
Σ is different for each pair (N, l), in the manner discussed
between (21) and (22). We can summarize this by stating
that the times that are integrated over a contour shifted
by −i|t0| always go to the left in the covariances, and
that those with +i|t0| always go to the right. When two
times have the same imaginary component, the covari-
ance has its arguments time-ordered if the integration is
with +i|t0|, and anti-time-ordered if the integration goes
with −i|t0|. Keeping this in mind, we may formally fac-
tor the distribution defined by the exponential out of the
spacetime integrations, write it as a functional integral,
and then further rearrange (26) to get
ρϕ =
∫
Dϕ
exp
(− 12ϕ · (Σ−1) · ϕ)√|det(2piΣ)|
∞∑
l=0
(+i)l
∫ t
t0−i|t0|
dtl
∫
rl
V (ϕ(rl, tl), rl, tl) ...
∫ t2
t0−i|t0|
dt1
∫
r1
V (ϕ(r1, t1), r1, t1)
×
∞∑
N=0
(−i)N
∫ t
t0+i|t0|
dtl+1
∫
rl+1
V (ϕ(rl+1, tl+1), rl+1, tl+1) ...
∫ tN+l−1
t0+i|t0|
dtN+l
∫
rN+l
V (ϕ(rN+l, tN+l), rN+l, tN+l),
(27)
where we have to stress that the arguments of the fields
inside the potential are there merely as a label for the
functional integral to read; they are not to be integrated
over by the spacetime integrals right away.
In this last expression, ϕ contains both “internal”
(those in the arguments of the interaction V ) and “exter-
nal” fields (those that appear in the observable, charac-
terized by the positions xi). One additional formal step
gives the resummation of the Dyson series
ρϕ =
∫
Dϕ+Dϕ− exp
{
+i
∫ t
t0−i|t0|
dt′
∫
r
V (ϕ−(r, t′), r, t′)
}
× exp
(− 12ϕ · (Σ−1) · ϕ)√|det(2piΣ)| exp
{
−i
∫ t
t0+i|t0|
dt′
∫
r
V (ϕ+(r, t
′), r, t′)
}
.
(28)
7Here we have made a distinction between the fields ϕ+
and ϕ− (as is usually done in the Schwinger-Keldysh for-
malism) in order to be unambiguous regarding the order
in which the covariances have their temporal arguments
arranged: the ϕ+ field always has its corresponding times
to the right and time-ordered among themselves, while
those of ϕ− always go to the left and anti-time-ordered
among themselves. It is no longer necessary to write
down the time ordering symbols, because the ordering
prescription is already implemented through the defini-
tion of Σ. From this point one can derive an expression
with more resemblance to the usual path integral formu-
lation [7]. It is also relevant to keep in mind that the
matrix Σ also has entries for external ϕ fields, which are
neither ϕ+ nor ϕ−: the Schwinger-Keldysh fields only
account for the inner structure of the theory. To empha-
size this, note that an expectation value for an observable
quantity is computed by integrating over the correspond-
ing external field variables
〈f〉(r1, ..., rn; t) =
∫
Dϕρϕ f(ϕ(r1, t), ..., ϕ(rn, t); t),
(29)
as one would expect.
A remark is in order here. Throughout this paper,
when we write
∫
Dϕ we mean to integrate over the range
of eigenvalues of the field operator (heretofore the real
line) for each spacetime position relevant in the integra-
tion, and reduce the corresponding (usually Gaussian)
distribution to the relevant coordinates. For instance, in
this last equation
∫
Dϕ =
∫
ϕ(r1,t)
...
∫
ϕ(rn,t)
: the RHS is
composed of a product of n real integrals from −∞ to
∞ for each field, thus sweeping over all of their possible
eigenvalues.
The distribution ρϕ is normalized, in the sense that∫
Dϕρϕ = 1, as can be readily seen order by order from
the perturbative expansion (26): if we disregard the  pre-
scription, then only N = 0 gives a nonzero contribution,
since by having integrated out the external fields, the ar-
gument of the time integrations is the same for every l,
and what remains is a sum (with signs) over integration
domains, which cancel out identically. Hence, for finite t0
we have
∫
Dϕρϕ = 1, and then limt0→−∞
∫
Dϕρϕ = 1,
which is what is usually meant by t0 = −∞. Diagram-
matically, this implies the cancellation of loop diagrams
in the interacting theory that are disconnected from the
external legs.
Me must note, though, that for computational pur-
poses, equation (28) may be as useful as the starting
point (7) because ultimately both are formal expressions.
However, it makes manifest one of the fundamental as-
pects of perturbation theory: the result is expressed only
in terms of the quantities of the free theory, modulated by
the perturbation V ; no new propagators are introduced
at a basic level.
As this section’s final comment, we note that including
self-interactions involving derivatives of the field is also
feasible. However, in order to represent all the contrac-
tions through a Gaussian distribution in an unambiguous
manner, it is desirable that the field and its conjugate mo-
menta be ordered in a definite and uniform way within
the Hamiltonian. If this is not the case, then one would
probably be forced to add extra labels to the integrations
so as to implement the different ordering prescriptions.
D. The case of Dirac fields
Analogously to what we have been doing so far, we
may reconstruct a probability distribution functional for
an interacting theory of anti-commuting fields. We con-
sider a theory given by H = Hfree + V (ψα, ψ¯β , x), where
ψ(x) is a Dirac spinor field. The relevant result for Gaus-
sian expectation values when dealing with Grassmann
variables is
〈A(θαa , θ¯βb )〉 =
∫ ∏
i,ι
dθιidθ¯
ι
i
A(θαa , θ¯βb )exp
(
θ¯iS
−1
ij θj
)
detS−1
.
(30)
Thus, it is possible to repeat the reasoning that led us
to Eq. (26) by expanding the “potential” V as a polyno-
mial of Grassmann variables (which actually is the very
definition of V in this context). In the last expression
we introduced Sij as a matrix of complex-valued prop-
agators between the corresponding Grassmann variables
(we have omitted the spinor index in the sum θ¯iS
−1
ij θj).
We use greek letters to denote spinor components and
latin indices to number the interaction vertices.
The only difference with our previous computations is
that we are now faced with some numbers that do not
commute. However, taking both the free and complete
Hamiltonian (and therefore the interaction) to be com-
muting numbers, there is no problem in rearranging the
positions of the potential V . Consequently, in an analo-
gous manner we obtain
ρψ =
∞∑
N=0
(−i)N
N∑
l=0
(−1)l
∫ t
t0−i|t0|
dtl...
∫ t2
t0−i|t0|
dt1
∫ t
t0+i|t0|
dtl+1...
∫ tN−1
t0+i|t0|
dtN
∫
r1
...
∫
rN
×
∫ ∏
i,ι
dθιidθ¯
ι
i
 exp (θ¯iS−1ij θj)
detS−1
V (θα1 , θ¯
β
1 , r1, t1)...V (θ
α
N , θ¯
β
N , rN , tN ).
(31)
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∫
dθ,
∫
dφ are no longer over
the real line, but over complex Grassmann numbers.
The spacetime-dependent covariance matrix S follows
the same conditions that Σ does in the previous sections
regarding the ordering of time coordinates within propa-
gators, and is equally dependent on (N, l). In very much
the same way we did in the previous section, it proves
possible to sum this back into a functional integral.
Generalizing these results to theories with both types
of fields (bosonic and fermionic) is straightforward: write
the (gaussian) free theory distribution as a product of
those corresponding to each individual theory, and let
the interaction terms V (ϕ,ψ) connect them to form more
complex processes.
IV. AN ANALOGOUS DERIVATION FOR THE
IN-OUT FORMALISM
We can also use the tools developed so far to write
down expressions for the S matrix. From [21], we have
Sβα = 〈Φβ |S|Φα〉, where S = U(+∞,−∞), U(t, t0) ≡
eiH0te−iH(t−t0)e−iH0t0 = T exp
(
−i ∫ t
t0
dt′HI(t′)
)
, and
|Φα〉 , |Φβ〉 refer to the states of the free theory that are
asymptotically equal to the relevant in and out states.
In this context, we may write
|Φα〉 = a†(kα1)...a†(kαn)|0〉 , (32)
and therefore the object of interest is
〈0|a(kβ1)...a(kβm) T exp
(
−i
∫ ∞
−∞
dtHI(t)
)
× a†(kα1)...a†(kαn)|0〉 .
(33)
We omit the  terms during this section, as they can be
easily tracked and reinstated if necessary. In order to
use our previous strategies, we may start by expressing
the a, a† operators in terms of the interaction picture
fields at t = 0. This choice is inconsequential to the
construction of in/out states, as the evolution of the free
theory will only modify the phases by which the a, a†
operators need to be multiplied in order to recover an
amplitude of the form of (33). Thus, the object that we
can readily compute and use to probe different in/out
states is
〈f |i〉 = 〈0|ϕI(xβ1 , 0)...ϕI(xβm , 0)
× T exp
(
−i
∫ ∞
−∞
dtHI(t)
)
× ϕI(xα1 , 0)...ϕI(xαn , 0)|0〉 .
(34)
However, in contrast with the in-in formalism, there
is an issue regarding the loop diagrams that are discon-
nected from the external legs: in this situation there is no
cancellation coming from other terms. Since these con-
tributions typically give rise to infinities, the standard
approach is to remove them by hand, because they ap-
pear as a normalization factor in the partition function.
Equivalently, we can formally divide the amplitude 〈f |i〉
by 〈0|S|0〉, since it is this term that appears as an over-
all factor in the exact result for every computation, and
accounts for all of the disconnected pieces that appear in
a diagrammatic expansion.
If we now perform a perturbative expansion on V (i.e.
on its typical amplitude) in analogy with our previous
computations, we obtain
〈f |i〉 =
∞∑
N=0
(−i)N
∫
r1
...
∫
rN
∫
ϕxα1
...
∫
ϕxα1
∫
ϕxβ1
...
∫
ϕxβm
∫
ϕ1
...
∫
ϕN
ϕxα1 ...ϕxαnϕxβ1 ...ϕxβm
×
∫ ∞
−∞
dt1 ...
∫ tN−1
−∞
dtN
exp
(− 12ϕT · (Σ−1N ) ·ϕ)√
(2pi)N+n+m|detΣN |
V (ϕ1, r1, t1)...V (ϕN , rN , tN ),
(35)
〈0|S|0〉 =
∞∑
N=0
(−i)N
∫
r1
...
∫
rN
∫
ϕ1
...
∫
ϕN
∫ ∞
−∞
dt1
∫ t1
−∞
dt2 ...
∫ tN−1
−∞
dtN
exp
(
− 12ϕTN ·
(
Σ−1I,N
)
·ϕN
)
√
(2pi)N |detΣI,N |
V (ϕ1, r1, t1)...V (ϕN , rl, tN ).
(36)
In these expressions the covariance matrix ΣN is a square
matrix with side N + n + m, in which the field entries
with a β index always have their corresponding time co-
ordinates in the first argument of σ2(t, t′, r). Similarly,
the field entries with an α index always have their respec-
tive time coordinates in the second argument. The field
entries associated to the perturbative expansion have
their corresponding time coordinates time-ordered with
respect to each other, so that later times occupy the first
entry of σ2(t, t′, r). Analogously, ΣI,N is an N×N square
matrix, but only containing the covariance block associ-
ated to the N vertices and no correlation to the initial or
9final state. Finally, ϕN represents the field vector ϕ with
only the ϕi entries, with i = 1, ..., N .
The previous expressions can be used at any order,
expanding 〈0|S|0〉−1 in a power series and keeping the
terms of interest up to the desired order. As before, we
may formally re-sum and write this result using func-
tional integrals
〈f |i〉 =
∫
Dϕ
exp
(− 12ϕ · (Σ−1) · ϕ)√|det(2piΣ)| ϕxα1 ...ϕxαn exp
{
−i
∫ ∞
−∞
dt
∫
r
V (ϕ(r, t), r, t)
}
ϕxβ1 ...ϕxβm
×
[∫
Dφ
exp
(− 12φ · (ΣI−1) · φ)√|det(2piΣI)| exp
{
−i
∫ ∞
−∞
dt
∫
r
V (φ(r, t), r, t)
}]−1
,
(37)
or equivalently, one can also write equation (37) as
〈f |i〉 =
∫
Dϕexternal ϕxα1 ...ϕxαn%ϕ ϕxβ1 ...ϕxβm , (38)
where the distribution that generates the scattering amplitudes is
%ϕ =
∫
Dϕinternal
exp
(− 12ϕ · (Σ−1) · ϕ)√|det(2piΣ)| exp
{
−i
∫ ∞
−∞
dt
∫
r
V (ϕ(r, t), r, t)
}
×
[∫
Dφ
exp
(− 12φ · (ΣI−1) · φ)√|det(2piΣI)| exp
{
−i
∫ ∞
−∞
dt
∫
r
V (φ(r, t), r, t)
}]−1
.
(39)
When reading this, one has to keep in mind that Σ stores
all correlations, including those between external and in-
ternal fields, which are here defined, respectively, as those
used to construct the in and out states and those that
arise from the interactions, while ΣI only contains the co-
variances of the internal fields. Additionally, ϕ contains
both ϕexternal and ϕinternal. This latter contribution can
be thought as normalization to the scattering amplitude
that removes the interactions that do not take part in
the physical process (i.e. the disconnected loop contribu-
tions).
Let us stress that %ϕ is not a probability distribution:
it is merely a distribution which upon integration along
a function of field variables yields scattering amplitudes.
The normalization is conventional to set the correspond-
ing partition function (the functional Fourier transform)
to unity when the source currents are turned off.
Finally, let us note that the time ordering symbols have
been removed from the expression, as Σ is defined so that
it contains time-ordered (Feynman) propagators between
the vertices, thus implementing the standard diagram-
matic rules of QFT. As before, let us remark yet again
that Σ also contains propagators that connect the exter-
nal fields with the interaction vertices, with their corre-
sponding temporal orderings. Although we could have
simplified the notation further, we keep σ2(t, t′, r) as the
fundamental object in order to facilitate comparison with
the in-in formalism. The familiar path integral approach
to QFT can be readily compared with this result.
V. APPLICATIONS TO FIRST-ORDER
COMPUTATIONS
In this section we list two generic quantities that can
be derived from our previous results and may find a num-
ber of applications. The first considers the computation
of a probability distribution function for a scalar field ϕ,
starting from the free theory vacuum |0〉 as the in state.
The second provides a probability density for the mode
amplitudes in momentum space, with the same initial
conditions. They are complementary, as they quantify
different aspects of the system’s observable quantities,
but ultimately encode the same information: the struc-
ture of the self-interaction.
Both results can be regarded as Born approximations,
in the sense that they are valid provided the potential
is of small amplitude and that their results are linear on
the self-interaction. This fact may prove useful for future
studies of systems that have statistics that are very close
to a Gaussian distribution and probe small departures
from Gaussianity, simply because linear operations are
easier to handle and, potentially, to be inverted. This
opens the door to obtaining information on the under-
lying potential directly, thus shedding light on the fun-
damental structure of the theory that describes the phe-
nomenon at hand.
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A. A 1-point PDF
A problem of interest is to describe the probability of
a quantum field having a certain amplitude at a given
spacetime position. Let us here take a situation in which
the system is originally in the vacuum state of the free
theory, and an interacting term is turned on from t = t0
onwards. This allows us to omit the  prescription used
to select states in the asymptotic past.
If we take the termN = 1 in equation (26) and consider
it as a deviation ∆ρ from a Gaussian distribution, we find
∆ρ(ϕ1, ..., ϕn; z) =∫
r
∫ t
t0
dt′ 2Im
{∫
dφ
exp
(− 12ϕT ·Σ−1 ·ϕ)√
(2pi)n+1|detΣ| V (ϕ, r, t
′)
}
,
(40)
where ϕi represents the amplitude of the field at (ri, t),
which we do not write as ϕ(ri, t) in order to emphasize
their being real variables. Furthermore, we have denoted
ϕT = (φ ϕ1 ... ϕn), and Σ is the corresponding covari-
ance matrix
Σ =

σ2(t′, t′, 0) σ2(t, t′, r01) · · · σ2(t, t′, r0n)
σ2(t, t′, r01) σ2(t, t, 0) · · · σ2(t, t, r1n)
σ2(t, t′, r02) σ2(t, t, r12)
. . . σ2(t, t, r2n)
...
... · · · ...
σ2(t, t′, r0n) σ2(t, t, r1n) · · · σ2(t, t, 0)
 ,
(41)
with rij = |ri − rj | and r = r0. Furthermore, if we take
r1 = ... = rn ≡ x, then the Gaussian measure effectively
reduces itself to two field coordinates, one internal and
another external. Consequently, the covariance matrix
becomes a 2× 2 matrix.
If we further let r = |r|, we arrive at
ρ(ϕ,x, t) =
e
− ϕ2
2σ2(t,t,0)√
2piσ2(t, t, 0)
1 + ∫
r
∫ t
t0
dt′
∫ ∞
−∞
dφ 2 Im
e
− (φ−R(t,t′,r)ϕ)2
2κ2(t,t′,r)√
2piκ2(t, t′, r)
V (φ, r + x, t′)
 . (42)
where we have defined
κ2(t, t′, r) ≡ σ
2(t, t, 0)σ2(t′, t′, 0)− σ4(t, t′, r)
σ2(t, t, 0)
(43)
R(t, t′, r) ≡ σ
2(t, t′, r)
σ2(t, t, 0)
. (44)
Equation (42) is the promised result: a 1-point PDF for
the scalar field at (x, t). In general, this can be evaluated
numerically in a straightforward manner, typically once
the (co)variances have been already regularized. How-
ever, if we had access to solving the integral over t′ at
the n-point function level, the reconstruction of the PDF
should even be more revealing of the underlying physics
(see [18, 19] for a realization of this type of analysis).
In fact, if both the potential and the single-point vari-
ance of the field σ2(t, t, 0) are independent of the space-
time coordinates, it is possible to retrieve information of
the self-interaction directly from the connected n-point
functions in terms of a Hermite polynomial expansion,
and ultimately, to reconstruct the potential. This is a
consequence of equation (46) in the following section.
B. A k-space PDF for the amplitude of the
fluctuations
In order to get a PDF in momentum space, we first
need to determine the structure of the n-point functions
in this representation. To that end, we first write down
the fully connected n-point function explicitly at first or-
der in V and time t, which, to this order in the pertur-
bation, is equal to the fully interacting contribution:
〈ϕnr1,...,rn〉c =
∫ t
t0
dt′
∫ ∞
−∞
dϕ
e
− ϕ2
2σ2(t′,t′,0)√
2piσ2(t′, t′, 0)
∂nV
∂ϕn
(ϕ, r, t′)
∫
r
2Im
{
σ2(t, t′, |r− r1|) ... σ2(t, t′, |r− rn|)
}
. (45)
Integrating by parts over ϕ and taking a Fourier transform to momentum space, we get
〈ϕnk1,...,kn〉c =
∫ t
t0
dt′
∫ ∞
−∞
dϕ
e
− ϕ2
2σ2(t′,t′,0)√
2piσ2(t′, t′, 0)
Hen
(
ψ
σ(t′, t′, 0)
)
V (ϕ, r, t′)
∫
r
2Im
{
∆(t, t′, k1)eik1·r
σ(t′, t′, 0)
...
∆(t, t′, kn)eikn·r
σ(t′, t′, 0)
}
.
(46)
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On the other hand, when one thinks about measuring dif-
ferent modes of a given field, one has to take into account
the experimental limitations. To that end, we define
ϕ¯k ≡ 3
4pik3IR
∫
|q−k|<kIR
d3q ϕq (47)
where kIR is an infrared cutoff, or a coarse-graining, that
accounts for our not being able to measure arbitrarily
large length scales (note that there is no (2pi)−3 factor
beside the integral).
In the case of a quadratic theory, all of the relevant
information is contained within the two-point function,
which is also called the Power Spectrum. Presently, it is
given by
〈ϕ¯kϕ¯−k〉free = (2pi)
3(
4pi
3 k
3
IR
)2 ∫|q−k|<kIRd3q∆(t, t, q). (48)
which, depending on the background metric, may be
time-dependent. However, in the presence of an interac-
tion term, the theory no longer has Gaussian statistics,
and consequently the amplitude of the modes is no longer
determined only through the two-point function.
For our present purposes, since the amplitude of a
mode can be characterized by |ϕk|2 = ϕkϕ†k = ϕkϕ−k,
the natural quantity to try and compute is
〈(ϕ¯kϕ¯−k)n〉 =
n∑
m=0
n!2〈ϕ¯kϕ¯−k〉n−mfree
m!2(n−m)! 〈(ϕ¯kϕ¯−k)
m〉c, (49)
where the combinatorial factor arises from the counting
of all possible contractions to form diagrams with n ex-
ternal momenta evaluated at k and an additional set of
n momenta evaluated at −k. Notice that (49) requires
|k| > kIR/2 for consistency, so that the free theory con-
tractions can only join k with −k.
If we define
Fn[V ; r, t] ≡
∫ ∞
−∞
dϕ
e
− ϕ2
2σ2(t,t,0)√
2piσ2(t, t, 0)
Hen
(
ϕ
σ(t, t, 0)
)
V (ϕ, r, t) , (50)
we can readily write down the fully connected contributions
〈(ϕ¯kϕ¯−k)n〉c =
∫ t
t0
dt′
∫
r
F2n[V ; r, t′] 2Im
{(
1
( 4pi3 k
3
IR)
2
∫
q,q′<kIR
∆(t, t′, |k− q|)∆(t, t′, |k− q′|)
σ2(t′, t′, 0)
ei(q−q
′)·r
)n}
, (51)
and thus what remains is a problem of finding the PDF that generates (49). In essence, we want a distribution K
such that
∫
d(|ϕ¯k|2)Kk(|ϕ¯k|2)(|ϕ¯k|2)n = 〈(ϕ¯kϕ¯−k)n〉.
In the interests of notational simplicity, let us define
y = y(t, t′, r;k) ≡ 1
( 4pi3 k
3
IR)
2〈ϕ¯kϕ¯−k〉free
∫
q,q′<kIR
∆(t, t′, |k− q|)∆(t, t′, |k− q′|)
σ2(t′, t′, 0)
ei(q−q
′)·r, & x ≡ |ϕ¯k|
2
〈ϕ¯kϕ¯−k〉free (52)
where 〈ϕ¯kϕ¯−k〉free is the two-point function of the free
theory. Furthermore, we define a functional T [V ; r, t](x)
by ∫ ∞
0
dx e−xLn (x)T [V ; r, t](x) =
(−1)n
n!
F2n[V ; r, t].
(53)
where Ln is the n-th Laguerre polynomial. This defini-
tion is always possible provided that V (ϕ, ·, ·) be square
integrable with respect to the Gaussian measure with
variance σ2(t, t, 0) because both sides of the expansion
define the coefficients of square integrable functions in
their respective Hilbert spaces: ({Hen(x)}n, e−x
2/2
2pi ) and
({Ln(x)}n, e−x).
Then, it follows from the preceding definitions and
some functional-algebraic manipulations that
Kk(x) = e−x
[
1 +
∫ t
t0
dt′
∫
r
∫ ∞
0
dz
e−
xy+z
1−y
1− y I0
(
2
√
xyz
1− y
)
T [V ; r, t′](z)
]
(54)
where I0 is a modified Bessel function of the first kind, and
T [V ; r, t](z) =
∫ ∞
−∞
dϕ
e
− ϕ2
2σ2(t,t,0)√
2piσ2(t, t, 0)
V (ϕ, r, t)
1
2pii
∫
C
dv
v
exp
(
vϕ
σ(t, t, 0)
− v
2
2
+
z
v2 + 1
)
, (55)
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with C a counterclockwise integration contour encircling the three singularities of the integrand: 0,+i,−i. Finally,
we may write the PDF in terms of |ϕ¯k|
Kk(|ϕ¯k|) = 2|ϕ¯k|e
− |ϕ¯k|2〈ϕ¯kϕ¯−k〉free
〈ϕ¯kϕ¯−k〉free
1 + ∫ t
t0
dt′
∫
r
∫ ∞
0
dz
e
− y|ϕ¯k|
2+z〈ϕ¯kϕ¯−k〉free
(1−y)〈ϕ¯kϕ¯−k〉free
1− y I0
(
2|ϕk|
(1− y)
√
yz
〈ϕ¯kϕ¯−k〉free
)
T [V ; r, t′](z)

(56)
as a distribution over |ϕk| ∈ (0,∞).
This result may find applications, for instance, when
generating initial conditions for the evolution of the uni-
verse after inflation, or even probing the landscape poten-
tial that generated those initial conditions through CMB
or LSS statistics, in an analogous manner to what was
done in [18, 19] for the CMB. This result has both advan-
tages and disadvantages over the approach implemented
in those works. On the one hand, because all the modes
in k-space are statistically independent, the result will
be subject to far less intrinsic noise. But on the other
hand, its analytical expression is more cumbersome and
it will presumably require more data from smaller scales
on the sky, as it only would be able to reconstruct a PDF
(assuming isotropy) by counting occurrences of the fluc-
tuations’ amplitude over a sphere at fixed |k|.
As the final note of this section, it is worth mentioning
that given a reconstruction of the k-space PDF K(x) from
actual data, one can recover information about the even
Hermite moments of the self-interaction F2n through∫ ∞
0
dxLn(x)Kk(x)
=
∫ t
t0
dt′
∫
r
F2n[V ; r, t′] 2Im {yn(t, t′, r;k)} ,
(57)
which, in the same spirit of last section’s conclusions, is
readily useful if F2n[V ; r, t′] does not depend on r nor t′.
It must be noted that the PDF (56) only contains infor-
mation on the even part of the potential V , and therefore
another complementary observable should be used to ob-
tain information on the odd part of the potential.
This concludes our discussion on first-order results.
VI. EXPLORING COMPUTATIONAL
PROSPECTS
In this section we study two examples where it is pos-
sible to make some analytical progress starting from the
general expressions (26) and (35). The first consists of a
localized self-interaction in spacetime, where we proceed
to examine the limitations of the perturbative approach
by comparing the first-order result with a numerical com-
putation following the exact result. The second consid-
ers a specific type of self-interaction present at all points
in spacetime, where we are able to solve the field in-
tegrals exactly, as a means of showing where the typical
“perturbative” parameter will appear and what structure
emerges at each order in perturbation theory.
A. A concrete example
To substantiate the formulae pushed forward earlier,
let us examine a specific example in which we are able to
obtain (numerically) an exact probability density func-
tion for a quantum field in presence of a nontrivial inter-
action, while taking the initial state to be the free theory
vacuum |0〉.
To keep matters as simple as possible, we will choose a
potential that is easy enough to handle upon insertion in
equation (26), but still nontrivial in structure regarding
its field coordinate. Our choice for a self-interaction will
be
V (ϕ, r, t) = δ(t)δ(3)(r)V(ϕ), (58)
leaving V(ϕ) to be chosen later on. It is worth mentioning
that V is a dimensionless function, as the Dirac deltas
account for the action integral’s dimensionality.
We can think of this potential V as a localized event in
spacetime, or a bounded region of spacetime whose char-
acteristic size is much smaller than the typical scale of
variation of the propagator σ2, where the scalar field of
interest was subject to nontrivial interactions, encoded in
the function V. The advantage of having made this choice
is that the subsequent results can be obtained indepen-
dently of the background metric, whose information will
be encoded within the propagator/covariance of the free
field. Replacing this self-interaction into (26) and per-
forming the spacetime integrals gives
ρϕ =
∞∑
N=0
(−i)N
N∑
l=0
(−1)l
l!(N − l)!
∫
ϕ+
∫
ϕ−
V(ϕ−)lV(ϕ+)N−l
×exp
(− 12ϕT · (Σ−1) ·ϕ)√
(2pi)3|detΣ|
(59)
where the integrals over the field variables have been re-
duced to two as the position of the interaction vertices
collapsed into a unique location (r, t) = 0. This series
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may be summed back into
ρx(ϕ) =
∫ ∞
−∞
dϕ+
∫ ∞
−∞
dϕ−ei(V(ϕ−)−V(ϕ+))
e(−
1
2ϕ
T ·Σ−1·ϕ)√
(2pi)3|detΣ|
(60)
where ϕT = (ϕ,ϕ+, ϕ−) is the field vector (with real
entries) analogous to the previous instances of ϕT in this
work, and Σ is the corresponding covariance matrix:
Σ =
 σ2(x, x) σ2(x, 0) σ2(0, x)σ2(x, 0) σ2(0, 0) σ2(0, 0)
σ2(0, x) σ2(0, 0) σ2(0, 0)
 (61)
where we have written σ2(0, 0) and σ2(x, x) as the vari-
ances of the field ϕ at the coordinate origin (the point
where the potential is active) and at the point where the
field PDF is evaluated x = (r, t), respectively. Similarly,
σ2(0, x) and σ2(x, 0) are the covariances relating the co-
ordinates x and 0, with their temporal arguments ordered
so as to account for the time ordering in the formalism.
Note that the covariance matrix is nonsingular only
because σ2(x, 0) 6= σ2(0, x), and consequently it distin-
guishes the fields ϕ±. If those covariances were equal, the
Gaussian measure would reduce to a Dirac delta between
ϕ+ and ϕ− (thus cancelling the effects of the interaction
V) times a 2-D Gaussian in field space between ϕ and
ϕ±. Then the integral over the auxiliary field variables
ϕ± could be carried out explicitly yielding a pure Gaus-
sian PDF for ρϕ(x). Therefore, this tells us that ρϕ(x) is
nontrivial only if σ2(x, 0) = σ2(0, x)∗ has a nonzero imag-
inary part. As we will remark later in section VII, this
is the manner in which causality arises within the in-in
formalism: the boundary of the spacetime region where
the imaginary part of σ2(x, 0) is nonzero draws the light
cone of the particles associated to the field. The influ-
ence of different backgrounds is thus taken into account
through the construction of the propagator.
Now the result is non-perturbative, and we need not
concern ourselves with the convergence of sums/integrals.
Thus, in principle, we may make a choice on the function
V(ϕ) as we see fit. To illustrate our point in choosing a
nontrivial structure, let
V(ϕ) = Amin{5, ϕ6 − 4ϕ4 + 4ϕ2} (62)
in units where the free theory variance of the field satis-
fies σ2(0, 0) = 1, and A is a dimensionless real parameter.
This is nothing but a local potential well in field space
with features inside it. Furthermore, we take the the-
ory to be such that σ2(0, 0) = σ2(x, x) for all spacetime
positions x.
Having made these choices, we may now carry out
the integrations in (60) numerically for a fixed value of
σ2(x, 0) and see how the effects of such a potential propa-
gate in spacetime. The result of this procedure is shown
in Figures 1 and 2 for two different values of the pa-
rameter A: 0.1 (presumably perturbative) and 1 (non-
perturbative), so as to compare with our previous re-
sult (42) and assess its validity. Since the real part of the
(a)
(b)
Figure 1: The figure illustrates a typical PDF (solid blue)
that may be obtained exactly using the in-in formalism and
the tools developed herein, in the presumably perturbative
regime A = 0.1 of (62). A Gaussian PDF (solid black) and
the first order result in perturbation theory (dashed blue)
are shown for comparison. The PDF was generated with
σ2(x, 0) = (1/5− 4i/5)σ2(0, 0). The potential that gives rise
to the non-Gaussian deformations is also displayed for com-
parison (dashed red). Its amplitude is not to scale, but the
field range has been rescaled by Re{σ2(x, 0)}/σ2(0, 0) in or-
der to properly account for the transfer. (a) Shows the central
region of the distribution ϕ ∈ (−5σ(0, 0) , 5σ(0, 0) ), and (b)
displays the tail ϕ ∈ ( 2σ(0, 0) , 10σ(0, 0) ).
covariance σ2(x, 0) is smaller than the typical field range
σ2(0, 0), we have to rescale the argument of the potential
when presenting the plots in order to make meaningful
comparisons involving the transfer of statistics from the
singular event in spacetime to the field. This is because
the external field variable ϕ will appear in (60) in specific
combinations, such as (ϕ+ − ϕσ2(x, 0)/σ2(0, 0)).
Figure 1 shows the results of taking the proposed po-
tential with A = 0.1. Although the PDF to 1st order is
distinguishable from the exact result, they qualitatively
agree in the central region |ϕ/σ(0, 0)| ≤ 3: both have
an increase in probability around ϕ ∼ 0 and a slight
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Figure 2: The figure illustrates a typical PDF (solid blue)
that may be obtained exactly using the in-in formalism and
the tools developed herein, in the non-perturbative regime
A = 1 of (62). A Gaussian PDF (solid black) and the first
order result in perturbation theory (dashed blue) are shown
for comparison. The PDF was generated with σ2(x, 0) =
(1/5 − 4i/5)σ2(0, 0). The potential that gives rise to the
non-Gaussian deformations is also displayed for comparison
(dashed red). Its amplitude is not to scale, but the field range
has been rescaled by Re{σ2(x, 0)}/σ2(0, 0) in order to prop-
erly account for the transfer.
decrease in the range 1 ≤ |ϕ/σ(0, 0)| ≤ 3 with respect
to the original Gaussian distribution. The difference be-
tween them is that the exact result is able to account
for tunneling to the minima of the rescaled potential
V(ϕRe{σ2(x, 0)}/σ2(0, 0)) at ϕ/σ(0, 0) ∼ ±7, while the
perturbative result offers negligible probability in com-
parison. This, in turn, forces the 1st order result to ac-
commodate more probability in the central region ϕ ∼ 0,
thus explaining its overestimation.
On the other hand, Figure 2 displays the results of
taking the same setting, but with A = 1. In this situa-
tion it is clear that the perturbative result breaks down,
as the PDF to 1st order takes negative values around
|ϕ/σ(0, 0)| ∼ 3 and wildly overestimates the value of the
probability density around ϕ ∼ 0. Conversely, the exact
result obeys a more complex behavior than before: the
PDF spreads out more profusely, giving a non-negligible
probability to the minima at ϕ/σ(0, 0) ∼ ±7, but still
retaining its central maximum at ϕ ∼ 0. Moreover, there
seem to be small oscillatory features that go beyond the
range of the potential, which probably a perturbative ex-
pansion would have a hard time describing at any finite
order.
Let us emphasize that, although simplistic, this type of
self-interactions V (ϕ, r, t) = δ(t)δ(3)(r)V(ϕ) may serve to
describe any non-trivial feature in field space, provided it
is localized in spacetime and the observer is sufficiently
far away from the source of these signals, so that the co-
variance σ2(x, 0) does not vary significantly when scan-
ning the region of interest. Indeed, if one manages to
incorporate homogeneity and isotropy into these results,
they may serve as a toy model in the search of primordial
non-Gaussianity in our universe.
As a final comment on this section, let us note that
equation (60) could have been derived directly from a
path integral approach. However, we found it to be
more transparent regarding the structure of the theory to
perform the resummation explicitly, as this is what one
would have to do in a general setting, after (hopefully)
having solved some of the spatial or temporal integra-
tions.
Now we turn to an example where the field integrals
may be solved at once, but the spacetime integrals will
still remain in the result.
B. A reducible example with the in-out formalism
Consider a real scalar field ϕ, with a free theory given
by a known quadratic Lagrangian Lfree, in the presence
of a self-interaction V (ϕ) = Λ4eϕ/f . In order to sim-
plify the discussion involving the diagrammatical “exter-
nal legs”, we will take the in and out states to be excita-
tions around the free theory vacuum, instead of the true
vacuum of the theory (where V (ϕ) plays a role). This
could be implemented through a spacetime dependence
of the parameter f , or by simply setting Λ = 0 towards
the infinities of spacetime, so to justify the absence of
the potential’s effects in this regard. However, to alle-
viate the notation we shall omit these dependencies and
regard them as constants. Starting from (35) and tak-
ing time-ordered propagators σ2T (x1−x2), the amplitude
〈f |i〉 (without removing disconnected diagrams) reads
〈f |i〉 =
∞∑
N=0
(−iΛ4)N
N !
∫
x1
...
∫
xN
∫
ϕext
∫
ϕint
f(ϕext) ρG(ϕext, ϕint; ΣT ) e
(ϕ1+···+ϕN )/f , (63)
where
∫
x
=
∫∞
−∞ dt
∫
x
is an integral over all of space-
time,
∫
ϕext
and
∫
ϕint
denote integrals over the value of
the field at given spacetime positions, which are set by
hand in the case of ϕext and are set by the integration
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coordinates (x1, ..., xN ) for ϕint = (ϕ1, ..., ϕN ). f(ϕext)
is a function of the “external” fields only, and represents
the observable transition amplitude of interest. Finally,
ρG represents a multivariate Gaussian probability den-
sity involving both ϕext and ϕint characterized by a co-
variance matrix ΣT composed by time-ordered propaga-
tors σT (x1, x2) relating the fields’ corresponding space-
time positions. The fields that define the in state have
their coordinates evaluated as if they were at t = −∞,
and correspondingly at t = +∞ for the fields that define
the out state.
In the case of this specific potential, it is possible to
carry out the “internal” field integrations (i.e. those that
account for quantum corrections) to obtain
〈f |i〉 =
∞∑
N=0
(−iΛ4)N
N !
∫
x1
...
∫
xN
∫
ϕext
ρG(ϕext) f
(
ϕext +
1
f
N∑
i=1
σ2T (xi − xext)
)
exp
 1
2f2
N∑
i,j=1
σ2T (xi − xj)
 (64)
and
〈0|S|0〉 =
∞∑
N=0
(−iΛ4)N
N !
∫
x1
...
∫
xN
exp
 1
2f2
N∑
i,j=1
σ2T (xi − xj)
 . (65)
Now one may ask about the expectation value for a given
function f(ϕext). The first object that comes to mind is
a propagator (which is not exactly the case, since the
vacuum |0〉 precludes the effects of the potential). Let us
take f(ϕext) = ϕ(r1)|t=−∞ ϕ(r2)|t=+∞, where the sub-
scripts ±∞ inform us on how the time-ordering must be
taken within the covariances. After a few manipulations,
one can show the result to be
〈f |i〉
〈0|S|0〉 = σ
2(r1 − r2) + 1
f2 〈0|S|0〉
∞∑
N=0
(−iΛ4)N
N !
∫
x1
...
∫
xN
(
Nσ2T (r1 − x1)σ2T (x1 − r2)
+ N(N − 1)σ2T (r1 − x1)σ2T (x2 − r2)
)
exp
 1
2f2
N∑
i,j=1
σ2T (xi − xj)
 .
(66)
This equation has a clean interpretation in terms of the
usual diagrammatic expansions: the first term inside the
parenthesis that is being integrated represents the two
external states connected to a single vertex, thus leav-
ing no external momenta to flow through the rest of the
diagram, while the second term connects each state in
and out to a different vertex, signalling a different type
of diagram where external momentum will flow through
it and yield nontrivial “loops”. However, they have all
been re-summed into a single exponential, which plays
the role of an interaction kernel.
This structure may be of use to deal with other interac-
tions involving an exponential of the fields. For instance,
in a model with two scalar fields, a coupling alike
V (ϕ, φ) =
∞∑
n=0
ϕn(dˆ · ∇)n
fnn!
φ = eϕdˆ·~∇/fφ, (67)
where ~∇ instructs the gradient to act only towards the
right (i.e. only on φ), should follow essentially the same
structure as equation (66) in the ϕ “loops”, while retain-
ing a quasi-quadratic structure on φ.
A final note can be made in that (66) can be regarded
as non-perturbative in terms of 1/f at each order in Λ4,
because no series expansion was ever performed in terms
of this parameter to obtain the result. This occurs in the
same way as the structure of the potential is preserved
in the first-order results (42) and (56), where whatever
“intrinsic” parameter that plays no (or little) role in de-
termining the amplitude of the interaction is, in principle,
kept to all orders.
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VII. DISCUSSION & CONCLUSIONS
We have studied how probability distribution function-
als arise perturbatively within a large class of quantum
field theories, and derived general formulae that allow
one to compute these distributions at every order in per-
turbation theory starting from a Hamiltonian approach.
If done carefully, the full result may be summed back
into a functional integral that can be readily connected
to the path integral formulation of quantum mechanics;
specifically to that of the in-in formalism [7].
In what follows, we proceed to discuss some aspects of
our results that may have been underemphasized earlier
on.
A. A note on causality
As was pointed out in section VI A, the PDF resulting
from considering a real covariance σ2 is trivial (Gaus-
sian). This is actually a general feature of the formal-
ism: consider equation (26), take all the covariances to
be real, and set a finite t0 for definiteness, so that the 
prescription plays no role in selecting the in state. Thus,
as in this case it is possible to make permutations in the
temporal arguments of σ2(t, t′, r) without consequence in
the result, what remains is, to every order in perturba-
tion theory, a sum over the possible time-ordered volumes
of integration with alternating signs. This sum vanishes
identically.
Consequently, if we fix the ri coordinates and integrate
over time first, the result can only be non-vanishing if
at least one covariance σ2(t, t′, r) has a complex compo-
nent. Thus, in practice the integrations in (26) could be
taken over a restricted region of spacetime. This region
of spacetime depends on the number of vertices V (ϕ) and
the positions of the external fields xi, yi in the amplitude.
The preceding statement is closely related to the no-
tion of causality. For instance, a massless scalar field can
be shown to have a complex covariance matrix only if
the arguments lie precisely on the light cone. Similarly, a
massive scalar field has a complex covariance within the
causal interior of the light cone. This should be true in
general, with its exact behavior depending on the back-
ground metric of the problem at hand.
B. On the nature of the possible infinities
Typically, a perturbative expansion of a nonlinear the-
ory will give rise to an asymptotic series with null con-
vergence radius. However, as it should become obvious
from Figure 1, this does not mean that the theory itself
is divergent. Moreover, the equations that led to that
result suggest that the proper way to compute observ-
ables is by leaving the field integrals (i.e. the path inte-
gral) outside the sum of the perturbative expansion. In a
sense, it is reminiscent of the original formulation of the
problem: at the beginning of the computation, we had
to deal with objects of the form 〈Ψ|O|Ψ〉, where the in-
ner product (“braket”) implies effecting the contractions
between the various field operators that appear. This
is exactly the role played by the field integrals with re-
spect to a Gaussian measure, thus suggesting that the
precise expressions for the PDF are with these integrals
left outside the perturbative expansion, where ostensibly
no perturbative divergence should be encountered.
Thus, the infinities that may still roam within the the-
ory are those induced from the linear theory: namely, the
exact expression for the propagator σ2(x1, x2) usually im-
plies divergences in the correlation functions when com-
puting loop diagrams. These are the ones usually tackled
by regularization schemes. As they may be traced back
to the free theory, they have no consequence in the re-
sults presented herein and may be addressed through the
procedure most akin to the computation that is being
undertaken.
C. Concluding remarks
Perhaps the most appealing feature of the results con-
tained herein is that they circumvent the need to compute
diagrams individually by considering the complete inter-
action V (ϕ) instead of expanding it in a Taylor series and
treating each term separately. This can prove crucial to
the tractability of theories with a rich structure in the
self-interactions, as is the case in [18, 19]. In this type
of situations, the formulae presented herein may be par-
ticularly useful because it is usually possible to solve at
least one of the integrals analytically and then sum back
the result into a more compact object.
Derivative couplings can also be treated in this man-
ner, although in this case additional propagators need to
be defined, and additional Gaussian integrals are required
to implement them. In this scheme, the field ϕ and its
derivatives ∂µϕ within an interacting term V would be
treated as independent variables, as each of them would
be running over all their possible values when computing
the relevant amplitudes. The pith of the matter is that
because we only require to know the free theory propa-
gators to describe the interacting theory perturbatively,
in this regime it should always be possible to describe
the full probability distributions in terms of conditional
expectation values deriving from a Gaussian PDF.
On a different note, throughout this article we assumed
mode functions ϕk(t) dependent only on the absolute
value of the momentum, thus giving a position-space two-
point correlation that, disregarding the temporal argu-
ments, is only a function of the distance between the two
points. However, this is not a necessary condition: pro-
vided a solution for the free theory defined through a
two-point function σ2(x1, x2) and Wick’s theorem, most
of the results presented herein hold true. Theories with
a naturally arising inhomogeneous background, violating
momentum conservation, or those with an anisotropic
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medium, having different signal propagation speeds in
each direction, also have probability densities of the same
form as those presented in this work.
All in all, we expect these results to find applications
in a vast variety of settings, including (but not exclusive
to) condensed matter and cosmology, where the use of
quantum field theory is an ubiquitous necessity for the
computation of observable quantities.
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Appendix A: The loop structure within the n-point
functions
For the sake of familiarity with traditional approaches
to QFT, we will proceed with the computation mostly in
momentum space, even though the final result will reveal
this step as unnecessary.
Let
∫
γ
= (2pi)−1
∫∞
−∞ dγ and
∫
ϕ
=
∫∞
−∞ dϕ. Then re-
placing equations (8) and (9) into (17), we get
∫
r1
∫
ϕ1
∫
γ1
...
∫
rN
∫
ϕN
∫
γN
V (ϕ1, r1, t1)e
iγ1ϕ1 ...V (ϕN , rN , tN )e
iγNϕN
∞∑
m1=0
...
∞∑
mN=0
(−iγ1)m1 ...(−iγN )mN
m1!...mN !
∫
k11
...
∫
k1m1
...
∫
kN1
...
∫
kNmN
〈0|ϕˆI(q1, t0)...ϕˆI(qJ , t0)ϕˆI(k11, t1)...ϕˆI(k1m1 , t1)...ϕˆI(kl1, tl)...ϕˆI(klml , tl)ϕˆI(k1, t)...ϕˆI(kn, t)
ϕˆI(k(l+1)1, tl+1)...ϕˆI(k(l+1)ml+1 , tl+1)...ϕˆI(kN1, tN )...ϕˆI(kNmN , tN )ϕˆI(p1, t0)...ϕˆI(pJ , t0)|0〉
N∏
j=1
e−i
∑mj
a=1 kja·rj .
(A1)
Let us not get distracted by the size of the previous equa-
tion and instead focus on how to deal with it. The previ-
ous vacuum expectation value can be evaluated by mov-
ing all annihilation operators to the right, giving rise to
contractions between pairs of field operators in all pos-
sible ways. Hence, we need only distinguish the non-
equivalent pairings and count the number of equivalent
contractions for each pairing.
Now we take a diagrammatic approach and try to ob-
tain the fully interacting contributions. That is, in what
follows we will only keep track of the terms where all
fields at times t0 or t are contracted with fields arising
from the interaction-picture hamiltonian. We regard two
contractions as equivalent if they are connected to the
same pair of spacetime positions (or vertices), indexed
by the letter l. Additionally, we define nij as the number
of field contractions between vertices i and j, thus mak-
ing nii the number of closed loops formed from vertex i
alone. Also, we define ni as the number of contractions
from vertex i to the outer fields in the correlation (i.e.,
the ones evaluated at time t or t0).
Firstly, let us count the number of possible ways of
assigning roles to each field in the correlation: at vertex
i, we have that the following multinomial coefficient(
mi
ni, 2nii, ni1, ..., niN
)
(A2)
is the number of possible ways of assigning the fields of
vertex i to the different roles they can undertake, with
mi = ni + 2nii +
∑
j 6=i
nij (A3)
referring to the indices in the power series of (A1) that
represents e−iγiϕˆ. Once these roles have been assigned,
we may count the number of equivalent ways to achieve
a certain configuration of contractions: given nij , if i 6=
j, there are nij ! ways of forming contractions between
vertices i and j, and similarly there are
(2nii)!
2niinii!
(A4)
ways of arranging the contractions of vertex i with itself.
Since the “outer legs” of (A1) (the fields with momenta
pi or ki) are distinguishable, the only remaining combi-
natorial factor to account for is ni!, which is the number
of possible ways of assigning the ni “outer legs” to the
ni fields of the vertex available for these contractions.
With all the previous statements considered, (A1) is
equal to
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∫
r1
∫
ϕ1
∫
γ1
...
∫
rN
∫
ϕN
∫
γN
V (ϕ1, r1, t1)e
iγ1ϕ1 ...V (ϕN , rN , tN )e
iγNϕN
n+J∑
n1=0
...
n+J∑
nN=0︸ ︷︷ ︸
n1+...+nN=n+J
∞∑
n11=0
∞∑
n12=0
...
∞∑
n1N=0
∞∑
n22=0
∞∑
n23=0
...
∞∑
nNN=0
 (−iγ1)n1+2n11+∑j 6=1 n1j ...(−iγN )nN+2nNN+∑j 6=N nNj(
n1 + 2n11 +
∑
j 6=1 n1j
)
! ...
(
nN + 2nNN +
∑
j 6=N nNj
)
!
(
n1 + 2n11 +
∑
j 6=1 n1j
n1, 2n11, n11, ..., n1N
)
...
(
nN + 2nNN +
∑
j 6=N nNj
nN , 2nNN , nN1, ..., nNN
)
n1!...nN !
(2n11)!
2n11n11!
(∫
k
∆(t1, t1, k)
)n11
n12!
(∫
k
∆(t1, t2, k)e
ik·(r1−r2)
)n12
...
(2nNN )!
2nNNnNN !
(∫
k
∆(tN , tN , k)
)nNN]
∑
{ib}
exp
(
−i
n+2J∑
b=1
qb · rib
)(
∆(t0, ti1 , q1)...∆(t0, tiJ , qJ)∆(tiJ+1 , t, k1)...∆(t, tiJ+n , kn)∆(tiJ+n+1 , t0, p1)...∆(tin+2J , t0, pJ)
)
(A5)
where we have written qb = kb−J for b = J + 1, ..., J + n
and qb = pb−(J+n) for b = J + n + 1, ..., 2J + N in
the exponential of the last line. This last sum (over {ib})
accounts for all possible ways of connecting the outer legs
to the vertices, with the restriction that ib must take the
value a for na values of b. On the other hand, a myriad
of cancellations occur inside the square bracket. After
carrying them out, we obtain:
∫
r1
∫
ϕ1
∫
γ1
...
∫
rN
∫
ϕN
∫
γN
V (ϕ1, r1, t1)e
iγ1ϕ1 ...V (ϕN , rN , tN )e
iγNϕN
n+J∑
n1=0
...
n+J∑
nN=0︸ ︷︷ ︸
n1+...+nN=n+J
∞∑
n11=0
∞∑
n12=0
...
∞∑
n1N=0
∞∑
n22=0
∞∑
n23=0
...
∞∑
nNN=0
(−iγ1)n1 ...(−iγN )nN
 N∏
i<j
1
nij !
(
−γiγj
∫
k
∆(ti, tj , k)e
ik·(ri−rj)
)nij( N∏
i=1
1
nii!
(
−γ
2
i
2
∫
k
∆(ti, ti, k)
)nii)
∑
{ib}
exp
(
−i
n+2J∑
b=1
qb · rib
)(
∆(t0, ti1 , q1)...∆(t0, tiJ , qJ)∆(tiJ+1 , t, k1)...∆(t, tiJ+n , kn)∆(tiJ+n+1 , t0, p1)...∆(tin+2J , t0, pJ)
)
(A6)
which can be recast as
n+2J∑
n1=0
...
n+2J∑
nN=0︸ ︷︷ ︸
n1+...+nN=n+2J
∫
r1
∫
ϕ1
∫
γ1
...
∫
rN
∫
ϕN
∫
γN
∂n1V
∂ϕn11
...
∂nNV
∂ϕnNN
ei
∑
j γjϕj exp
 N∑
i=1
(
−1
2
γ2i σ
2
0(ti)
)
+
N∑
i<j
i,j=1
(−γiγjσ2(ti, tj , |ri − rj |))

∑
{ib}
exp
(
−i
n+2J∑
b=1
qb · rib
)(
∆(t0, ti1 , q1)...∆(t0, tiJ , qJ)∆(tiJ+1 , t, k1)...∆(t, tiJ+n , kn)∆(tiJ+n+1 , t0, p1)...∆(tin+2J , t0, pJ)
)
(A7)
where we have omitted the arguments of the potential V (ϕ, r, t). Now performing the integrations over the γ variables,
we end up with
n+2J∑
n1=0
...
n+2J∑
nN=0︸ ︷︷ ︸
n1+...+nN=n+2J
∫
r1
∫
ϕ1
...
∫
rN
∫
ϕN
∂n1V
∂ϕn11
...
∂nNV
∂ϕnNN
exp
(
− 12ϕi
(
Σ−1I
)
ij
ϕj
)
√
(2pi)N |detΣI |
∑
{ib}
exp
(
−i
n+2J∑
b=1
qb · rib
)
(
∆(t0, ti1 , q1)...∆(t0, tiJ , qJ)∆(tiJ+1 , t, k1)...∆(t, tiJ+n , kn)∆(tiJ+n+1 , t0, p1)...∆(tin+2J , t0, pJ)
)
(A8)
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where the matrix elements of ΣI are given by (ΣI)ij =
σ2(tmin{i,j}, tmax{i,j}, |ri−rj |), and we sum over repeated
indices at this instance. Taking Fourier transform to
position space over qi (with conjugate variables zi), ki
(with conjugate variables xi) and pi (with conjugate vari-
ables yi), we arrive at
〈0|ϕI(z1, t0)...ϕI(zJ , t0)HI(t1)...HI(tl)ϕI(x1, t)...ϕI(xn, t)HI(tl+1)...HI(tN )ϕI(y1, t0)...ϕI(yJ , t0)|0〉FI
=
n+2J∑
n1=0
...
n+2J∑
nN=0︸ ︷︷ ︸
n1+...+nN=n+2J
∫
r1
∫
ϕ1
...
∫
rN
∫
ϕN
∂n1V
∂ϕn11
...
∂nNV
∂ϕnNN
exp
(
− 12ϕi
(
Σ−1I
)
ij
ϕj
)
√
(2pi)N |detΣI |
∑
{ib}
(
σ2(t0, ti1 , |z1 − ri1 |)...σ2(t0, tiJ , |zJ − riJ |)σ2(tiJ+1 , t, |x1 − riJ+1 |)
...σ2(t, tiJ+n , |xn − riJ+n |)σ2(tiJ+n+1 , t0, |y1 − riJ+n+1 |)...σ2(tin+2J , t0, |yJ − rin+2J |)
)
.
(A9)
So far, we have only dealt with the fully interacting con-
tributions to the correlation. But from this end of the
computation, we can appreciate some structure emerging
in the result: it is an expectation value over a gaussian
probability density function. With this in mind, we claim
that we can write down
〈0|ϕI(z1, t0)...ϕI(zJ , t0)HI(t1)...HI(tl)ϕI(x1, t)...ϕI(xn, t)HI(tl+1)...HI(tN )ϕI(y1, t0)...ϕI(yJ , t0)|0〉 =
∫
ϕz1
...
∫
ϕzJ∫
ϕx1
...
∫
ϕxN
∫
ϕy1
...
∫
ϕyJ
∫
r1
∫
ϕ1
...
∫
rN
∫
ϕN
V (ϕ1, r1, t1)...V (ϕN , rN , tN )
exp
(− 12ϕT · (Σ−1) ·ϕ)√
(2pi)N+n+2J |detΣ| ϕz1 ...ϕzJϕx1 ...ϕxnϕy1 ...ϕyJ
(A10)
with ϕT ≡ (ϕz1 ... ϕzJ ϕ1 ... ϕl ϕx1 ... ϕxn ϕl+1 ... ϕN ϕy1 ... ϕyJ ), and Σ as the corresponding covariance
matrix.
The covariances in the last expression are the propa-
gators between the fields’ corresponding spacetime posi-
tions, with their respective temporal arguments ordered
as the fields are in the definition of ϕT . For example, the
covariance relating ϕza and ϕb is σ
2(t0, tb, |za− rb|), and
the one relating ϕxi with ϕb would be σ
2(t, tb, |xi − rb|)
if b ≥ l + 1, while it would be σ2(tb, t, |xi − rb|) if b ≤ l.
Note that the part of the correlations which we haven’t
computed explicitly in this appendix is given by terms
that are products of free theory pairings between the ex-
ternal legs and a fully interacting contribution involving
the remaining fields (it is not essential that the number of
fields at t0 is equal at both sides of the interaction), and
it is fairly easy to check that the correlators of the free
theory are given by a gaussian distribution as in (A10)
without the ϕi terms. So, a posteriori, the claim doesn’t
seem unreasonable. The proof is given in the main text.
Appendix B: The PDF for an arbitrary initial state
Had we kept the fields that define the in state within
section III C, we would have arrived to
〈ϕ(x1, t)...ϕ(xn, t)〉 =
∞∑
N=0
(−i)N
N∑
l=0
(−1)l
∫ t
t0−i|t0|
dtl...
∫ t2
t0−i|t0|
dt1
∫ t
t0+i|t0|
dtl+1...
∫ tN−1
t0+i|t0|
dtN
∫
r1
...
∫
rN
∫
ϕ1
...
∫
ϕN∫
ϕz1
...
∫
ϕzJ
∫
ϕx1
...
∫
ϕxN
∫
ϕy1
...
∫
ϕyJ
V (ϕ1, r1, t1)...V (ϕN , rN , tN )
exp
(− 12ϕT · (Σ−1) ·ϕ)√
(2pi)N+n|detΣ| ϕz1 ...ϕzJϕx1 ...ϕxnϕy1 ...ϕyJ
(B1)
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where we haven’t set zi = yi yet in order to avoid equiv-
ocal statements, since the covariance associated to a con-
traction of ϕz with a vertex is not equal to that of ϕy (in
fact they are complex conjugates).
The subsequent steps follow in the same way as in the
main text, yielding
ρϕ =
∞∑
N=0
(−i)N
N∑
l=0
(−1)l
∫ t
t0−i|t0|
dtl...
∫ t2
t0−i|t0|
dt1
∫ t
t0+i|t0|
dtl+1...
∫ tN−1
t0+i|t0|
dtN
∫
r1
...
∫
rN
∫
ϕ1
...
∫
ϕN∫
ϕz1
...
∫
ϕzJ
∫
ϕy1
...
∫
ϕyJ
exp
(− 12ϕT · (Σ−1) ·ϕ)√
(2pi)N+n|detΣ| ϕz1 ...ϕzJV (ϕ1, r1, t1)...V (ϕN , rN , tN )ϕy1 ...ϕyJ
∣∣
yi=zi
,
(B2)
where we have to stress that when performing the field
integrals in this last expression the arguments of the co-
variances must be taken in the same order as the fields
are written, and after doing that, set yi = zi so that the
in states match.
We can also write this as a functional integral
ρϕ =
∫
Dϕ−Dϕ+
(
ϕ−(y1, t0)...ϕ−(yJ , t0) exp
{
+i
∫ t
t0−i|t0|
dt′
∫
r
V (ϕ−(r, t′), r, t′)
})
× exp
(− 12ϕ · (Σ−1) · ϕ)√|det(2piΣ)|
(
exp
{
−i
∫ t
t0+i|t0|
dt′
∫
r
V (ϕ+(r, t
′), r, t′)
}
ϕ+(y1, t0)...ϕ+(yJ , t0)
)
,
(B3)
in which the distinction between ϕ+ and ϕ− fields, with
their respective time orderings, makes the result easier
to write down. As in the main text, the resulting propa-
gators/covariances involving a ϕ+ field and another type
of field (ϕ+ or ϕ) always have the corresponding time
in the second temporal argument, and are time-ordered
if it is a ϕ+ϕ+ contraction. Conversely, the entries of
the propagators corresponding to ϕ− always go to the
left when contracted with another type of field and are
anti-time-ordered when considering a ϕ−ϕ− contraction.
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