Estimating survival rates in ecological studies with small unbalanced sample sizes: an alternative Bayesian point estimator by Christian Damgaard & Adeline Fayolle
Computational Ecology and Software, 2011, 1(4):218-223 
  IAEES                                                                                                                                                                         www.iaees.org
Article 
 
Estimating survival rates in ecological studies with small unbalanced sample 
sizes: an alternative Bayesian point estimator 
 
Christian Damgaard
1, Adeline Fayolle
2 
1Department of Bioscience, Aarhus University, Vejlsøvej 25. 8600 Silkeborg, Denmark 
2Cirad, Environments and Societies Department, ‘Goods and Services of Forest Ecosystems’ Research Unit, Campus 
International de Baillarguet, TA 10C, BP 5035, Montpellier, 34035, France 
E-mail: cfd@dmu.dk 
 
Received 18 August 2011; Accepted 23 September 2011; Published online 1 December 2011 
IAEES 
 
Abstract 
Increasingly, the survival rates in experimental ecology are presented using odds ratios or log response ratios, 
but the use of ratio metrics has a problem when all the individuals have either died or survived in only one 
replicate. In the empirical ecological literature, the problem often has been ignored or circumvented by 
different, more or less ad hoc approaches. Here, it is argued that the best summary statistic for communicating 
ecological results of frequency data in studies with small unbalanced samples may be the mean of the posterior 
distribution of the survival rate. The developed approach may be particularly useful when effect size indexes, 
such as odds ratios, are needed to compare frequency data between treatments, sites or studies. 
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1 Introduction 
Individual survival as a vital rate is an important variable that often is measured in empirical studies in ecology 
or conservation biology, and, increasingly, the survival rates in experimental ecology are presented using odds 
ratios or log response ratios, which have been found to be valuable for communicating ecological results 
(Hedges et al., 1999). For example, ratio metrics are often used in studies of plant-plant interactions to quantify 
the proportionate change of the experimental manipulation, where a treatment effect (with interaction) is 
compared to a control (without interaction, removed vegetation) (e.g. Liancourt et al., 2005; Violle et al., 2006; 
Fayolle et al., 2009). Additionally, in a meta-analysis context, the ratio metrics allow comparing results of 
independent experiments (Hedges et al., 1999).  
In most studies, the stochastic process of survival is assumed to be a binomially distributed random variable, 
and the survival rate of a population is usually reported by the maximum likelihood estimate, n x p  ˆ , where 
x is the number of survivors, and n is number of individuals at a fixed starting point.  
In this paper, we focus on the use of ratio metrics with frequency data and the special problem that often 
arises when the response between the control and the treatment is extreme - that is all the individuals either 
died or survived. In the empirical ecological literature, the problem often has been ignored or circumvented by 
different, more or less ad hoc approaches. For example, in a meta-analysis concerning plant-plant interactions 
in arid environments, Maestre et al. (2005) used the odds ratio of survival between treated and control plants. Computational Ecology and Software, 2011, 1(4):218-223 
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These authors decided to add one to the number of surviving individuals in order to avoid values that would 
require division by 0, whereas Hyatt et al. (2003) decided to add 0.5 to the number of surviving seeds and 
seedlings in their meta-analysis of the relationship between survival and parental distance. In other studies, 
ratios of zero are replaced by 1/(2N) and ratios of one are replaced by 1-1/(2N), which is an adjustment that 
was originally proposed by Berkson (1944). Other commonly used, and highly criticisable, practices are to 
aggregate data (in order to reduce the likelihood of observations of zero or one) or even to throw data away.  
Additionally, the survival rate has some undesirable properties even without calculating ratios. i) Ecological 
studies may have relatively few replicates. This means that the uncertainty of the survival probability is 
relatively large, or, using Bayesian terminology, the density of the posterior distribution of the survival 
probability is relatively wide. Since the shape of the density of the posterior distribution is generally 
asymmetric, the maximum likelihood estimate is not necessarily the most informative point estimate of the 
posterior distribution, especially when either no or all individuals survive. ii) Ecological studies may be 
unbalanced. It is common to compare survival between treatments that differ in the number of individuals in 
the beginning because of uncontrolled differences in germination success or population size. For example, 
when comparing zero survivors out of ten with zero survivors out of five, our belief of a low survival is 
stronger in the case where ten individuals are followed, but this notion is not reflected in the maximum 
likelihood estimates, which both are zero. 
The aim of this paper is to examine frequency data in small ecological samples from a Bayesian perspective 
in an attempt to rationalise the previous ad hoc approaches to avoid the problem of calculating ratios of sparse 
frequency data, where sometimes either no or all individuals survive. The discussion of sparse frequency data 
dates back to Laplace in the 18th century and the presented results are not new, but since the results have not 
been used by ecologists, we find it appropriate to discuss them again in this paper. It is argued that it may be 
preferable to estimate the probability parameter by the mean of the posterior distribution of the probability 
rather than the maximum likelihood estimate, when a point estimate of the probability is needed in cases with 
unbalanced and small sample sizes. The mean of the posterior distribution of a binomially distributed variable 
is not more complicated to calculate compared to the maximum likelihood estimate, and it does not suffer from 
the above-mentioned problems in studies of frequency data with small sample sizes, unbalanced designs and 
when effect size indexes are needed. It is important to note that the focus of this paper is only on the most 
relevant point estimate of frequency data and not on the representation of statistical uncertainty or testing of 
hypotheses.  
 
2 A Bayesian Approach 
The Bayesian posterior distribution of the probability parameter p  in the binomial distribution given the 
number of individuals that fulfil a certain criteria (e.g. alive or germinated), x, out of a total number of 
individuals, n, is calculated as: 
 

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dp p p n x l
p p n x l
n x p
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where  ) | , ( p n x l is the likelihood function of the binomial distribution, and  ) (p  is the prior distribution of 
the probability p. A convenient prior distribution for probabilities is the beta distribution: 
) , ( Beta ) 1 ( ) (
1 1   
      p p p , where  ,  > 0, which is a flexible distribution in the domain 
between zero and one. If the beta distribution is chosen as the prior distribution, then the mean of the posterior 
distribution is:  
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(Chew, 1971) and in the simplifying case of an uniformly distributed (uninformative) prior distribution, i.e. 
1     , then 
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The posterior distribution depends on the assumed prior distribution, and consequently, it is critical to find 
objective, or at least rational, methods for specifying the prior distribution of the frequency data; otherwise the 
criticised ad hoc approaches have only been replaced by different ad hoc approaches. The specification of 
prior distributions in Bayesian methods has received a lot of attention (e.g. Chew, 1971; Carlin and Louis, 
1996; Stafford and Lloyd, 2011) and it is outside the scope of this paper to review this topic. Generally, we 
suggest to use the uninformative prior, i.e. the beta distribution with  1     , in cases when there is no 
prior information on the survival rates at the specific environment. Otherwise, if data from previous 
experiments or observations exist, we suggest to fit such data to the beta-distribution and, thus, to integrate 
existing knowledge into the prior distribution.  
The use of the maximum likelihood estimate as the summary statistic of the probability is motivated by its 
superior asymptotic estimation properties, i.e. p ˆ is the minimum variance unbiased estimator of the 
probability parameter in the binomial distribution (Johnson et al., 1993). In contrast, the mean of the posterior 
distribution, p , is a biased, although consistent, (i.e. the bias becomes negligible for large sample sizes) 
estimator of the probability parameter p in the binomial distribution. In the case of an uninformative prior 
distribution, the bias is ) 2 ( ) ˆ 2 1 ( ˆ     n p p p . However, the reason for calculating summary statistics in 
ecological studies is to provide a good representation of our knowledge of the process, and it is not necessarily 
the summary statistic with the best asymptotic estimation properties that is best at communicating our 
knowledge. 
 
3 Motivating Example 
Imagine two plots, where the survival of five and ten individuals, respectively, is followed. In both plots, there 
are zero survivors. The densities of the posterior distribution of the survival probability, assuming that the 
number of survivors is binomially distributed and there is no prior information, are shown in Fig. 1. The 
density of the posterior distribution may be interpreted as our ignorance or uncertainty about the probability of 
survival after we have made our observations (Clark, 2007). Clearly, we are more certain that the survival 
probability is low in the plot with ten individuals compared to the plot with five individuals, and this 
knowledge is reflected in the shape of the densities of the posterior distribution, i.e., the density in the case of n 
= 5 is more flat and, consequently, has a relatively larger variance compared to n = 10. However, this 
information is not reflected in the maximum likelihood estimate of the survival probability, which is zero in 
both cases. On the other hand, the means of the densities of the posterior distribution of the survival 
probability are  12 1 and 7 1 , respectively, which is a better representation of the difference between the two 
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densities and, consequently, our uncertainty of the survival probability. Furthermore, note that the maximum 
likelihood estimates of the survival probability have relatively little support in the data, i.e. the mode of the 
asymmetric density at  0 ˆ  p  is a poor representation of the survival data as represented by their posterior 
distributions. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1 The density of the posterior distribution of the survival probability (the parameter p) for x = 0 (zero survivors) when n = 10 
(full line) and n = 5 (dashed line), assuming an uninformative prior distribution ( 1     ). The maximum likelihood 
estimates of the two cases are equal ( 0 ) 5 , 0 ( ˆ ) 10 , 0 ( ˆ       n x p n x p ), whereas the means of the posterior 
distributions differ, ( 7 / 1 ) 5 , 0 ( 12 / 1 ) 10 , 0 (        n x p n x p ), in accordance with our increased belief in a 
low survival in the case of ten individuals. Note that the variance of the posterior distribution is larger in the case of n = 5 
compared to n = 10, which reflects our relatively larger uncertainty of the survival probability. 
 
 
4 Discussion 
In the sometimes difficult task of communicating complicated ecological results, it is often desirable to 
construct indices or graphs that summarise key ecological messages, and for this, point estimates are 
indispensible. For example, a common research question in ecological studies is to compare survival between 
two treatments along an environmental gradient or through time. In order to account for the effect of 
unexplained spatial heterogeneity in a natural environment, the study is often arranged as a number of 
randomly positioned paired plots, which may be unbalanced and have relatively small sample sizes. A popular 
choice for depicting and analysing the effects of a treatment is to quantify the proportionate change that result 
from the experimental treatment by odds ratios or log response ratios. The latter ratio, also called lnRR index, 
is the logarithm of the ratio of the mean response between the modified and control treatment (Hedges et al., 
1999). The lnRR index was developed in a meta-analyse context and is now widely used in the plant 
interaction literature (see Armas et al. (2004), and Oksanen et al. (2006) for a comparison of commonly used 
index quantifying plant interactions). The lnRR index presents two desirable properties, which make it 
relatively easy to analyse the effects of the treatment using standard statistical methods: (1) the lnRR index 
linearise the metric, the log ratio is affected equally by changes in either nominator or denominator, which 
means symmetry for changes in either the modified or the control treatments and (2) normalizes the sampling 
distribution, which is originally skewed (Hedges et al., 1999). Furthermore, the key ecological messages are 
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easily displayed in graphs, where log (1) = 0 is the point of interest corresponding to no difference between the 
modified and control treatment. However, a drawback of the index is that it is not defined for an extreme 
response, such as no survivors, in either the modified or control treatment. Our argument is that, when 
constructing such indices, it is better to summarise our uncertainty of the probability parameter after we have 
made our observations by the mean of the Bayesian posterior distribution rather than summarising the 
probability parameter by the maximum likelihood estimator. This allows a fair comparison of subplots with an 
unequal and low number of replicates and avoids the practical problem of undefined indices due to zero values, 
which have relatively little support by the data. Furthermore, when constructing indices or graphs using the 
mean of the posterior distribution of the probability, it is possible to include additional information in the prior 
distribution. For example, if background mortality is known to vary along an environmental gradient, then this 
knowledge may be integrated in the prior distribution. This integration of knowledge into the index will enable 
a more comprehensive graphical representation of the data, which, in some cases, may be useful when 
communicating ecological results. 
The question of the relevant point estimator for the probability parameter in the binomial distribution is not 
a new problem. The problem has been studied since the 18th century, where it was introduced by Pierre-Simon 
Laplace as “the sunrise problem”, i.e. "What is the probability that the sun will rise tomorrow?". Laplace’s 
solution was identical to expression (3), although he derived it differently. Nevertheless, the solutions to the 
problem are generally unknown to ecologists, who consistently use the maximum likelihood estimator as the 
point estimator of the probability parameter, even at the price of discarding data, without realising that 
meaningful alternatives exist.  
In the introduction, it was stressed that the focus of this paper is only on the most relevant point estimate of 
frequency data, and it is essential to keep in mind that the amount of statistical uncertainty is not reflected in 
any point estimate. In statistical analysis of frequency data, it is essential to utilize the collective properties of 
the assumed binomial distribution, for example by using generalized linear models (McCullagh and Nelder, 
1999) and the present discussion on point estimates is irrelevant.  
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