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FELLER PROCESSES ON NON–LOCALLY COMPACT
SPACES
TOMASZ SZAREK
Abstract. We consider Feller processes on a complete separable
metric space X satisfying the ergodic condition of the form
lim sup
n→∞
(
1
n
n∑
i=1
P i(x,O)
)
> 0 for some x ∈ X,
where O is an arbitrary open neighbourhood of some point z ∈ X
and P is a transition function. It is shown that e–chains which
satisfy the above condition admit an invariant probability measure.
Some results on stability of such processes are presented as well.
1. Introduction
The theory of Feller processes is still being developed ([3, 4, 11, 12,
17, 18, 21, 23, 24]), although these processes have been the subject
of several papers over 30 years ago (see [8, 9, 10, 22, 25, 27, 28]). In
most of the literature the state space is assumed compact or at least
locally compact, so that existence of an invariant measure is almost
immediate. In the non–locally compact case this may be proved, in
turn, if a strong form of Harris reccurence on some compact set holds
(see [24]). However this condition is rather very hard to verify. It is
easier to obtain ergodicity on some open sets which, unfortunately, are
not precompact. Similar difficulties occur when we would like to state
the Doeblin condition (see [24]).
It seems that the non–locally compact case has not yet been com-
pletely analyzed. In this note we give a contribution to this. The work
was motivated by the need to investigate the limit behaviour of discrete
Markov chains generated by iterated function systems ([1, 6, 17, 20, 29])
and stochastic differential equations on Hilbert spaces (see [5]). The
utility of our method in proving the existence of an invariant measure
for stochastic partial differential equations with an impulsive noise will
be shown in [19].
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Let (X, ρ) be a complete and separable metric space and let Φ =
(Φn)n≥1 be a discrete–time Markov chain on X . By B(X) we denote
the space of all Borel sets. Let P (x,A) be a transition function defined
for x ∈ X and A ∈ B(X). Feller’s property means that the function
x→ P (x, U) is lower semicontinuous for all open sets U . Alternatively
we can say that
C(X) ∋ f(·)→ Pf(·) =
∫
X
f(y)P (·, dy) ∈ C(X),
where C(X) denotes the space of all bounded continuous functions on
X .
We are interested in the existence of an invariant probability measure
for Φ. A measure µ is called invariant if
µ(A) = µP (A) =
∫
X
P (x,A)µ(dx)
for A ∈ B(X).
Let µ be an arbitrary Borel measure. We define the support of the
measure µ by setting
supp µ = {x ∈ X : µ(B(x, ε)) > 0 for every ε > 0}.
In order to establish the existence of an invariant measure and sta-
bility we introduce the following condition:
(E) There exists z ∈ X such that for every open set O containing z
(1.1) lim sup
n→∞
(
1
n
n∑
i=1
P i(x,O)
)
> 0 for some x ∈ X.
2. Existence of invariant measures
Proposition 2.1. Let P : X × B(X) → [0, 1] be a transition function
for a discrete–time Markov chain Φ and assume that condition (E)
holds for some z ∈ X. If {P nf : n ∈ N} is equicontinuous in z for every
Lipschitz continuous function f , then Φ admits an invariant probability
measure.
Proof. To finish the proof it suffices to show that for every ε > 0 there
exists a compact set K ⊂ X such that
(2.1) lim inf
n→∞
P n(z,Kε) ≥ 1− ε,
where Kε = {x ∈ X : infy∈K ρ(x, y) < ε}. This, in conjunction with
Theorem 2.2 in [7], tells us that the measures {P n(z, ·) : n ∈ N} are
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tight. Therefore the Cesaro averages are weakly precompact by the
Prokhorov theorem (see [7]). Note that any weak limit of the Cesaro
averages is invariant.
Assume, contrary to our claim, that (2.1) does not hold for some
ε > 0. By Ulam’s lemma (see [2]) there exist a sequence of compact
sets (Ki)i≥1 and a sequence of integers (qi)i≥1 satisfying
P qi(z,Ki) > ε
and
(2.2) min{ρ(x, y) : x ∈ Ki, y ∈ Kj} ≥ ε/3 for i, j ∈ N, i 6= j.
We first show that for every open set O containing z and j ∈ N there
exist y ∈ O and i ≥ j such that
P qi(y,K
ε/12
i ) < ε/2.
On the contrary, suppose that there exist an open set O′ containing z
and i0 ∈ N such that
(2.3) inf{P qi(y,K
ε/12
i ) : y ∈ O
′, i ≥ i0} ≥ ε/2.
Let x ∈ X be such that condition (1.1) holds with O′ in place of O.
Let α > 0 be such that
lim sup
n→∞
(
1
n
n∑
i=1
P i(x,O′)
)
> α.
By (2.2), (2.3) and the Chapman–Kolmogorov equation we obtain
lim sup
n→∞
1
n
n∑
i=1
P i
(
x,
N⋃
j=i0
K
ε/12
j
)
> (N − i0)αε/2
for every N ≥ i0, which is impossible.
We will now define by induction a sequence of Lipschitz continuous
functions (f˜n)n≥1 , a sequence of points (yn)n≥1, yn → z as n → ∞,
and three increasing sequences of integers (in)n≥1, (kn)n≥1, (mn)n≥1,
in+1 > kn > in for n ∈ N, such that
(2.4) f˜n|Kin = 1 and 0 ≤ f˜n ≤ 1Kε/12in
,
(2.5)
∣∣∣∣∣Pmn
(
n∑
i=1
f˜i
)
(z)− Pmn
(
n∑
i=1
f˜i
)
(yn)
∣∣∣∣∣ > ε/4
and
(2.6) Pmn
(
u,
∞⋃
i=kn
K
ε/12
i
)
< ε/16 for u = z, yn, n ∈ N.
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Let n = 1. From what has already been proved, it follows that there
exist y1 ∈ B(z, 1) and i1 ∈ N such that
P qi1 (y1, K
ε/12
i1
) < ε/2.
Set m1 = qi1 and let k1 > i1 be such that
Pm1
(
u,
∞⋃
i=k1
K
ε/12
i
)
< ε/16 for u = z, y1.
Let f˜1 be an arbitrary Lipschitz continuous function satisfying
(2.7) f˜1|Ki1 = 1 and 0 ≤ f˜1 ≤ 1Kε/12i1
.
Thus
|Pm1 f˜1(z)− P
m1 f˜1(y1)| ≥ P
m1(z,Ki1)− P
m1(y1, K
ε/12
i1
) > ε/2.
If n ≥ 2 is fixed and f˜1, . . . , f˜n−1; y1, . . . , yn−1; i1, . . . , in−1; k1, . . . , kn−1;
m1, . . . , mn−1 are given we choose σ < n
−1 such that
(2.8)
∣∣∣∣∣Pm
(
n−1∑
i=1
f˜i
)
(z)− Pm
(
n−1∑
i=1
f˜i
)
(y)
∣∣∣∣∣ < ε/8
for y ∈ B(z, σ) and m ∈ N. Similarly as in the first part, we may
choose yn ∈ B(z, σ) and in > kn−1 such that
P qin (yn, K
ε/12
in ) < ε/2.
Set mn = qin and let f˜n be an arbitrary Lipschitz continuous function
satisfying condition (2.4). Let kn > in be such that
Pmn
(
u,
∞⋃
i=kn
K
ε/12
i
)
< ε/16 for u = z, yn.
From this, (2.8) and the definition of f˜n we have∣∣∣∣∣Pmn
(
n∑
i=1
f˜i
)
(z)− Pmn
(
n∑
i=1
f˜i
)
(yn)
∣∣∣∣∣
≥
∣∣∣Pmn f˜n(z)− Pmn f˜n(yn)∣∣∣
−
∣∣∣∣∣Pmn
(
n−1∑
i=1
f˜i
)
(z)− Pmn
(
n−1∑
i=1
f˜n
)
(yn)
∣∣∣∣∣
> ε/2− ε/8 > ε/4.
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We now define f =
∑∞
i=1 f˜i. By (2.2) and (2.4) f is a Lipschitz
continuous function and ‖f‖∞ ≤ 1. Finally, by (2.5) and (2.6) we have
|Pmnf(z)− Pmnf(yn)| > ε/8 for n ∈ N
and since yn → z as n → ∞, this contradicts the assumption that
{P nf : n ∈ N} is equicontinuous in z. 
The Markov transition function P is called equicontinuous if for
f ∈ Cb(X) the sequence of functions {P
nf : n ∈ N} is equicontinuous
on compact sets. Recall that by Cb(X) we denote the space of all
bounded continuous functions with a bounded support.
A Markov chain which possesses an equicontinuous Markov transi-
tion function will be called an e–chain.
Remark: The concept of e–chains appears in [15, 16, 25, 27, 28]. It
is, of course, clear that the condition appearing in the definition of an
e–chain is equivalent to equicontinuity of {P nf : n ∈ N}, f ∈ Cb(X),
in every point x ∈ X .
In Proposition 2.1 we assumed that equicontinuity holds for all Lip-
schitz continuous functions. Now we introduce a condition which al-
lows to restrict to the case of all Lipschitz continuous functions with a
bounded support.
A continuous function V : X → [0,∞) is called a Lyapunov func-
tion if
lim
ρ(x,x0)→∞
V (x) =∞
for some x0 ∈ X .
Theorem 2.2. Let Φ be an e–chain such that condition (E) holds and
let P : X × B(X) → [0, 1] be its transition function. If there exist a
Lyapunov function V : X → [0,∞) and λ < 1, b <∞, R <∞, x0 ∈ X
such that
(2.9) PV (x) ≤ λV (x) + b1B(x0,R)(x) for x ∈ X,
then Φ admits at least one invariant probability measure.
Proof. Observe that (2.9) implies that Φ is bounded in probability,
i. e. for x ∈ X and ε > 0 there exists a bounded Borel set C ⊂ X
such that P n(x, C) ≥ 1−ε for n ∈ N (see [18]). If we assume, contrary
to our claim, that Φ does not admit an invariant probability measure,
the same conclusion as in the proof of Proposition 2.1 can be drawn
for some Lipschitz continuous function with a bounded support. 
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As an illustration of the power of Proposition 2.1, we have the fol-
lowing example:
Example: (Jump process) We consider a jump process connected
with an iterated function system. Similar process on Rn was considered
in [26]. Let (Ω,F ,Prob) be a probability space and let (τn)n≥0 be a
sequence of random variables τn : Ω → R+ with τ0 = 0 and such
that ∆τn = τn − τn−1, n ≥ 1, are independent and have the same
density γe−γt. Let (S(t))t≥0 be a continuous semigroup on X . We
have also given a sequence of continuous transformations wi : X → X ,
i = 1, . . . , N , and a probabilistic vector (p1(x), . . . , pN(x)), pi(x) ≥ 0,∑N
i=1 pi(x) = 1 for x ∈ X . The pair (w1, . . . , wN ; p1, . . . , pN) is called
an iterated function system.
Now we define the X–valued Markov chain Φ = (Φn)n≥1 in the fol-
lowing way. We choose x ∈ X and let ξ1 = S(τ1)(x). We randomly
select from the set {1, . . . , N} an integer i1 and the probability that
i1 = k is equal to pk(ξ1). Set Φ1 = wi1(ξ1).
Let Φ1, . . . ,Φn−1, n ≥ 2, be given. Assuming that ∆τn = τn −
τn−1 is independent upon Φ1, . . . ,Φn−1, we define ξn = S(∆τn)(Φn−1).
Further, we randomly choose in from the set {1, . . . , N} in such a way
that the probability of the event {in = k} is equal to pk(ξn). Finally,
we define Φn = win(ξn).
We will assume that there exists r ∈ (0, 1) such that
(2.10)
N∑
i=1
pi(x)ρ(wi(x), wi(y)) ≤ rρ(x, y) for x, y ∈ X .
Moreover, there exist a > 0 such that
(2.11)
N∑
i=1
|pi(x)− pi(y)| ≤ aρ(x, y) for x, y ∈ X
and κ ≥ 0 such that
(2.12) ρ(S(t)(x), S(t)(y)) ≤ eκtρ(x, y) for x, y ∈ X and t ≥ 0.
We will assume that a semigroup (S(t))t≥0 admits a global attractor.
Recall that a compact set K ⊂ X is called a global attractor if it is
invariant and attracting for (S(t))t≥0, i.e. S(t)K = K for every t ≥ 0
and for every bounded ball B and open set U , K ⊂ U , there exists
t∗ > 0 such that S(t)B ⊂ U for t ≥ t∗.
Proposition 2.3. Assume that conditions (2.10)–(2.12) hold and
(2.13) r + κ/γ < 1.
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If (S(t))t≥0 has a global attractor, then Φ admits an invariant proba-
bility measure.
Proof. It is easily seen that Φ is a Markov chain. Analysis similar to
that in [14] (see also [20, 13]) shows that its transition function must
be of the form
(2.14) P (x,A) =
N∑
i=1
∫ ∞
0
γe−γtpi(S(t)(x))1A(wi(S(t)(x)))dt
for x ∈ X and A ∈ B(X). Then
Pf(x) =
N∑
i=1
∫ ∞
0
γe−γtpi(S(t)(x))f(wi(S(t)(x)))dt
for every f ∈ C(X) and x ∈ X .
Let L ≥ aγ(κ − γ(1 + r))−1 and let f be a Lipschitz continuous
function with the Lipschitz constant L. If ‖f‖∞ ≤ 1, then ‖Pf‖∞ ≤ 1
and
|Pf(x)− Pf(y)|
≤
N∑
i=1
∫ ∞
0
γe−γtpi(S(t)(x))|f(wi(S(t)(x)))− f(wi(S(t)(y)))|dt
+
N∑
i=1
∫ ∞
0
γe−γt|pi(S(t)(x))− pi(S(t)(y))|dt
≤ Lr
(∫ ∞
0
γe−γt+κtdt
)
ρ(x, y) + a
(∫ ∞
0
γe−γt+κtdt
)
ρ(x, y)
≤ Lρ(x, y) for x, y ∈ X .
From this and the fact that P is linear it follows that {P nf : n ∈ N}
is equicontinuous in any x ∈ X for an arbitrary Lipschitz continuous
function f . Let x0 ∈ X and set V (x) = ρ(x, x0) for x ∈ X . An easy
computation shows that
PV (x) ≤ rγ(γ − κ)−1V (x) +Nb˜ for x ∈ X,
where b˜ = supt≥0,1≤i≤N ρ(wi(S(t)(x0)), x0) <∞, by the fact that (S(t))t≥0
has a global attractor. Set λ0 = rγ(γ−κ)
−1. By (2.13) we have λ0 < 1.
Let λ ∈ (λ0, 1). Since V is a Lyapunov function, there exists R > 0
such that condition (2.9) holds with b = Nb˜. Hence Φ is bounded in
probability (see [24]). Fix x ∈ X and let C ⊂ X be a bounded Borel
set such that P n(x, C) > 1/2. Let K ⊂ X be an attractor for (S(t))t≥0
and let K =
⋃N
i=1wi(K). Since wi, i = 1, . . . , N , are continuous, the
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set K ⊂ X is compact. Further, from (2.14) and the fact that K was
a global attractor, it follows that for every open set U , K ⊂ U , there
exists a positive constant β such that
P (y, U) ≥ β for y ∈ C.
This and the Chapman–Kolmogorov equation give
lim inf
n→∞
(
1
n
n∑
i=1
P i(x,O)
)
> β/2.
Since K is compact, we see that there exists z ∈ K such that condition
(1.1) holds for every open neighbourhood U of z. Thus Φ has an
invariant measure by Proposition 2.1. 
3. Stability results
Theorem 3.1. Let Φ be an e–chain. Let P : X × B(X)→ [0, 1] be its
transition function and assume that there exists z ∈ X such that for
every open set O containing z
(3.1) lim inf
n→∞
P n(x,O) > 0 for x ∈ X.
Let
Z =
∞⋃
n=1
suppP n(z, ·).
If there exist a Lyapunov function V : X → [0,∞) and λ < 1, b < ∞,
R <∞, x0 ∈ X such that (2.9) holds, then Φ admits a unique invariant
probability measure µ∗ supported on Z. Moreover
µP n
w
→ µ∗ as n→∞
for every probability measure µ such that supp µ ⊂ Z.
Proof. Since (3.1) implies (1.1), from Theorem 2.2 it follows that Φ has
an invariant probability measure, say µ∗. It may be obtained (see [7,
31]) as any weak limit of the Cesaro averages of (P n(z, ·))n≥1. Therefore
we may assume that supp µ∗ ⊂ Z.
Let us denote by ∆(x1, x2; f ; ε) for x1, x2 ∈ X , f ∈ Cb(X), ε > 0 the
set of all α ∈ (0, 1] such that there exist probability measures µ1, µ2
and an integer m satisfying
(3.2) Pm(xi, ·) ≥ αµi(·) for i = 1, 2,
and
(3.3)
∣∣∣∣
∫
X
f(y)µ1P
n(dy)−
∫
X
f(y)µ2P
n(dy)
∣∣∣∣ ≤ ε for n ∈ N.
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We claim that sup∆(x1, x2; f ; ε) = 1 for x1, x2 ∈ Z, f ∈ Cb(X) and
ε > 0. Fix x1, x2 ∈ Z, f ∈ Cb(X) and ε > 0. By the Chapman–
Kolmogorov equation we easily obtain that
lim inf
n→∞
P n(x,Oi) > 0 for x ∈ X,
where Oi is an arbitrary open set containing xi, i = 1, 2. Now from the
proof of Proposition 2.1 it follows that the families {P n(xi, ·): n ∈ N},
i = 1, 2, are weakly precompact (see also Theorem 2.2 in [7]). Let
σ > 0 be such that
(3.4) |P nf(z)− P nf(y)| ≤ ε for y ∈ B(z, σ) and n ∈ N.
By (3.1) there exist m ∈ N and α˜ > 0 such that
Pm(xi, B(z, σ)) ≥ α˜ for i = 1, 2.
Define
(3.5) µ˜i(·) =
Pm(xi, B(z, σ) ∩ ·)
Pm(xi, B(z, σ))
for i = 1, 2,
and observe that condition (3.2) is satisfied with µ˜i in place of µi and
α˜ in place of α. Moreover, from (3.4) it follows that (3.3) holds with µ˜i
in place of µi. Hence ∆(x1, x2; f ; ε) 6= ∅. Set α0 = sup∆(x1, x2; f ; ε).
Suppose, contrary to our claim, that α0 < 1. Let (αn)n≥1 be such that
αn → α0 as n→∞ and αn ∈ ∆(x1, x2; f ; ε) for n ∈ N. Let µ
n
i , i = 1, 2,
and mn satisfy (3.2) with αn in place of α. Since {P
n(xi, ·): n ∈ N},
i = 1, 2, are tight, {Pmn(xi, ·) − αnµ
n
i : n ∈ N}, i = 1, 2, are weakly
precompact. Therefore, without loss of generality, we may assume that
(Pmn(xi, ·) − αnµ
n
i )n≥1, i = 1, 2, converge to some measures µ˜1, µ˜2,
respectively. Choose y1 ∈ supp µ˜1 and y2 ∈ supp µ˜2. From (3.1) it
follows that there exist m ∈ N and γ > 0 such that
Pm(yi, B(z, σ)) ≥ γ for i = 1, 2.
By Feller’s property, there is r > 0 such that
Pm(y, B(z, σ)) ≥ γ/2 for y ∈ B(yi, r), i = 1, 2.
Set
s0 = min{µ˜1(B(y1, r)), µ˜2(B(y2, r))}
and observe that s0 > 0. By the Alexandrov theorem (see [2]) we may
choose k ∈ N such that
Pmk(xi, B(yi, r))− αkµ
k
i (B(yi, r)) > s0/2 for i = 1, 2.
Let k ∈ N be such that
(3.6) αk + s0γ/4 > α0.
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Then by the Chapman–Kolmogorov equation (see also (3.5)) we obtain
that there exist probability measures µˆi with supp µˆi ⊂ B(z, σ), i =
1, 2, such that
Pmk+m(xi, ·)− αkµ
k
iP
m ≥ s0γµˆi/4.
Set
µi = (αk + s0γ/4)
−1(αkµ
k
iP
m + s0γµˆi/4) for i = 1, 2.
Since supp µˆi ⊂ B(z, σ) for i = 1, 2, from (3.4) it follows that µi,
i = 1, 2, satisfy (3.3). Finally, observe that µi, i = 1, 2, satisfy condition
(3.2) withmk+m in place ofm and α = αk+s0γ/4. Hence αk+s0γ/4 ∈
∆(x1, x2; f ; ε), which contradicts the definition of α0, by (3.6).
We have proved that
lim
n→∞
∣∣∣∣
∫
X
f(y)µ1P
n(dy)−
∫
X
f(y)µ2P
n(dy)
∣∣∣∣ = 0
for all point measures µ1, µ2 supported on Z and for every f ∈ Cb(X).
Since linear combinations of point measures are dense in the space of
all measures equipped with the weak topology, the above convergence
holds for all probability measures µ1, µ2 supported on Z and for every
f ∈ Cb(X). Since Φ is bounded in probability, the above convergence
is also satisfied for every f ∈ C(X). From this it follows that µ∗ is a
unique invariant measure supported on Z and
µP n
w
→ µ∗ as n→∞
for every probability measure µ such that supp µ ⊂ Z, which finishes
the proof. 
A point x ∈ X is called reachable if for every open set O containing
x
∞∑
n=1
P n(y, O) > 0 for every y ∈ X.
The chain Φ is called open set irreducible if every point is reachable.
As a consequence of Theorem 3.1 and the above definition we obtain
the following theorem:
Theorem 3.2. Let Φ be an open set irreducible e–chain. Let P : X ×
B(X) → [0, 1] be its transition function and assume that there exists
z ∈ X such that for every open set O containing z condition (3.1)
holds. If there exist a Lyapunov function V : X → [0,∞) and λ < 1,
b <∞, R <∞, x0 ∈ X such that (2.9) holds, then Φ admits a unique
invariant probability measure µ∗. Moreover
µP n
w
→ µ∗ as n→∞
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for every probability measure µ.
Proof. It suffices to note that
∞⋃
n=1
suppP n(z, ·) = X.

Theorem 3.3. Let Φ be an e–chain. Let P : X × B(X)→ [0, 1] be its
transition function and assume that there exists z ∈ X such that for
every open set O containing z there exists α > 0 satisfying
(3.7) lim inf
n→∞
P n(x,O) ≥ α for x ∈ X.
If there exist a Lyapunov function V : X → [0,∞) and λ < 1, b < ∞,
R <∞, x0 ∈ X such that (2.9) holds, then Φ admits a unique invariant
probability measure µ∗. Moreover
(3.8) µP n
w
→ µ∗ as n→∞
for every probability measure µ.
Proof. The existence of an invariant measure µ∗ follows from Theorem
2.2. Fix ε > 0, x1, x2 ∈ X and f ∈ Cb(X). By equicontinuity of
{P nf : n ∈ N} in z ∈ X , we choose r > 0 such that
(3.9) |P nf(z)− P nf(x)| < ε/4 for x ∈ B(z, r) and n ∈ N.
Let α > 0 be such that (3.7) holds with O = B(z, r). Then by Fatou’s
lemma we have
(3.10) lim inf
n→∞
µP n(O) ≥ α
for every probability measure µ. Let k ∈ N be such that 4(1 −
α/2)k‖f‖∞ ≤ ε. Further, from the Lasota–Yorke theorem (see Theo-
rem 4.1 in [20]) and (3.10) it follows that there exist integers n1, . . . , nk
and probability measures νi1, . . . , ν
i
k, µ
i
k such that supp ν
i
j ⊂ O, j =
1, . . . , k, and
P n1+...+nk(xi, ·) =
α
2
νi1P
n2+...+nk +
α
2
(
1−
α
2
)
νi2P
n3+...+nk
+ . . .+
α
2
(
1−
α
2
)k−1
νik +
(
1−
α
2
)k
µik for i = 1, 2.
Then by the Markov property we obtain
P n(xi, ·) =
α
2
νi1P
n−n1 +
α
2
(
1−
α
2
)
νi2P
n−n1−n2
+ . . .+
α
2
(
1−
α
2
)k−1
νikP
n−n1−...−nk +
(
1−
α
2
)k
µikP
n−n1−...−nk
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for i = 1, 2 and n ≥ n1 + . . .+ nk. From (3.9) we have∣∣∣∣
∫
X
f(y)ν1jP
n(dy)−
∫
X
f(y)ν2jP
n(dy)
∣∣∣∣
=
∣∣∣∣
∫
X
P nf(y)ν1j (dy)−
∫
X
P nf(y)ν2j (dy)
∣∣∣∣ ≤ ε/2
for j = 1, . . . , k. By the definition of k we then obtain
|P nf(x1)− P
nf(x2)|
=
∣∣∣∣
∫
X
f(y)P n(x1, dy)−
∫
X
f(y)P n(x2, dy)
∣∣∣∣
< ε/2 + 2‖f‖∞(1− α/2)
k = ε.
Since ε > 0 and f ∈ Cb(X) were arbitrary and since linear combinations
of point measures are dense in the space of all measures equipped with
the weak topology, we have
lim
n→∞
∣∣∣∣
∫
X
f(y)µ1P
n(dy)−
∫
X
f(y)µ2P
n(dy)
∣∣∣∣ = 0
for all probability measures µ1, µ2 and for arbitrary f ∈ Cb(X). Since
Φ is bounded in probability, the above condition is also satisfied for
every f ∈ C(X). On the other hand, from the above condition it
follows that µ∗ is a unique invariant measure and
µP n
w
→ µ∗ as n→∞
for every probability measure µ, which finishes the proof. 
As an immediate consequence of this theorem we obtain the following
result due to  L. Stettner (see [30]):
Corollary 3.4. Assume that:
(S1) for every ε > 0 and every compact set K ⊂ X there exists a
compact set W ⊂ X such that
infx∈K P
n(x,W ) ≥ 1− ε for n ∈ N,
(S2) for every f ∈ Cb(X) the functions {P
nf : n = 1, 2, . . .} are
equicontinuous on compact subsets of X,
(S3) for every open set O ⊂ X and every x ∈ X
P (x,O) > 0,
(S4) there exist η > 0 and a compact set L ⊂ X such that for every
compact set W ⊂ X
infx∈W P
n(x, L) ≥ η for some n ∈ N.
Then there exists a unique invariant measure µ∗ for Φ and P
n(x, ·)
convereges weakly to µ∗.
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4. A counterexample
In the last section we shall define a discrete–time Markov–Feller chain
which satisfies condition (E) but it has not an invariant measure.
Let (Ω,F ,Prob) be a probability space and let N = N∪{∞}. Define
x : N× N× N→ l∞ by the following
x(i, j, k) = (i,
j−times︷ ︸︸ ︷
0, . . . , 0, 2−k, . . .).
It is easy to see that X = x(N × N × N) is a closed subset of l∞.
Consider the discrete–time Markov chain Φ = (Φn)n≥1 defined by the
formula
Φn = x(ζn, ηn, ξn) for n ∈ N,
where ζn, ηn: Ω→ N and ξn: Ω→ N are Markov chains satisfying
Prob (ζn+1 = i, ηn+1 = j, ξn+1 = k| ζn = i0, ηn = j0, ξn = k0)
=


p1(i0, k0) for i = 1, j = j0 + 1, k = 1;
p2(k0) for i = i0, j = j0 + 1, k = k0 + 1;
1− p1(i0, k0)− p2(k0) for i = i0 + 1, j = j0 + 1, k = k0.
Moreover, we assume that p2(k) = k
−4 for k ∈ N, p1(i, k) = 1−p2(k) for
k < i! and p1(i, k) = p2(k) for k ≥ i!. Further p1(i,∞) = p2(∞) = 0.
To show that Φ satisfies Feller’s property fix f ∈ C(X) and x0 ∈ X .
Let xn → x0 as n → ∞. Without loss of generality we may assume
that xn = x(i, jn, kn), x0 = x(i, 1,∞) and kn →∞ as n→∞. Then
Pf(xn) = p1(i, kn)f(x(1, jn + 1, 1)) + p2(kn)f(x(i, jn + 1, kn + 1))
+ (1− p1(i, kn)− p2(kn))f((i+ 1, jn + 1, kn))
→
n→∞
f((i+ 1, 1,∞)) = Pf(x0).
Now let x = x(i0, j0, k0) be such that k0 6= ∞. We will show that
there exists ϑ > 0 such that
(4.1) P n(x, U0) ≥ ϑ for n ∈ N,
where U0 = {x(i, j, k) : i = k = 1, j ∈ N}. Since p2(k) = k
−4 for
k ∈ N, p1(i, k) = 1− p2(k) for k < i! and p1(i, k) = p2(k) for k ≥ i!, we
easily check that
sup
n∈N
E[ξn| ζ0 = i0, η0 = j0, ξ0 = k0] <∞.
Chebyshev’s inequality shows now that there exists M0 > i0 such that
inf
n∈N
Prob (ξn ≤M0 | ζ0 = i0, η0 = j0, ξ0 = k0) > 0.
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From this and the fact that p1(i, k) = 1− p2(k) for i < k! we obtain
γ = inf
n∈N
Prob (ζn ≤M0!, ξn ≤M0 | ζ0 = i0, η0 = j0, ξ0 = k0) > 0.
By the Markov property we have
P n(x, U0) ≥ γ · min
1≤i≤M0!, 1≤k≤M0
p1(i, k) for n ∈ N,
which shows that condition (4.1) holds with
ϑ = γ · min
1≤i≤M0!, 1≤k≤M0
p1(i, k).
Let z = (1, 0, . . . , ). Fix an open set U such that z ∈ U . Let r > 0
be such that B(z, r) ⊂ U . Choose k ∈ N such that x(1, j, k) ∈ B(z, r)
for j ∈ N. Then by the Markov property we obtain
P n+k(x, U) ≥ ϑp2(1) · . . . · p2(k) for n ∈ N,
which gives condition (E).
Finally, it is obvious that Φ does not admit an invariant measure
since limn→∞ ηn =∞ Prob–a.s. 
References
[1] Barnsley, M. F., Demko S. G., Elton J. H. and Geronimo, J. S. (1988).
Invariant measures for Markov processes arising from iterated function systems
with place-dependent probabilities. Ann. Inst. H. Poincare´ Probab. Statist. 24
(3) 367–394. MR 971099
[2] Billingsley, P. (1999). Convergence of Probability Measures, 2nd ed. Wiley,
New York. MR 1700749
[3] Borovkov, V. (1991). Ergodicity condition for Markov chains that are not
connected with irreducibility in the sense of Harris. Sibirsk. Math. Zh. 32 (4)
6–19. MR 1142065
[4] Costa, O. L. V. and Dufour, F. (2001). Necessary and sufficient condi-
tions for non–singular invariant probability measures for Feller–Markov chains.
Statist. Probab. Lett. 53 (1) 47–57. MR 1843340
[5] Da Prato, G. and Zabczyk, J. (1992). Stochastic Equations in Infinite Di-
mensions, Cambridge University Press. MR 1207136
[6] Diaconis, P. and Freedman, D. (1999). Iterated random functions. SIAM
Rev. 41 (1) 41–76. MR 1669737
[7] Ethier, S. N. and Kurtz, T. G. (1985). Markov Processes: Characterization
and Convergence. Wiley, New York. MR 838085
[8] Foguel, S. R. (1969). The Ergodic Theory of Markov Processes. Van Nostrand
Mathematical Studies, no. 21. MR 193673
[9] Foguel, S. R. (1962). Existence of invariant measures for Markov processes.
Proc. Amer. Math. Soc. 13 833–838. MR 145590
[10] Foguel, S. R. (1966). Existence of invariant measures for Markov processes
II. Proc. Amer. Math. Soc. 17 387–389. MR 193673
FELLER PROCESSES ON NON–LOCALLY COMPACT SPACES 15
[11] Hernandez–Lerma, O. and Lasserre, J. -B. (1998). Existence and unique-
ness of fixed points for Markov operators and Markov processes. Proc. London
Math. Soc. 76 (3) 711–736. MR 1620504
[12] Hernandez–Lerma, O. and Lasserre, J. -B. (1998). Ergodic theorems and
ergodic decomposition for Markov chains. Acta Appl. Math. 54 (1) 99–119. MR
1656784
[13] Horbacz, K. (2004). Random dynamical systems with jumps. J. Appl.
Probab. 41 (3) 890–910. MR 2074830
[14] Horbacz, K., Myjak, J. and Szarek, T. (2005). On stability of some
general random dynamical system. J. Statist. Physics. 119 (1/2) 35–60. MR
2144506
[15] Jamison, B. (1964). Asymptotic behavior of successive iterates of continuous
functions under a Markov operator. J. Math. Anal. Appl. 9 203–214. MR 169040
[16] Jamison, B. (1965). Ergodic decomposition induced by certain Markov oper-
ators. Trans. Amer. Math. Soc. 117 451–468. MR 207041
[17] Jarner, S. and Tweedie, R. (2001). Locally contracting iterated random
functions and stability of Markov chains. J. Appl. Probab. 38 (2) 494–507. MR
1834756
[18] Jarner, S. and Tweedie, R. Stability properties of Markov chains defined
via iterated random functions. Submitted for publication.
[19] Lasota, A. and Szarek, T. A note on a heat equation with an impulsive
noise. Submitted for publication.
[20] Lasota, A. and Yorke, J. (1994). Lower bounded technique for Markov
operators and iterated function systems. Random Comput. Dynamics. 2 (1)
41–77. MR 1265226
[21] Lasserre, J. -B. (1997). Invariant probabilities for Markov chains on a metric
space. Statist. Probab. Lett. 34 (3) 259–265. MR 1458020
[22] Lin, M. (1970). Conservative Markov processes on a topological space. Israel
J. Math. 8 165–186. MR 265559
[23] Lu, G. and Mukherjea, A. (1997). Invariant measures and Markov chains
with random transition probabilities. Probab. Math. Stat. 17 (1) 115–138. MR
1455613
[24] Meyn, S. P. and Tweedie, R. L. (1993).Markov Chains and Stochastic Sta-
bility. Communications and Control Engineering Series. Springer–Verlag Lon-
don. MR 1287609
[25] Rosenblatt, M. (1965). Equicontinuous Markov operators. Teor. Verojat-
nost. i Primenen. 9 205–222. MR 171318
[26] Picho´r, K. and Rudnicki, R. (2000). Continuous Markov semigroups and
stability of transport equations. J. Math. Anal. Appl. 249 (2) 668–685. MR
1781248
[27] Sine, R. (1974). Convergence theorems for weakly almost periodic Markov
operators. Israel J. Math. 19 246–255. MR 372159
[28] Sine, R. (1975). On local uniform mean convergence for Markov operators.
Pacific J. Math. 60 (2) 247–252. MR 397882
[29] Steinsaltz, D. (1999). Locally contractive iterated function systems. Ann.
Probab. 27 (4) 1952–1979. MR 1742896
[30] Stettner,  L. (1994). Remarks on ergodic conditions for Markov processes on
Polish spaces. Bull. Polish Acad. Sci. Math. 42 (2) 103–114. MR 1810695
16 TOMASZ SZAREK
[31] Szarek, T. (2000). The stability of Markov operators on Polish spaces. Studia
Math. 143 (2) 145–152. MR 1813364
Institute of Mathematics,
Silesian University, Bankowa 14, 40-007 Katowice,
Poland, e-mail: szarek@itl.pl
