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Abstract
We prove that every positive solution of the third order difference equation
xn = max
{
A
xn−1
,
B
xn−2
,
C
xn−3
}
, n = 0,1, . . . ,
is eventually periodic of (not necessarily prime) period T , which is explicitly determined by the
coefficients A, B, and C.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we investigate the periodic nature of the positive solutions of the difference
equation
xn = max
{
A
xn−1
,
B
xn−2
,
C
xn−3
}
, n = 0,1, . . . , (1.1)
where A,B,C are any positive coefficients, and the initial values x−1, x−2, . . . , x−3 are
any positive numbers.
E-mail addresses: voulovh@umkc.edu, voulovh@yahoo.com.0022-247X/$ – see front matter  2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2004.02.054
H.D. Voulov / J. Math. Anal. Appl. 296 (2004) 32–43 33Equation (1.1) is a special case of the equation
xn = max
{
A1
xn−1
,
A2
xn−2
, . . . ,
Ap
xn−p
}
, n = 0,1, . . . , (1.2)
where the coefficients A1,A2, . . . ,Ap are nonnegative real numbers, A1 + A2 + · · · +
Ap > 0, and the initial values x−1, x−2, . . . , x−p are any given positive numbers. We call
Eq. (1.2) the reciprocal difference equation with maximum, since it is a natural generaliza-
tion of the simple reciprocal equation
xn = Aq
xn−q
(1.3)
which we obtain from Eq. (1.2) when Aq is the only nonzero coefficient. Observe that each
term of the sequence {xn} defined by Eq. (1.2) satisfies Eq. (1.3) for some q . However,
q depends on the previous terms xn−1, . . . , xn−p . So Eq. (1.2) works as a switch, similar
to the famous Collatz (3x + 1) problem [1]. Based on computer experiments, the positive
solutions of Eq. (1.2) seem to be eventually periodic of some period T . That is, xn+T = xn
for every n  n0, where T and n0 may depend on the coefficients A1, . . . ,Ap and the
initial conditions x−1, x−2, . . . , x−p . This leads to the following conjecture of G. Ladas
[2, Conjecture 2.3.1].
Conjecture 1 [2]. Show that every positive solution of Eq. (1.2) is eventually periodic with
period T , where T ∈ {2,3, . . . ,2p}.
Additionally, in [2], it was pointed out that the period T may be easily determined when
one of the coefficients in Eq. (1.2) is dominating. In fact, the following conjecture was also
suggested in [2].
Conjecture 2 [2]. Show that when the coefficient Aq in Eq. (1.2) is dominating, i.e.,
Aq > max
{
Aj : j = q, j ∈ {1,2, . . . , p}
}
,
then every positive solution of Eq. (1.2) must be eventually periodic with period T = 2q .
These conjectures have been confirmed for p = 2 (see [3]) and for p = 3, in the special
case A2 = 0 (see [4]). The results from [3] and [4] were recently generalized in [5], where
Conjectures 1 and 2 were confirmed for Eq. (1.2) with only two nonzero coefficients.
We should also mention that the results from [3,4] were generalized for the case of
periodic coefficients
xn = max
{
Pn
xn−1
,
Qn
xn−2
}
(1.4)
and
xn = max
{
Pn
xn−1
,
Qn
xn−3
}
, (1.5)
where the sequences {Pn}, {Qn} are periodic with the same period t , that is, Pn+t = Pn,
Qn+t = Qn for every n  0. Equation (1.4) with t = 2 was studied in [6], while the case
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Equation (1.5) in the case t = 2 was investigated in [10].
Here, by using the results from [5], we completely investigate Eq. (1.2), for p = 3, and
confirm Conjectures 1 and 2 in this case, while the case p > 3 remains open. We believe
that our proof might yield insight into the study of Eq. (1.2) in the remaining case p > 3,
at least when there are only three nonzero coefficients.
As Eq. (1.2) with p = 3 reduces to Eq. (1.1), the results presented here may also be a
good starting point for the study of Eq. (1.1) in the case of periodic coefficients,
xn = max
{
An
xn−1
,
Bn
xn−2
,
Cn
xn−3
}
, n = 0,1, . . . ,
which is totally open.
2. Main result and some discussion
Recall that a sequence {xn} is said to be eventually periodic of period T if an only if it
eventually becomes periodic of period T , that is, there exists an integer n0 such that
xn+T = xn for every n n0.
The minimal number t which may be a period of an eventually periodic sequence xn is
called the prime period of {xn}.
Let A,B,C be any nonnegative real numbers, A + B + C > 0 and define the integer T
as follows:
T =


2 when A> max{B,C},
3 when A = B > C,
4 when B > max{A,C} or A = C  B,
5 when B = C > A,
6 when C > max{A,B}.
(2.1)
Our main result is the following theorem.
Theorem 2.1. Let T be defined by (2.1). Then the following statements are true:
(i) There exist prime period T solutions of Eq. (1.1).
(ii) Every positive solution of Eq. (1.1) is eventually periodic of (not necessarily prime)
period T .
Clearly, for some initial values, the solution xn of Eq. (1.1) may be eventually peri-
odic of a prime period t , such that t < T and t is a factor of T . A trivial example is the
equilibrium
xn = x¯ =
√
max{A,B,C}
which is periodic of prime period t = 1, and, hence, it is periodic of any period T  1.
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have been already investigated in [3–5]. They all have the following form:
xn = max
{
P
xn−k
,
Q
xn−m
}
, n = 0,1, . . . , (2.2)
with some k,m ∈ {1,2,3}, P  0, Q 0, P + Q > 0. In this special case, one can easily
see that the proof of Theorem 2.1 follows from the following result about the general
equation (2.2), which has been established in [5].
Theorem 2.2. Let k,m be any positive integers with k < m. Let P,Q be any nonnegative
real numbers with P + Q> 0 and let T be defined as follows:
T =
{2k when P > Q or P = Q, m = 3k,
2m when P < Q,
m + k when P = Q, m = 3k.
Then the following statements are true:
(i) There exist prime period T solutions of Eq. (2.2).
(ii) Every positive solution of Eq. (2.2) is eventually periodic of (not necessarily prime)
period T .
The proof of Theorem 2.1, in the remaining case ABC > 0, will be presented in the
next section. Our method of proof employs the fact that in most cases, a positive solution
of Eq. (1.1) eventually satisfies a reduced difference equation of the form (2.2) and then,
by Theorem 2.2, the result will follow.
It is interesting to point out that when one of the coefficients in Eq. (2.2) is dominating,
it was shown in [5], that every positive solution of Eq. (2.2) eventually satisfies a reduced
difference equation of the form (2.3), for example,
xn = P
xn−k
when P > Q, n n0.
However, it turns out that such reduction of Eq. (1.1) to Eq. (2.2) is not guaranteed by the
existence of a dominating coefficient. This is demonstrated by the following example.
Example 1. Consider the sequence {xn}∞n=−3 defined by x4s = 4 for every s  0 and xn = 1
otherwise. It is easy to see that {xn} is a positive solution of the difference equation
xn = max
{
1
xn−1
,
4
xn−2
,
1
xn−3
}
, n = 0,1, . . . , (2.3)
but it does not satisfy any of the reduced equations related to Eq. (2.3).
This example indicates that if Eq. (1.2) has at least three nonzero coefficients, then
its solution’s behavior is much more complicated than in the case of only two nonzero
coefficients, when Eq. (1.2) reduces to Eq. (2.2).
We conclude this section with some simple observations about the general equation
(1.2), which may be useful for its further investigation. By setting
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Bs = AsD−1 for s = 1,2, . . . , p, (2.5)
and
xn = yn
√
D for n−3, (2.6)
Eq. (1.2) reduces to the difference equation
yn = max
{
B1
yn−1
,
B2
yn−2
, . . . ,
Bp
yn−p
}
, n = 0,1, . . . . (2.7)
In view of (2.6), it suffices to study Eq. (2.7), where the coefficients B1,B2, . . . ,Bp are
nonnegative and, by (2.4) and (2.5),
max{B1,B2, . . . ,Bp} = 1. (2.8)
Thus, with no loss of generality, we may always assume that Ai ∈ [0,1] for every i =
1,2, . . . , p and at least one of the coefficients Ai equals 1.
It is easy to prove that every positive solution of Eq. (2.7) is bounded. Let {yn}∞n=−p be
a positive solution of Eq. (2.7). Then there exists d ∈ (0,1) such that
d  yn  d−1 for n = −1,−2, . . . ,−p. (2.9)
From (2.7)–(2.9), by induction, we obtain that
d  yn  d−1 for every n−p,
and the result follows. Thus, in view of the above discussion, we have established the
following result.
Lemma 2.1. Let Ai ∈ [0,∞) for i ∈ {1,2, . . . , p} and assume that A1 +A2 +· · ·+Ap > 0.
Then every positive solution of Eq. (1.2) lies in [d, d−1] for some d ∈ (0,1).
Our proof of Theorem 2.1 is based on the following lemma, which we formulate for the
general equation (1.2), since we believe that this lemma may be useful for further study of
Eq. (1.2) as well.
Lemma 2.2. Let Ai ∈ [0,∞) for i ∈ {1,2, . . . , p} and assume that A1 +A2 +· · ·+Ap > 0.
Let {xn}∞n=−p be a positive solution of Eq. (1.2). Then, for every n 0, the following is true:
xnxn−i Ai for every i ∈ {1,2, . . . , p}
and
p∏
i=1
(xnxn−i − Ai) = 0.
The proof is obvious and will be omitted.
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Without loss of generality, we may assume
max{A,B,C} = 1. (3.1)
For the proof of Theorem 2.1, we will need a series of lemmas, which correspond to each
of the following distinct and exhaustive cases:
B2 < AC, (3.2)
B2 AC, A C, (3.3)
B2 AC, A < C. (3.4)
Lemma 3.1. Let (3.1) and (3.2) hold and let {xn} be any positive solution of (1.1). Then,
exactly one of the following statements holds:
(i) There exists n0, such that for every n n0, n ∈ N ,
xn = max
{
A
xn−1
,
C
xn−3
}
. (3.5)
(ii) A = C = 1 and there exist n0 ∈ N and a ∈ (0,
√
B) such that for every nonnegative
integer s,
xn0+4s = a, xn0+4s+1 = xn0+4s+3 =
1
B
xn0+4s+2 =
1
a
. (3.6)
Proof. Theorem 2.2 implies that (i) and (ii) cannot hold together. It suffices to prove (ii),
when (i) does not hold. So we may assume that
xnxn−1 > A and xnxn−3 > C (3.7)
for some arbitrarily large, positive integer n. Then, Eq. (1.1) implies
xnxn−2 = B (3.8)
and, by Lemma 2.2, (3.7) and (3.8) yield
C < xnxn−3 = Bxn−3
xn−2
 xn−3xn−4, (3.9)
C < xnxn−3 = Bxn−3
xn−2
 B
C
xn−3xn−5, (3.10)
A < xnxn−1 = Bxn−1
xn−2
 xn−1xn−4, (3.11)
A < xnxn−1 = Bxn−1
xn−2
 B
A
xn−1xn−3. (3.12)
We will first establish that
xn−3xn−4 > 1 and xn−3xn−5 > CB−1  B. (3.13)
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and (3.2), we have B2 < C < A = 1. Then, by Lemma 2.2, (3.11) and (3.12) imply that
xn−1xn−2 = 1, and, hence,
1 < xn−1xn−4 = Axn−4
xn−2
 xn−3xn−4,
1 <
1
B
< xn−1xn−3 = Bxn−3
xn−2
 B
C
xn−3xn−5
which completes the proof of (3.13).
Now by Lemma 2.2, (3.13) implies
xn−3xn−6 = C (3.14)
and
1
B
<
xn−3xn−5
C
= xn−5
xn−6
(3.15)
which yields
1
B
<
xn−5
xn−6
 1
B
xn−4xn−5, (3.16)
1
B
<
xn−5
xn−6
 1
B
xn−5xn−8, (3.17)
1
B
<
xn−5
xn−6
 1
A
xn−5xn−7. (3.18)
As B2 < AC A, by applying Lemma 2.2 again, from (3.17) and (3.18), it follows that
xn−5xn−6 = A (3.19)
which combined with (3.16) implies
1 < xn−4xn−5 = Axn−4
xn−6
 xn−4xn−7. (3.20)
Thus,
xn−4xn−6 = B. (3.21)
By setting xn−6 = a, (3.14), (3.19), and (3.21) yield
xn−6 = a, xn−5 = A
a
, xn−4 = B
a
, xn−3 = C
a
, (3.22)
and, by Eqs. (1.1), (3.1), and (3.2), it follows that
xn−2 = max
{
Aa
C
,a,
Ca
A
}
= a
AC
. (3.23)
Finally, (3.8) implies
xn = ABC = ACxn−4, (3.24)
a
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xn = (AC)sxn−4s (3.25)
as long as n > 4s + 2.
On the other hand, by Lemma 2.1, there exists d ∈ (0,1) such that
xj ∈ [d, d−1] for every j −3. (3.26)
Then, if AC < 1, by (3.25) and (3.26), we see that n cannot be arbitrarily large which
is a contradiction. Therefore, AC = 1. Hence, A = C = 1, and by (3.22), (3.24), and
Lemma 2.2, we obtain
1 < xnxn−3 = B
a2
.
Thus, a ∈ (0,√B), and from (3.22) it follows that (ii) holds. The proof is complete. 
Lemma 3.2. Let (3.1) and (3.3) hold and let {xn} be any positive solution of Eq. (1.1).
Then, exactly one of the following statements holds:
(i) There exists n0, such that for every n n0, n ∈ N ,
xn = max
{
A
xn−1
,
B
xn−2
}
. (3.27)
(ii) A = C  B = 1 and there exist n0 ∈ N and a ∈ (0,A) such that, for every nonnegative
integer s,
xn0+4s = a, xn0+4s+1 = xn0+4s+3 =
A
a
, xn0+4s+2 =
1
a
.
Proof. It is easy to see that (i) and (ii) cannot hold together. It suffices to prove (ii), when
(i) does not hold. So we may assume that
xnxn−1 > A and xnxn−2 > B (3.28)
for some arbitrarily large n ∈ N . By Lemma 2.2, (3.28) implies
xnxn−3 = C (3.29)
and, additionally,
A
C
<
xn−1
xn−3
 1
A
xn−1xn−2,
A
C
<
xn−1
xn−3
 1
A
xn−1xn−4,
B
C
<
xn−2
xn−3
 1
A
xn−2xn−4,
B
<
xn−2  1 xn−2xn−5,
C xn−3 B
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xn−1xn−3 = B, xn−2xn−3 = A. (3.30)
Hence, by setting xn−3 = a, we obtain
xn−3 = a, xn−2 = A
a
, xn−1 = B
a
, xn = C
a
(3.31)
and
Ba2 < AC. (3.32)
Then, Cxn−1xn−2 = ABCa−2 > B2, which combined with (3.30) and xn−3xn−4  A im-
plies
xn−4
xn−3
= xn−1xn−4
B
>
Bxn−4
Cxn−2
= Bxn−4xn−3
CA
 B
C
. (3.33)
Since xn−3xn−5  B and xn−3xn−6  C, by Lemma 2.2, from (3.33) and B2  AC, it
follows that
xn−4xn−5 > A and xn−4xn−6 > B. (3.34)
Additionally, Eq. (1.1), (3.31) and A C yield
xn+1 = max
{
Aa
C
,a,
Ca
A
}
= Aa
C
= A
C
xn−3. (3.35)
As (3.28) implies (3.34) and (3.35), by induction, we obtain
xn+1 =
(
A
C
)s
xn+1−4s provided 4s  n + 1. (3.36)
On the other hand, by Lemma 2.1, there exists d ∈ (0,1), such that
xj ∈ [d, d−1] for every j −3. (3.37)
Then, if A = C, by (3.35) and (3.36), we see that n cannot be arbitrarily large, which is
a contradiction. Therefore, A = C  B = 1, and (ii) follows, by induction, from (3.31),
(3.32), and Eq. (1.1). The proof is complete. 
Lemma 3.3. Let (3.1) and (3.4) hold and let {xn} be any positive solution of Eq. (1.1).
Then, there exists n0, such that for every n n0, n ∈ N ,
xn = max
{
B
xn−2
,
C
xn−3
}
. (3.38)
Proof. By Lemma 2.1, there exists d ∈ (0,1), such that
d  xj  d−1 for every j −3. (3.39)
As A < C, there exists a positive integer k such that
d2
(
C
)k
> 1. (3.40)
A
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xnxn−2 > B, xnxn−3 > C, n 5, (3.41)
where n is large enough. Then, by Lemma 2.2, we obtain
xnxn−1 = A,
B
A
<
xn−2
xn−1
 1
B
xn−2xn−3, (3.42)
B
A
<
xn−2
xn−1
 1
C
xn−2xn−4, (3.43)
and, in view of (3.4),
xn−2xn−5 = C. (3.44)
From (3.43) and (3.44), it follows that
B
A
<
xn−4
xn−5
(3.45)
which, by Lemma 2.2 and (3.4), implies
xn−4xn−6 > B and xn−4xn−7 >
B2
A
> C (3.46)
and, hence,
xn−4xn−5 = A. (3.47)
Similarly, by Lemma 2.2, (3.47) and (3.4) imply
xn−3xn−6 = 1
A
xn−3xn−4xn−5xn−6 
B2
A
> C
and (3.45) and (3.4) yield
xn−3xn−4 
Bxn−4
xn−5
>
B2
A
> C > A.
Therefore,
xn−3xn−5 = B. (3.48)
By setting xn−5 = a, from (3.44), (3.47), and (3.48), it follows that
xn−5 = a, xn−4 = A
a
, xn−3 = B
a
, xn−2 = C
a
,
and, by Eq. (1.1) and A < C, we have
xn−1 = max
{
Aa
C
,a,
Ca
A
}
= Ca
A
= C
A
xn−5. (3.49)
As (3.41) implies (3.46) and (3.49), by induction, we obtain
xn−1 =
(
C
)s
xn−1−4s provided 4s + 1 n. (3.50)
A
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we obtain
d2
(
C
A
)k
 1
which contradicts (3.40). The proof is complete. 
Now we are in position to prove our main result.
Proof of Theorem 2.1. (i) When max{B,C} < A = 1, for a ∈ [√B,1), the sequence
a, a−1, a, a−1, . . . is a prime period 2 solution of Eq. (1.1).
When B = 1 > max{A,C} = D, for a ∈ [D,1) the sequence a,1, a−1,1, a,1, . . . is a
prime period 4 solution of Eq. (1.1).
When C = 1 > max{A,B} = D, T = 6 and for a ∈ [D,1), the sequence 1,1, a,1,1,
a−1,1,1, a, . . . is a prime period 6 solution of Eq. (1.1).
When 1 = A = C  B , then T = 4, and for a ∈ (0,√B), the sequence
a, a−1,Ba−1, a−1, a, a−1,Ba−1, . . .
is a prime period 4 solution of Eq. (1.1).
When C < A = B = 1, T = 3, and for a ∈ [√C,1), the sequence
a, a−1, a−1, a, a−1, a−1, . . .
is a prime period 3 solution of Eq. (1.1).
When A < B = C = 1, then T = 5, and for a ∈ (A,1), the sequence
a,1, a−1, a−1,1, a,1, . . .
is a prime period 5 solution of Eq. (1.1).
Hence (i) holds in every possible case.
(ii) This part of the proof follows by Lemmas 3.1–3.3 and Theorem 2.2.
The proof of Theorem 2.1 is complete. 
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