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The Quantum Corrected Mode Function and Power Spectrum
for a Scalar Field during Inflation
V. K. Onemli∗
∗Department of Physics, Istanbul Technical University, Maslak, Istanbul 34469, Turkey
We compute the one- and two-loop corrected mode function of a massless mini-
mally coupled scalar endowed with a quartic self-interaction in the locally de Sitter
background of an inflating universe for a state which is released in Bunch-Davies
vacuum at time t = 0. We then employ it to correct the scalar’s tree-order scale
invariant power spectrum ∆2ϕ. The corrections are secular, and have scale dependent
part that can be expanded in even powers of k/(Ha), where k is the comoving wave
number, H is the expansion rate and a is the cosmic scale factor. At one-loop, the
scale invariant shift in the power spectrum grows as (Ht)2 in leading order. The
k-dependent shifts, however, are constants for each mode, in the late time limit. At
two-loop order, on the other hand, the scale invariant shift grows as (Ht)4 whereas
the k-dependent shifts grow as (Ht)2, in leading order. We finally calculate the
scalar’s spectral index nϕ and the running of the spectral index αϕ. They imply
that the spectrum is slightly red-tilted; hence, the amplitudes of fluctuations grow
slightly towards the larger scales.
PACS numbers: 98.80.Cq, 04.62.+v
I. INTRODUCTION
Inflationary expansion enhances quantum effects [1]. The enhancement can be strong
enough for quantum fields that are classically conformally non-invariant and effectively mass-
less, to be realized even on cosmic scales. Massless minimally coupled (MMC) scalars and
∗Electronic address: onemli@itu.edu.tr
2gravitons are the two examples which possess these attributes. The observed scalar per-
turbations [2] and potentially observable tensor perturbations [3] are, indeed, the amplified
imprints of tiny quantum fluctuations of inflatons (inflationary scalars) and gravitons on the
cosmic microwave anisotropy, respectively.
Thus, to study further possible quantum effects on cosmological scales, we considered,
in Refs. [4–8], the MMC scalar field with a quartic self-interaction λϕ4(x) in the locally
de Sitter spacetime. It is the cosmological constant Λ that drives inflation in the model.
The constant expansion rate H=
√
Λ/(D−1) in D-spacetime dimensions. The scalar ϕ is a
spectator to the Λ-driven de Sitter inflation. We revealed several intriguing quantum aspects
of the model. The fully renormalized vacuum expectation value of the energy density ρren
and pressure pren were computed [4–6] using dimensional regularization at one and two-loop
orders. Although the classical covariant stress-energy conservation law ρ˙ =−(D−1)H(ρ+p)
is obeyed by ρren and pren, the classical weak energy condition (WEC) ρ+p≥ 0 is violated
on cosmological scales—on average, not just in fluctuations. This quantum anomaly is a
two-loop effect. The parameter w ≡ pren/ρren<−1 at that order, thus, a temporary phase
of super-acceleration is induced as a quantum effect. Physically, the effect can be described
as follows. Inflationary particle production implies the growth of the scalar field strength.
The scalar undergoes a random walk, so that, its position in the quartic potential rises,
on average. Hence, the vacuum energy density increases: ρ˙ren > 0. Combined with this
fact, the stress-energy conservation implies the violation of the WEC: ρren+ pren< 0. This
process, however, is self-limiting. Because the field develops [7] a positive self-mass squared
as it grows, the particle production is cut off. Moreover, as the scalar rises up its potential
the classical restoring force pushes it back down. The field cannot continue rolling up its
position and comes to a halt. Hence, the effect in the system is self-terminated.
The stability of the system was studied in Ref. [8]. We putatively solved the linearized
Schwinger-Keldish effective scalar field equation in the late time limit t ≫ 0, in leading
logarithm order, and obtained the mode function as
Φ(x,~k)∼u(∞, k)ei~k·~x
{
1− λ
243π2
[
ln2(a)−2 ln(a)
3
]
+
λ2
2833π4
[
11 ln4(a)
2
−ln3(a)
]
+O(λ3)
}
. (1)
Here ~k is the comoving wavevector, k is the comoving wave number and a = eHt is the scale
factor of the spacetime. The amplitude u(∞, k) = H/√2k3 is the classical Bunch-Davies
mode function u(t, k) in the late time limit t≫ 0. Equation (1) implies that the perturbation
3breaks down when ln(a)∼ 1/√λ. For a coupling constant λ≪ 1, one can have a long time
evolution during which the perturbation theory is still valid. As time evolves, the amplitude
is reduced. The linear perturbations do not grow in this model. So, the model is stable.
Solution (1) for Φ(x,~k) is correct in leading logarithm order. However, due to the restric-
tions [8] imposed on the solution, it neglects the sub-leading terms and completely misses
the wave number k-dependent shifts that are essential in revealing the scale dependence of
the scalar’s power spectrum. In de Sitter background, the one-loop corrections to the mode
functions in several different models have been calculated, in leading logarithm order, under
similar restrictions. The one-loop corrections to the fermion and scalar mode functions for
a MMC scalar Yukawa coupled to a massless fermion were calculated in Refs. [9] and [10],
respectively. The one-loop corrections to the photon and scalar mode functions in MMC
scalar quantum electrodynamics were calculated in Refs. [12] and [13], respectively. The
one-loop correction to the fermion mode function for a massless fermion coupled to gravity
was calculated in Ref. [14]. The one-loop correction to the scalar mode function for a MMC
scalar coupled to gravity was calculated in Ref. [15]. As in Eq. (1) these solutions were
putative and neglected sub-leading terms. Except for the one in Ref. [15], they did not
include the k-dependent shifts.
A purpose of the present paper is to calculate the full one- and the two-loop corrections
to the classical Bunch-Davies scalar mode function in our model. This is achieved by exactly
solving the linearized Schwinger-Keldish effective scalar field equation, including the fully
nonlocal and derivative corrections, by applying the Green’s function technique. In both
loop orders, as we show, the quantum corrections induce k-dependent shifts to the scalar
mode function. We also analyze how these shifts modify the scalar’s scale invariant tree-order
power spectrum, its spectral index and the running of the spectral index in this paper.
The outline is as follows. In Sec. II we specify the background geometry, present the
model, and briefly review the computation of the tree-order (Bunch-Davies) scalar mode
function. We obtain the linearized Schwinger-Keldish effective scalar field equation at one-
and two-loop orders in Sec. III and solve it exactly in Sec. IV. We calculate the scalar’s
quantum corrected power spectrum, its spectral index and the running of the spectral index
at one- and two-loop orders in Sec. V. Implications of our results are discussed in Sec. VI.
The Appendices comprise various key steps of the computations in the paper.
4II. THE MODEL
In our model, the background metric gµν describes open conformal coordinate patch of
de Sitter spacetime. The invariant line element can be expressed in conformal and comoving
coordinates, respectively, as
ds2=gµνdx
µdxν=a2(η)
[
−dη2+d~x · d~x
]
=−dt2+e2Htd~x · d~x , (2)
where the conformal factor
a(η) = − 1
Hη
= eHt . (3)
To exploit dimensional regularization we work in D spacetime dimensions, hence the indices
µ, ν = 0, 1, 2, . . . , (D−1). In our notation: xµ = (x0, ~x), x0 ≡ η, and ∂µ = (∂0, ~∇).
The state is released in Bunch-Davies vacuum at comoving time t=0, corresponding to
conformal time η=ηi≡−H−1. Infinite future t→∞ corresponds to η→0−. The conformal
factor is normalized to a=1 when the state is released, hence a>1 throughout the evolution.
We take the Lagrangian density in our model, in terms of unrenormalized scalar field φ,
bare mass m0 and bare coupling constant λ0, as
L=−1
2
√−ggµν∂µφ∂νφ−m
2
0
2
√−gφ2−λ0
4!
√−gφ4 . (4)
Here, g is the determinant of the metric gµν . Introducing the renormalized scalar field
ϕ(x) ≡ φ(x)√
Z
, (5)
converts the Lagrangian density L to the form
L=−Z
2
√−ggµν∂µϕ∂νϕ−Zm
2
0
2
√−gϕ2−Z
2λ0
4!
√−gϕ4 . (6)
Renormalization is achieved by decomposing the bare parameters into renormalized and
counter parameters as
Z ≡ 1+δZ , Zm20 ≡ 0 +δm2 , Z2λ0 ≡ λ+δλ , (7)
where we enforce the renormalized mass to be zero, initially. In time, however, quantum
processes generate self-mass [7]. So, our scalar field ϕ(x) is classically massless. Thus, the
renormalized Lagrangian density is
L=−(1+δZ)
2
√−ggµν∂µϕ∂νϕ− δm
2
2
√−gϕ2− (λ+δλ)
4!
√−gϕ4 . (8)
5The field strength (δZ), mass (δm2), and coupling constant (δλ) counterterms remove diver-
gences at one- and two-loop orders. They are given as functions of dimensional regularization
parameter ǫ≡ 4−D in Ref. [7]. Varying the Lagrangian with density (8) yields the scalar
field equation
∂µ
(√−ggµν∂νϕ)= √−g
1+δZ
[
δm2ϕ+
(λ+δλ)
6
ϕ3
]
. (9)
Its solution can be given as
ϕ(x)=ϕ0(x) +
1
1+δZ
∫ 0
ηi
dη′
√
−g(η′)
∫
dD−1x′G(x; x′)
[
δm2ϕ(x′) +
(λ+δλ)
6
ϕ3(x′)
]
, (10)
where ϕ0(x) is the solution for the homogeneous equation
∂µ
(√−ggµν∂νϕ0(x))=0 , (11)
and the Green’s function G(x; x′) is any solution of the equation
∂µ
(√−ggµν∂νG(x; x′))=δD(x−x′) , (12)
which obeys retarded boundary conditions. It is the free scalar field ϕ0(x) what mainly con-
cerns us, in this paper. How can we write the most general ϕ0(x)? In conformal coordinates
Eq. (11) becomes
ϕ′′0(η, ~x) +(D−2)
a′
a
ϕ′0(η, ~x)−∇2ϕ0(η, ~x)=0 , (13)
where a prime denotes derivative with respect to the conformal time η. To find the solution
for Eq. (13) we Fourier transform it
ϕ˜′′0(η, k) +(D−2)
a′
a
ϕ˜′0(η, k) +k
2ϕ˜0(η, k)=0 , (14)
where
ϕ˜0(η, k)=
∫
dD−1x e−i
~k·~xϕ0(η, ~x) , (15)
and look for a function u(η, k) which satisfies Eq. (14), to wit,
u′′(η, k) +(D−2)a
′
a
u′(η, k) +k2u(η, k)=0 . (16)
Making the transformation
u(η, k)≡a−D−12 v(η, k) , (17)
and using Eq. (3) brings differential equation (16) to the form
v′′(η, k) +
v′(η, k)
η
+
[
k2− ν
2
η2
]
v(η, k) = 0 , (18)
6where ν ≡ D−1
2
. Making the change of variable η = x/k reduces Eq. (18) to the Bessel’s
equation of order ν
d2v(x)
dx2
+
1
x
dv(x)
dx
+
[
1− ν
2
x2
]
v(x) = 0 , (19)
whose solution is given in terms of the first and second kind Hankel functions as
v(η, k) = AH(1)ν (kη) +BH(2)ν (kη) . (20)
The coefficients A and B are arbitrary constants. Therefore, the solution u(η, k) of Eq. (16)
can be given as
u(η, k) = Aa−D−12 H(1)D−1
2
(kη) +Ba−D−12 H(2)D−1
2
(kη) . (21)
The Bunch-Davies mode function is associated with the choice of B = 0.
Now, notice the analogy between the kinetic term of our Lagrangian
L =
aD−2(η)
2
∫
dD−1k
(2π)D−1
[|ϕ˜ ′(η, k)|2−k2|ϕ˜(η, k)|2] , (22)
and the Lagrangian of a simple harmonic oscillator
LSHO =
m
2
∫
dt [q˙2(t)−ω2q2(t)] . (23)
The correspondences between ϕ˜(η, k) ↔ q(t), k ↔ ω and aD−2 ↔ m for each mode k,
imply that ϕ˜(η, k) behaves like a simple harmonic oscillator. The well-known solution of the
equation of motion for q(t) in terms of the initial values qI≡q(tI) and q˙I≡ q˙(tI) is
q(t) = qI cos(ωt) +
q˙I
ω
sin(ωt) =
e−iωt
2
[
qI+
iq˙I
ω
]
+
eiωt
2
[
qI− iq˙I
ω
]
. (24)
The commutator of the operators [qI , q˙I] = i/m. The annihilation and creation operators
are respectively defined as the operators next to e−iωt and eiωt,
a(ω) =
√
mω
2
[
qI+
iq˙I
ω
]
, a†(ω) =
√
mω
2
[
qI− iq˙I
ω
]
. (25)
The normalization factors are chosen to have [a, a†] = 1. Thus,
q(t)=
e−iωt√
2mω
a(ω) +
eiωt√
2mω
a†(ω) , (26)
is the solution of the equation of motion q¨(t)+ω2q(t) = 0 for each ω.
Similarly, by analogy, the solution of equation of motion for the ϕ˜(η, k), for each mode
k, can be written as
ϕ˜(η, k)=u(η, k)α(~k) +u∗(η, k)α†(−~k) . (27)
7Here, the mode function u(η, k) is analogous to e
−iωt√
2mω
, in Eq. (26), that solves the equation of
motion q¨(t)+ω2q(t) = 0. Operators α(~k), α†(~k) are the annihilation and creation operators of
the scalar and can be expressed in terms of initial values a(ηI), u
∗(ηI , k), u′
∗(ηI , k), ϕ˜(ηI , ~k),
and ϕ˜′(ηI , ~k), analogous to a and a†. To see this, notice that the canonical commutation
relations
[ϕ˜(η,~k),Π(η,~k′)] = [ϕ˜(η,~k), aD−2(η)ϕ˜ ′(η,~k′)]= i(2π)D−1δD−1(~k − ~k′)[
α(~k), α†(~k′)
]
= (2π)D−1δD−1(~k − ~k′) , (28)
with
ϕ˜ ′(η, k) = u′(η, k)α(~k) +u′∗(η, k)α†(−~k) , (29)
fixes the Wronskian of differential equation (14) as
W (η, k) = u(η, k)u′∗(η, k)−u∗(η, k)u′(η, k) = i
aD−2(η)
. (30)
Using Eq. (30), Eqs. (27) and (29) can be solved for α(~k) as
α(~k) = −iaD−2(ηI)
[
u′∗(ηI , k)ϕ˜(ηI , ~k)−u∗(ηI , k)ϕ˜ ′(ηI , ~k)
]
. (31)
The creation operator α†(~k) is attained by conjugation.
The coefficient A in solution (21) can be obtained by imposing Wronskian (30) to Eq. (21)
and using the power series expansion of the Hankel function H(1)ν . The result is
u(η, k)=
√
π
4H
a−
D−1
2 H(1)ν
( k
Ha
)
, (32)
where we used the fact that H
(1)
ν is an even function. The Bunch-Davies mode function
u(η, k) take a particularly simple form in D = 4,
u(η, k)
∣∣∣
D=4
=
H√
2k3
(
1+ikη
)
e−ikη=
H√
2k3
(
1− ik
Ha
)
exp
[ ik
Ha
]
. (33)
The inverse Fourier transform of mode solution (27) yields the usual free field expansion
ϕ0(η, ~x) =
∫
dD−1k
(2π)D−1
{
u(η, k)ei
~k·~xα(~k)+u∗(η, k)e−i
~k·~xα†(~k)
}
. (34)
For D = 4, we use Eq. (33) in Eq. (34) and obtain
ϕ0(η, ~x) =
∫
d3k
(2π)3
H√
2k
{
e−ikη+i
~k·~x
(
1
k
+iη
)
α(~k) +eikη−i
~k·~x
(
1
k
−iη
)
α†(~k)
}
. (35)
8In this paper, we calculate the one- and two-loop corrections to the Bunch-Davies mode
function (33) for a MMC scalar with a quartic self interaction, and then, employ it correct the
scalar’s scale-free tree-order power spectrum ∆2ϕ(t, k) at one- and two-loop orders. As was
mentioned earlier, quantum processes generate effective self-mass which modifies Eq. (11)
and, thus, the amplitude u(η, k) of the solution gets quantum corrections. How field equation
(11) is modified at one- and two-loop orders and how u(η, k) gets order-λ and -λ2 corrections
are discussed in the next two sections.
III. LINEARIZED SCHWINGER-KELDISH EFFECTIVE FIELD EQUATION
For a classically massive scalar field φ(x), the mass term enters Eq. (11) as
∂µ
(√−ggµν∂νφ(x))=m20√−gφ(x) . (36)
Exactly the same procedure for solving Eq. (11), outlined in Sec. II, yields the Bunch-Davies
mode function for a massive scalar. It has the form given in Eq. (32) with ν=
√
(D−1
2
)2−m20
H2
.
Quantum induced scalar self-mass-squared, however, enters [7] the linearized Schwinger-
Keldish effective field equation as a source term integrated against the scalar,
∂µ
(√−ggµν∂νϕ0(x))=∫ 0
ηi
dη′
∫
d3x′M2(x; x′)ϕ0(x
′) , (37)
where we have taken the unregulated limit D=4 after renormalizing the scalar self mass-
squared. The Schwinger-Keldish formalism [16] is a covariant extension of the Feynman’s
formulation which produces expectation values rather than in-out matrix elements. The
reviews in Ref. [17] explain the use of the formalism.
The self mass squared can be expressed as a series in powers of the loop counting param-
eter λ,
M2(x; x′)=
∞∑
ℓ=0
λℓM2ℓ(x; x′) . (38)
The tree-order term in the sum
M20(x; x′)=0 , (39)
since the scalar is classically massless. We calculated the one- and two-loop termsM21(x; x′)
and M22(x; x′) in Ref. [7]. The one-loop term is simple
M21(x; x′)=
H2
8π2
a4 ln(a)δ4(x−x′) . (40)
9The two-loop term consists of six terms
M22(x; x′)≡
6∑
n=1
M22,n(x; x′) , (41)
where
M22,1(x; x′) =
i
212 3π6
aa′∂4
[
ln
(
µ2∆x2
++
)
∆x2
++
− ln
(
µ2∆x2
+−
)
∆x2
+−
]
, (42)
M22,2(x; x′) = −
iH2
29π6
(aa′)2∂2
[
ln
(He 34
2µ
)( ln (µ2∆x2
++
)
∆x2
++
− ln
(
µ2∆x2
+−
)
∆x2
+−
)]
, (43)
M22,3(x; x′) = −
iH2
211π6
(aa′)2∂2
[
ln2
(
µ2∆x2
++
)
∆x2
++
− ln
2
(
µ2∆x2
+−
)
∆x2
+−
]
, (44)
M22,4(x; x′) = −
iH4
29π6
(aa′)3
[ ln2 (√e
4
H2∆x2
++
)
∆x2
++
−
ln2
(√
e
4
H2∆x2
+−
)
∆x2
+−
]
, (45)
M22,5(x; x′) =
iH6
210 3π6
(aa′)4
[
ln3
(√e
4
H2∆x2
++
)
− ln3
(√e
4
H2∆x2
+−
)]
, (46)
M22,6(x; x′) = −
1
293 π4
a2
{
ln(a)∂2−
(
2 ln(a)+1
)
Ha∂0
}
δ4(x−x′)
− H
2
27 32π4
a4
{
4 ln3(a)+
23
2
ln2(a)−
[
39+27 ln
(H
2µ
)
−2π2
]
ln(a)
}
δ4(x−x′)
+
H2
27π4
a4
{
a−3
81
−
∞∑
n=1
(n+5)
(n+1)3
a−(n+1)+4
∞∑
n=1
a−(n+2)
(n+2)3
+4
∞∑
n=1
a−(n+3)
n(n+3)3
}
δ4(x−x′) . (47)
In Eqs. (42)-(47) the coordinate intervals ∆x2
++
, ∆x2
+−
, ∆x2
−+
and ∆x2
−−
are defined as
∆x2
++
(x; x′) ≡ r2−
(
|η−η′|−iδ
)2
, (48)
∆x2
+−
(x; x′) ≡ r2−
(
η−η′+iδ
)2
= (∆x2
−+
(x; x′))∗ , (49)
∆x2
−−
(x; x′) = (∆x2
++
(x; x′))∗ , (50)
where ~r ≡ ~x−~x ′ and δ is an infinitesimal positive real parameter.
The quantum corrected scalar mode function Φ(x;~k) is the solution of the linearized
effective field equation (37),
∂µ
(√−ggµν∂νΦ(x;~k))=∫ 0
ηi
dη′
∫
d3x′
{ ∞∑
ℓ=0
λℓM2ℓ(x; x′)
}
Φ(x′;~k) . (51)
We solve the effective field equation perturbatively. Expanding the plane wave solution
Φ(η, k) in powers λ
Φ(x;~k)≡Φ(η; k)ei~k·~x≡
∞∑
ℓ=0
λℓΦℓ(η, k)e
i~k·~x , (52)
10
and substituting it back into Eq. (51), we find
a2
[
∂20+2Ha∂0+k
2
]
Φℓ(η, k)=−
ℓ∑
n=0
∫ 0
ηi
dη′
∫
d3x′M2n(x; x′)Φℓ−n(η′, k)ei~k·(~x
′−~x) . (53)
Note that the tree-order (ℓ = 0) solution Φ0(η, k) is the Bunch-Davies mode function u(η, k)
given in Eq. (33). Converting Eq. (53) for Φℓ from conformal time η to comoving time
t=− ln(−Hη)/H yields[ ∂2
∂t2
+3H
∂
∂t
+
k2
a2
]
Φℓ=− 1
a4
ℓ∑
n=0
∫ 0
ηi
dη′
∫
d3x′M2n(x; x′)Φℓ−n(η′, k)ei~k·(~x
′−~x) . (54)
Next, we solve this second order, linear, non-homogeneous integro-differential equation to
get the one- and two-loop quantum corrections to the Bunch-Davies mode function.
IV. QUANTUM-CORRECTED SCALAR MODE FUNCTION
The scalar self mass-squared is known [7] at one- and two-loop orders only. Hence, we
can solve Eq. (54) for Φ1(η, k) and Φ2(η, k) by applying the Green’s function technique.
A. Order λ Correction Φ1(η, k) for the Scalar Mode Function
Using Eqs. (39) and (40) in Eq. (54), one obtains the integro-differential equation for the
order λ correction Φ1(η,~k),[ ∂2
∂t2
+3H
∂
∂t
+
k2
a2
]
Φ1=− 1
a4
∫ 0
ηi
dη′u(η′, k)
∫
d3x′M21(x; x′)e−i~k·(~x−~x
′)
=−H
2
8π2
u(η, k) ln(a) . (55)
The solution Φ1(η, k) of Eq. (55) can be written as an integral over comoving time as
Φ1(η, k)=−H
2
8π2
∫ t
0
dt′G(t, t′; k) u(η′, k) ln (a(η′)) , (56)
where the Green’s function
G(t, t′; k) =
θ(t− t′)
W (t′, k)
[u(η, k)u∗(η′, k)− u∗(η, k)u(η′, k)] . (57)
In Eq. (57), θ(t− t′) is the Heaviside step function, and W (t′, k) is the Wronskian
W (t′, k)= u˙(η′, k)u∗(η′, k)− u(η′, k)u˙∗(η′, k)= −i
a3(η′)
= iH3η′3 = −ie−3Ht′ , (58)
11
where a dot denotes derivative with respect to comoving time t. Making the change of
variable t′ = ln(a(η′))/H and using Eqs. (33), (57) and (58) in Eq. (56), we find
Φ1(η, k) = − iH
8π2
∫ a
1
da′a′2 ln(a′)
[
u(η, k)|u(η′, k)|2−u∗(η, k)u2(η′, k)
]
(59)
= − iH
3
16π2k3
{
u(η, k)
∫ a
1
da′ ln(a′)
[
a′2+
k2
H2
]
−u∗(η, k)
∫ a
1
da′ ln(a′)
[
a′− ik
H
]2
e
2ik
Ha′
}
. (60)
Evaluating the integrals in Eq. (60) gives the one-loop correction to the mode function
Φ1(η, k)=− iH
3
16π2k3
{
u(η, k)
[
a3
ln(a)
3
−a
3
9
+
1
9
+
k2
H2
(
a ln(a)−a+1
)]
−u∗(η, k)
[
ik3
H3
ln2(a)
3
+
∞∑
n
.
=0
1
n!
(
2ik
H
)n([
a3−n
3−n ln(a)−
(a3−n−1)
(3−n)2
]
−2ik
H
[
a2−n
2−n ln(a)−
(a2−n−1)
(2−n)2
]
− k
2
H2
[
a1−n
1−n ln(a)−
(a1−n−1)
(1−n)2
])]}
, (61)
where we use, in the sum, the
.
= symbol to indicate that the terms that diverge for each n,
as n runs from 0 to ∞, are to be excluded. In other words, the terms in the first square
brackets for n=3, the terms in the second square brackets for n=2 and the terms in the
third square brackets for n=1 are to be excluded in the sum. Equation (61) is an exact result
for Φ1(η, k). If we express it in powers of k/H , we see that the lowest order k-dependent
correction comes in quadratic order
Φ1(η, k)=
u(0, k)
24 3 π2
{
−ln2(a)+2 ln(a)
3
−2
9
+
2a−3
9
− k
2
H2
[
1
5
+
ln2(a)
2a2
−7 ln(a)
3a2
+
16
9a2
− 2
a3
+
a−5
45
]
− ik
3
H3
[
2
27
− ln
2(a)
3a3
−2 ln(a)
9a3
−2a
−3
27
]
+
k4
H4
[
3
140
−a
−2
10
+
ln2(a)
8a4
− ln(a)
12a4
+
5a−4
18
−a
−5
5
+
a−7
1260
]
+O(ik5/H5)
}
. (62)
Note that, leading logarithm terms in the k-independent part of this result agrees with our
putative late time solution (1). The k-dependent shifts are intrinsic to complete solution (61).
The k-independent shift −2/9 in Eq. (62), which is also time independent, can be absorbed
into a field strength renormalization (5), and hence it is not an observable. To see this,
notice that the full mode function (52) becomes Φ¯(x; k) =Φ¯(η, k)ei
~k·~x=[Φ(η; k)/
√
Z]ei
~k·~x, if
we define a new field ϕ¯(x)≡ ϕ(x)/√Z. Expressing √Z in powers of λ as √Z = 1+λZ1+
λ2Z2+O(λ3), we find
Φ¯(η, k)=
∞∑
ℓ=0
λℓΦ¯ℓ(η, k)=
1√
Z
∞∑
ℓ=0
λℓΦℓ(η, k)
= u(η, k)+λ[Φ1(η, k)−Z1u(η, k)]+λ2[Φ2(η, k)−Z1Φ1(η, k)−Z2u(η, k)]+O(λ3) . (63)
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The k- and η-independent correction in Eq. (62) has the form λu(0, k)Z1. Except for the
fact that η has been taken to 0, that is exactly the same as a field strength renormalization.
Because u(η, k) approaches a nonzero constant in the late time limit η → 0, and also because
we can unambiguously determine only the late time behavior of Φ1(η, k) (the initial state
hasn’t been perturbatively corrected), we conclude that, if Z1=−1/(2333π2), a k-independent
constant shift would not be present in the Φ¯1(η, k).
The k-dependent constant shifts in Eq. (62), on the other hand, cannot be absorbed
with a field strength renormalization and they are, in principle, physical. To fix them and
the terms that redshift like inverse powers of the scale factor in Φ1(η, k) unambiguously,
however, one must compute the first order term λ|Ω1〉 in the initial state correction
|∆Ω〉≡
∞∑
n=1
λn|Ωn〉 , (64)
as in Ref. [6], and use it to solve the effective field equation. The terms which grow like
powers of ln(a) in the one-loop correction Φ1(η, k) represent the effect of inflationary particle
production pushing the field up its quartic potential and are physical, in principle. We
compute the two-loop correction Φ2(η, k), in the next section.
B. Order λ2 Correction Φ2(η, k) for the Scalar Mode Function
Using Eq. (54), the integro-differential equation for Φ2(η, k) is obtained as[ ∂2
∂t2
+3H
∂
∂t
+
k2
a2
]
Φ2=
−1
a4
∫ 0
ηi
dη′
∫
d3x′
{M21(x; x′)Φ1(η′, k)+M22(x; x′)u(η′, k)}e−i~k·(~x−~x ′) .
(65)
The right hand side has contributions due to both one- and two-loop self-mass-squared terms.
The contribution due to one-loop mass-squared term is trivial to integrate. Using Eqs. (40)
one finds
− 1
a4
∫ 0
ηi
dη′
∫
d3x′M21(x; x′)Φ1(η′, k)e−i~k·(~x−~x
′)=−H
2
8π2
ln(a)Φ1(η, k) , (66)
where Φ1(η, k) is given in Eqs. (61) and (62). It is useful to break the contribution due to
the two-loop self-mass-squared term into a sum of six integrals:
− 1
a4
∫ 0
ηi
dη′
∫
d3x′M22(x; x′)u(η′, k)e−i~k·(~x−~x
′) ≡
6∑
n=1
In(η, k) , (67)
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where
In(η, k) ≡− 1
a4
∫ 0
ηi
dη′
∫
d3x′M22,n(x; x′)u(η′, k)e−i~k·(~x−~x
′) . (68)
Recall thatM22,n(x; x′) are given in Eqs. (42)-(47). Thus, Eq. (65) for Φ2 can be written as[ ∂2
∂t2
+3H
∂
∂t
+
k2
a2
]
Φ2=S(η, k) , (69)
where we define the non-homogeneous (source) term of the differential equation as
S(η, k) ≡ −H
2
8π2
ln(a(η))Φ1(η, k)+
6∑
n=1
In(η, k) . (70)
We explicitly evaluate the first integral in the source term,
I1(η, k) = −i
212 3 π6 a3
∫
d4x′a′
{
∂4
[
ln(µ2∆x2
++
)
∆x2
++
− ln(µ
2∆x2
+−
)
∆x2
+−
]}
u(η′, k)e−i
~k·(~x−~x ′) , (71)
to illustrate the relevant calculation techniques in this section, and outline the key steps for
the remaining five in the Appendices. The first step is to extract another derivative making
use of the identity
ln(µ2∆x2)
∆x2
=
∂2
8
[
ln2(µ2∆x2)− 2 ln(µ2∆x2)] . (72)
Then, one exploits the cancelation between the ++ and +− terms except within the past
light-cone, using
ln
[
µ2∆x2
+±
]
=ln
[
µ2(∆η2−r2)]±iπθ(∆η2−r2) . (73)
The result is
I1(η, k) = −ie
−i~k·~x
215 3 π6 a3
∫
d4x′a′
{
∂6
[
ln2(µ2∆x2
++
)−2 ln(µ2∆x2
++
)
− ln2(µ2∆x2
+−
)+2 ln(µ2∆x2
+−
)
]}
u(η′, k)ei
~k·~x ′ (74)
=
e−i~k·~x
213 3 π5
∂6
a3
∫
dη′a′u(η′, k)
∫
d3x′ei
~k·~x ′θ(∆η−r)
{
ln
[
µ2(∆η2−r2)
]
−1
}
. (75)
The next step is to perform the angular integrations using∫
d3x′ei
~k·~x ′f(∆x) = 4πei
~k·~x
∫ ∞
0
drr2
sin(kr)
kr
f(r) . (76)
We can also pass the spatial phase factor through the derivative,
∂6ei
~k·~x=−ei~k·~x
(
∂20+k
2
)3
, (77)
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to reach the form,
I1(η, k)= −1
211 3 π4
(∂20+k
2)
3
a3k
∫ η
ηi
dη′a′u(η′, k)
∫ ∆η
0
drr sin(kr)
{
ln
[
µ2(∆η2 −r2)
]
−1
}
. (78)
The radial integration in Eq. (78) involves a combination of special functions. First, we
make the change of variable, r ≡ ∆ηz ≡ α
k
z, and obtain∫ ∆η
0
drr sin(kr)
{
ln
[
µ2(∆η2−r2)
]
−1
}
= ∆η2
∫ 1
0
dzz sin(k∆ηz)
{
2 ln(µ∆η)−1+ln(1−z2)
}
(79)
=
1
k2
[
sin(k∆η)−k∆η cos(k∆η)
][
2 ln(µ∆η)−1
]
+∆η2ξ(k∆η) , (80)
where we define
ξ(k∆η) = ξ(α) ≡
∫ 1
0
dzz sin(αz) ln(1−z2) , (81)
=
2
α2
sin(α)− 1
α2
[cos(α)+α sin(α)]
[
si(2α)+
π
2
]
+
1
α2
[sin(α)−α cos(α)]
[
ci(2α)−ln
(α
2
)
−γ
]
. (82)
See Appendix A for the evaluation of ξ(α). The sine and cosine integrals are defined in Eqs.
(A5) and (A6), respectively. Inserting Eq. (80) into Eq. (78) and applying the derivatives
using
∂0
∫ η
ηi
dη′f(η, η ′)=f(η, η)+
∫ η
ηi
dη′
∂f(η, η ′)
∂η
, (83)
we obtain
I1(η, k)= −1
29 3 π4
k2
a3
{
a u(η, k)+k
∫ η
ηi
dη′a′u(η′, k)
[
cos(α)
α
− sin(α)
α2
+ln (2µ∆η) sin(α)
]
+
[
2∂0+
∂30
k2
]∫ η
ηi
dη′a′u(η′, k) ln (2µ∆η) cos(α)
}
. (84)
Expanding the logarithm,
ln(2µ∆η)=ln
(2µ
Ha′
)
+ln
(
1−a
′
a
)
=ln
(2µ
Ha′
)
−
∞∑
n=1
a′n
nan
, (85)
evaluating the integrals, and taking the derivatives using ∂0= ∂η =Ha
2∂a one can express
I1(η, k) in powers of k/a as
I1(η, k)= −1
29 3 π4
H√
2k3
{
H2
[
2 ln
(2µ
Ha
)
−3−
∞∑
n=2
(n−1)n a−(n+1)
n+1
]
+
k2
a2
[
ln
(2µ
Ha
)
−1
2
15
−1
2
∞∑
n=0
(n2+3n+4) a−(n+1)
n+1
]
+
ik3
Ha3
[
2
3
ln
(2µ
H
)
−1−1
3
∞∑
n=0
(n+2)(n+3)a−(n+1)
n+1
]
− k
4
H2a4
[
1
4
ln
(2µ
Ha
)
−7
8
−1
8
∞∑
n=0
(n2+7n+8)a−(n+1)
n+1
]
+O
( ik5
H3
)}
. (86)
Calculations of In(η, k) for 2 ≤ n ≤ 6 are given in Appendix B. Using Eqs. (62), (86), (B3),
(B12), (B17), (B21), (B23), one obtains an exact expression for the source term S(η, k) of
Eq. (69). The result is given in Appendix C.
The solution Φ2(η, k) of Eq. (69) can be written as an integral over comoving time
Φ2(η, k) =
∫ t
0
dt′G(t, t′; k)S(η′, k) . (87)
Inserting the Green’s function G(t, t′; k) given in Eq. (57) into Eq. (87) yields
Φ2(η, k)=
i√
2k3
{
u(η, k)
∫ a
1
da ′
[
a′2+
ika′
H
]
exp
(−i k
Ha′
)
S(η′, k)
−u∗(η, k)
∫ a
1
da ′
[
a′2− ika
′
H
]
exp
( i k
Ha′
)
S(η′, k)
}
. (88)
Using Eq. (C2) in Eq. (88) one finds an exact expression for the two-loop correction Φ2(η, k).
If we express it in powers of k/H , we see that the lowest order k-dependent correction comes
in quadratic order
Φ2(η, k)=
u(0, k)
28 33 π4
{
11 ln4(a)
2
− ln3(a)+
(
27 ln
(2µ
H
)
−547
12
+4π2+
2
3a3
)
ln2(a)
+
(
18 ln2
(2µ
H
)
− 48 ln
(2µ
H
)
+
817
18
+
5π2
3
−48ζ(3)+
∞∑
p=2
p−1∑
n=1
72
n(p− n)p(p+ 3)+
43
18
+ 4π
2
3
a3
)
ln(a)
+ C0+O(a−2)+ k
2
H2
[(
3
5
+
11 ln2(a)
4a2
−45 ln(a)
2a2
+
27
2
ln
(
2µ
H
)
+ 1181
24
+2π2
a2
+
6
a3
−a
−5
15
)
ln2(a)
+
(
12983
750
−4π
2
5
+
9 ln2
(
2µ
H
)−78 ln(2µ
H
)− 2705
36
− 43π2
6
−24ζ(3)
a2
+
∞∑
p=2
p−1∑
n=1
36 a−2
n(p− n)p(p+ 3)
−
151
2
− 4π2
a3
−
263
900
+ 2π
2
15
a5
)
ln(a)+C2+O(a−2)
]
+
ik3
H3
[(2
9
+
ln2(a)
2a3
+
13 ln(a)
9a3
− 9 ln
(
2µ
H
)
+ 1921
252
a3
)
ln2(a)+
(457
54
−4π
2
9
−6 ln
2
(
2µ
H
)−4ln(2µ
H
)− 5051
189
− 13π2
3
+16ζ(3)
a3
+
∞∑
p=4
p−1∑
n=1
12 (p+4) a−3
n(p−n)(p−3)(p−2)p
)
ln(a)+C3+O(a−2)
]
− k
4
H4
[( 9
140
− 3
10a2
+
11 ln2(a)
16a4
−ln(a)
8a4
+
27
8
ln
(
2µ
H
)
+ 1109
96
+ π
2
2
a4
+
3a−5
5
− a
−7
420
)
ln2(a)+
(540817
171500
−6π
2
35
−
11183
1500
− 2π2
5
a2
+
6
a3
16
+
9
4
ln2
(
2µ
H
)−6 ln(2µ
H
)
+ 1033
144
+ 5π
2
24
−6ζ(3)
a4
+
∞∑
p=2
p−1∑
n=1
9a−4
n(p− n)p(p+ 3)−
707
100
− 2π2
5
a5
−
2081
176400
+ π
2
210
a7
)
ln(a)+C4+O(a−2)
]
+O
( ik5
H5
)}
, (89)
where C0, C2, C3 and C4 are time independent constant terms. The quartic and cubic order
logarithm terms in the k-independent part of this result agrees with our putative late time
solution (1). The k-independent shift C0, which is also time independent, can be absorbed
into a field strength renormalization and is not an observable. (If Z2= (27C0−4)/(2836π4)
in Eq. (63), a k-independent constant shift would not be present in the Φ¯2.) To fix the
k-dependent constant shifts C2, C3, C4 and the terms that redshift like inverse powers of the
scale factor unambiguously, one needs to compute the second order term λ2
∣∣∣Ω2〉 in initial
state correction (64), as in Ref. [6], and use it to solve the effective field equation. The terms
in powers of infrared logarithms are physical, in principle.
Thus, the one- and two-loop corrected scalar mode function can now be expressed as
Φ(x, k)=Φ(η, k)ei
~k·~x=
(
u(η, k)+λΦ1(η, k)+λ
2Φ2(η, k)+O(λ3)
)
ei
~k·~x , (90)
where u(η, k), Φ1(η, k) and Φ2(η, k) are obtained in Eqs. (33), (61)-(62) and (89), respec-
tively. In general, k-dependent physical shifts in a mode function tilt the power spectrum.
Assuming we can measure the tree-order power spectrum of our scalar ϕ(x), we expect that
the k-dependent shifts in the loop corrections Φℓ(η, k) ought to induce a tilt, which may be
observed, in the power spectrum. In Sec. V, we use the one- and two-loop mode function
corrections, Φ1(η, k) and Φ2(η, k), obtained in Eqs. (62) and (89), to compute the scalar’s
power spectrum at one- and two-loop orders.
V. QUANTUM-CORRECTED POWER SPECTRUM
The power spectrum P(t, k) is a fundamental theoretical quantity in cosmology which
measures typical amplitude of fluctuations in a field as a function of comoving wave num-
ber k. It is defined as the Fourier transform of the equal-time two-point correlation function
of the field,
Pϕ(t, k)≡
∫
d3x e−i
~k·~x〈Ω|ϕ(t, ~x)ϕ(t, 0)|Ω〉 . (91)
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The excess power in a bin of size dk centered at k is associated with Pϕ(t, k)d3k/(2π)3. After
integrating it over all orientations of ~k, an alternative measure of power ∆2ϕ(t, k) in a mode
k is obtained
k2dk
2π2
Pϕ(t, k)≡ dk
k
∆2ϕ(t, k) . (92)
Employing the free-field expansion (34) in Eqs. (91) and (92) yields the tree-order power
spectrum as
∆2ϕ(t, k)=
k3
2π2
Pϕ(t, k)= k
3
2π2
|u(t, k)|2 , (93)
where u(t, k) is the tree-order mode function given in Eq. (33). Hence,
∆2ϕ(t, k)=
H2
4π2
(
1+
k2
H2
a−2
)
. (94)
This yields the well known scale-invariant power spectrum H2/4π2, in the late time limit.
A non-linear generalization of ∆2ϕ(t, k) is realized by replacing the tree-order Bunch-
Davies mode function u(t, k) in free field expansion (34) with the quantum corrected mode
function Φ(t, k) defined in Eq. (52). Employing this loop corrected field expansion in
Eqs. (91) and (92) yields the quantum corrected power spectrum [18] as
∆2ϕ(t, k)=
k3
2π2
|Φ(t, k)|2 , (95)
where the amplitude squared for each mode is
|Φ(t, k)|2= |u(t, k)|2+ λ
[
u(t, k)Φ∗1(t, k)+u
∗(t, k)Φ1(t, k)
]
+ λ2
[
|Φ1(t, k)|2+u(t, k)Φ∗2(t, k)+u∗(t, k)Φ2(t, k)
]
+O(λ3) . (96)
Precisely measurable cosmological observables may be sensitive to signals originated from
tiny quantum effects. Motivated by the hope to resolve such signals theorists intensively
studied —potentially enhanced— loop corrections to inflationary correlators in the recent
past [19]. In this section, we calculate the one- and two-loop corrections to the power
spectrum of the MMC scalar ϕ(x) with quartic self-interaction during Λ-driven de Sitter
inflation. Inserting Eq. (96) into Eq. (95), and using Eqs. (33), (62) and (89) after field
strength renormalization, yields
∆2ϕ(t, k)=
H2
4π2
{
1+
k2
H2
a−2− λ
23 3 π2
[
ln2(a)−2 ln(a)
3
− 2
9a3
+
k2
H2
(1
5
+
ln2(a)
a2
−8ln(a)
3a2
+
16
9a2
− 2
a3
−4a
−5
45
)
− k
4
H4
( 3
140
−a
−2
5
+
ln(a)
a4
−11a
−4
18
+
4a−5
5
−4a
−7
105
)
18
+O
(k6
H6
)]
+
λ2
27 32 π4
[
7ln4(a)
3
−ln3(a)−
[539
36
−4π
2
3
−9 ln
(2µ
H
)]
ln2(a)+
[817
54
+
5π2
9
+6 ln2
(2µ
H
)
−16 ln
(2µ
H
)
−16ζ(3)+
∞∑
p=2
p−1∑
n=1
24
n(p−n)p (p+3)+
(17
18
+
4π2
9
)
a−3
]
ln(a)−27a
−2
2
+O(a−3)
+
k2
H2
(
2 ln2(a)
5
+
[12683
2250
−4π
2
15
]
ln(a)+
[7 ln2(a)
3
−31ln(a)
3
+9 ln
(2µ
H
)
+
437
36
+
4π2
3
]ln2(a)
a2
+
[
6 ln2
(2µ
H
)
−34ln
(2µ
H
)
−16ζ(3)−56
3
−19π
2
9
+
∞∑
p=2
p−1∑
n=1
24
n(p−n)p (p+3)+O(a
−1)
]ln(a)
a2
+
C2
3
+O(a−2)
)
− k
4
H4
(
3 ln2(a)
70
+
[533467
514500
−2π
2
35
]
ln(a)−
[2
5
+O
( ln(a)
a2
)] ln2(a)
a2
+
[4π2
15
−10883
2250
+O(a−1)
] ln(a)
a2
− 1
50
+
C4
3
+O(a−2)
)
+O
(k6
H6
)]}
. (97)
Thus, the quantum corrections induce k-dependence to tree-order power spectrum (94) in
even powers of k/H , in both loop orders. To fix the k-dependent constant terms in the
spectrum unambiguously, the order-λ and -λ2 initial state corrections must be worked out
in the mode function stage of the calculation, as discussed in Secs. IVA-B. We read off
from Eq. (97) that, at one-loop order, the leading term is quadratic in time, whereas the
k-dependent terms are constants. At two-loop order, on the other hand, the leading term is
quartic in time, whereas the k-dependent terms, in leading order, are quadratic in time.
The spectral index n measures the variation of the power spectrum of fluctuations in a
field with scale. We may quantify the spectral index nϕ of our scalar field ϕ(x) the same
way as for the graviton,
nϕ(t, k)=
d ln
(
∆2ϕ(t, k)
)
d ln(k)
. (98)
The prediction we would like to make for a cosmological observable like the spectral index n
of fluctuations in a field is for a realistic evolution in which inflation ends—unlike the pure
de Sitter background of our model where inflation lasts forever. If we had the exact scenario
we could compute whatever a full mode function imprints itself upon an observable at the
time of recombination, a long —but finite— time after the end of inflation. Unfortunately,
we can’t get what we really want for our spectator scalar ϕ(x) for many reasons:
(i) We don’t know how the scalar —which is not measured today— communicates with
observables like the metric fluctuation, which is measured;
(ii) We don’t know the actual expansion history in which the scalar evolves;
(iii) We don’t have even the tree-order solution for our mode function in an arbitrary
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expansion history, etc. One common technique to bypass such unknown details is the WKB
method. One treats the tree-order mode function as evolving in an arbitrary background in
this method, and finds that it approaches a constant for each mode after horizon crossing.
(The fluctuation is frozen to a constant value outside horizon.) That constant can be
expressed, in terms of the value of the mode function at time t= tk of first horizon crossing
of the fluctuation with mode k. This is an approximate way of getting the constant that
the mode function, and hence an observable defined via the mode function, approaches at
tree-order.
Now, let’s consider our quantum loop corrections some of which are time dependent due
to the infrared logarithms. They really do not approach constants, although they only grow
very slowly. If the spacetime background were pure de Sitter, they would continue to grow
forever. The background, however, cannot really be pure de Sitter, because inflation had
to end. To estimate how big the ln(a) got, we define the number N of e-foldings after first
horizon crossing until the end of inflation. Of course N differs for each mode, but not much
for the window of observable modes. It’s about 50, and this is a reasonable estimate for the
value of ln(a).
At time tk the fluctuation with physical wave number kphys(t)=k/a(t) crosses the horizon
for the first time, hence kphys(tk)=H(tk). Because the expansion rate H is constant during
de Sitter inflation, this mode has comoving wave number
k=Ha(tk)=He
Htk . (99)
Using Eqs. (97)-(99) we find the spectral index for the mode k at the time of first horizon
crossing, up to O(λ3), as
nϕ(tk, k)=
1
∆2ϕ(tk, k)
[
k
∂
∂k
+a(tk)
∂
∂a(tk)
]
∆2ϕ(tk, k) (100)
=− λ
12π2
[
ln(a)−1
3
+
a−3
3
+
k2
H2
(
1
5
−a−2+a−3+O(a−5)
)
− k
4
H4
(
3
70
+
ln(a)
a4
+O(a−4)
)
+O
(k6
H6
)]
+
λ2
216π4
[
ln3(a)+
3 ln2(a)
16
−
(
185
32
−π
2
2
−27
8
ln
(2µ
H
))
ln(a)+
817
288
+
5π2
48
+
9
8
ln2
(2µ
H
)
−3 ln
(2µ
H
)
−3ζ(3)+9
2
∞∑
p=2
p−1∑
n=1
1
n(p− n)p(p+ 3)+
81
16a2
− ln
2(a)
4a3
−
(19
96
+
π2
4
) ln(a)
a3
+O(a−3)
+
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H2
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6000
−π
2
10
)
ln(a)+
13283
12000
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+
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,
(101)
where the terms that depend on the scale factor a in Eq. (101) must be evaluated at t= tk.
To get a reasonable estimate of nϕ(t, k) after the end of inflation, ln(a) may be taken as the
number of e-foldings N ∼ 50. We infer from Eq. (101) that the dominant one-loop quantum
effect red tilts the spectrum —although at two-loop order the effect contributes as a blue
tilt. Therefore, the amplitudes of fluctuations grow slightly towards the larger scales. How
much the spectral index nϕ changes as the scale varies is measured by the running of the
index
αϕ(t, k)=
d nϕ(t, k)
d ln(k)
. (102)
At the time of first horizon crossing
αϕ(tk, k)=− λ
12π2
[
1−a−3+ k
2
H2
(2
5
−a−3+ 3
5a5
)
− k
4
H4
( 6
35
+a−4− 3
5a5
− 4
7a7
)
+O
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H6
)]
+
λ2
72π4
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ln2(a)+
ln(a)
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96
+
π2
6
+
9
8
ln
(2µ
H
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− 27
8a2
+
ln2(a)
4a3
+
( 1
32
+
π2
4
) ln(a)
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+O(a−3)
+
k2
H2
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13283
9000
−π
2
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+
C2
12
−3 ln
2(a)
2a2
− ln(a)
a2
+O(a−2)
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− k
4
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((
548167
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−2π
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ln(a)
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1029000
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3
+
ln2(a)
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+
4ln(a)
15a2
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)
+O
(k6
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+O(λ3) . (103)
The terms that depend on a in Eq. (103) are evaluated at t = tk. At one-loop order the
leading terms of αϕ are constants at zeroth, quadratic and quartic order in k/H . After the
first horizon crossing, inflationary expansion enhances this result only at two-loop order.
Thus, the running of the spectral index towards larger scales is indeed slight.
VI. CONCLUSIONS
We have solved the one- and two-loop corrected, linearized effective field equation for
a massless, minimally coupled scalar endowed with a quartic self-interaction in locally de
Sitter background for a state released in Bunch-Davies vacuum at time t = 0. The solution
is the quantum corrected mode function of the scalar at one- and two-loop orders. The
quantum corrections can be expanded in powers of k/H and are proportional to u(∞, k);
the late-time limit of the tree-order mode function. See Eqs. (61)-(62) and (89). Note that,
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the shifts linear in k/H are absent in both loop corrections. At one-loop order, the quantum
shift that is zero order in k/H grows proportional to (Ht)2 whereas the second and higher
order shifts in k/H are constants, in leading order. At two-loop order, on the other hand,
the quantum shift that is zero order in k/H grows proportional to (Ht)4, whereas the second
and higher order shifts in k/H grow proportional to (Ht)2, in leading order.
We have also computed the scalar’s power spectrum ∆2ϕ(t, k). Quantum corrections
induce scale dependent shifts in even powers of k/H to the scale-free tree-order late-time
spectrum; see Eq. (97). At one loop order, the quantum shift that is zero order in k/H
grows proportional to (Ht)2 whereas the shifts quadratic and quartic in k/H are constants,
in leading order. At two-loop order, the quantum shift that is zero order in k/H grows
proportional to (Ht)4, whereas the shifts quadratic and quartic in k/H grows proportional
to (Ht)2, in leading order. The spectral index nϕ(t, k) vanishes at tree-order; see Eq. (101).
It is purely quantum mechanical in origin. At one-loop order, the quantum shift that is zero
order in k/H grows proportional to Ht whereas the shifts quadratic and quartic in k/H are
constants, in leading order. At two-loop order, on the other hand, the quantum shift that is
zero order in k/H grows proportional to (Ht)3, whereas the shifts quadratic and quartic in
k/H grows proportional to Ht, in leading order. The running of the spectral index αϕ(t, k)
is given in Eq. (103). We conclude that the quantum effects red-tilts the spectrum slightly.
Hence, the amplitudes of fluctuations grow towards the larger scales.
Because we cannot even measure the amplitude of our spectator scalar, currently there
isn’t any data on either its spectral index or its tilt. Can, in principle, the quantum shifts we
calculated in the spectrum be detected, assuming we can measure the tree-order power spec-
trum for the scalar we consider? The answer to the question depends upon how sensitively
we can measure the spectrum and what the value of the self-coupling λ is. One also needs
to be able to distinguish between any loop correction and a change in the inflaton potential.
A phenomenologically more interesting application of the computation presented in this
paper would be tying it to Higgs inflation [20]. For Higgs inflation one needs the scalar
background not to be ϕ= 0. One also needs a strong conformal coupling — so the scalar
would not any longer be even approximately minimally coupled.
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Appendix A: Evaluating the functional ξ(α)
In Sec. IVB, while evaluating I1(η, k), we defined the functional ξ(α) in Eq. (81) as
ξ(α)≡
∫ 1
0
dz z sin(αz) ln(1−z2)=
∫ 1
0
dz z sin(αz) [ln(1−z)+ln(1+z)] . (A1)
In this appendix we evaluate the ξ(α). The first step is to make the change of variable
y = 1−z for the integral involving ln(1−z) and y = 1+z for the other integral involving
ln(1+z). Then, we find
ξ(α)=
∫ 2
0
dy(1−y) ln(y) sin(α(1−y))=− d
dα
∫ 2
0
dy ln(y) cos(α−αy) . (A2)
Expanding out the cosine term and changing the variable from y to x=αy, we obtain
ξ(α)=− d
dα
{
1
α
[
cos(α)
∫ 2α
0
dx ln(x) cos(x)+sin(α)
∫ 2α
0
dx ln(x) sin(x)−2 ln(α) sin(α)
]}
Finally, recognizing the sine integral si(α) and cosine integral ci(α) in the form∫ 2α
0
dx ln(x) cos(x) = ln(2α) sin(2α)−π
2
−si(2α) , (A3)∫ 2α
0
dx ln(x) sin(x) =− ln(2α) cos(2α)−γ+ci(2α) , (A4)
where
si(α)≡−
∫ ∞
α
dt
sin(t)
t
= −π
2
+
∫ α
0
dt
sin(t)
t
, (A5)
ci(α)≡−
∫ ∞
α
dt
cos(t)
t
= γ+ln(α)+
∫ α
0
dt
cos(t)−1
t
, (A6)
with γ ≈ .577 being the Euler’s constant, and using the identities
d
dα
si(α) =
sin(α)
α
,
d
dα
ci(α) =
cos(α)
α
, (A7)
we find
ξ(α)=
2
α2
sin(α)− 1
α2
[cos(α)+α sin(α)]
[
si(2α)+
π
2
]
+
1
α2
[sin(α)−α cos(α)]
[
ci(2α)−ln
(α
2
)
−γ
]
. (A8)
The functional ξ(α) also appears in the evaluations of the integrals I2(η, k), I3(η, k), I4(η, k)
and I5(η, k); see Eqs. (B1), (B7), (B15) and (B19), respectively. Note that the following
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expansions of the si(α) and ci(α) are useful through out the paper
si(α)+
π
2
=
∞∑
n=1
(−1)n+1α2n−1
(2n− 1) (2n− 1)! , (A9)
ci(α)−ln(α)−γ=
∞∑
n=1
(−1)nα2n
2n (2n)!
. (A10)
Appendix B: Integrating In(η, k) for 2 ≤ n ≤ 6
In Sec. IVB, we obtained the integro-differential equation (65) for the two-loop correction
Φ2(η, k) to the scalar mode function. In the source term of the equation we defined integrals
In(η, k) (Eq. (68)) and evaluated I1(η, k) through equations (71)-(86). The evaluation of
I2(η, k) is similar to the one for I1(η, k). Defining β ≡ ln
(
He
3
4
2µ
)
, we write
I2(η, k) = iH
2β
29 π6 a2
∫
d4x′a′2
{
∂2
[
ln(µ2∆x2
++
)
∆x2
++
− ln(µ
2∆x2
+−
)
∆x2
+−
]}
u(η′, k)e−i
~k·(~x−~x ′) . (B1)
Following the steps from Eq. (72) to Eq. (80) we obtain
I2(η, k)=−H
2β
27 π4
(∂20+k
2)
2
a2k3
∫ η
ηi
dη′a′2u(η′, k)
{[
ln(µ∆η)−1
2
][
sin(α)−α cos(α)
]
+
α2
2
ξ(α)
}
Applying the derivatives using Eq. (83) yields
I2(η, k)=−H
2β
27 π4
(∂20 + k
2)
a2k
∫ η
ηi
dη′a′2u(η′, k)
{[
ci(2α)−ln (2α)−γ+2 ln(2µ∆η)
]
sin(α)
−
[
si(2α)+
π
2
]
cos(α)
}
=
−H2β
26 π4
a−2
{
k
∫ η
ηi
dη′a′2u(η′, k) ln(2µ∆η) sin(α)+∂0
∫ η
ηi
dη′a′2u(η′, k) ln(2µ∆η) cos(α)
}
. (B2)
We expand the logarithms using Eq. (85) and evaluate the integrals. Taking the necessary
derivative and expressing the final result in powers of k/a we finally find
I2(η, k)= β
26 π4
H√
2k3
{
H2
[
ln(a)−ln
(2µ
He
)
+
∞∑
n=1
a−(n+1)
n+1
]
−k
2
a2
[
1
2
ln
(2µ
Ha
)
+
1
2
−a−1−1
2
∞∑
n=1
a−(n+1)
n+1
]
− ik
3
Ha3
[
a
3
+
1
3
ln
(2µ
He
)
−a
−1
3
−1
3
∞∑
n=1
a−(n+1)
n+1
]
+
k4
H2a4
[
a2
6
−1
8
ln(a)+
1
8
ln
(2µ
He
)
−a
−1
6
−1
8
∞∑
n=1
a−(n+1)
n+1
]
+O
( ik5
H3
)}
. (B3)
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To evaluate the third integral
I3(η, k)≡ iH
2
211 π6 a2
∫
d4x′a′2
{
∂2
[
ln2(µ2∆x2
++
)
∆x2
++
− ln
2(µ2∆x2
+−
)
∆x2
+−
]}
u(η′, k)e−i
~k·(~x−~x ′) , (B4)
in the source term (70) of the integro-differential equation (69), we first use the identity
ln2(µ2∆x2)
∆x2
=
∂2
12
[
ln3(µ2∆x2)−3 ln2(µ2∆x2)+6 ln(µ2∆x2)] . (B5)
Then, the usual cancelation between the ++ and +− terms outside light-cone via Eq. (73)
converts the integral to the form
I3(η, k)= −H
2
212 π5
e−i
~k·~x∂
4
a2
∫ η
ηi
dη′a′2u(η′, k)
∫
d3x′ei
~k·~x ′Θ(∆η−r)
×
{
ln2(µ2(∆η2−r2))−2 ln(µ2(∆η2−r2))−π
2
3
+2
}
. (B6)
Evaluating the angular integrations using Eq. (76), passing the spatial phase factor through
the derivative using ∂4ei
~k·~x = ei~k·~x (∂20+k
2)
2
and making the usual change of variable r ≡
∆ηz ≡ α
k
z yields
I3(η, k)=−H
2
28 π4
(∂20+k
2)2
a2k3
∫ η
ηi
dη′a′2u(η′, k)
{[
ln2(µ∆η)−ln(µ∆η)− ln2(2)−π
2
12
+
1
2
]
×
[
sin(α)−α cos(α)
]
+
[
ln(2µ∆η)−1
2
]
α2ξ(α)+
α2
4
W(α)
}
, (B7)
where we define a new functional
W(α) =
∫ 1
0
dzz sin(αz) ln2
(1−z2
4
)
(B8)
=
∞∑
n=0
(−1)nα2n+1
(2n+ 1)!
∫ 1
0
dzz2n+2 ln2
(1−z2
4
)
(B9)
=
(
104
27
−π
2
9
)
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(
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3375
−π
2
90
)
α3+
(
21946
1157625
− π
2
2520
)
α5+O(α7) . (B10)
See Appendix D for the evaluation of the W(α). Applying ∂20+k2
k2
in Eq. (B7) yields
I3(η, k)=−H
2
28 π4
(∂20+k
2)
a2k
∫ η
ηi
dη′a′2u(η′, k)
{
sin(α)
{si(2α)+ π
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4
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]}
. (B11)
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Then, we use Eqs. (85), (A9)-(A10) in Eq. (B11), evaluate the integrals over the past light-
cone and take the remaining derivatives. Expressing the result in powers of k/a, we find
I3(η, k)= −1
28 π4
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The fourth integral in source term (70)
I4(η, k)= iH
4
29 π6
1
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is evaluated similarly to the third one. We use Eq. (B5) in Eq. (B13) and obtain
I4(η, k)= −H
4
210π5
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~k·~x∂
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∫ η
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. (B14)
Evaluating the angular integrations using Eq. (76), passing the spatial phase factor through
the derivative using ∂2ei
~k·~x=−ei~k·~x (∂20+k2) and then making the change of variable r≡ αk z
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reduces Eq. (B14) to the form
I4(η, k)= H
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(∂20 + k
2)
ak3
∫ η
ηi
dη′a′3u(η′, k)
{[
ln2
(H∆η
2
)
−1
2
ln
(H∆η
2
)
−ln2(2)−π
2
12
+
5
16
]
×
[
sin(α)−α cos(α)
]
+
[
ln
(
H∆η
)
−1
4
]
α2ξ(α)+
α2
4
W(α)
}
. (B15)
When the derivatives are applied to the integral using Eq. (83), I4(η, k) becomes
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Then, we use Eqs. (85), (A9)-(A10) in Eq. (B16) and integrate over the past light-cone. In
powers of k/a we have
I4(η, k)= 1
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The fifth integral in the source term involves difference of two cubic logarithms in the
integrand,
I5(η, k)= −iH
6
2103 π6
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{
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)}
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~k·(~x−~x ′) . (B18)
Expanding the difference of two cubes and using Eq. (73) we find
I5(η, k)= H
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.
Evaluating the angular integrations using Eq. (76) and making the change of variable r ≡
∆ηz ≡ α
k
z yields
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We insert ξ(α) given in Eq. (82) into Eq. (B19) and regroup the terms in the integrand,
I5(η, k)= H
6
25π4
1
k3
∫ η
ηi
dη′a′4u(η′, k)
{
sin(α)
2
−1
4
[
si(2α)+
π
2
][
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]
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1
4
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4
−π
2
3
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][
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]
+ ln(H∆η)
{
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[
si(2α)+
π
2
]
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5
2
)
− cos(α)
(
si(2α)+
π
2
+α
[
ci(2α)−ln(2α)−γ+1
2
])}
+
α2
4
W(α)
}
. (B20)
Using Eqs. (85), (A9)-(A10) in Eq. (B20) and integrating over the past light-cone, we obtain
I5(η, k) = 1
25 π4
H√
2k3
{
H2
[
ln3(a)
9
− ln
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4
+
(π2
18
+
5
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)
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16
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2
6
)
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)
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)
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3
∞∑
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+
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1
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+
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)
a2+
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+
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+
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+
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−467π
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a−1
+
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.
(B21)
Remaining integral I6(η, k) involves trivial delta function integrations which yield
I6(η, k)= −1
27π4
{[
ln(a)
(∂20+k
2)
12 a2
+
(
2 ln(a)+1
)
H
∂0
12 a
]
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4
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]}
u(η, k) . (B22)
Acting the derivatives upon the tree-order mode function u(η, k), we find
I6(η, k)= 1
27π4
H√
2k3
{
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+
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+
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. (B23)
In the next appendix, we sum up I1(η, k) given in Eq. (86) and the five integrals we evaluated
in this appendix to calculate source term (70) of integro-differential equation (69).
Appendix C: Calculating the source term S(η, k)
In Eq. (70) we defined the non-homogeneous part of the integro-differential equation for
the two-loop correction Φ2(η, k) to the scalar mode function, as the source term
S(η, k) ≡ −H
2
8π2
ln(a(η))Φ1(η, k)+
6∑
n=1
In(η, k) . (C1)
The one-loop correction Φ1(η, k) is given in Eqs. (61) and (62). The integrals {In(η, k) : n =
1, 2, . . . , 6} are given in Eqs. (86), (B3), (B12), (B17), (B21), (B23), respectively. Inserting
these results into Eq. (C1) yields
S(η, k) = 1
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16(n−2)(n+1)3 −
∞∑
p=5
p−1∑
n=1
1
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. (C2)
When the source term (C2) is integrated against the Green’s function (57) in Eq. (87) gives
the two-loop correction Φ2(η, k) of Eq. (89).
Appendix D: Evaluating the functional W(α)
In calculating the third integral I3(η, k) of the source term S(η, k) in Appendix B we
defined the functional W(α) in Eq. (B8) as
W(α) =
∫ 1
0
dzz sin(αz) ln2
(
1−z2
4
)
(D1)
=
∞∑
n=0
(−1)nα2n+1
(2n+1)!
∫ 1
0
dzz2n+2 ln2
(
1−z2
4
)
. (D2)
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In this appendix we calculate the W(α). To evaluate the integral in Eq. (D2), let us first
consider the following integral ∫ 1
0
dzz2n+2
(
1− z2
4
)b
. (D3)
Making the change of variable z2 ≡ t yields∫ 1
0
dzz2n+2
(
1−z2
4
)b
=
1
22b+1
∫ 1
0
dt tn+
1
2 (1− t)b = 1
22b+1
B
(
n+
3
2
, b+1
)
=
Γ(1+b)Γ(3
2
+n)
22b+1Γ(5
2
+b+n)
, (D4)
which is valid for arbitrary b and n as long as Re[b] > −1 and Re[n] > −3
2
. B denotes the
Beta function. Differentiating the both sides of Eq. (D4) and taking b → 0, we obtain the
desired integral in Eq. (D2) as∫ 1
0
dz z2n+2 ln2
(
1−z2
4
)
=
Γ(3
2
+n)
2Γ(5
2
+n)
{
4 ln(2)
[
ln(2)+H 3
2
+n
]
−ψ′
(5
2
+n
)
+H23
2
+n
+
π2
6
}
, (D5)
where the Digamma Function ψ(z) is the logarithmic derivative of the Gamma Function,
ψ(z) = Γ
′(z)
Γ(z)
, and the Harmonic Number Function H 3
2
+n = γ+ψ
(
5
2
+n
)
. Prime denotes the
derivative with respect to the argument. Note that, if we had done the calculation of the
third integral I3(η, k) in a way that the factor 1/4 in the argument of the logarithm had
not been included in definition (B8) of the W(α), the first term on the right hand side of
Eq. (D5) would not have been present there. Although Eq. (D5) would look compact, that
result, however, would yield complicated terms for each integer n. Equation (D5), on the
other hand, yields simpler terms for n = 0, n = 1 and n = 2,∫ 1
0
dzz2 ln2
(
1−z2
4
)
=
104
27
−π
2
9
, (D6)∫ 1
0
dzz4 ln2
(
1−z2
4
)
=
3152
1125
−π
2
15
, (D7)∫ 1
0
dzz6 ln2
(
1−z2
4
)
=
175568
77175
−π
2
21
, (D8)
respectively. (If we had odd powers of z in Eq. (D5), then the result of the integral for each
integer n would be simpler without the inclusion of the factor 1/4 in the argument of the
logarithm, in the definition of the W(α).) Using Eqs. (D6)-(D8) in Eq. (D2) we obtain
W(α)=
(
104
27
−π
2
9
)
α−
(
1576
3375
−π
2
90
)
α3+
(
21946
1157625
− π
2
2520
)
α5+O(α7) . (D9)
This functional also appears in the evaluations of the integrals I4(η, k) and I5(η, k). See
Eqs. (B15) and (B19), respectively.
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