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1’1 INTRODUCTION 
In a recent paper [9], Fr6hlich gives criteria in terms of numerical invariants 
to insure the projectivity of modules of an order in a commutative separable 
algebra over the quotient field of a Dedekind domain. More precisely, 
Frijhlich first defines a numerical invariant, the module index (see [8] for 
the definition), and then considers the following context: let A be a Dedekind 
domain, K its quotient field, 2 a finite dimensional commutative separable 
K-algebra, r the unique maximal A-order in Z and A any other A-order 
of Z. Now if M is a A-module such that M @A K E LY’), for an integer I, 
then M is A-projective if and only if [FM : M] = [r : A]’ (I’M is taken to 
denote the smallest r-module containing M, and [P : Q] is the notation for 
the module index of A-lattices P and Q). For purposes of reference we call 
this result “Friihlich’s theorem.” 
The object of this paper is to extend and give analogues to FrBhlich’s 
results for the case that Z is a finite dimensional separable K-algebra. It will 
be seen, however, that in the fairly simple case of a finite dimensional matrix 
algebra over the quotient field of a (complete) discrete rank one valuation 
rank, no direct analogue of either the necessity or the sufficiency of Fr6hlich’s 
theorem can be given. Nevertheless, for any finite dimensional central 
simple algebra Z over the quotient field of a complete discrete rank one 
valuation ring, we can give results similar to those of Frijhlich for some 
special types of A-orders in 2. Further, we shall show that Fr6hlich’s results 
extend almost entirely when Z is a central division K-algebra and the base 
ring A is a complete discrete rank one valuation ring. 
FrGhlich also gave a criteria to determine the projectivity of fractional 
ideals I in A such that I BA K E 2. This can be stated as: I is A-projective 
*Portions of this paper were included in the author’s Ph.D. dissertation at the 
University of Illinois supervised by Dr. Robert Fossum. 
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if and only if [Z’Z2 : Z2] = [Z’Z : I]. W e will give an analogue for this theorem 
applicable to division rings, but, unfortunately, we will not be able to extend 
it to general separable algebras. 
Finally, we give a list of examples and counterexamples which answer 
questions and conjectures posed in the paper. Indeed, these examples give 
a complete answer to the question of whether Frohlich’s theorem has direct 
analogues when the algebra is known only to be a central simple algebra. 
2. PRELIMINARIES 
Throughout this paper, A will denote a discrete rank one valuation ring, 
and D will denote a Dedekind domain. K will be the quotient field of A or D, 
whichever is under consideration. We will be specific whenever there is any 
possibility of confusion. 
Let 27 be a finite dimensional K-algebra. A D-order in 2 is a subring A 
of 2 such that: i) (1 is a finitely generated D-module, ii) /1 contains D, 
iii) n @n K E & (rl spans +?Y over D). A D-order is maximal if it is not 
contained in any other D-order in C. It is known, that when z is separable, 
maximal D-orders always exist. (cf. [l, 31.) 
Equivalently, a subring /l of the K algebra 2Y is a D-order in 2Y if and only 
if II contains D, (1 spans 2’ over K, and every element of .4 is integral over 
D, [31. 
By a D-lattice over a Dedekind domain, we mean a D-module which is 
finitely generated and torsion free over D. 
Henceforth, unless specifically given otherwise, we adopt the convention 
that ideals (one-sided or two-sided) and modules for a D-order rl in ,PC are 
D-lattices. 
The following property of the module index is well known, (cf. [8, 9]), 
but we state it in hope of eliminating some confusion. 
LEMMA 1. Let f : V -+ V’ be a K-isomorphism between jkite dimensional 
K-vector spaces. Let M, N be two D-lattices which span V, and let f (M), f (N) 
denote the images of M and N in V’ under f. Then 
[M : Nl = [f V'Of VW 
Let ,.Y be a finite dimensional separable K-algebra. Denote by (1, r2 (1 
two D-orders in z, by M a left A-module which is a D-lattice and by rM 
the smallest r-module containing M. We remark that both M and TM are 
contained in the K-module K @o M. 
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For f an element of Hom,(M, A) (resp. Hom,(M, M)), define jr in 
Homr(TM, I’) (resp. Homr(jW, I’M)) by 
yi in r, mi in M; fr is a well-defined r-homomorphism. 
Define the maps: 
01 : Hom,(M, ‘1) @A M + Hom,(I’M, T) or lX 
by m(f @ m) = fr @ m for f in Hom,(M, fl) and m in M, 
,13 : Hom,(M, III) -+ Horn&TM : TM) 
by ,5f = fr for f in Hom,(&T, M), 
(1) 
(2) 
CT : Hom,(M, A) 0, M + Hom,(M, M) (3) 
by u(f @ m)(n) = f (n) m for f in Hom,(M, A), m, n in LI, 
by p(f @ m)(n) = f (n) m for f in Hom,(I’M, T), m, n in TM. 
By the definitions of these maps, we have the commutative diagram: 
Hom,(M, /.I) On M * HomAW& W 
1 
0: 
1 
E 
(5) 
Homr(I’M, T) or FM P, Hom,(rM, TM). 
PROPOSITION 2. Let D be a Dedekind domain, K its quotient $eld and Z 
a finite dimensional separable K-algebra. Let A, r3 A be two D-orders in Z, 
and let M be a left A-module. Assume that FM is r-projective. Let (T be the 
homomorphism defined in (3). Then M is A-projective if and only if 
[Homr(rM, T) Or PM : Hom,(M, A) @11 M] 
= [Homr(TM, TM) : Hom,(M, M)]. (6) 
Proof. By [l, Proposition A.l, p. 201 p, defined in (4), is an iso- 
morphism, carries Hom,(rM, r) or FM onto Homr(rM, TM), and 
maps or(Hom,(M, A) @,, (M) onto pa(Hom,(M, A) @A M), i.e., onto 
b(Hom&K 4 On W. 
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Hence by Lemma 1, 
[Homr(rM, r) Or l%Z : ol(Hom,(M, (1) On M)] 
= [Homr(rM, TM) : Pa(Hom,(M, (1) @,i M)] 
= [Homr(rM, r&Z) : /3a(Hom,(M, -4) On M)] 
= [Homr(rM, TM) : /3(Hom,(M, M)] 
x [B(Hom,(M M) : Po(Hom,(M, 4 OA WI. 
Thus (6) holds if and only if 
[fi(Hom,,(M, M) : @(Hom,(M, fl) On M)] = D. 
That is, (6) holds if and only if 
Hom,(M, M) = a(Hom,(M, (1) @+A M), 
since /I is a monomorphism. Thus by [ 1, Proposition A. 1, p. 201 (6) holds if 
and only if M is n-projective. Q.E.D. 
3. FR~HLICH’S THEOREM FOR DIVISION ALGEBRAS 
In this section we will give a theorem similar to Frohlich’s theorem for 
central division algebras over K, the quotient field of a complete discrete 
rank one valuation ring A. The procedure is similar to that used in a lemma 
of E. C. Dade [9, Appendix B, p. 2311; however, the techniques differ 
slightly. 
Throughout this section, n is a generator of the maximal ideal of A. Let K 
be the quotient field of A, and let R be a finite dimensional division K-algebra. 
PROPOSITION 3. Let A, r3 A be two A-orders in the central division 
K-algebra R, and assume r is a maximal A-order. Let M be a left A-module 
which is an A-lattice such that M @,,, K z Rena) for an integer m. Then FM 
is a free r-module on generators pI ,..., pLm. which lie in M. 
Proof. Since A is complete and since a division ring has no nontrivial 
idempotents, we can apply [7, Theorem 77.12, p. 5481 and [l, Proposition 2.7, 
p. 81 to see that TM is a free r-module of dimension m. 
Let N be the Jacobson radical of r. Then N is the maximal two-sided 
ideal of r, r/N is a division algebra over A, and r is the unique maximal 
order in R [I, Theorem 3.1 and Corollary, pp. 9 and lo]. Further, I’M/NM 
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is a free r/N-module of rank m. For, if %r ,..., X, is a basis of I’M/NM over 
r/N with preimages xi ,..., x, in TM (by the natural map FM -+ I’M/NM), 
let C be the r-submodule of TM generated by the set {xi ,..., x,}. Then 
C+NM=rM. 
By Nakayama’s Lemma [12, Theorem 4.1, p. 121, this equality implies that 
c=rM. 
Hence, 
(FM/NM: r/N) = m. 
The composed map 
M---f l-‘M ---f TM/NM 
gives rise to a homomorphism 
0 : M @A A&r) + TM/NM (7) 
as A/(r)-modules. We will show by induction on i, for 0 < i < m, that there 
are elements Vi ,..., Vi of M @A A/(T) such that ok’, ,..., OVi are independent 
over r/N. For the induction step from i to i + 1, set F, = ker 0 for i = 0 
and set Fi equal to the inverse image under 8 of the r/N-module spanned 
by Vi ,..., Vi when 0 < i ,< m. Since 
Im 0 = Im(M- I’M/hrM) (8) 
and the images from M trivially generate I’M/NM over r/N, it is seen that 
Fi is a proper subspace of M @A (A/(r)) for 0 < i < m - 1. Finally, take 
V,+l to be an element of M aA (A/(n)) which does not lie in Fi , and the 
induction is completed. 
Now taking i = m, there are elements V, ,..., V, of M GJA (A/(r)) whose 
images under 0 generate rM/NM freely over r/N. Hence, the proposition 
follows by lifting the Vi to ui , i = I,..., m, in M. This lifting can certainly 
be accomplished in view of Eq. (8). Q.E.D. 
LEMMA 4. Let A be an A-order in a jinite dimensional central division 
K-algebra R, and let P be a finitely generated projective left A-module. Then P 
is a free A-module. 
Proof. If P is A-projective, then since A is complete, we can apply 
[7, Theorem 77.1, p. 5481 to obtain that P is A-isomorphic to a direct sum 
&N,r Ae, with ei an idempotent in A. However, since every idempotent in A 
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is an idempotent in R, and since a division algebra has no nontrivial idem- 
potents, Ae, = A for all i, i = I ,..., N. Q.E.D. 
Now we can give the following analogue of Friihlich’s theorem for division 
algebras. 
THEOREM 5. Let A be a complete discrete rank one valuation ring, K its 
quotient field, and let R be a Jinite dimensional central division K-algebra. 
Let P be the unique maximal A-order of R, and let A be a suborder of P. Suppose 
that M is a left A-module such that M @A K E Rfrn’ for an integer m. Then 
[TM : M] / [P : Alrfi, 
and the following conditions are equivalent: 
a) [PM : M] = [I’ : All”, 
b) M is A-isomorphic to Atm), 
c) M is A-projective. 
Proof. By Proposition 3, PM is a free r-module of rank m and is generated 
by elements ur ,..., u, in M. This gives the following sequence of A-modules: 
Then [PM : M] 1 [@& rui : GE1 Au,] = [r : A]” with equality only if 
M = @;1, Au, z Acm). Thus the division property and a) ti b) are verified. 
If v : M z Atm), then there is a r-isomorphism q~’ : PM E Fnz) where C$ 
restricted to M is CJZJ. Hence, applying Lemma 1, it is seen that b) => a). 
That b) * c) is trivial. 
That c) * b) follows from Lemma 4. Q.E.D. 
Remark 6. Frijhlich is able to prove his theorem when D is a Dedekind 
domain because he can show that it is sufficient to reduce the problem to 
the case where D is a complete discrete rank one valuation ring. This is 
done as follows. Let P be a maximal prime ideal in the Dedekind domain D, 
and let K be the quotient field of D. Let Ktp) denote the completion of K 
at P, and let Dtp) be the valuation ring in Ktp) . Let 2&j = 2 @,, Dtp), 
rtp) = r go Dcp) , n/rep, = M o. Dtp) , etc. There are well-known canoni- 
cal embeddings of rtp) into 2Yu.j and MQ,) into Z&r (we are still assuming 
that M @e Kg 2?)). Now, when ,Z is a commutative separable K-algebra, 
&,, is also a commutative separable Kc,)-algebra [7, Section 71, p. 4801. 
Then since M is A-projective if and only if Mtp) is AC,)-projective for all 
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prime ideals P of D, Frijhlich can make his reduction step. However, when 
.Z is a central division algebra over K, &) is not necessarily a division algebra 
over Kcp) . In fact, J&j may be a matrix ring over KtP) . Therefore, we cannot 
make a similar reduction step in Theorem 5 because matrix algebras do not 
admit a theorem directly analogous to Frohlich’s. Indeed, in our later 
examples we shall show that in matrix algebras over a discrete rank one 
valuation ring, [TM : M] = [r : Al171 d oes not imply that M is A-projective, 
and, conversely, M being A-projective does not imply that [I’M : M] = 
[r : fly. 
4. CENTRAL SIMPLE ALGEBRAS 
Throughout this section we assume that Z is a finite dimensional central 
simple K-algebra. 
We are going to consider certain special types of A-orders in Z for which 
it is possible to reduce index considerations to division rings and apply 
Theorem 5. By doing this we shall be able to show that there is an analogue 
of Frijhlich’s theorem for these orders. 
We will use extensively the following theorem due to Auslander and 
Goldman. 
THEOREM 7. [l, Theorems 3.6 and 3.9, p. 121. Let r be a maximal 
A-order in .Z and let E be an indecomposable right r-module which is an A-lattice. 
Set V = E @A K. Then R = Hom,(V, V) is a division k’-algebra such that 
Z = Hom,( V, V). Further, Q = Hom,(E, E) is the maximal A-order in R, 
and r = Hom,(E, E). Here E is considered as a left Q-module by f. e = f (e) 
for f E Q, e E E. As a left Q-module, E is Jinitely generated and projective. 
In fact, E is Q-free (Lemma 4). 
We assume throughout this section that Z, r, R and 52 are as described 
in Theorem 7. 
Let E be the projective indecomposable right r-module appearing in the 
hypothesis of Theorem 7. Let 52’ be any A-order in R. Since A is a complete 
discrete rank one valuation ring, 52 is the unique maximal A-order in R 
[l, Corollary to Theorem 3.11, p. 141, and so Q’ C Q. Let ai , 01~ ,..., CY~ be 
an Q-basis of E. This can be used to generate a free left Q-module denoted 
by F. Clearly, F is a A-torsion free and finitely generated over both A and Q’, 
and QF = E. 
Define r’ = Horn&F, F). Then r’ is an A-order in Z contained in I’. 
Further, it is easy to check that sz’ = Homr(F, F) = B,(F) = {X: XF C F}. 
Finally, F is a right r’-module, and E = FT. 
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For purposes of future reference, we shall say that when R, a, Q’, Z, I, 
r, E, F are related as in the preceding paragraphs, we have Hypothesis H. 
We remark here that since E is a free G-module and since dim,(K aa E) = 
dim, I’ is fixed, then E is determined up to an C’-isomorphism [l, Proposi- 
tion 3.10, p. 131. On the other hand, F depends on the particular Q-basis 
of E which was chosen. In particular, r’ depends on this choice of basis, and, 
therefore, r’ is not obtainable uniquely in the preceding construction. 
However, it is easy to see that two different I” arising by our construction 
are conjugate by an element of r. 
We will need the following well-known lemma, (cf. [l, IO]). 
LEMMA 8. Let F be the left Q-module and right I-module described in 
Hypothesis H. Then r&F) = Q’ where 7 denotes the trace mapping and 7&F) 
is the trace ideal. 
Proof. We need to show that 
ro’ : F & Hom,(F, G’) ---t J2’ 
is onto. Let 01~ ,..., 01~ be an S2’-basis ofF. Then, there is an G’-homomorphism 
f : F + Sz’ defined by 
f (il M/,%) = WI - 
Hence, clearly ho’ is onto. Q.E.D. 
The following proposition will show that the F of Hypothesis H has the 
same relationship to r’ and Sz’ that E has to r and IR. 
PROPOSITION 9. Let F be the left Q-module and right F-module described 
in Hypothesis H. Then F is a Jinitely generated, projective, indecomposable 
right P’-module. In fact, there is a primitive idempotent e in P’ such that F = er’ 
and E = er. 
Proof. Since F is finitely generated as an A-module, it is clearly finitely 
generated as a r’-module. 
F is a finitely generated free .C?‘-module; by Lemma 8 T&F) = Q’. Hence, 
F is a projective right r-module [l, Theorem A.2, p. 211. 
By the Hypothesis H, E = FP is assumed to be indecomposable as a 
right Y-module, and so E @A K = F @A K is a simple Z-module [I, 
Proposition 2.8, p. 81. Therefore, F must be indecomposable as a r’-module. 
Since A is complete, F is r’-isomorphic to a finite direct sum Of”=, t@’ 
where for 1 < i < P, the Si are integers and the e, are idempotents in r. 
Since r’ C r and FP = E, this requires that E E Or=‘=, efs,r. Then because 
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E is an indecomposable F-module, the Si are zero except for one value j of i, 
and for this nonzero Sj , Sj = 1. Further, ej must be primitive. Hence, 
there is a primitive idempotent e in F’ such thatF = er and E = er. Q.E.D. 
We will denote the dimension of I’ over R by d. Note that 
d = dim, I/ = dim,(K @A E) = dim,(K OAF). (9) 
We now give two module index relationships which are fundamental for 
our future theorems. 
LEMMA 10. Assume the context of Hypothesis H. Then, 
[I’: P’J = [E :Fld, 
and 
[E :F] = [.n : Qjd. 
Proof. By the construction of F it is seen that F g Of=1 Oi’ and 
E z @t, sZi with sZi’ = J2’ and Qi = J2 for i = I,..., d, and that the second 
isomorphism is an extension of the first. 
Since F is .CJ’-projective, Proposition 2 implies that 
[Hom,(E, 52) On E : Horn&F, G’) @or F] 
= [Hom,(E, E) : Horn&F, F)] = [.Z’ : I”]. (10) 
Further, by well-known isomorphisms, we have 
Hom,(E, Q) 63~ E E Hom, (6 Qi , Q) 0~ E, (11) 
i=l 
N AW On E - 
s Ed. 
In the same way, we have that 
Horn&F, Sz’) @o, F s Ftd), (12) 
and that the isomorphism in (12) is the restriction of the isomorphism in (11) 
to the A-submodule Hom,(F, a’) @of F of Horn&E, 52) OR E. Therefore, 
by Lemma 1 and Eqs. (IO), (11) and (12), we have 
[E : F]d = [W’ : F(d)] 
= [Hom,(E, Q) @o E : Horn&F, C’) @Jo, F] 
= [r : I-‘]. (13) 
481/17/4-g 
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Furthermore, since E is G-free and F is U-free, let 01~ ,..., 01~ be an J2’-basis 
ofF and an !&basis of E; i.e., F = @L, J2’ai and E = @t, 901~ . Then by 
Lemma 3, 
[E : F] = [&& : &2&] = fi [Qari : Q’ai] = [L’ : L?‘]&. Q.E.D. (14) 
i=l i=l i=l 
We will need the following lemma. 
LEMMA 11. Assume the context of Hypothesis H. Then, 
a) r’ is A-isomorphic to @f=“=, F, and r is A-isomorphic to Of=, E. 
b) @RI Hom,(F, r’) is A-isomorphic to P’, and &=, Hom,(E, F) is 
A-isomorphic to r. 
Proof. By Proposition 9, there is a primitive idempotent e in F’ such that 
F = er’, E = er. Since F is free as a left Q’-module and E is free as a left 
!2-module, F’ = Horn&F, F) and I’ = Hom,(E, E) are the full rings of 
d x d matrices over 9’ and Sz respectively. Thus E and F can be identified 
with a row of $2 and 52’ respectively (i.e., with those matrices having non-zero 
elements in only one row). Hence, if eii denote the matrix unit occurring in 
the (i, i) position, there are isomorphisms 
and 
EN e,J N e,J ‘X .‘a E e r dd , (15) 
Therefore, 
r’ g & rf s F(d), 
i=l 
and 
Also, 
r’s Hom,s(F’, I”) 
E & Hom,(F, I”). 
i=l 
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In the same way, 
r E f$ Hom,(E, F). Q.E.D. 
i=l 
Let X(G) (resp. .X(V), X(F), X(a)) denote the category of left Sz- 
modules (resp. left SZ’-modules, left F-modules, left I”-modules). Define 
functors 
.F : X(Q) + s-(r) (16) 
by 9’ : M --+ Hom,(E, F) an M for Man object in .X(G) and F : q -+ 1 @ g, 
for q a morphism in X(G), 
F : X(sz’) -+ ,x(r) (17) 
by 7 : M’ + Homr(F, F’) &,I M’ for M’ an object in Z(sZ’) and 
9’ : v’ + 1 @ v’ for C$ a morphism in X(Q), 
.c2 : &-(I-) -+ 2-p) (18) 
byW:N-+E@rNforNanobjectin%‘(F)andR:g,+l@g,forp,a 
morphism in X(F), and finally 
w’ : X(F) -+ X(s2’) (1% 
By 9’ : N’+F @r, N’ for N’ an object in T(F’) and 9?’ : y’ -+ 1 0~ 
for q’ a morphism in X(F’). 
Assuming the context of Hypothesis H and applying [l, Proposition A.4, 
p. 231 repeatedly, we have that 9 and 9, resp. 9’ and W’, are exact functors 
and 
93?- = 1X(Q), 9’92 N 1 - xw 3 (20) 
where 1x(1-) (rev. IX(Q) , Ix~(I-,) , lx(o,)) is the identity functor on X(F) 
(resp. X(G), .X(F), X(Y). Further, by [I, Proposition A.6, p. 231, there 
are A-module isomorphisms 
Hom,(E, F) E Hom,(E, G), (21) 
Hom,(F, F’) g Horn&F, Sz’). cw 
Since 9’(M) = Homr(F, F’) & M for M an object of X(G’) and since 
9’, 9? are inverse isomorphisms by (20) we can assume that a left F’-module 
481/17/4-g* 
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N is of the form N = Homr(F, r’) @o, M for M some object in X(C). 
Again, since Sr’ and 9’ are inverse isomorphisms, M is U-projective if and 
only if N is P-projective [ll, Theorem 13.1, p. 1231. 
For the remainder of this section we shall assume that if 
N = Hom,(F, I”) @o, M 
is a left P-module for M a left U-module, then 
I’N = Horn&?, I’) @o QM. 
Further, since we will be considering module index equations involving M 
and N, we will accordingly assume that they are A-lattices. 
LEMMA 12. Assume Hypothesis H, and assume that N is an A-torsion 
jkee left F-module of the form N = Hom,(F, I”) On, M with M a left 
Q’-module and I’N = Hom,(E, r) @o GM. Then, 
a) N g M@) as A-modules, 
b) TN E (GM)@) as A-modules, 
c) [rN : N] = [GM : Mid. 
Proof. By the hypothesis on the form of N and by the isomorphism in 
(24), there is an A-isomorphism 
N = Horn&F, I”) @o, ME Horn&F, G’) &,, M. 
Then since F N Q’(d) - > 
and so 
N g Horn,@‘@, C?’ ) &, M s Wd’ &v M, 
N g Mfd’. (23) 
In view of the hypothesis on rN and the isomorphism in (21), the A-iso- 
morphism 
TN g (QM)cd’ (24) 
is found in the sameway, and it is clear that the A-isomorphism in (24) is 
an extension of the A-isomorphism in (23). Therefore by Lemma 1 we have 
[TN : N] = [SZM : Mid. Q.E.D. 
We will now prove the main theorem of this section. This is an analogue 
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of Frohlich’s Theorem for A-orders in finite dimensional central simple 
K-algebras which are full rings of matrices over A-orders in the division 
algebra corresponding to Z. 
THEOREM 13. Assume Hypothesis H and assume that N is an A-torsion. 
free left F-module of the form N = Homr(F, P) @o* M with M a left 
Q-module and I’N = Hom,(E, r) @o IRM. Let M Ba Kg Rtr). Then the 
follozving conditions are equivalent: 
a) N is I”-projective, 
b) [I’N : N] = [s2 : SZ’-jdr, 
c) [TN : Nld = [r : rl]?, 
d) N’d’ g P(r). 
Proof. a) if and only if b). By [ 11, Theorem 13.1, p. 1231, N is r’-projective 
if and only if M is a-projective, and by Theorem 5, M is sz’ projective if 
and only if [QM : M] = [kI : PIT. Since A is a valuation ring, this statement 
is equivalent to the statement that M is P-projective if and only if 
[QM : Mid = [J-2 : Q’ldr. By Lemma 12, this is true if and only if 
[TN : N] = [Q : Q’ld7. 
b) if and only if c). This follows from Lemma 10 and the equation 
[TN : Nld = [Q : Q’]dar = [I- : r’]d. 
a) if and only if d). By Theorem 5, M is J2’-projective if and only if M is 
P-isomorphic to Uo). Then if M is P-projective, that is, if N is P-projective, 
N = Homr(F, rl) @or M 
ci Horn&F, a) @o, Wr) - 
z Homr,(F, I”)fr). (25) 
By Lemma 11, r’ E Homr(F, r’)tcl). Thus the composite isomorphism in 
(25) implies that 
Hence 
Clearly, if Ned) E r’(r), N is a direct summand of a free P-module, and 
so N is P-projective. Q.E.D. 
568 BALLEW 
We remark here that our proof of Theorem 13 does not extend to the case 
where A is a Dedekind domain. This follows from the fact that the proof of 
Theorem 5 cannot be so extended (see Remark 6). 
We complete this section with the remark that the hypothesis 
M aA K z I?(r) appearing in Theorem 13 is equivalent to the statement 
that (N aa K)d z Z’. This follows from the fact that 9’ and 92’ are inverse 
isomorphisms and from the Krull-Schmidt Theorem [7, Theorem 14.5, 
p. 831. 
5. INTERNAL CHARACTERIZATIONS 
Theorem 13 gives an analogue of Frohlich’s theorem to those A-orders r’ 
in a finite dimensional central simple K-algebra 2 over a complete discrete 
rank one valuation ring A which are full matrix rings over an A-order Q 
in the division algebra R corresponding to Z. The object of this section is to 
give an internal characterization of the orders r’ in Z satisfying the condition 
that they be such matrix rings; i.e., we want to develop a characterization 
wholly in terms of Z and r’ that does not involve the division algebra or its 
modules. Theorem 7 shows that every maximal A-order r in the central 
simple K-algebra Z has the property that is a full matrix algebra over an 
A-order ~‘2 in a division algebra, and, furthermore, Sz must be maximal. Also, 
it was noted at the beginning of Section 4, that any A-order 52’ in the division 
algebra R corresponding to I= will serve to construct an A-order r’ in .Z 
having the required properties: i.e., Q’ = Hom,(F, F) and r’ = Homo(F, F) 
for some left Q-right P-module F. 
Throughout this section A is a complete discrete rank one valuation ring, 
K is its quotient field, and Z is a finite dimensional central simple K-algebra. 
We will now focus our attention on some A-order r’ in Z. 
PROPOSITION 14. Let Z be a jkite dimensional K-algebra, and let r’ be 
any A-order in Z. If there is a right r’-module F such that r’ E B,(F), 
T,(F) = r, and F BA K is a simple X-module, then Q’ = Hom,(F, F), an 
A-order in the central division K-algebra R = Hom,(F @A K, F aA K). 
Further, F is aJinitely generated free left Q-module such that r’ = Horn&F, F) 
and F is a finitely generated projective r’-module. 
Proof. Set Q’ = Hom,(F, F). Because 2 is semisimple, F @A K is a 
completely reducible Z-module, and every submodule of F ga K is a direct 
summand of F @A K. Thus since F @A K is a simple Z-module, by 
Schur’s Lemma, R = Hom,(F @A K, F QA K) is a division ring. Then, 
Q’ @A K = R, and Q’ is an A-order of D. T,,(F) = r’ implies that F is a 
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finitely generated projective SZ’-module [l, Theorem A.2, p. 211. Since A is 
complete, Sz’ has no non-trivial idempotents, and thus, F is a free left 
J2’-module [7, Theorem 77.12, p. 5481. Since F’ C Hom,(F, F) C B,(F), the 
hypothesis imply that Homo(F, F) = F’. Since F is a finitely generated 
free U-module, Lemma 8 implies that T,,(F) = 52’; therefore F is a projective 
right F’-module [1, Theorem A.2, p. 211. Q.E.D. 
Let F’ be an A-order in 2 having a right module F such that 
a) F @JA K is a simple right Z-module, 
b) ~‘=B,(F)={xEZ:FXCF>, 
c) T,(F) = r’. 
Let F be a maximal order containing F’ and define the right F-module E 
by E = FT. Then E is F-projective since F is hereditary and is indecom- 
posable since E aA K = F @,., K is simple in the K-algebra 2’; therefore E 
is simple [l, Proposition 2.8, p. 81. Further, E is a finitely generated A-torsion 
free F-module since F is a finitely generated A-torsion free I”-module. 
Therefore all of the hypothesis of Theorem 7 are satisfied, and we obtain 
a maximal A-order G’ = Hom,(E, E) in the division algebra 
R = Hom,(E @,., K, E &)A K) 
such that E is a finitely generated projective left G-module. By Lemma 4, 
E is a free G-module. Further, by Proposition 14, we have the following 
correspondences: 
R = Hom,(V, V) t, Z = Hom,(V, V) 
G = Homr(E, E) ++ F = Hom,(E, E) 
a’ = Homr,(F, F) ++ F’ = Homo,(F, F). 
Finally, by Lemma 8, T&F) = K? and F is a projective right F’-module 
11, Theorem A.2, p. 211. 
We now give the classification theorem. 
THEOREM 15. Let A be a complete discrete rank one waluation ring with 
quotient field K, and let .Z be a $nite dimensional central simple K-algebra. 
Suppose r’ is an A-order in Z, then necessary and sufficient conditions that r 
have an A-torsion free right module F such that 
i) there is a maximal A-order r in Z such that I’> r’ and E = FI’ is 
a finitely generated, A-torsion free, indecomposable, right r-module, 
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ii) R = Hom,(F Ba K, F @A K is a @site dimensional central division 
K-algebra with maximal A-order G = Hom,(E, E) and sub-A-order 
Sz’ = Hom,(F, F), 
iii) E is a free Q-module and F is a free Q-module, 
iv) F = Hom,(E, E) and F’ = Horn&F, F), 
are that 
a) F @A K is a simple right Z-module, 
b) F’ = B,(F), 
c) T,(F) = P’. 
Further, under either set of conditions, F is a projective I’-module. 
Proof. The sufficiency of the conditions a), b), c) was proven in the 
remarks preceding the statement of the theorem. 
In order to prove the necessity of a), b), c), assume that E, F, R, 9, 52’ 
and Z, F, F’ are given as in i), ii), iii) and iv). Since E is an indecomposable 
right F-module, E aA K = F @A K is a simple F-module [ 1, Proposition 2.8, 
p. 81. Since F is a finitely generated projective U-module and 
F’ = Horn&F, F), then TV = F’ [l, Proposition A.3, p. 221. Finally, in 
order to show that B,(F) = F’, note that F’ _C 8,(F). Let y E B,(F), and define 
the element g, of Homo(F, F) by (f) g,, = fy for f EF. For, if w E G’ and 
a E A such that a . B,(F) C F’, then a(wf)g, = (wf) ag, = (wf) ay = 
w(fay) = aw(fy) = aw(fg,,). Hence, (wf) g, = w(fg,,) for w E 9’ and y E B,(F). 
Hence B,(F) C Horn&F, F). Therefore, O,(F) = F’. 
By Lemma 10, T&F) = 52’ since F is G/-free. Thus from [l, Theorem A.3, 
p. 221, the final statement of the theorem is true. Q.E.D. 
6. FURTHER INDEX CONDITIONS 
We now give an index condition for (fractional) two-sided ideals to be 
two-sided projective which is an analogue of [9, Theorem 5, p. 2121 for 
division algebras. 
THEOREM 16. Let A be a complete discrete rank one valuation ring, R a 
$nite di men.Gonal division K-algebra, A an A-order contained in the maximal 
A-order I’. Let I be a two-sided A-ideal with I mA K E .Z, then I is two-sided 
A-projective if and only if the following conditions hold: 
a) [F1: 11 = [lY2 : 12], 
b) [IF: I] = [12F: 17, 
c) [A : 121 = [A : 112. 
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Proof. First note that by Proposition 3, we can find an element u in I 
such that lY = l% and (using the proposition symmetric to Proposition 3) 
an element a in I such that IF = ~4. We claim that u can be chosen to 
equal o. Indeed, originally in Proposition 3, u was chosen to be an element of 
I which was not in the kernel of the composed map 
where 01 is the injection, j3 is the natural homomorphism and N is the Jacobson 
radical of r. Also, v was chosen to be an element of I which was not in the 
kernel of the composed map 
where y is the injection and 6 is the natural homomorphism. Thus u can 
be chosen to be v if the set I is not contained in the set union of NI and IN. 
Assume I is contained in this union. Then u not in NI implies that u is in IiV, 
and v not in IN implies v is in NI. So u + v in NI (resp. IN) implies u in NI 
(resp. v in IN). This is a contradiction; so we can choose u = v. 
Now if I is two-sided (I-projective, it was essentially shown in the proof 
of Theorem 5 that I = Au = u/l. Then I2 = (1u2 = usd, and 
[A : 121 = [A : Au][Au : fw] 
= [A : Au][A : Au] 
= [A : flu]” 
= [A : I]2. 
Also I is A-isomorphic to I2 by an isomorphism which extends to an 
isomorphism of lY with I’12. Hence [IT : I] = [r12 : I”]. Similarly, 
pr : I] = pr : 17. 
Conversely, if we assume the three index conditions 
[A : 121 = [A : I][I : 121 
= [A : q[rI : rq 
= [n : q[ru : ruy 
= [A : q[r : ru] 
= [n :q[r: rq. 
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Then since [A : P] = [A : 112, we have 
or 
[A : I] = [r : rI], 
[r:A] = [IY:I]. 
In the same way 
[r:A] = [F:I]. 
Therefore by Theorem 7 (and its symmetric counterparts) I is left and right 
projective. Q.E.D. 
7. EXAMPLES 
This section given examples and counterexamples relevant to the preceding 
sections. In particular, we see that Friihlich’s theorem has no direct extension 
to matrix algebras. 
Let A be a discrete valuation ring with quotient field K and prime element 
n. Let Z;, be the K-algebra of 12 x n matrices, and let A = [rrcc*i)A] denote 
an A-order in Z. This notation means that the (i, i) position of A has elements 
in the form ~?u,i)u with r(i, i) an integer and a an element of A. 
We quote without proof the following lemma, (cf. [2]). 
LEMMA 17. Let A = [&i*j)A], I = [&*i)A], (A : I) = {x : Ix _C A} = 
[+(i*j)A]. Then I is left A-projective if and only if for every p, p = l,..., n, 
there is a k, , 1 < k, < n, such that 
+P, 4) = --s(k, 3 P). 
The lemma is actually a restatement in the language of matrices of a 
classical result of Cartan-Eilenberg [6, p. 1321. 
EXAMPLE 1. In Z2 , the fact that a full left ideal is A-projective does not 
necessarily imply that [.ZY : 11 = [r : A]. This example shows that one part 
of Friihlich’s theorem does not extend to all finite dimensional simple 
algebras. 
Let r = .4, , and let A be the A-order of the form 
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Let I be the left ideal of the form 
n4A .rr3A 
I= .rr2A [ TAl. 
Then lY has the form 
Then, [r : A] = GA, [r1: I] = n4A, and [r1: 11 f [r : A]. Using Lemma 17 
it is easy to check that I is left A-projective. 
It is natural to ask if Theorem 13 is a valid analogue of Friihlich’s theorem 
for all orders in a finite dimensional central simple K-algebra. Unfortunately, 
the above example gives a negative answer to this question. For, using the 
notation of Theorem 13, d = 2, r = 1 and [r1: I] # [r : A12. 
EXAMPLE 2. In 2s , the fact that [TI : I] = [r : A] does not imply that 
a full left ideal I is A-projective. Thus this example along with Example 1 
shows that Frohlich’s theorem has no direct extension to central simple 
algebras. 
Let r, A be as in Example 1. Let 1 be the left ideal of the form 
I = [ 
n3A ,rr3A 
r2A ?rAl 
Then l7 is as in Example 1, [r : A] = rr3A = [rI : I]. Using Lemma 17, 
it is easy to check that I is not A-projective and that lY is r-projective. 
EXAMPLE 3. When considering Proposition 3, it is natural to ask if every 
projective ideal is cyclic in a central simple algebra. The answer is no, as the 
following example shows. 
Let 
and 
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To see that I is not cyclic, assume the contrary. On noting that I2 = WI, 
we see that there are elements a, b in (1 such that 
x2 = na, xbx = 7r. 
Then (det a)(det b) = 1, and (det x)” = $(det b). Let det x = vs. Then 
2s = 3, a contradiction. 
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