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Hyperspectral remote sensing of the Earth relies on data from passive optical sensors
that are mounted on platforms such as satellites and Unmanned Aerial Vehicles
(UAVs). Hyperspectral data includes information to identify materials and to monitor
environmental variables, such as soil texture, soil moisture, chlorophyll a, and
land cover. Data analysis methods are necessary to retrieve information from
hyperspectral data. One powerful tool in the analysis of hyperspectral data is
Machine Learning (ML), a subset of Artificial Intelligence. ML models can solve non-
linear correlations and are scalable on increasing dataset sizes. Every dataset and
every ML estimation task brings new challenges that require innovative solutions.
The aim of the studies presented in this thesis is the development and applications
of ML methods on hyperspectral remote sensing data. These studies address the
following three main challenges: (I) datasets with only a few labeled datapoints,
(II) the limited potential of shallow ML approaches on hyperspectral data, and
(III) the challenge of dataset shift between training and test dataset.
The studies on the challenge (I) result in the development and publication of
a Self-Organizing Map (SOM) framework for unsupervised, supervised, and
semi-supervised learning. The SOM is applied to a hyperspectral dataset in
the (semi-)supervised regression of soil moisture, outperforming a Random For-
est (RF) regressor. The SOM framework shows adequate performance in the
(semi-)supervised classification of land cover. It provides additional visualization
capabilities to improve the understanding of the underlying dataset. In the studies
addressing the challenge (II), three innovative 1-dimensional Convolutional Neural
Network (CNN) architectures are developed. The CNNs are applied in the context
of a soil texture classification to a freely available hyperspectral dataset. Their
performance is compared with two existing CNN approaches and a RF classifier. Two
main findings can be summarized. Firstly, the CNN approaches show significantly
better performance than the applied shallow approach RF. Secondly, adding the
information about hyperspectral band numbers to the input layer of a CNN improves
the performance on the individual classes. The studies on the challenge (III) are
based on a UAV dataset, acquired on five different measurement areas in Peru in
2019. Dataset shift is detected with qualitative methods and with unsupervised
ML approaches, such as Principal Component Analysis and Autoencoder. Based
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on the results, a supervised regression of soil moisture is performed on different
combinations of measurement areas. Additionally, to study the effects of dataset
shift on the regression, the dataset is augmented with Monte Carlo methods. The
applied SOM regressor is relatively robust against soil moisture sensor noise and
performs well on small datasets, while the applied RF performs best on the full
dataset. Dataset shift makes this regression task difficult; some combinations of
measurement areas form a significantly better training dataset than others. To
conclude, the presented studies tackling the three main challenges show promising
results. The developed ML methods can be further enhanced in future research.
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Zusammenfassung
Die hyperspektrale Fernerkundung der Erde stützt sich auf Daten passiver optischer
Sensoren, die auf Plattformen wie Satelliten und unbemannten Luftfahrzeugen
montiert sind. Hyperspektrale Daten umfassen Informationen zur Identifizierung
von Materialien und zur Überwachung von Umweltvariablen wie Bodentextur, Bo-
denfeuchte, Chlorophyll a und Landbedeckung. Methoden zur Datenanalyse sind
erforderlich, um Informationen aus hyperspektralen Daten zu erhalten. Ein leis-
tungsstarkes Werkzeug bei der Analyse von Hyperspektraldaten ist das Maschinelle
Lernen, eine Untergruppe von Künstlicher Intelligenz. Maschinelle Lernverfahren
können nichtlineare Korrelationen lösen und sind bei steigenden Datenmengen
skalierbar. Jeder Datensatz und jedes maschinelle Lernverfahren bringt neue Heraus-
forderungen mit sich, die innovative Lösungen erfordern. Das Ziel dieser Arbeit ist
die Entwicklung und Anwendung von maschinellen Lernverfahren auf hyperspektra-
le Fernerkundungsdaten. Im Rahmen dieser Arbeit werden Studien vorgestellt, die
sich mit drei wesentlichen Herausforderungen befassen: (I) Datensätze, welche nur
wenige Datenpunkte mit dazugehörigen Ausgabedaten enthalten, (II) das begrenzte
Potential von nicht-tiefen maschinellen Lernverfahren auf hyperspektralen Daten und
(III) Unterschiede zwischen den Verteilungen der Trainings- und Testdatensätzen.
Die Studien zur Herausforderung (I) führen zur Entwicklung und Veröffentlichung
eines Frameworks von Selbstorganisierten Karten (SOMs) für unüberwachtes, über-
wachtes und teilüberwachtes Lernen. Die SOM wird auf einen hyperspektralen
Datensatz in der (teil-)überwachten Regression der Bodenfeuchte angewendet und
übertrifft ein Standardverfahren des maschinellen Lernens. Das SOM-Framework
zeigt eine angemessene Leistung in der (teil-)überwachten Klassifikation der Land-
bedeckung. Es bietet zusätzliche Visualisierungsmöglichkeiten, um das Verständnis
des zugrunde liegenden Datensatzes zu verbessern. In den Studien, die sich mit Her-
ausforderung (II) befassen, werden drei innovative eindimensionale Convolutional
Neural Network (CNN) Architekturen entwickelt. Die CNNs werden für eine Boden-
texturklassifikation auf einen frei verfügbaren hyperspektralen Datensatz angewen-
det. Ihre Leistung wird mit zwei bestehenden CNN-Ansätzen und einem Random
Forest verglichen. Die beiden wichtigsten Erkenntnisse lassen sich wie folgt zu-
sammenfassen: Erstens zeigen die CNN-Ansätze eine deutlich bessere Leistung als
der angewandte nicht-tiefe Random Forest-Ansatz. Zweitens verbessert das Hinzu-
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fügen von Informationen über hyperspektrale Bandnummern zur Eingabeschicht
eines CNNs die Leistung im Bezug auf die einzelnen Klassen. Die Studien über die
Herausforderung (III) basieren auf einem Datensatz, der auf fünf verschiedenen
Messgebieten in Peru im Jahr 2019 erfasst wurde. Die Unterschiede zwischen den
Messgebieten werden mit qualitativen Methoden und mit unüberwachten maschinel-
len Lernverfahren, wie zum Beispiel Principal Component Analysis und Autoencoder,
analysiert. Basierend auf den Ergebnissen wird eine überwachte Regression der
Bodenfeuchte bei verschiedenen Kombinationen von Messgebieten durchgeführt.
Zusätzlich wird der Datensatz mit Monte-Carlo-Methoden ergänzt, um die Auswir-
kungen der Verschiebung der Verteilungen des Datensatzes auf die Regression zu
untersuchen. Der angewandte SOM-Regressor ist relativ robust gegenüber dem Rau-
schen des Bodenfeuchtesensors und zeigt eine gute Leistung bei kleinen Datensätzen,
während der angewandte Random Forest auf dem gesamten Datensatz am besten
funktioniert. Die Verschiebung der Verteilungen macht diese Regressionsaufgabe
schwierig; einige Kombinationen von Messgebieten bilden einen deutlich sinnvolle-
ren Trainingsdatensatz als andere. Insgesamt zeigen die vorgestellten Studien, die
sich mit den drei größten Herausforderungen befassen, vielversprechende Ergebnis-
se. Die Arbeit gibt schließlich Hinweise darauf, wie die entwickelten maschinellen
Lernverfahren in der zukünftigen Forschung weiter verbessert werden können.
x
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Introduction 1
„Prediction, not narration, is the real test of our
understanding of the world.
— Nassim Nicholas Taleb
(Statistician, Author)
1.1 Background
Vision is of utmost importance for humans. The human eye covers the electromag-
netic spectrum from about 380 nm to 750 nm, referred to as the Visible Spectrum
(VIS), in three different types of retinal cells [1, 2, 3]. Each type of retinal cell corre-
sponds to a specific spectral band, characterized by the mean wavelength and band-
width. The combination of these three spectral bands enables humans to distinguish
between millions of colors and, therefore, to differentiate visually between materials.
Humans can recognize, for example, roads, grass, and bare soil from color and
spatial patterns. They perceive roads as grey, grass as green, and bare soil as brown.
The Red–Green–Blue (RGB) color model is an adaptation of the three-spectra model
of the human eye. For example, the majority of today’s consumer-grade cameras are
based on passive, optical RGB sensors. Hyperspectral sensors extend this color model
and the human vision by (i) increasing the number of spectral bands from three to
about 10 to 1000 bands, (ii) decreasing the width of the spectral bands to a few
Nanometers, and (iii) extending the spectral range into the infrared spectrum [2].
Depending on the type of hyperspectral sensor, it covers the Visible and Near-
Infrared (VNIR), Short-Wavelength Infrared (SWIR), or Thermal Infrared (TIR)
spectrum. The increased amount of information about the electromagnetic spectrum,
compared to human vision and RGB cameras, improves the identification and
differentiation of materials and monitoring of physical processes.
Hyperspectral remote sensing of the Earth applies hyperspectral sensors from satel-
lites, airplanes, and Unmanned Aerial Vehicles (UAVs) [4, 5]. With these platforms,
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hyperspectral data can be acquired over large areas and in short time scales. Hy-
perspectral remote sensing derives information about, for example, soil texture and
soil moisture, chlorophyll a concentrations in inland waters, and changes in land
cover and vegetation classes [6, 7, 8, 9]. This large variety of possible applica-
tions makes hyperspectral remote sensing a valuable tool in many research fields
of environmental sciences such as hydrology, ecology, and geology [2, 10].
In hyperspectral remote sensing, technological advances of the last decades have
significantly lowered the costs of data acquisition with satellites and UAVs [11].
These technological advances have substantially increased computing power and
data storage capabilities (big data). The resulting growth of data availability re-
quires scalable data analysis tools. The increased computing power makes it pos-
sible for Machine Learning (ML), which is a subset of Artificial Intelligence (AI),
to become a standard data analysis tool in many research fields such as hyper-
spectral remote sensing [10, 12, 13, 14, 15, 16].
ML methods can perform tasks such as supervised classification and regression
with non-linear correlations [17]. For these tasks, ML models are built based
on given training datasets consisting of input data and labels. The ML model
learns patterns in the dataset. The aim in ML estimation is to train a ML model
that generalizes to new input data. This means that the ML estimation can infer
meaningful outputs between untrained input data or test datasets [18]. In the
example of soil moisture regression from hyperspectral data, a hyperspectral image
of a measurement area is the input data. The labels, referred to as ground truth
or reference data, can be in situ soil moisture measurements.
1.2 Challenges and Overall Aim
This thesis focuses on ML estimations, such as the previous example of soil moisture
regression from hyperspectral data. During several field experiments, heterogeneous
datasets are acquired on different scales, in different countries, and with different
hyperspectral sensors. Every dataset and every corresponding estimation task brings
along new challenges that require new innovative, methodological solutions [10].
Three main challenges are the focus of this thesis:
(I) ML model training on datasets with only a few labeled datapoints,
(II) the limited potential of shallow ML approaches on hyperspectral data, and
(III) the challenge of distribution differences between training and test dataset.
2 Chapter 1 Introduction
The overall aim of this thesis is to improve the quality of ML estimations based on
hyperspectral data. This aim is achieved by (a) developing ML methods for hyper-
spectral data to address the three main challenges, (b) applying innovative methods
in current ML research to the field of hyperspectral remote sensing, and (c) providing
these datasets, software, and evaluation scripts freely accessible to everyone.
1.3 Outline and Main Contributions
In the following, the structure of this thesis is outlined, and the main contribu-
tions in every chapter are summarized. Figure 1.1 illustrates an overview of the
structure, divided into six chapters and an appendix. Appendix A lists all pub-
lications published within the scope of this thesis.
Chapter 2 – Framework The full range of the ML estimation based on hyperspec-
tral data is presented as a hyperspectral estimation framework. The framework
structures the process from a given estimation task to the final estimation in four
levels. (i) The sensor level describes the acquisition of hyperspectral data and
corresponding ground truth point data. (ii) The data level covers pre-processing, the
challenge of dataset shift, data augmentation, and dataset splitting. (iii) The feature
level includes the unsupervised dimensionality reduction, unsupervised clustering,
feature engineering as well as feature selection. (iv) The model level consists of
supervised learning, semi-supervised learning, model selection, the optimization
of hyperparameters, and model evaluation metrics. The hyperspectral estimation
framework is presented in Chapter 2. Each challenge is tackled with the presented
framework and with strategies presented in Chapters 3 to 5.
Chapter 3 – Challenge (I) The acquisition of hyperspectral remote sensing data with
modern satellite and UAV technology is getting increasingly affordable over large
areas [19]. At the same time, the acquisition of reference data is still expensive
in time and resources. Therefore, datasets often include significantly more hyper-
spectral data than reference data. Both hyperspectral data and reference data are
needed for proper training of ML models. This is the first challenge addressed in this
thesis. In Chapter 3, a framework of Self-Organizing Maps (SOMs) is introduced as a
semi-supervised ML approach. SOMs are underrepresented in today’s research [20].
This chapter fills this gap with the following four main contributions:
• the publication of a hyperspectral field campaign dataset,
• the development and publication of a (semi-)supervised SOM framework,
• the application of this framework in the regression of soil moisture, and
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• the application of this framework in the classification of land cover.
Chapter 4 – Challenge (II) The second challenge is the limited potential of shallow
ML models on high dimensional data. Shallow learners such as Random Forest and
Support Vector Machine show adequate performance in hyperspectral applications.
They often depend on feature engineering or dimensionality reduction, which adds
inductive bias. Inductive bias can support the generalization of the ML model but
also limit its potential [21]. Deep learning approaches, such as Convolutional Neural
Networks (CNNs), are one solution for this challenge. In the field of hyperspectral
remote sensing, CNNs are mostly applied on 2-dimensional (2D) images rather than
on 1-dimensional (1D) spectra. The studies presented in Chapter 4 fill this gap in
hyperspectral remote sensing research with the following two main contributions:
• the development and publication of deep 1D CNN architectures, and
• the application of these models on an existing soil texture dataset.
Chapter 5 – Challenge (III) The third challenge is dataset shift in hyperspectral
datasets. In general, dataset shift occurs if the distributions of the input data
and labels of a training dataset differ from the distributions of a test dataset. A
consequence of dataset shift for ML estimation is the ability to generalize to new
input data [22]. Dataset shift is a common challenge in ML research and hy-
perspectral remote sensing, but researchers mostly ignore it. Chapter 5 fills this
gap with the following four main contributions:
• the publication of a hyperspectral UAV dataset,
• the detection of dataset shift with unsupervised ML approaches,
• the development of a data augmentation method, and
• the study of the effects of dataset shift on supervised soil moisture regression.
Chapter 6 – Conclusions and Outlook The findings of this thesis are summarized in
Chapter 6. The conclusion is followed by an outlook of extensions of the pre-
sented studies and proposed future studies.
4 Chapter 1 Introduction
Chapter 1
Challenges of ML estimation
with hyperspectral data
(I)
ML model training on 
datasets with a few 
labeled datapoints
(II)
Limited potential of 
shallow ML models 
on hyperspectral data
(III)
















Figure 1.1: Overview of the logical structure of this thesis. In Chapter 1, three main
challenges are introduced in the estimation based on hyperspectral data. A hyperspectral
estimation framework is the basis for the subsequent studies and is described in Chapter 2.
Three studies are presented which address the three main challenges in Chapters 3 to 5. A
conclusion of results and an outlook is given in Chapter 6.





„The signal is the truth. The noise is what
distracts us from the truth.
— Nate Silver
(Statistician, Political Forecaster)
This chapter includes material from
Felix M. Riese and Sina Keller. “Supervised, Semi-Supervised, and Unsu-
pervised Learning for Hyperspectral Regression”. In: Hyperspectral Im-
age Analysis: Advances in Machine Learning and Signal Processing. Ed. by
Saurabh Prasad and Jocelyn Chanussot. Cham: Springer International
Publishing, 2020. Chap. 7, pp. 187–232. Reprinted with permission. It is
cited as [7] and marked in blue.
2.1 Introduction
Hyperspectral data, in general, requires different handling compared to other data
when applying Machine Learning (ML). Hyperspectral data is high-dimensional,
its spectral bands can be highly correlated, and the amount of ground truth for
supervised estimation tasks is often small. In this chapter, a hyperspectral estimation
framework is introduced, which covers the ML estimation based on hyperspectral
data from the data acquisition to the final estimation. The focus lies on data-
driven ML models since they are capable of dealing with non-linear estimation tasks
(e.g. [23]). The terms hyperspectral regression and hyperspectral classification are
introduced for the regression or classification solely based on hyperspectral data.
The structure of this chapter is illustrated in Figure 2.1. At first, the fundamentals of
hyperspectral regression and classification with different learning techniques and
definitions of technical terms are presented in Section 2.2. The target variables
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for the ML estimations, applied in this thesis, are described in Section 2.3. After
the fundamentals, the four levels of the framework are introduced: sensor level,
data level, feature level, and model level. On the sensor level in Section 2.4,
hyperspectral data is combined with ground truth. The data level in Section 2.5
is structured into four parts: pre-processing, dataset shift, data augmentation, and
dataset splitting. This level is followed by the feature level in Section 2.6, divided
into dimensionality reduction, clustering, and feature engineering, as well as feature
selection. The fourth level is the model level in Section 2.7. Two supervised models
are presented, semi-supervised learning is summarized, and the model selection,
optimization as well as evaluation are addressed.
2.2 Fundamentals
In recent years, the hyperspectral remote sensing community mainly focused on clas-
sification tasks. Classification refers to the estimation of discrete classes, for example,
to distinguish between land cover classes like water, vegetation, road, and building.
Both classification and regression are about building predictive models. The differ-
ence is that, in classification, the target space is discrete (e.g., land cover classes),
whereas in regression, the targets are continuous (e.g., soil moisture). [7, Sec. 7.2]
In the context of ML regression, different approaches can be applied depending on
the objective and the availability of reference data. In Figure 2.2, these different
approaches are visualized schematically. We can distinguish [... three] cases. In
case (a), reference data, meaning labels containing the ground truth, is available for
all (hyperspectral) input datapoints. In this context, supervised learning models are
suitable. A supervised model is able to learn from all available input-output data
pairs. In case (b), we have an incompletely labeled dataset. That is, some of the
samples are missing the correct ground truth labels. In this context, we can rely on
semi-supervised learning models. They learn from the complete input-output pairs
as well as from the datapoints without labels. [...] Finally, in the case (c) when no
labels are available, unsupervised learning can be applied. Unsupervised learning is
useful, for example, for dimensionality reduction and clustering. [7, Sec. 7.2]
The mathematical notation conventions used in this chapter are consistent with [24]
[and are listed in Table B.1]: X = (x1, . . . xn) is a set of n input datapoints xi ∈ X
for all i ∈ [n] := {1, . . .n}. Every datapoint xi consists of m input features. In
hyperspectral regression [and classification], the input features represent the m
hyperspectral bands and it is X ⊂ Rm. In supervised learning, case (a), yi ∈ Y
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Figure 2.1: Hyperspectral estimation framework divided into the sensor level, the data



















Figure 2.2: Depending on the availability of labels for our training data, we can distinguish
three types of learning algorithms: (a) supervised learning, (b) semi-supervised learning,
and (c) unsupervised learning. (adapted with permission from [7])
with Y = (y1, . . . , yn) are the labels of the datapoints xi and the training set is
given as pairs (xi, yi). In semi-supervised and active learning, cases (b) and (c),
the dataset X is divided into two parts. The first part consists of the datapoints
Xl := (x1, . . . , xl) with the corresponding labels Yl := (y1, . . . , yl) and the second
parts consists of the datapoints Xu := (xl+1, . . . , xl+u) without any labels. It is
l + u = n. Again, we have yi ∈ Y for i = 1, . . . , l. For regression, the labels
are continuous in the cases (a) to (c) which means Y ⊂ R. Note that also more-
dimensional labels can be used in regression. In the d-dimensional case, it is
Y ⊂ Rd. Within the scope of this chapter, we will stick to 1-dimensional (1D)
labels, meaning d = 1. [For classification, the labels are discrete in the cases
(a) to (c).] We refer to this combination of hyperspectral input data and desired
output data as datapoint. In the unsupervised case (d), the dataset only consists
of input datapoints X without any labels. [7, Sec. 7.2]
In the field of hyperspectral remote sensing and in the analysis of hyperspectral
data, there are many applications for ML. [...] A general overview of remote sensing
image processing with a focus on traditional ML models and physical models is
given in [10]. Most current studies address ML classification with hyperspectral data
(e.g., overview in [13]) whereas only few studies focus on hyperspectral regression
(e.g., [5, 4]). The ML models used for the respective regression [and classification]
tasks are described in Sections 2.7 and 2.7.3. [7, Sec. 7.2]
Depending on the hyperspectral regression [or classification] task, we need to select
an appropriate ML model [17]. At best, the selected ML model is able to learn all
relevant nuances of the training dataset (low bias) and is able to generalize well
on unknown datasets (low variance). Accomplishing low bias and low variance at
the same time is impossible. Thus, a trade-off between bias and variance [25, 26,
27] has to be addressed while selecting an appropriate model (see Section 2.7.4).
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When an ML model is characterized by a low bias (high variance), it is able to
adapt well to the training dataset which also includes noise. Such an ML model
tends towards overfitting. An ML model with low variance is more robust against
noise and outliers. Such an ML model is not able to adapt well to the nuances of
the training dataset which is called underfitting. [7, Sec. 7.2]
2.3 Target Variables
The ML applications presented in this thesis focus on the estimation of three variables:
soil moisture, soil texture, as well as land cover and land use. In the following,
these three target variables are defined, and their relevance is described. Soil
moisture is described in Section 2.3.1, soil texture is described in Section 2.3.2,
and land cover and land use are described in Section 2.3.3.
2.3.1 Soil Moisture
Soil moisture is defined as the water contained in the part of the soil surface, which is
unsaturated [28]. One measure of soil moisture is volumetric soil moisture, meaning
the volume of water in a specific volume of soil. Therefore, soil moisture values are
dimensionless and commonly provided in percentage. Soil moisture is an essential
variable in hydrological, ecological, and climatological systems [28, 29]. Precise
data about the soil moisture distribution helps in the modeling of these systems.
In hydrology, the soil moisture dynamics of a river catchment gives a measure of the
saturation of the soil. With the knowledge about the degree of soil saturation, the
amount of infiltration and runoff from the water of a rainfall event, for example, can
be estimated [28]. In climatology, soil moisture is a crucial variable in the global wa-
ter and energy cycle since the water and heat exchange between the Earth’s surface,
and the atmosphere depends on the soil moisture [30]. In ecology and, especially,
in ecosystems with limited water availability, knowledge about soil moisture helps
in plant irrigation management, drought forecasting, and crop yield [31].
Soil moisture on the soil surface is spatially and temporally highly variable. The
variability mainly depends on topography, soil texture, organic matter content,
soil macroporosity, vegetation density and type, land use as well as climatologi-
cal and meteorological factors such as precipitation and solar radiation [32, 33,
28]. The water transmission and retention of the soil, for example, depends on
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Figure 2.3: Main classes of soil texture according to Bodenkundliche Kartieranleitung
ed. 5 (KA5): L (mainly loam), S (mainly sand), T (mainly clay), and U (mainly silt).
the soil texture: soils with larger particle sizes have a lower capacity to hold
water than soils with smaller particle sizes [34].
2.3.2 Soil Texture
Soil is the composition of soil particles with various sizes. These soil parti-
cles can be classified according to their diameters into clay (< 0.002 mm), silt
(0.002 mm to 0.05 mm), and sand (0.05 mm to 2 mm). The relative content of clay,
silt, and sand is referred to as soil texture. It can be classified, for example, according
to the Bodenkundliche Kartieranleitung ed. 5 (KA5) taxonomy [35] or the United
States Department of Agriculture (USDA) soil taxonomy [36]. Within the scope of
this work, the KA5 taxonomy is used. The KA5 soil classes are listed in [35] with
their clay, silt, and sand contents. Figure 2.3 illustrates the four KA5 main classes.
Soil texture is a vital soil property for hydrology and agriculture [37, 38]. The
ability to store water depends on the soil texture, which directly influences the
availability of water for crops in agriculture. Smaller particle sizes, meaning a
higher clay content, leads to higher water and nutrient holding capacity and to
less oxygen. Overall, soil texture influences the soil response to environmen-
tal conditions like droughts and rainfall.
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2.3.3 Land Cover and Land Use
Land cover is defined as the material that covers the Earth’s surface. Examples for
land cover classes are forest land, water, and wetland. Land use is the human’s use
and modifications of the Earth’s surface. Exemplary land use classes are cropland,
orchards, residential buildings, and industrial buildings. Since land cover and land
use classes overlap, both terms are used synonymously [39].
Changes in land cover significantly impact ecological systems; they affect global
warming, erosion of soils, and biodiversity [40]. Further, information about
changes in land cover and land use is essential for governments to monitor
and manage countries and cities.
2.4 Sensor Level
For the estimation based on hyperspectral data, this data needs to be acquired
with appropriate sensors. The first level of the presented hyperspectral estimation
framework is, therefore, the sensor level. Datasets for the estimation of hyper-
spectral data consist of data from a hyperspectral sensor and, depending on the
application, of ground truth data. An overview of the hyperspectral sensors ap-
plied in this work is presented in Section 2.4.1. The ground truth data is mostly
acquired point-wise. In this work, the estimation of soil moisture, soil texture,
and land cover is studied based on hyperspectral data. In Section 2.4.2, the most
relevant measurement techniques are presented.
For the datasets used in this work, hyperspectral data and ground truth data are com-
bined on different scales. In Chapter 3, the Karlsruhe Lysimeter (KarLy) soil moisture
dataset on a small field scale is presented and applied [41, 42]. The Land Use/Cover
Area Frame Survey (LUCAS) dataset is used in Section 4.3 for the estimation of soil
texture [43, 44, 45]. This dataset includes data from soil samples all over Europe.
The Aerial Peruvian Andes Campaign (ALPACA), introduced and used in Chapter 5,
consists of hyperspectral Unmanned Aerial Vehicle (UAV) data combined with soil
moisture in situ measurements on field scale. An additional dataset is used in further
studies [46, 23, 47] for the estimation of soil moisture: the Field experiment dataset
of surface-subsurface infiltration dynamics acquired by hydrological, remote sensing,
and geophysical measurement techniques (HydReSGeo) [48].
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2.4.1 Hyperspectral Sensors
Hyperspectral sensors are passive, optical sensors. These sensors are designed for
their particular purposes and applications. Depending on the number of bands
and the width of the bands, a sensor can be considered monospectral, multispec-
tral, or hyperspectral. Sensors with one band are considered monospectral, sensors
with approximately 2 to 15 relatively wide bands are considered multispectral,
and sensors with approximately 100 to 1000 narrow bands are considered hy-
perspectral. Within the scope of this thesis, several different hyperspectral and
multispectral sensors are applied. The sensors are differentiated by the platform
on which they are mounted, the spectral range, spectral resolution (number and
width of bands) as well as the output type. The following platforms are consid-
ered: a static tripod, a handheld sensor, UAV, airplane, and satellite. Additionally,
hyperspectral sensors can be applied in a laboratory setup.
Three spectral ranges are considered: Visible and Near-Infrared (VNIR) from ap-
proximately 400 nm to 1400 nm, Short-Wavelength Infrared (SWIR) from approx-
imately 1400 nm to 3000 nm, and Thermal Infrared (TIR) from approximately
3 µm to 15 µm. The output format of the sensors can be a single spectrum (spec-
trometer), line data (line scanner), and images (snapshot). A qualitative overview
of the four primary hyperspectral sensors applied in this work regarding the spatial,
temporal, and spectral resolutions is shown in Figure 2.4. The spatial resolution
refers to the sensor’s pixel size, the temporal resolution refers to the number of
measurements that are possible during a specific time interval, and the spectral
resolution refers to the number and width of the bands. The more bands and the
smaller the width of the bands, the larger the spectral resolution gets. All applied
sensors and their properties are listed in Table 2.1.
2.4.2 Ground Truth Measurements and Sensors
This work focuses on the estimation of soil moisture, soil texture, and land cover. The
relevance of these variables is explained in Section 2.3. The ground truth of these
variables comes from direct observation instead of inference. While the ground truth
of land cover is generated manually by experts, the ground truth of soil moisture
and soil texture requires specific sensors. This section provides an overview of mea-
surement techniques for soil moisture and soil texture. In comparison to area-wide
hyperspectral sensors, these ground truth measurements are performed point-wise.
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Figure 2.4: Qualitative overview of the hyperspectral sensors mentioned in this work in
regards to the spatial, temporal and spectral resolutions.
Soil moisture can be measured, for example, point-wise with gravimetric meth-
ods, with nuclear methods, electromagnetic measurement techniques, tensiometer
methods, and hygrometric methods [53]. The measurements are either performed
directly at the measurement site (in situ) or performed indirectly by analyzing a
soil sample in the laboratory. In contrast, area estimations are performed regionally
on one area per measurement. Area estimations with remote sensing techniques
can only measure soil moisture of the upper few centimeters of the soil. A more
detailed overview of soil moisture estimation from remote sensing can be found
in [54]. Since every soil moisture measurement technique comes with its limitations,
there is not a single superior measurement technique [55]. In the following, the
gravimetric method, are described as well as the two electromagnetic measurement
techniques, which are applied in the presented studies in Chapters 3 and 5: Time
Domain Reflectometry (TDR) sensors and capacitive sensors.
Gravimetric methods are based on drying a soil sample in the laboratory. The weight
of the soil sample before and after the drying process is measured. The difference
of both weights refers to the water content in the soil sample and, therefore, to its
soil moisture. This measurement technique is invasive since it requires a soil sample.
Therefore, it is mostly used as a baseline and for the calibration of other methods.
Electromagnetic measurement techniques for soil moisture include resistive sensors,
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capacitive sensors, TDR sensors, and frequency domain sensors [55]. These meth-
ods are based on the electromagnetic characteristics of water and, therefore, soil
moisture. Capacitive sensors measure soil moisture by measuring the capacitance
between electrodes in the soil. TDR sensors emit an electric pulse into an electrode
located in the soil. The reflection of this pulse correlates with the soil moisture
around the TDR sensor. TDR sensors are widely applied since they are non-invasive
and easy to apply [56]. A quality assessment of TDR sensors is presented in [57].
Further details and other methods can be found in [28].
The soil texture of a soil sample can be determined with a laboratory method, re-
ferred to as Particle Size Analysis (PSA) [58]. In the PSA, the different particle sizes
within the soil sample are separated from each other. The resulting distribution
can be used with a taxonomy such as the KA5 taxonomy [35] or USDA soil taxon-
omy [36], as described in Section 2.3.2. This laboratory method is applied in the
dataset used in the studies of Chapter 4, as described in [44, 43].
Land cover and land use ground truth can be acquired in a field survey, resulting
in a land cover map. The exact classes have to be set beforehand. The number of
different classes depends on the application of the dataset to be acquired.
2.5 Data Level
In the following, the data level as the second level of the presented hyperspec-
tral estimation framework is described. The data level is divided into four parts:
pre-processing, dataset shift, data augmentation, and dataset splitting. In Sec-
tion 2.5.1, the pre-processing is described focusing on collecting, validating, and
preparing the data. The second part of the data level addresses the challenges
of dataset shift in Section 2.5.2. This includes possible approaches to cope with
dataset shift. Data augmentation is presented in Section 2.5.3, including basic
image manipulations, Monte Carlo (MC) augmentation, and Generative Adver-
sarial Networks (GANs). The data level is concluded by several approaches of
dataset splitting in Section 2.5.4. [7, Sec. 7.3]
2.5.1 Pre-Processing
The first part of the presented hyperspectral [... estimation framework] is pre-
processing [10, 59]. We divide the pre-processing into three steps: reading in
data, preparing data, and validating data. First, we need to read in the data. In
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Python, datasets can be conveniently read in using existing and established software
packages such as Pandas [60] or TensorFlow [61]. [7, Sec. 7.3.1]
The second step of pre-processing is the validation of the data. We highly recommend
to explore the dataset before further processing [...]. The exploration procedure
could include a check of the value range of the input features and the target variable.
The data validation can be achieved by an analysis of the datasets statistics and
by a visualization of the dataset. Thus, we obtain an overview of the used dataset.
Additionally, we recognize possible challenges in the dataset such as outliers, missing
values or labels as well as dataset shift at an early stage. The latter is addressed in
detail in Section 2.5.2. A useful example to motivate the investigation of the dataset
with statistical methods and visualizations is given in [62]. [7, Sec. 7.3.1]
The last step of pre-processing is the preparation of the data. Depending on the
results of the data validation and the applied ML models (see Sections 2.7 and 2.7.3),
the dataset might need to be normalized or transformed. The data normalization
makes the training less dependent on the scale of the input data. Typical nor-
malization techniques scale the numerical data, for example, linearly between 0
and 1, or around 0 with a standard deviation of 1. Additionally, it might be neces-
sary to transform categorical data to numerical values since some ML models like
Artificial Neural Networks (ANNs) (see Section 2.7.2) only work with numerical
data. A common way to achieve this is one hot encoding. Each categorical feature
is represented by one entry in a binary vector. [7, Sec. 7.3.1]
2.5.2 Dataset Shift
Most ML models rely on the Independent and Identically Distributed (i.i.d.) as-
sumption. The i.i.d. assumption refers to the independent collection of the
training dataset and new, unknown datasets (see Section 2.5.4) which are
identically distributed. [7, Sec. 7.3.2]
In this context, the term training dataset refers to the dataset that is available
during the training of the ML model. For example, in hyperspectral regression
of soil moisture, the hyperspectral data as well as the ground truth labels of soil
moisture should cover all (in reality) possible values. Otherwise, dataset shift
occurs and the estimation performance might suffer [22, 63]. In general, three
main types of dataset shift exist: [7, Sec. 7.3.2]
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• Covariate shift [64, 65] is defined as a change of the input feature distribution
P(X). It is the best studied type of dataset shift in the literature. For exam-
ple in hyperspectral regression of soil moisture, rainfall events between two
measurement days affect the input feature distribution of this two-day dataset.
• Prior probability shift [66, 63] is defined as a change of the target variable
distribution P(Y) without a change in X. This change mostly occurs in the
application of generative models. For example, in the hyperspectral regression
of soil moisture, the distribution of soil moisture can vary due to the underlying
soil structure while the soil surface remains unchanged.
• Concept shift [67] or concept drift is a change in the relationship between the
input data and the target variable. The concept shift is the most challenging
type of dataset shift to handle. For example, in hyperspectral regression of
chlorophyll a concentration, the relationship between hyperspectral input
data and chlorophyll a concentration as target variable can change due to
undetectable hydrochemical processes. [...]
Several causes of dataset shift exist. One cause is the sample selection bias. Sample
selection bias can occur in the scope of different data measurements. In hyperspectral
regression [or classification], it often occurs as a result of the parallel use of different
hyperspectral sensors and changes of the measuring site. Another cause for dataset
shift [... are] non-stationary environments. Non-stationary environments appear
when the training environment differs from the test environment. This distinction
can be temporal or spatial. Since hyperspectral satellites record data at different
locations and during different seasons, dataset shift commonly occurs. [7, Sec. 7.3.2]
Various ways exist to deal with the challenges of dataset shift. In most ML stud-
ies for hyperspectral regression [or classification], dataset shift is simply ignored.
In this case, the applied model is static with regards to the dataset shift. Such
models can be used further as a baseline model allowing the detection of dataset
shift and enabling the evaluation of approaches aiming at the reduction of the
effects of dataset shift. [7, Sec. 7.3.2]
A first approach to reduce the effects of dataset shift is to re-fit or update the
ML model to new data. In the case of time series, this means re-fitting or up-
dating the ML model on more recent data. In the case of 2-dimensional (2D)
areal data, this means re-fitting on more training areas. Another approach is to
re-weight the training dataset based on temporal (time series) or spatial (2D data)
features. For example, training data of time series can be re-weighted so that
newer datapoints are more important in the training than preceding ones. Fur-
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ther, the ML model can be set up to inherently learn temporal changes to reduce
the bias of seasonality and timing. [7, Sec. 7.3.2]
2.5.3 Data Augmentation
Limited dataset size, in general, is a challenge for ML models. Especially for deep
architectures of ANNs and for estimations based Convolutional Neural Networks
(CNNs), a large dataset size is crucial (see Section 2.7.2). Sensor uncertainties and
noise are other challenges in the estimation based on hyperspectral data. In this
section, three data augmentation approaches are presented: data augmentation
with basic image manipulations, MC data augmentation, and GANs. An overview
of data augmentation approaches in deep learning is presented in [18, 68].
Data augmentation with basic image manipulations includes flipping, rotating,
and translation of images as well as color space transformations [68]. That way,
one image of a dataset can be used several times in the training of a ML model.
Current ML Python packages such as TensorFlow [61] already come with built-in
image manipulation methods. In [69], the implementation of these manipulation
methods is provided for multispectral satellite data.
Monte Carlo (MC) data augmentation is based on the generation of random samples
according to distributions which depend on the experiment at hand. For example, a
normal distribution of sensor uncertainty is often assumed to simulate sensor noise
in the data augmentation. The normal distribution results from the central limit the-
orem (e.g. [70]). The probability density for the normal distribution p(x) is defined,











For MC data augmentation, the generation of pseudo data, a random data generator
is needed. In general, it is recommended to apply existing, well-tested random
data generators. Within the scope of this work, a random generator from the
Python libraries SciPy and NumPy [71] is used, which is based on PCG64 [72].
In reference [47], the augmentation of soil moisture data from two sources is
studied in the estimation of soil moisture from hyperspectral data. Two differ-
ent MC augmentation datasets, augmentation over time and space, are included.
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An overview of hyperspectral data augmentation is presented in [73]. MC data
augmentation is applied in Section 5.5.1.
Generative Adversarial Networks (GANs) [74] are an upcoming ML model which
was introduced for unsupervised data augmentation. GANs consist of two ANNs: a
generator network and a discriminator network. The generator network learns to
generate new data samples. In combination with the existing (real) training data,
these new (fake) samples constitute the input data for the discriminator network.
The discriminator network learns to differentiate between real and fake input data.
During the training of a GAN, both networks learn to improve their performance re-
garding their respective task. Finally, a trained GAN is able to generate new training
data which can be used to augment the existing training dataset [...]. [7, Sec. 7.6.1]
A detailed overview on GANs is presented in [75]. In hyperspectral regres-
sion, GANs are not commonly used so far, although there are different ap-
plications in classification. For example, the implementation of GANs and
their applications on open hyperspectral classification datasets is presented
in [76]. A more complex approach combining GANs with Semi-Supervised
Learning (SSL) is presented in [77]. [7, Sec. 7.6.1]
2.5.4 Dataset Splitting
To evaluate the generalization abilities of an ML model, the full available dataset
needs to be split into smaller datasets. In general, dataset splitting should meet the
i.i.d. assumption (see Section 2.5.2). [... There are two commonly applied types of
dataset splitting.] In the first type, the full dataset is split into two subsets: training
and test. In the second type, the three subsets training, validation, and test are
generated. In both split types, the training dataset is used repeatedly to train the ML
model. The test dataset is used only once to evaluate the final ML model. The split
types differ with respect to the way the ML models are optimized (see Section 2.7.5).
In the 3-subset split, the validation dataset is repeatedly used for the evaluation of the
generalization abilities of the ML model in the optimization process. In the 2-subset
split, the training dataset is used for both training and evaluation in the optimization
process by applying a k-fold cross-validation. Within the k-fold cross-validation, the
training dataset is randomly partitioned into k subsets of similar size. One of the k
subsets is then used for the evaluation of the ML model, while the remaining k – 1
subsets are used for the training of the ML model. This selection is repeated so that
every subset is used once as validation subset. Note that it is not trivial to apply k-fold
cross-validation on time series due to possible casual relationships. [7, Sec. 7.3.3]
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After deciding on the number of dataset subsets, the splitting approach needs to be
defined. [...] They are described in detail in [78] with their respective strengths and
weaknesses. The most commonly applied splitting approach is a random split or ran-
dom sampling (e.g., [79]). The subsets are randomly sampled which leads to subsets
with relatively similar target variable distributions. However, for spatially or tem-
porarily correlated data like 2D hyperspectral image data or time series, a pixel-wise
random split can lead to biased subsets. Since a significant number of datapoints in
one subset have direct spatial or temporal neighbors, the datapoints are highly cor-
related in between the subsets. Training on one datapoint and evaluating the model
performance on a neighboring datapoint leads to highly biased results. [7, Sec. 7.3.3]
In [7], further splitting approaches are presented and discussed: systematic splitting,
patch splitting and stratified splitting. Within the scope of this thesis, we rely on
random splitting as discussed in the relevant sections.
2.6 Feature Level
The feature level is the third level of the presented hyperspectral estima-
tion framework. It consists of unsupervised dimensionality reduction (Sec-
tion 2.6.1), unsupervised clustering (Section 2.6.2), and feature engineering
as well as feature selection (Section 2.6.3).
2.6.1 Dimensionality Reduction
Since correlations and redundancies between input features can occur, the virtual
dimensionality of a dataset is often smaller than the given dimensionality [80]. The
term dimensionality reduction refers to the reduction of the dimension m of the input
data to a smaller dimension mr ≤ m toward the virtual dimensionality. In addition,
the term compression focuses on the reduction of the dimension m of the data to
the smallest possible mmin ≤ mr ≤ m. In most cases after applying dimensionality
reduction, it is only possible to reconstruct similar data, not the original input data.
The topic of dimensionality reduction and compression in general is reviewed in
detail in [81, 82]. Note that the term feature extraction is often used instead of
dimensionality reduction (see e.g., [83]). [7, Sec. 7.4.1]
A more recent overview of dimensionality reduction approaches is presented in [16].
The authors provide an overview of state-of-the-art dimensionality reduction ap-
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proaches, divided into shallow and deep approaches. Overall, they compare 15 ap-
proaches in terms of their impact on the accuracy of the exemplary classification task.
We discuss in the following the most relevant approaches of dimensionality reduction
in hyperspectral regression [... and classification]. A commonly applied approach is
the Principal Component Analysis (PCA) [84]. The PCA transforms the input data
orthogonally based on the variance along newly found axes. These new axes are
referred to as principal components. The principal components are sorted by decreas-
ing variance. That is, the first principal component has the largest variance. There-
fore, the set of the first few principal components contain most of a dataset’s variance
and at best, most of the information contained in the dataset. [...] [7, Sec. 7.4.1]
Autoencoder (AE) [85] is an ANN approach for dimensionality reduction. An AE
consists of an input layer of input dimension m, followed by several hidden layers
with smaller dimension mhidden < m and an output layer of size m. The dimension
reduction of input to hidden layers is called encoding. In the encoding, the AE finds
a lower-dimensional representation of the input data. The dimension increase of the
encoded data in the original dimension m is called decoding. The AE is trained in an
unsupervised manner with the hyperspectral data for both input and (desired) output
data. Then, the encoding part of the trained AE can be used for dimensionality
reduction on the (hyperspectral) input data. In sum, the full AE with encoding and
decoding can also be used for noise removal (denoising) of the hyperspectral input
data. More details about ANN are presented in Section 2.7.2. Since an AE consist of
many free parameters, large training datasets are necessary for the training. Note
that only the number of hyperspectral input datapoints needs to be large for the AE.
The dataset that includes ground truth labels can be small. Since the combination
of large input data and small ground truth data is characteristic for multi- and
hyperspectral satellite data, AE is well-suited in this context. [...] [7, Sec. 7.4.1]
Finally, we list two additional dimensionality reduction approaches. The t-Distributed
Stochastic Neighbor Embedding (t-SNE) [86] is a non-linear approach which reduces
high-dimensional input data to a dataset with the dimension mr ∈ {2, 3}. Therefore,
this approach is well suited not only for dimensionality reduction but for the visualiza-
tion of a dataset as well. A recently presented dimensionality reduction approach is
called Uniform Manifold Approximation and Projection (UMAP) [87]. UMAP is com-
parable with the t-SNE algorithm incorporating several advantages in terms of speed
and performance. Since UMAP is a relatively new approach, it has to be investigated
further in context of hyperspectral regression [and classification]. [7, Sec. 7.4.1]
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2.6.2 Unsupervised Clustering
Clustering a dataset means the grouping datapoints with respect to a pre-defined
similarity metric. Datapoints are clustered, mostly in an unsupervised manner,
based on the input features such as hyperspectral bands.
The original publication [7] describes and compares the k-means clustering [88],
the Density-Based Spatial Clustering of Applications with Noise (DBSCAN) al-
gorithm [89], and unsupervised Self-Organizing Map (SOM) [90]. We omit
this part because Chapter 3 introduces a framework of unsupervised, super-
vised, and semi-supervised SOMs in detail [6].
2.6.3 Feature Engineering and Feature Selection
Feature Engineering In Sections 2.6.1 and 2.6.2, we apply dimensionality reduc-
tion and clustering to generate new features. In contrast to these data-driven
approaches, feature engineering is based on prior knowledge. The generated fea-
tures can be categorized as spectral features or spatial features. The engineering
of spectral features is inspired by physical processes. Spectral features are com-
monly characterized by a ratio or the normalized difference of hyperspectral bands.
The most popular example in hyperspectral regression [and classification] is the
Normalized Difference Vegetation Index (NDVI) [91] which corresponds to pho-
tosynthesis processes. Spatial features are often generated based on contextual
information of neighboring pixels (datapoints). Examples for spatial features are
objects, edges, and contours. They are generally created by the application of filters.
Note that spatial features can only be generated [... for] hyperspectral images when
their corresponding spatial resolution is adequate. [...] [7, Sec. 7.4.3]
In recent years, the application of (manual) feature engineering has decreased in
hyperspectral regression [and classification]. Deep ANNs, which are able to learn
new low-level and high-level features automatically (see Section 2.7.2), are the main
reason for this development. Admittedly, incorporating domain knowledge into data-
driven ML models might still improve their performance. Especially, the estimation
of physical parameters in hyperspectral regression can be improved by including
domain knowledge if such knowledge is available. An overview of the domain
knowledge integration into ML models is given in [92] including a review and a
consistent taxonomy on previous research. The authors distinguish between four
possible approaches to include prior knowledge into ML models [92]: [7, Sec. 7.6.2]
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• Integration of the knowledge into the training data by feature engineering
(see Section 2.6.3) and simulations (see Section 2.5.3).
• Integration of the knowledge into the hypothesis space, for example by choos-
ing an appropriate ML model such as CNNs for 2D hyperspectral data in the
case of locality and translation invariance (see Section 2.7.2).
• Integration of the knowledge into the training algorithm, for example by
modifying the loss function.
• Integration of the knowledge into the final hypothesis, for example by including
physical constraints on the output variable.
Domain knowledge is included in a data-driven ML model, mainly to increase the
model’s ability to generalize on new, unknown data. The domain knowledge itself
adds a bias to the ML model, which is referred to as inductive bias (e.g. [21]).
Feature Selection In contrast to feature engineering, feature selection describes the
process of selecting a subset of all available input features which can be used as input
data for supervised ML models. In context of hyperspectral regression [and classifi-
cation], the term band selection is often used instead of the term feature selection.
The main advantage of feature selection over feature engineering or dimensionality
reduction is that the features (hyperspectral bands) are physically meaningful. For
example, principal components can not be interpreted physically (see Section 2.6.1).
Therefore, feature selection applied on data of one sensor can be transferred to data
of another sensor with slightly different hyperspectral bands. [...] [7, Sec. 7.4.3]
An overview of feature selection is presented in [93]. A review on several ap-
plications of feature engineering and feature selection in the context of remote
sensing image processing is provided in [10]. [...] The use of feature selec-
tion and feature engineering depends on the dataset as well as on the applied
supervised ML model. [7, Sec. 7.4.3]
2.7 Model Level
Hyperspectral regression and classification is based on mapping hyperspectral in-
put data with desired output data with a specific ML model. Two supervised ML
approaches are presented in the following: tree-based models (Section 2.7.1) and
ANNs (Section 2.7.2). An overview of semi-supervised learning based on hyper-
spectral data is given in Section 2.7.3. The selection of an appropriate ML model
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is addressed in Section 2.7.4, followed by the hyperparameter optimization (Sec-
tion 2.7.5) and the model evaluation metrics (Section 2.7.6). This chapter is followed
by Chapter 3, which is about a specific type of ML model, the supervised SOMs.
Afterward, deep 1D CNNs are introduced and applied in Chapter 4.
2.7.1 Tree-based Models
Tree-based regression is based on Decision Trees (DTs). DTs consist of a root node
and leave nodes connected by branches. The basic idea is to split the training dataset
at every branch into subsets based on the input features, for example hyperspectral
bands. In the best case, this split leads to leafs at the end of the branches containing
similar values of the respective physical parameter to be estimated. The algorithm
of DT regression is defined as follows [94] [7, Sec. 7.5.1.2]:
1. Start with the root node.
2. Start with the most significant input feature (hyperspectral band) of the
training data, for example according to the Gini impurity.
3. Divide the input data with a (binary) cut c1 on that input feature xi, for
example according to the Gini impurity.
4. Divide data along the next best feature on cut cj for j = 2, 3, . . . which are
calculated similarly to step 3.
5. Stop if a condition is met, for example, maximum number of nodes, maximum
depth, or maximum purity.
6. Then, the ground truth labels of the datapoints are averaged for every individ-
ual leaf. Finally, every leaf contains one output value.
DTs can also be applied for the classification of discrete target variables. The
algorithm changes in step 6. The averaging of the ground truth labels over every
individual leaf is replaced, for example, by a majority vote.
In the context of regression, the trained DT is applied for the estimation of the
physical parameter. Every input datapoint is mapped onto a leaf containing the
respective output value. In steps 2 and 4, the DT algorithm finds the most important
feature at each branch in order to divide the dataset into more homogeneous
subsets. For this reason, most software implementations of the DT algorithm return
a trained estimator and an importance ranking of each input feature. This ranking
is called feature importance. In the case of regression with hyperspectral data, the
importance ranking refers to the hyperspectral bands. The implementation of the
feature importance differs depending on the applied software. For example, the
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feature importance can be based on the permutation of the respective values of each
input feature. The bigger the influence of an input feature on the regression [or
classification] performance, the more important it is. [7, Sec. 7.5.1.2]
[...] To address the issue of overfitting of a single DT, an ensemble of trees can
be used. In the following, we focus on two ensembling techniques: bagging and
boosting. The main idea of bootstrap aggregation, or bagging, is to average over
a number of estimators trained on slightly different training datasets. In case of
tree-based regression, the average is calculated over multiple DTs with different
setups or training datasets. The trees are trained in parallel. Random Forest (RF)
is one implementation of bagging with DTs [95]. Its algorithm is defined in the
initialization (step 1) and three repeated steps (steps 2 to 4) [7, Sec. 7.5.1.2]:
1. Initialization: Set the number of trees B, the number of features is m.
2. Bootstrap: Sample learning batch containing n datapoints with replacement
from a dataset with n datapoints. There should be n1 ≈ 2/3n different
samples.
3. Feature bagging: At every node, a random subset of mbag =
√
m features
are used for the splitting. This leads to a decreasing correlation between the
different trees.
4. Regression [or classification]: See DT algorithm above.
Every tree only uses between 60 % to 70 % of the datapoints for the training
process. The remaining 30 % to 40 % of the datapoints can be used to evalu-
ate the estimation performance of the respective trees. The regression error of
these trees on their ignored datapoints is called out-of-bag error and is a good
estimate for the generalization error of the ML model. This reduces the need
for an extra validation dataset. [7, Sec. 7.5.1.2]
Extremely Randomized Trees (ET) are a modification of the RF algorithm [96].
Compared to the RF algorithm, the splitting process for each node is modified.
Randomized thresholds are calculated for each feature of the random subset. Finally,
the best threshold is used for the split in the respective node. This modification leads
to less variance and increases the bias [of the model]. [...] [7, Sec. 7.5.1.2]
Boosting is another technique to improve the regression based on DTs [97, 98].
It relies on learning multiple estimators which are incrementally generated and
improved. Gradient Tree Boosting (GTB) as an example of a boosting algorithm
applies a gradient descent optimization [99, 100]. Shallow trees are fitted iteratively
on the negative gradient of the loss function. [7, Sec. 7.5.1.2]
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With respect to bias and variance, the two tree ensembling techniques differ. In
bagging, fully grown DTs are used. By decreasing the correlation between the
trees, the variance of the estimator also decreases. The bias remains unchanged.
In boosting, relatively shallow trees are used which implies a high bias and a
low variance. The ensemble of these shallow trees, the boosted model, reduces
mostly the bias. [...] [7, Sec. 7.5.1.2]
In hyperspectral regression, tree bagging techniques such as RF or extremely ran-
domized trees are one of the most-frequently used regression models. For example,
RF models are applied to estimate biomass with a smaller dataset of WorldView-2
satellite images [101]. The feature importance was used to create new input features.
A similar approach was pursued for the estimation of sugarcane leaf nitrogen con-
centration based on Earth-Observing One (EO-1) Hyperion hyperspectral data [102].
Compared with RF models, ET perform consistently better several regression tasks
such as estimating, for example, soil moisture and chlorophyll a concentration [9,
23, 103, 104, 105, 47]. According to these studies, the additional randomization
seems to improve the regression performance. [7, Sec. 7.5.1.2]
Similarly, RF is one of the standard approaches in hyperspectral classification.
For example, RF is applied in the classification of land cover classification [106,
107]. In [108], the classification of vegetation types based on Airborne Visi-
ble Infrared Imaging Spectrometer (AVIRIS) data and the classification of land
cover based on Hyperion data is presented.
It appears that boosting is less common in hyperspectral regression [and classifica-
tion]. GTB, for example, is applied in context of soil characterization with hyperspec-
tral data in the range of 350 nm to 2500 nm [109, 110]. To optimize the application
of GTB, a combination of gradient boosting with Partial Least Squares (PLS) is
introduced for high-dimensional data [110]. [7, Sec. 7.5.1.2]
2.7.2 Artificial Neural Networks
Artificial Neural Networks (ANNs) based on perceptrons and backpropagation have
been around since the 1960s. With increasing computing power and the increasing
availability of large training datasets, ANNs significantly have grown in popularity
in the 2010s. Subsequently, we give an overview of the different types of ANNs and
their applications in hyperspectral regression [and classification]. A comprehensive
introduction to ANNs can be found, for example, in [25, 18]. [7, Sec. 7.5.1.5]
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Inspired by biological neural networks, ANNs are networks of artificial neurons.
These neurons consist of input connections from predecessor neurons as well as an
activation function depending on the weighted inputs and a defined threshold. With
the activation function, the neuron output is calculated which is then forwarded
to the subsequent neurons. The connections between the neurons are weighted.
Through the adaptation of these weights, the ANN is adapted to a regression problem,
for example through backpropagation. The most common ANN architecture for
regression tasks is a fully-connected network. It consists of several neurons organized
in consecutive and connected layers. [7, Sec. 7.5.1.5]
A deep neural network is a network with several hidden layers. Hidden layers are
located between input and output layers. Deep ANNs are able to learn hierarchical,
meaning that lower-level features are learned in the first layers while higher-level
features are composed in the following layers. This way, a deep ANN is able to adapt
to more complex tasks. [...] An overview of deep learning applications in image
analysis with hyperspectral data is given in [12]. The application of deep learning
in hyperspectral classification tasks is illustrated in [14]. [7, Sec. 7.5.1.5]
A typical challenge of applying deep learning is that with increasing number of
layers and neurons, the number of trainable parameters increases. This may lead
to overfitting. To prevent overfitting, regularization techniques such as L2 reg-
ularization, dropout and batch-normalization are introduced. L2 regularization
adds an L2 term of the weights to the loss function, dropout deactivates neurons
randomly during the training iterations and batch-normalization normalizes the
output of each layer per batch of datapoints. [7, Sec. 7.5.1.5]
There are several types of ANN with different characteristics. Convolutional Neural
Networks (CNNs) [111] are designed to reduce the number of weights and therefore
the free parameters. The main idea of CNNs is to extract local features which
are translation invariant. CNNs consist of filter layers which are convolved with
the input data. In most cases, the input data for CNNs consists of 2D images.
Because the filters are convolved with the data instead of having one filter per input
dimension, this technique is called weight sharing. Weight sharing significantly
reduces the number of free parameters which need to be trained. These filters
are learned in the training process in contrast to the hand-engineered filters in
classical image processing. Many popular CNN architectures also include pooling
layers. Pooling layers reduce the input data by a factor. A CNN often includes
fully-connected layers at the end. [7, Sec. 7.5.1.5]
In general, ANNs and CNNs can be trained from scratch by initializing all weights
randomly and iteratively adapting the weights to the training dataset. Transfer
2.7 Model Level 29
learning is an alternative approach [112]. Networks are pre-trained on an exist-
ing and similar dataset and are then refined on the actual task. For example, a
popular dataset for 2D images is ImageNet [113]. Pre-trained networks such as
VGG16 [114] and ResNet50 [115] are freely available and can be used for own
classification or regression tasks. Transfer learning can save significant amounts
of time compared to training from scratch since less training iterations of the
network weights are necessary. [7, Sec. 7.5.1.5]
Recurrent Neural Networks (RNNs) [116] are another type of ANN. They learn
from sequences like time series. For long sequences, the gradients can vanish. Long
Short-Term Memory (LSTM) networks [117] solve this issue with the help of gates
(update, forget, output). In recent years, RNN and LSTM, have been used mainly
in natural language processing. In the context of hyperspectral remote sensing,
time series such as satellite images of different dates pose possible applications
of these network architectures. [7, Sec. 7.5.1.5]
ANNs are widely applied in hyperspectral regression [and classification]. An early
overview of their use and their opportunities in remote sensing is given by [118]. For
example, ANNs are applied on hyperspectral spectroscopy to estimate rice nitrogen
status [119]. As a finding of this study, the authors emphasize the extensive need of
hyperparameter tuning of the ANN. Furthermore, the results imply that dimension-
ality reduction (see Section 2.6.1) can increase the estimation performance. A com-
parison of backpropagation ANNs and further regression models for the estimation
of pigment content in rice leaves and panicles is shown in [120]. With hyperspectral
input data, ANNs noticeably outperform the compared models. Regarding the esti-
mation of chlorophyll a and soil moisture, ANNs perform strongly especially with
input data normalization and dimensionality reduction [9, 23]. [7, Sec. 7.5.1.5]
The primary applications of CNNs on hyperspectral data cover, so far, only classifica-
tion tasks (e.g., [8] [and Chapter 4]). An example of hyperspectral regression of
soil clay content with 1D CNNs on a large European dataset is presented in [121].
Instead of applying a commonly applied spatial 2D CNN, the introduced CNN con-
volves along the spectral axis. Furthermore, this study is a good example that using
transfer learning provides acceptable results. Up to now (2020), there is no relevant
published study about the application of basic RNNs in hyperspectral regression.
However, LSTMs are used to estimate crop yield in combination with CNNs in [122].
The results of this study emphasize the potential of LSTMs. [7, Sec. 7.5.1.5]
Innovations with respect to ANN architectures are continuously presented and
applied in ML research. For example, hierarchical neural networks such as at-
tention networks [123] are a promising architecture alternative to LSTMs (see
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Section 2.7.2) when analyzing sequential data. Further developments involve
capsule networks [124], which use vectors rather than scalars to represent input
features. Capsule networks might improve the estimation performance of networks,
for example in the hyperspectral image classification [125]. [7, Sec. 7.6.3]
A further trend in ML is the automation of the ML workflow, often referred to
as Automated Machine Learning (AutoML). AutoML can include the automa-
tion of steps like pre-processing (Section 2.5.1), dimensionality reduction (Sec-
tion 2.6.1), feature engineering and feature selection (Section 2.6.3), ML model
selection and optimization (Sections 2.7.4 and 2.7.5). An overview of AutoML
is given in [126]. While AutoML simplifies and speeds up the application of ML
for the user, we emphasize that AutoML is not a universal solution for all hyper-
spectral regression [and classification] problems. Two relevant implementations of
AutoML are auto-sklearn [127, 128] and TPOT [129, 130]. Both implementations
are based on the widely-used scikit-learn [131]. Another example of AutoML is
MorphNet [132]. MorphNet is focused on shrinking and expanding ANN struc-
tures to adapt the ANN for maximum performance with respect to constraints
on computing resources. [7, Sec. 7.6.3]
2.7.3 Semi-Supervised Models
In Section 2.7, we have assumed that every datapoint xi in our training dataset comes
with an associated ground truth label yi. In practice, this may not always be the case.
For example, hyperspectral satellite images as input data cover large areas while
soil moisture ground truth might be limited to several point-wise measurements. It
is possible to use only the datapoints xi with existing label yi to apply supervised
learning (see Section 2.7). Semi-Supervised Learning (SSL) is a solution that also
benefits from datapoints without labels. The mathematical description can be
found in Section 2.2 as well as in [24]. For SSL, a certain smoothness of the data is
assumed. That means that if two datapoints x1, x2 ∈ X are close in the X space, their
corresponding labels y1, y2 ∈ Y are close in the Y space as well. [...] [7, Sec. 7.5.2]
Up to now (2020), there is a lack of relevant SSL applications with respect to
hyperspectral regression. In the following, we give an overview of the most important
types of SSL approaches and their applications with hyperspectral input data. A
review of general SSL applications is given in [133]. [7, Sec. 7.5.2.1]
Generative models rely on the cluster assumption: the datapoints of clusters and data-
points in similar clusters share similar labels [24]. Reasonable assumptions about the
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dataset distributions are crucial for the success of generative models. As a result, only
few ML applications with generative models exist. In [134], the authors present an
example of the application of generative models. The authors present a classification
of agricultural classes with multispectral data of an airborne sensor. [7, Sec. 7.5.2.1]
According to an equivalent formulation of cluster assumption, the decision bound-
ary of an estimator should lie in a low-density region of the feature space [24].
To achieve this aim, maximum margin algorithms such as Support Vector Ma-
chines (SVMs) can be applied. This type of SSL algorithms is called low-density
separation algorithms. One possible implementation are Transductive Support Vec-
tor Machine (TSVM). TSVM maximize the margins between unlabeled as well as
labeled datapoints [135, 136]. An example of a TSVM application on Landsat 5
is shown in [137]. Six land cover classes are estimated based on a missing-label
dataset as ill-posed classification task. [7, Sec. 7.5.2.1]
In graph-based methods, each datapoint of the dataset is represented as one node
of a graph [138, 139]. The nodes are linked to each other with edges. The
edges between two nodes are labeled with the distance between the respective two
nodes. Graph-based methods rely on the manifold assumption. This means that the
high-dimensional datapoints lie roughly on a low(er)-dimensional manifold [24].
Therefore, manifold regularization can be applied to the graph both on the labeled
and on the unlabeled subset of the dataset [140]. This includes a term to enforce the
smoothness of the dataset. As a remark, these methods imply high computational
costs due to matrix inversion on large datasets despite efficient methods. In [141],
the graph-based method proposed by [142] is applied to the AVIRIS Indian Pines
land cover dataset. Another graph-based method is LapSVM. It is based on Laplacian
SVMs and was introduced in [143]. LapSVM is applied by [144] on urban monitoring
and cloud screening with a variety of data. [7, Sec. 7.5.2.1]
Additionally, we point to one further SSL approach which is applied on hyperspectral
data. In [145], a Semi-Supervised Neural Network (SSNN) is introduced. The
SSNN is set up to compensate shortcomings of the existing SSL approaches. The
results show non-monotonic improvement of class accuracies as well as indicate
the added value of ANNs in semi-supervised tasks. In [146], CNNs and RNNs are
applied in combination with label clustering to deal with the missing labels. The
Supervised Self-Organizing Maps (SuSi) framework [see Chapter 3] also contains
semi-supervised estimators for regression and classification [6]. [7, Sec. 7.5.2.1]
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2.7.4 Model Selection
In Section 2.7, we have introduced a number of supervised and semi-supervised
models and provided references to exemplary applications [...]. However, we have
not yet discussed the selection of a particular ML model for a given regression
problem. This selection is based on criteria which are constrained by the dataset
and the respective application. In the following, we list some important selection
criteria of an ML regression model: [7, Sec. 7.5.3]
• What type of input data are we using: 1D, 2D, 3-dimensional (3D), time
series? CNNs are good for datasets if locality and translation invariance can
be assumed. LSTMs are particular useful at capturing long-term dependencies
in time series data.
• What are the spectral, spatial and temporal dimension of the input data? Red–
Green–Blue (RGB), multispectral or hyperspectral? Some ML models perform
better with low-dimensional data. Therefore, dimensionality reduction (see
Section 2.6.1) might be a good idea.
• Is the given regression problem linear or non-linear? We recommend applying
the simplest model first. If the regression problem is expected to be linear, a
linear model should be used.
• What is the size of the training dataset? Deep learning techniques require
large amounts of data to be trained from scratch. Transfer learning can be
applied to solve the shortcoming in this particular case (see Section 2.7.2).
• Is low bias or low variance more important for the estimation? Setting up ML
models is often a tradeoff between bias and variance (see Section 2.2). For
example in DT ensemble methods (see Section 2.7.1), bagging applies deeper
trees with lower variance while boosting applies shallow trees with less bias.
• How important is it to apply ML models which are transparent and inter-
pretable? Models such as k-Nearest Neighbors (k-NN) and DTs are easy to
interpret for humans, while ANNs and SVMs are considered as black box
models.
After choosing the model that meets the selection criteria, it needs to be opti-
mized and then be evaluated. The hyperparameter optimization is described in
Section 2.7.5. The metrics to evaluate ML models in terms of regression perfor-
mance can be found in Section 2.7.6. [7, Sec. 7.5.3]
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2.7.5 Hyperparameter Optimization
ML models are defined by two sets of parameters: hyperparameters and model
parameters. Hyperparameters are set before the training and model parameters are
learned during the training process of the ML model. In the following, we give a brief
overview of different possibilities to optimize hyperparameters. A more detailed
explanation of hyperparameter optimization can be found in [147]. [7, Sec. 7.5.3.1]
A simple way to tune hyperparameters is manually setting and testing them, for
example, with cross-validation. Since this approach is very time-consuming, a
better way is to automate the tuning process. For example, in the grid search
approach, a pre-set hyperparameter space is automatically evaluated. The grid
search operates well on small hyperparameter spaces, but it is very time-consuming
for larger hyperparameter spaces. A randomized search speeds up the grid search
approach by randomly iterating through the hyperparameter space instead of test-
ing all combinations [148]. [7, Sec. 7.5.3.1]
A more sophisticated type of hyperparameter optimization is the Bayesian op-
timization. It collects more information about the dataset and the ML model
with each iteration by building hypotheses about sets of hyperparameters before
the actual run. [...] [7, Sec. 7.5.3.1]
2.7.6 Model Evaluation Metrics
ML models should be evaluated based on several different metrics. In the following,
the evaluation metrics for regression and classification models are described.
Metrics in Regression For all of the n input datapoints xi with their true
labels yi, the ML model returns the estimation yˆi based on xi. The Mean






|yi – yˆi| . (2.2)
The MAE is one of the easy-to-use evaluation metrics since it sums up the absolute dif-
ferences yi – yˆi of the true label value and the estimated label value. [7, Sec. 7.5.3.2]
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Many ML applications require the model to have as little outliers as possible. This
can be achieved by including the squared error instead of the absolute error. The









Estimation errors below 1 are less important in the MSE implementation than errors
above 1. One drawback of the MSE is the unit of the error being the squared
unit of the target variable to be estimated. The Root Mean Squared Error (RMSE)











All the presented metrics, MAE, MSE, and RMSE, are easy to understand. MAE and
RMSE return an error measure in the unit of the target variable y. As a remark,
without knowing the distribution and scale of the target variable with its minimum
and maximum, these metrics are difficult to interpret. [7, Sec. 7.5.3.2]
The Coefficient of Determination (R2) is a relative measure to resolve the unit
issue as stated above. It is defined as
R2 = 1 –
n ·MSE∑n
i=1(yi – y)











In this definition, it normally returns a value between 0 and 1; R2 = 1 indicates that
the ML model estimation is in perfect agreement with the data. However, negative
values might occur and indicate a bad estimation performance. [...] [7, Sec. 7.5.3.2]
Metrics in Classification In classification, the labels yi of the input datapoints xi
are discrete. In contrast to the regression case, the true and the estimated labels can
not be compared with a distance metric. Instead, estimated labels can be equal or
unequal to their respective true labels. The Overall Accuracy (OA) is defined as
OA =
number of correctly classified datapoints
n
, (2.6)
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with the total number of datapoints n. The OA is independent of the numbers of data-
points per individual class. To include the class distribution of a dataset into the eval-






number of correctly classified datapoints of class c
number of datapoints of class c
, (2.7)
with the sum over all different classes of a given dataset. To include the hypothetical
probability of chance agreement θ into an evaluation, the Cohen’s Kappa Coefficient
(κ) can be applied. The probabilities θ for each class in the dataset are derived





2.8 Summary, Applications, and Extension
This chapter presents a hyperspectral estimation framework with four different
levels: sensor level, data level, feature level, and model level. In Figure 2.1, this
framework is illustrated in all considered parts. On the sensor level (Section 2.4),
the hyperspectral data is combined with ground truth, for example, point-wise
measurements of soil moisture or soil texture. The following data level (Section 2.5)
is divided into pre-processing, the challenge of dataset shift, data augmentation, and
approaches for dataset splitting. On the feature level (Section 2.6), dimensionality
reduction, clustering, and feature engineering, new features are generated and
afterward selected. The actual estimation is implemented on the model level
(Section 2.7) with supervised and semi-supervised learning models. The model
selection, optimization, and evaluation are described for the given estimation task
and dataset, resulting in a final model and a final estimation.
This chapter includes material from [7], which provides further material:
• additional supervised learning models such as linear regression, partial least
squares, SVMs, and k-NN,
• best practices as well as strengths and weaknesses of different models and
approaches of the presented framework,
• a comparison of the supervised learning models based on the KarLy dataset in
the regression of soil moisture based on hyperspectral data, and
• code examples for every part of the framework in Python [149].
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The presented hyperspectral estimation framework is applied in this work as follows.
In Chapter 3, a supervised and semi-supervised learning approach is presented that
covers the feature and model level of this framework. A deep supervised classification
approach is presented in Chapter 4 on the model level that replaces the feature level.
Based on the ALPACA dataset, the hyperspectral estimation framework is applied to
all levels in Chapter 5. The hyperspectral estimation framework is applied in other
studies as well. Within the scope of this doctoral thesis, the author supervised two
students during their master theses [50, 51]. In the following, their work and their
findings are summarized as applications of the hyperspectral estimation framework.
Application on land use change detection The first master thesis is about the multi-
temporal change detection of land use in Peru [50]. On the sensor level, multi-
spectral satellite data from Sentinel-2 is used as input data. A land-use map is the
ground truth for this estimation. On the data level, two different dataset splitting
approaches are studied: random split and patch splitting (see Section 2.5.4). The
main contributions of this master thesis are on the model level: the development
and optimization of LSTMs, based on [150, 151], for the classification of land
use. The results are promising since the sequential, multi-temporal LSTM estimator
outperforms the mono-temporal baseline estimator. Further, the LSTM is able to
learn the concept of clouds in the images without supervision.
Application on soil texture classification The second master thesis supervised
within the scope of this thesis is about the classification of soil texture in eastern
Germany [51]. Again, Sentinel-2 data is used as input data, and a freely available
soil texture map is used as ground truth. On the sensor level, the impact of the
ground truth quality on the estimation quality is studied. On the data level, the
influence of Sentinel-2 atmospheric corrections is compared. Also, two different
dataset splitting approaches are implemented: random splitting and patch split-
ting [152]. On the feature level, spectral indices are applied to study the separability
of Sentinel-2 pixels between bare soil and vegetation. On the model level, several
supervised models are applied, such as SVMs, RF, ANNs, and a voting classifier. The
main results can be summarized as follows: (a) the impact of pixels covered by
vegetation is more significant than the impact of the ground truth quality, (b) the
atmospheric corrections show no increase in estimation performance in this study,
and (c) the voting classifier shows the best overall estimation performance.
Extension of the Framework As an extension to the four levels of the hyperspectral
estimation framework, we propose a fifth level: the decision level. With the esti-
mations provided by the ML model on the model level, decisions can be triggered
based on the applications. For example, agronomic decisions can be made based on
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hyperspectral estimations of crop type, crop cover, and crop yield [153]. Another
example is that a land cover estimation map provided on the model level can trig-
ger administrative decisions. Further, decision fusion of different data sources and
different estimations is included in the decision level [154, 155].





„Some people call this artificial intelligence, but
the reality is this technology will enhance us. So
instead of artificial intelligence, I think we’ll
augment our intelligence.
— Virgina Rometty
(CEO of IBM, 2012-2020)
This chapter includes material from
Felix M. Riese, Sina Keller, and Stefan Hinz. “Supervised and Semi-
Supervised Self-Organizing Maps for Regression and Classification Focusing
on Hyperspectral Data”. In: Remote Sensing 12.1 (2020). It is cited as [6]
and marked in green.
3.1 Introduction
Machine Learning (ML) approaches benefit from large datasets, especially the com-
monly applied deep Artificial Neural Networks (ANNs) and Convolutional Neural
Networks (CNNs), as described in Section 2.7.2. In hyperspectral remote sensing,
the acquisition of reference data (ground truth) can be time-consuming and costly.
In the example of the acquisition of soil moisture ground truth, each soil moisture
measurement is taken manually, point by point. That leads to hyperspectral datasets
with sufficient hyperspectral data, for example, a hyperspectral Unmanned Aerial
Vehicle (UAV) image, and only a few datapoints which are labeled with their respec-
tive soil moisture measurement. Therefore, there is a need for ML approaches that
can handle small datasets and datasets with only a few labeled datapoints.
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Self-Organizing Maps (SOMs) are a type of ANN that can handle datasets with few
references. SOMs are mostly used for unsupervised clustering and visualization;
only a few studies have focused on supervised SOMs up to now (see Section 3.2).
The SOM was introduced in [156, 90, 157, 158]. It is a shallow ANN architecture
consisting of an input layer and a 2-dimensional (2D) grid as the output layer. The
latter is fully connected to the input layer. The neurons on the output grid are
interconnected to each other through a neighborhood relationship. Changes on
the weights of one output neuron also affect the neurons in its neighborhood. This
unique characteristic decreases overfitting of the training datasets. Furthermore,
the 2D output grid visualizes the results of the SOM comprehensibly. This plain
visualization does not exist in the majority of ANNs. [6, Sec. 1]
In this [... chapter], we introduce the Supervised Self-Organizing Maps (SuSi)
framework for regression and classification with hyperspectral data. Figure 3.1
illustrates the schema of the SuSi framework. The SuSi framework combines unsu-
pervised, supervised, and semi-supervised learning for regression and classification.
In [41], the supervised regression part of the SuSi framework has been initially
introduced. It has been applied for the estimation of soil moisture [23] and the
estimation of water quality parameters [9]. This initial SOM implementation has
served as the basis for the SuSi framework that we have further improved in terms
of its regression performance. In addition, we introduce novel parts of the SuSi
framework in this contribution such as the supervised classification as well as the
Semi-Supervised Learning (SSL). To evaluate these novel parts, we apply the SuSi
framework on two exemplary hyperspectral datasets and compare the respective
regression and classification results to a Random Forest (RF) model. The actual
framework is available as an open-source Python package on GitHub [159]. This
ensures the maintainability and the opportunity for future upgrades by the authors
as well as any member of the community. [6, Sec. 1]
The main contributions regarding methodological developments and software of this
chapter are:
• the publication of the Karlsruhe Lysimeter (KarLy) dataset,
• the development and open-source publication of the SuSi framework including
unsupervised, supervised, and semi-supervised SOMs, and
• the applications of this framework approach in the regression of soil moisture
and the classification of land cover based on hyperspectral data.
This chapter is structured as follows. The related work of SOMs is presented in
Section 3.2, including a comparison of existing SOM frameworks with the SuSi
framework. The basis of the SuSi framework, the unsupervised SOM, is described in










Figure 3.1: Schema of the Supervised Self-Organizing Maps (SuSi) framework consisting
of the unsupervised Self-Organizing Map (SOM) (blue) and the (semi-)supervised SOM
(orange). Depending on the degree of reference data availability, a supervised or semi-
supervised SOM is applied. (adapted from [6])
detail in Section 3.3. For supervised regression and classification, the unsupervised
SOM is upgraded with an additional output layer to a supervised SOM in Section 3.4.
The semi-supervised extension is described in Section 3.5. In Section 3.6, the
supervised and the semi-supervised regression of soil moisture is performed on
a hyperspectral dataset. The classification SOM is applied in Section 3.7 in the
supervised and semi-supervised classification of land cover based on hyperspectral
data. Finally, the chapter is concluded in Section 3.8.
3.2 Related Work
In the following subsection, we give a brief overview of various SOM applications
in different fields of research. Most SOMs are applied in unsupervised learning
like clustering, visualization, and dimensionality reduction [160]. A comprehensive
overview of SOMs as unsupervised learners and their applications in the research
field of water resources is presented by [20]. SOMs are also used in the context of
maritime environment research [161]. In addition, a main application of SOMs is
clustering data [162] and cluster-wise regression [163]. [6, Sec. 2.1]
SOMs can be combined with other ML techniques. For example, the output of
the unsupervised SOM is used by Hsu et al. [164] as input for a support vector
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regressor to forecast stock prices. The clustering of the unsupervised SOM signif-
icantly improved the forecast. The authors in [165] present the combination of
SOMs with linear regression in hydrology. The authors point out the value of the
visualization capabilities of the unsupervised SOM. SOMs can also be used for
data fusion, e.g., for plant disease detection [166]. Hagenbuchner and Tsoi [167]
add majority voting to SOMs for the application as a supervised classifier. The
combination of SOMs and nearest-neighbor classification is shown by Ji [168] for
the classification of land use based on Landsat satellite data. Additional combina-
tions of unsupervised SOMs and supervised algorithms used for classification are
presented in [169, 170, 171, 172]. One example for the application of SOMs to
solve nonlinear regression tasks is presented by Hecht et al. [173] in the field of
robotics. SOMs are also applied in the supervised regression of physical parameters
in environmental research [41, 23, 9]. [6, Sec. 2.1]
SSL learns from labeled as well as from unlabeled data. An introduction to SSL
is given in [24] [and in Section 2.7.3]. In [174], an unsupervised SOM and a
supervised ANN are combined for the semi-supervised classification in software
fault detection. The authors point out the generalization abilities of their proposed
framework. An approach entirely based on SOMs is presented in [175]. A Semi-
Supervised Self-Organizing Map (SS-SOM) is introduced and applied on several real-
world datasets. The implementation of the SS-SOM is provided and can therefore
be compared to existing packages. [6, Sec. 2.1]
Python and R are widely used programming language in the context of ML
applications. Programming frameworks like scikit-learn [131] in Python have
simplified the application of existing ML techniques considerably. While in
the programming language R the kohonen package [176] provides a stan-
dardized framework for SOMs, several minor SOM packages exist in Python
addressing only specific ML tasks. [6, Sec. 2.1]
In the following, we compare the introduced SuSi framework with existing
Software packages in Python, R, and C. In our comparison, we include the
Python packages SOMPY [177], SimpSOM [178], MiniSom [179], TensorFlow
SOM [180], PyMVPA [181], NeuPy [182], the R kohonen package [176] and
the C tool SS-SOM [175]. All entitled packages are freely available, regularly
maintained (in 2019), and include unsupervised clustering. For example, the
packages abhinavralhan/kohonen-maps and lmjohns3/kohonen are not regularly
maintained and therefore left out in this study. The packages are analyzed on
the basis of the following criteria: [6, Sec. 2.1]
• Syntax: Is the syntax simple to use, e.g., in the style of scikit-learn [131]?
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• Documentation: Is the documentation provided in the form of a comprehensive
paper or an online documentation?
• Code: Is the code well documented and structured? Are code examples and
example plots available?
• ML: Is unsupervised clustering, supervised regression, or supervised classifica-
tion included in the package?
• Installation: Is the installation simple for the user, e.g., with PyPI?
• Programming language: In what language can the package be used?
The analysis is performed in favor of the packages, meaning that in cases where a
criterion is only partially satisfied, it is still considered as satisfied. Table 3.1 summa-
rizes the analysis results. Thus far, no supervised SOM package for Python is available
that matches the defined criteria and requirements (see Table 3.1). [6, Sec. 2.1]
3.3 Unsupervised SOMs for Clustering
In the following subsection, we describe the architecture and mathematics of the
unsupervised part of the SuSi framework. Further insights about the theory of
SOMs can be found for example in [158]. The 2D grid of a SOM, the map, can
be implemented in different topologies. In this [... chapter], we use the simplest
topology: the 2D rectangular grid consisting of nrow × ncolumn nodes. This grid is
fully connected to the input layer. This means that each node is connected to all
[... m] input features via [... m] weights. The variable naming conventions of the
SuSi framework are given in Table B.1. The training process of the unsupervised
SOM is illustrated in Figure 3.2 and consists of the following steps: [6, Sec. 2.3]
1. Initialize the SOM.
2. Get random input datapoint.
3. Find Best Matching Unit (BMU) (see Section 3.3.1).
4. Calculate learning rate (see Section 3.3.2) and neighborhood function (see
Section 3.3.3).
5. Calculate neighborhood distance weight matrix (see Section 3.3.4).
6. Modify SOM weight matrix (see Section 3.3.5).
7. Repeat from step 2 until the maximum number of iterations is reached.
The initialization approach of a SOM mainly affects the speed of the training.
We initialize the SOM weights of the SuSi framework randomly at this stage of
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development. Attik et al. [183] and Akinduko et al. [184], for example, proposed
more sophisticated initialization approaches like applying a principal component
analysis. We describe the training of an unsupervised SOM in Section 3.3.1. For
every part of the unsupervised SOM, several possible formulas exist.
The most relevant formulas for the unsupervised SOM for this chapter are pro-
vided in the following subsections. Alternative formulas are partially provided
in Appendix C.1.1 and in detail in [6].
3.3.1 Finding the Best Matching Unit
During the search for the BMU, the current input datapoint is compared to all
[... m]-dimensional weight vectors on the SOM grid. The SOM node that is
the closest one to the input node according to the chosen distance metric is
the BMU. Several distance metrics can be applied. The most common distance




(xi – x′i)2, (3.1)
with a dimension [... m] of the vectors x, x′. Further SOM distance metrics
are provided in [...] [6]. The Euclidean distance is the default distance metric
of the SuSi framework. Note that, in Section 3.3.4, the Euclidean distance
is applied on the 2D coordinates of the SOM nodes and not on the [... m]-
dimensional weight vectors. [6, Sec. 2.3.1]
3.3.2 Learning Rate
Decreasing learning rates are often implemented in ANNs for a faster convergence
and to prevent oscillations. The learning rate α of the SOM training is a function
that decreases from a value α0 with an increasing number of iterations. In the
following, we present the default implementation of the learning rate in the SuSi
framework. Alternative learning rate functions are summarized in [...] [6]. The







t = t + 1
Get random input datapoint x(t)
Find BMU c(x)
Calculate learning rate α(t) & 
neighborhood function σ(t)
Calculate neighborhood 
distance weights hc, i(t)
Modify weights wi(t+1)
Initialize unsupervised SOM 
and set t = 1
Figure 3.2: Flowchart of the unsupervised SOM algorithm resulting in the trained unsuper-
vised SOM (blue). (adapted from [6])
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default implementation the learning rate is taken from [185] and includes a start
value for the learning rate as well as an end value αend: [6, Sec. 2.3.2]







Similar to the learning rate, the neighborhood function is monotonically decreas-
ing. In the following, we provide the default neighborhood function of the SuSi
framework. Additional neighborhood functions can be found in [...] [6]. The
neighborhood function in [186] is defined, with σ0 as initial value of the neigh-
borhood function [...], as [6, Sec. 2.3.3]







3.3.4 Neighborhood Distance Weight
The neighborhood distance weight is a function of the number of iterations and
the distance d(c, i) between the BMU c and every other node i on the SOM grid.
The distance d(c, i) between the BMU c and node i is defined as the Euclidean
distance (see Equation (3.1)) on the 2D map grid. Note that this distance d(c, i)
is not the distance between the [... m]-dimensional weights. In the following,
we provide the default neighborhood distance weight formula of the SuSi frame-
work. Another formula is provided in [...] [6]. Matsushita and Nishio [186]
proposed a Pseudo-Gaussian neighborhood distance weight. The weight between








with the neighborhood function from Equation (3.3) and the Euclidean dis-
tance d(c, i) on the SOM grid. The implications of the chosen neighborhood distance
weight definitions on the SOM are investigated in e.g., [187, 188]. [6, Sec. 2.3.4]
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3.3.5 Adapting Weights
The two most used approaches to adapt the SOM weights are the online and the batch
mode. All weights of the SOM are adapted based on the learning rate and the neigh-
borhood distance weight. The online mode is described in detail in [158]. After each
iteration, all weights of the SOM are adapted to the current datapoint x(t) as follows:





with neighborhood function hc,i(t), learning rate α(t), and weight vector wi(t) of
node i at iteration t. The online mode is the default mode of the SuSi framework.
An implementation of the batch mode is described in [... [6]]. [6, Sec. 2.3.5]
3.3.6 Trained Unsupervised SOM
After reaching the maximum number of iterations tmax, the unsupervised SOM is
fully trained. The unsupervised SOM can now calculate the BMU for every input
datapoint, regardless if the datapoint is also part of the training dataset. This
supervised approaches in Sections 3.4 and 3.5 are based on the trained unsupervised
SOM. Since the number of nodes on the SOM grid can be larger than the number
of datapoints in a specific dataset, several nodes can exist that are not linked to
a datapoint of that respective dataset. [6, Sec. 2.3.6]
3.4 Supervised SOMs for Regression and Classification
To apply the SuSi framework for solving supervised regression or classification
tasks, we attach a second SOM to the unsupervised SOM. Figure 3.3 illustrates
the flowchart of the second, supervised SOM. The two SOMs differ with respect
to the dimension of the weights as well as their training. The weights of the
unsupervised SOM are of the same dimension as the input data. Thus, adapt-
ing these weights often changes the BMU for each input datapoint. In contrast,
the weights of the supervised SOM have the same dimension as the target vari-
able of the respective task. [6, Sec. 2.4]
One has to distinguish between two cases: regression and classification. In the
regression case, the weights of the supervised SOM are one-dimensional and contain
a continuous number. In the classification case, the weights of the supervised SOM









Initialize supervised SOM and 
set t = 1
Get random input datapoint 
x(t), y(t)
Find BMU c(x)
Calculate learning rate α(t) & 
neighborhood function σ(t)
Calculate neighborhood 
distance weights hc, i(t)
Modify weights wi(t+1)




0 ≤ u ≤ 1
Figure 3.3: Flowchart of the algorithms for the regression SOM (black) and the classification
SOM (black and blue). The Trained unsupervised SOM (dark blue) is the result of the
unsupervised SOM algorithm illustrated in Figure 3.2. (adapted from [6])
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contain a class. By combining the unsupervised and the supervised SOM, the former
is used to select the BMU for each datapoint while the latter links the selected BMU
to a specific estimation. In the following, we describe the different implementations
for regression and classification tasks. [6, Sec. 2.4]
3.4.1 Implementation of the Regression SOM
An initial implementation of the regression SOM is described in [41] using the
example of the soil moisture regression based on hyperspectral data. The training
of the regression SOM proceeds analogous to the unsupervised SOM: first, the
SOM is initialized randomly. Again, it iterates randomly through the dataset (see
Step 1). In each iteration, the BMU is found for the current datapoint based on
the trained unsupervised SOM (see Steps 2 and 3). The BMUs do not change for
the datapoints during the training since the unsupervised SOM is fully trained.
Then, the neighborhood function, the learning rate, and the neighborhood distance
weight matrix are calculated similarly to the algorithm of the unsupervised SOM
(see Steps 4 and 5). Finally, the weights are adapted to the label y(t) of the
input datapoint x(t) (see Step 6). [6, Sec. 2.4.1]
In the case of the regression SOM, the label is a continuous value and the weights
of the regression SOM can be modified similarly to the process described in Sec-
tion 3.3.5. After the training (and in the case of a one-dimensional, target variable),
the regression SOM consists of a map with a continuous distribution of the regression
target variable. To apply the trained regression SOM to a new dataset, the BMUs
needs to be found by the unsupervised SOM. For each datapoint in the new dataset,
the estimated output value of the SuSi framework is the weight of the found BMU on
the regression SOM. The regression SOM is illustrated in Figure 3.3. [6, Sec. 2.4.1]
3.4.2 Implementation of the Classification SOM
In the case of a classification task, the labels are discrete. In contrast to the
commonly used majority voting approach (see [167]), we have implemented
a training process similar to the adaptation approach of the unsupervised
SOM (see Section 3.3.5): [6, Sec. 2.4.2]
1. Initialize the classification SOM.
2. Get random input datapoint with label.
3. Find BMU based on trained unsupervised SOM.
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4. Calculate learning rate and neighborhood function.
5. Calculate neighborhood distance weight.
6. Calculate class-change probability matrix.
7. Modify classification SOM weight matrix.
8. Repeat from step 2 until the maximum number of iterations is reached.
The classification SOM is illustrated in Figure 3.3. The initialization in step 1 con-
tains a simple majority vote: each node is assigned to the class representing the
majority of datapoints allocated to the respective node. Steps 2 to 5 are imple-
mented similarly to the regression SOM in Section 3.4.1. To modify the discrete
weights of the classification SOM, we introduce the class-change probability Pc,i(t)
in step 6. In the regression SOM, the SOM nodes around the BMU are adapted
to the current datapoint with a certain probability depending on the learning rate
and the neighborhood distance weight. In the following, we explain our proposed
modification in the case of discrete models. [6, Sec. 2.4.2]
For datasets with imbalanced class distributions, meaning datasets with significantly
different number of datapoints per class, we provide the possibility to re-weight
the dataset. The optional class weight is defined as
wclass(j) =
n/(nclasses · nj), if class weighting,1, otherwise, (3.6)
with the number of datapoints [... n], the number of datapoints [... nj] of class j,
and the number of classes nclasses. Similar to Equation (3.5), we define a term that
affects the modification of the SOM weights. Since the modifications need to be
discrete, we rely on probabilities. The probability for a class change of a node i
with BMU c(x) of the datapoint x(t) with label y(t) is defined as
Pc,i(t) = wy(t) · α(t) · hc,i(t), (3.7)
with the class weight wy(t) (see Equation (3.6)), the learning rate α(t) (see Sec-
tion 3.3.2), and the neighborhood distance weight hc,i(t) (see Section 3.3.4).
To decide if a node changes its assigned class, a binary decision rule is created
based on this probability. A simple threshold of e.g., 0.5 would lead to a static
SOM after a certain number of iterations. Therefore, we include randomization
into the decision process. For every node in every iteration, a random num-
ber ui(t) is generated that is uniformly distributed between 0 and 1. The mod-
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ification of the weights is then implemented based on the class change probabil-
ity Pc,i(t) defined in Equation (3.7) as follows:
wi(t + 1) =
y(t), if ui(t) < Pc,i(t),wi(t), otherwise, (3.8)
with the label y(t) linked the to datapoint x(t) of the current iteration t. After the
maximum number of iterations is reached, the classification SOM is fully trained.
Then, every node on the SOM grid is assigned to one class of the dataset. To
apply the classification SOM on unknown data, the BMU needs to be found for
each datapoint with the unsupervised SOM. This process is similar to the process
of the trained regression SOM. The estimation of the classification SOM for this
datapoint is equivalent to the weight of the neuron in the classification SOM at
the position of the selected BMU. [6, Sec. 2.4.2]
3.5 Semi-Supervised SOMs for Regression and
Classification
In hyperspectral remote sensing, the acquisition of the reference data like soil
moisture measurements is often costly and time-expensive. With hyperspectral
sensors on UAVs or satellites, the hyperspectral input data can be recorded over
large areas. This kind of data acquisition can lead to a dataset with significantly
more hyperspectral input data than reference data. To use the possibly larger
input dataset, SSL can be applied that can learn from labeled as well as from
unlabeled data. In comparison, supervised learning approaches (see Section 3.4)
can only learn from labeled data. [6, Sec. 2.5]
The semi-supervised SOM is a combination of an unsupervised part (see Section 3.3)
and a supervised part (see Section 3.4). The unsupervised part is applied on the
full hyperspectral input dataset since it does not rely on labels. The supervised part
afterwards is applied on the smaller, labeled part of the training dataset. To decrease
the importance of unlabeled training datapoints, a sample weight is implemented
which gives more weight to labeled datapoints than to unlabeled datapoints. This
weighting is used for semi-supervised regression as well as for semi-supervised classi-
fication. A class weighting, as it is implemented in the supervised classification SOM
(see Section 3.4.2), can only improve the semi-supervised classification performance,
if the labeled datapoints are not balanced over the different classes. [6, Sec. 2.5]
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Figure 3.4: Soil moisture histogram of the KarLy dataset [41, 42]. (adapted from [6])
3.6 Soil Moisture Regression
In this section, the SuSi framework is applied on a hyperspectral dataset in the
regression of soil moisture. The relevance of soil moisture is addressed in Sec-
tion 2.3.1 and the dataset is introduced in Section 3.6.1. The supervised and
semi-supervised regressions are presented in Sections 3.6.2 and 3.6.3. In both
regressions, the SuSi framework is compared to a RF regressor.
3.6.1 Soil Moisture Dataset
The Karlsruhe Lysimeter (KarLy) dataset consisting of a bare soil sample is
introduced in [41] and is openly available in [42]. The dataset was ac-
quired in May 2017 in a five-day field campaign. A Time Domain Reflectom-
etry (TDR) sensor measures soil moisture in an irrigated soil sample in a range
of 25 % to 42 % soil moisture (see Figure 3.4).
The hyperspectral data is acquired with the UHD 285 hyperspectral snapshot camera
by Cubert (Ulm, Germany). In Section 2.4.1, the UHD 285 is compared to the
hyperspectral sensors applied within the scope of this thesis. The UHD 285 covers
the Visible and Near-Infrared (VNIR) spectrum with a range of 450 nm to 950 nm in
125 spectral bands. Its bandwidth is 8 nm, with a sampling interval of 4 nm. One
image includes 50× 50 pixels. In this work, the sensor is mounted on a tripod in
a static setup. The UHD 285 is calibrated with a white reference, which is located
within the field of view in every measurement. For every image, a mean spectrum
is calculated, as described in [41]. Overall, the dataset consists of 679 datapoints
with a hyperspectral spectrum of 125 bands and one soil moisture label.
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3.6.2 Supervised Regression of Soil Moisture
For the supervised regression of soil moisture, the KarLy dataset (see Section 3.6.1)
is used with all datapoints including all labels. The dataset is split randomly into a
training and a test subset in the ratio 1 : 1 [6]. The regression models are trained on
the training subset and evaluated on the test subset. A normalization per feature is
applied for the SOM regressor, the data for the RF regressor is not normalized [6].
A similar study with an initial version of the regression SOM is published in [41].
The hyperparameters of the regression SOM are set after a minor optimization
and are provided in Table C.1. These hyperparameters can be further optimized
depending on the applied dataset and underlying task. The results of the regression
SOM are compared to the results of a RF regressor [95]. The RF regressor is set up
with 10 000 estimators and the scikit-learn default hyperparameters (see [131]).
For the evaluation, we choose the Coefficient of Determination (R2). To ensure
generalization, the evaluation is repeated for five different random seeds which
are applied on the SOM, the RF as well as the dataset split. The final results are
provided as the mean R2 its standard deviation. [6, Sec. 3.2]
The regression SOM achieves R2 = (95.3± 0.8) % on the test subset. This score
implies that the regression SOM is able to generalize very well on this dataset.
Interestingly, the result for the training subset is only marginally better with R2train =
(97.7± 0.6) %. In comparison, the RF regressor results in R2 = (93.0± 2.2) % on
the test dataset and R2train = (99.1± 0.2) % on the training dataset. The SOM
outperforms the RF while showing less overtraining, meaning a smaller difference
between R2 and R2train. In this case, the R
2
train score could function as out-of-bag
estimate for the dataset similar to [95]. When dealing with small datasets, the SOM
provides the advantage of not requiring a split of the dataset. [6, Sec. 3.2]
Figure 3.5a shows the distribution of the SOM BMUs of the soil moisture dataset.
Instead of finding one single maximum, we recognize rather a random and uniform
distribution. The u-matrix shows the Euclidean distances between the SOM nodes
(see Figure 3.5b). In summary, areas on the SOM grid with low output values
show larger distances to the neighboring SOM nodes. Figure 3.5a illustrates further
that, despite the fact that the dataset is smaller than the number of SOM nodes,
the training takes advantage of the whole SOM grid. The spread over the whole
SOM grid ensures a generalization. The continuous regression output for each SOM
node is presented in Figure 3.5c. Although the SOM nodes outnumber the input
datapoints, each SOM node is linked to a soil moisture value. [6, Sec. 3.2]
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Figure 3.5: (a) Regression SOM distribution of the BMUs of the dataset; (b) u-matrix;
(c) distribution of the SOM regression output calculated for each node. (reprinted from [6])
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Figure 3.6: Semi-supervised regression SOM distributions of (a) the Best Matching Units
(BMUs) of the test dataset and (b) the regression output calculated for each node. (reprinted
from [6])
3.6.3 Semi-Supervised Regression of Soil Moisture
To evaluate the semi-supervised regression SOM, we use the soil moisture dataset
and is applied in a supervised regression (see Section 3.6.2). For the training, the
dataset is split into a training and a test subset in the ratio 1 : 1. Only 10 % of
the datapoints in the training dataset are labeled. Five different random seeds for
the SuSi framework as well as for the dataset split are used to reduce effects of
randomization. The hyperparameters of the semi-supervised regression SOM are set
after a minor optimization and are provided in Table C.1. For the semi-supervised
regression SOM, the hyperspectral input data are normalized. [6, Sec. 3.4]
The semi-supervised regression SOM achieves R2 = (81.9± 3.2) %. The distribu-
tion of the BMUs of the soil moisture dataset is shown in Figure 3.6a (supervised
regression: Figure 3.5a) and the continuous regression output for each SOM node
can be found in Figure 3.6b (supervised regression: Figure 3.5c). Comparing the
plots of the semi-supervised and the supervised case, we find that the distribution
of the dataset over the full SOM grid as well as generating a continuous output
map remain the same for the semi-supervised case. [6, Sec. 3.4]
To evaluate the regression performance of the semi-supervised SOM, we apply an RF
regressor with five different random seeds and 1000 estimators. The RF is trained
only on the labeled datapoints of the training dataset and tested on the full test
dataset. It achieves R2 = (71.9± 6.0) %. This result shows that the semi-supervised
regression SOM is able to learn additional information from the unlabeled data and
outperforms the RF on such a small labeled dataset. [6, Sec. 3.4]
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3.7 Land Cover Classification
In the following, the land cover classification with SOMs is presented. In Sec-
tion 2.3.3, the relevance of land cover classification is addressed. The dataset is
described in Section 3.7.1, and unsupervised clustering and visualization are per-
formed in Section 3.7.2. The supervised classification is presented in Section 3.7.3
and the semi-supervised classification is described in Section 3.7.4.
3.7.1 Land Cover Dataset
The Salinas valley dataset [189] for classification is a freely available land cover
dataset consisting of 512× 217 pixels collected by the 224-band Airborne Visible
Infrared Imaging Spectrometer (AVIRIS) in California, United States of America.
The spatial resolution of this dataset is 3.7 m. Of the 224 bands in the range of
400 nm to 2500 nm, the 20 water absorption bands are discarded, namely the bands
108 to 112, 154 to 167 and 224. The dataset consists of 54 129 datapoints with
reference data of 16 classes including several vegetation classes and bare soil. In
Figure 3.7, an overview of the dataset is illustrated. Compared to the regression
dataset, this dataset is significantly larger. [6, Sec. 2.2]
For some studies, the hyperspectral data are normalized per feature to im-
prove the performance of some estimators which are based on distance met-
rics. The mean of the respective dataset is therefore set to zero and the
standard deviation to one. [6, Sec. 2.2]
3.7.2 Unsupervised Clustering and Visualization
We exemplary apply the unsupervised SOM on the Salinas dataset described in
Section 3.7.1. The hyperparameters for the unsupervised SOM are provided in
Table C.1. After the training of the unsupervised SOM, the dominant (most preva-
lent) class for every single SOM node is shown in Figure 3.8a. The SOM performs
the clustering unsupervised, solely relying on the input data. The labels of the
input data are only added in the unsupervised part due to visualization purposes.
Similar classes form clusters of different shapes. With this visualization, infor-
mation about similarities between the classes can be gained as well as possible
mislabeled datapoints and classes [160]. Classes such as celery and soil vinyard
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Figure 3.7: Overview of the Salinas Airborne Visible Infrared Imaging Spectrometer (AVIRIS)
dataset with 16 classes and a spatial resolution of 3.7 m [189]. The coordinates are not
available and therefore illustrated in Arbitrary Units (a.u.).
develop form more isolated clusters while a class like corn senesced green weeds
is more spread over the SOM grid. [6, Sec. 3.1]
In Figure 3.8b, the u-matrix is shown. The u-matrix contains the vector norms
between the neighboring SOM nodes. Larger values imply larger spectral differ-
ences. The given u-matrix shows that the spectra of classes stubble and celery are
significantly separated from the rest classes. [6, Sec. 3.1]
The SOM grid distribution per class is shown in Figure 3.9. For each class, mostly
one or two soft clusters are visible. Differences of overlapping classes like grapes
untrained and vinyard untrained are more visible in this visualization than in the
dominant-class plot in Figure 3.8a. [6, Sec. 3.1]
3.7.3 Supervised Classification of Land Cover
We use the Salinas land cover dataset (see Section 3.7.1) for the evaluation of the
supervised classification SOM. An RF classifier is used as a baseline. The dataset
is split into a training and a test dataset in the ratio 30 : 70. The split ratio is
selected to ensure enough datapoints in the training dataset and to ensure a proper
evaluation. The evaluation results are the average results of five different random
seeds (see Section 3.6.2). Scaling is applied on the hyperspectral input data for
the SOM as described in Section 3.7.1. [6, Sec. 3.3]
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Figure 3.8: (a) Dominant classes per SOM node on the grid of the unsupervised SOM. The
color white is used if no datapoint is mapped to a SOM node; (b) u-matrix of the trained
unsupervised SOM. ((a) adapted and (b) reprinted from [6])




































































































Figure 3.9: 2D histograms for every class of the Salinas dataset on the 2D grid of the
unsupervised SOM. (adapted from [6])
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Similar to Section 3.6.2, the hyperparameters of the classification SOM are set
after a minor optimization and are provided in Table C.1. The hyperparameters of
the classification SOM can be further optimized. The RF classifier is set up with
100 estimators and the scikit-learn default hyperparameters (see [131]). For the
evaluation, we choose the metrics Overall Accuracy (OA), Average Accuracy (AA),
and Cohen’s Kappa Coefficient (κ) [... as defined in Section 2.7.6].
The classification results of the complete dataset are shown in the prediction map in
Figure 3.10. The SOM achieves a test OA of (76.9± 0.2) %, AA = (81.4± 0.7) %
and κ = (74.3± 0.2) %. The training OA is (77.2± 0.7) %, the training AA is
(81.6± 0.9) %, and the κ score on the training subsets is (74.6± 0.8) %. In con-
trast, the RF classifier achieves a test OA of (93.5± 0.1) %, AA = (96.4± 0.1) %
and κ = (92.7± 0.2) %, while the RF training metrics are all at about 100 %. The RF
classifier performs significantly better than the classification SOM. Note that the clas-
sification SOM of the SuSi framework has not yet been fully optimized. Similar to the
regression results (see Section 3.6.2), the differences between test and training met-
rics are lower for the SOM. Two findings can be derived. Firstly, the SOM is robust
against overtraining in this study implied by the only marginal difference between
training and test accuracies. Secondly, the SOM is not optimized on this classification
task in terms of the classification algorithm itself as well as the hyperparameters.
To optimize the algorithm and the large number of different hyperparameters for
the classification SOM, we expect the potential users of the open-source SuSi frame-
work [159] to share their experiences and to improve the framework. [6, Sec. 3.3]
Figure 3.11a shows the distribution of the classification output of the SOM. Nodes
assigned to the same classes are closer together on the SOM grid due to the inclu-
sion of the neighborhood during the training process. The u-matrix is shown in
Figure 3.11b. Both plots in Figure 3.10 can be compared to the clustering results in
Figure 3.8. Similar structures occur. Obvious differences can be explained by the
different number of datapoints used for the clustering as well as by the application
of different random seeds. The ability to differentiate between the 16 classes is
illustrated in the confusion matrix in Figure 3.12. Classes like grapes untrained and
vinyard untrained are often confused with the respective other as is also found in
Section 3.7.2. Figure 3.13 shows the confusion matrix of the RF is shown. As ex-
pected from the OA and AA, most of the classes are classified correctly to nearly
100 %. The two classes grapes untrained and vinyard untrained are confused with
each other, which is a comparable effect previously seen in the SOM. [6, Sec. 3.3]
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Figure 3.10: Map of the reference data (left) and the classification result of the classification
SOM (center) and the Random Forest (RF) classifier (right) on the Salinas Valley dataset.
The white area is ignored. The coordinates are not available and therefore illustrated in
Arbitrary Units (a.u.). (reprinted from [6])
3.7.4 Semi-Supervised Classification of Land Cover
In the following, we provide a proof-of-concept for the semi-supervised classification
SOM. The Salinas dataset (see Section 3.7.3) provides the basis for the evaluation.
To study the semi-supervised functionality of the SuSi framework, we generate a new
training dataset consisting of the whole Salinas dataset with the following modifica-
tion: only two datapoints of every class are labeled, which results in a labeled dataset
with 32 labeled pixels (0.06 %) and 54 097 unlabeled pixels. The semi-supervised
SOM is evaluated based on the full Salinas dataset with all 54 129 labeled pixels.
The hyperparameters of the semi-supervised classification SOM are set after a minor
optimization and are provided in Table C.1. Similarly to the studies before, five
different random seeds are applied for the classifiers as well as for the randomized
choice of the 32 labeled pixels. To evaluate the classification results of the semi-
supervised SOM, a supervised RF is only trained on the 32 labeled datapoints and
evaluated on the full datasets with all 54 129 labeled pixels. [6, Sec. 3.5]
The test OA of the semi-supervised classification SOM is (67.3± 3.0) %, the test
AA is (78.6± 2.6) %, and the test κ = (64.5± 3.3) %. Compared to the supervised
classification results in Section 3.7.3, the OA is significantly lower while the AA
does not differ much. Since the labeled training dataset consists of two datapoints
of every class, the AA is expected to be larger than the OA for a very unbalanced
dataset as for the Salinas dataset. A κ of more than 60% shows that the semi-
supervised SOM is significantly better than a random classification. The training
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Figure 3.11: (a) Classification SOM distribution of the classes linked to each node as output
of the classification calculated; (b) u-matrix of the classification SOM. ((a) adapted and
(b) reprinted from [6])
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Figure 3.12: Normalized confusion matrix of the classification SOM. (adapted from [6])
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Figure 3.13: Normalized confusion matrix of the RF classifier. (adapted from [6])
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Figure 3.14: Prediction map of the semi-supervised SOM and RF classifier. The coordinates
are not available and therefore illustrated in Arbitrary Units (a.u.). (reprinted from [6])
metrics are calculated based on the 32 labeled datapoints and are for the OA and
AA about (99.4± 1.2) % and κ of (99.3± 0.0) %. This indicates the capability of
the SOM to adapt to the poorly-labeled dataset. [6, Sec. 3.5]
The supervised RF achieves a test OA of (72.9± 2.8) %, a test AA of (81.3± 2.0) %,
and a test κ of (70.2± 3.0) %. Similar to Section 3.7.3, the train metrics are about
100 %. The RF classifier outperforms the semi-supervised approach only by a few
percentage points. The differences between the performances of the SOM and the
RF are significantly smaller than in the supervised case (see Section 3.7.3). This
finding implies that a supervised approach might be a similar or even better choice
in a case of a dataset with only a few labels. [6, Sec. 3.5]
Figure 3.14 shows the prediction map of the semi-supervised SOM with reasonable
results. In general, the fields of the different classes in the Salinas dataset can be
recognized as being of one major class. In Figure 3.15a, the output grid of the
semi-supervised SOM with each node assigned to one class is illustrated. Compared
to the supervised case in Figure 3.11a, clear circles can be seen that are artifacts
of the early stages, and therefore larger learning rates, of the training of the semi-
supervised SOM. With more labeled datapoints, a more diverse output grid could
be trained. The distribution of the different labeled datapoints on the SOM grid
is shown in Figure 3.15b. The dataset is spread over the full SOM grid with small
clusters at the borders of the grid. [6, Sec. 3.5]
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Figure 3.15: (a) Distribution of the semi-supervised SOM classification output calculated
for each node; (b) semi-supervised regression SOM distribution of the BMUs of the dataset.
((a) adapted and (b) reprinted from [6])
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3.8 Conclusions and Outlook
ML approaches, such as the commonly applied deep ANNs, require large training
datasets. In hyperspectral regression, many available datasets include only a few
labeled datapoints. While the acquisition of hyperspectral data gets increasingly
affordable, reference data, such as soil moisture point measurements, is still time-
expensive and costly to acquire. In this chapter, the SuSi framework is presented,
based on SOMs. It can be applied for unsupervised clustering and visualization as
well as supervised and semi-supervised regression and classification tasks.
We compare the framework with existing Python, R and C packages in Section 3.2
based on a selected list of requirements and based on the ease of use. The mathe-
matical concept of the framework is presented in Sections 3.3 to 3.5. [...] [6, Sec. 4]
We demonstrate regression and classification results of the supervised SOM in the
SuSi framework in Sections 3.6.2 and 3.7.3. The regression is performed on a small
dataset while the classification SOM is applied on a relatively large dataset. All
evaluation results of this [... chapter] are summarized in Table 3.2. The regression
SOM outperforms the baseline classifier RF while simultaneously showing less
overtraining. Similar to the supervised SOM regression performance, the supervised
classification SOM achieves satisfactory results with potential to improve. We find
that the performance metric based on the training dataset could function as an
out-of-bag estimate for the dataset. This suggests that, in the case of the supervised
regression and classification SOMs, we do not have to split the dataset necessarily,
which might improve the training especially on small datasets. [6, Sec. 4]
The unsupervised and supervised capabilities of the SuSi framework are combined for
solving semi-supervised tasks. Similar to the supervised regression and classification
applications, we apply the semi-supervised regression and classification SOM on
two different datasets to evaluate their performances. Both datasets are modified
for the semi-supervised evaluation: only a few datapoints in the training dataset
remain labeled. While the semi-supervised regression SOM clearly outperforms the
RF baseline classifier, the semi-supervised classification SOM achieves satisfying
results that are still below the RF performance. [6, Sec. 4]
In the future, the SuSi framework will be extended, optimized, and upgraded. In
particular, the supervised and semi-supervised classification has great potential for
methodological improvements. One promising approach is the batch mode [158]
for adapting the SOM weights [... see [6]]. The handling of missing and incomplete
data, as described in [167], is one example for a possible extension. Another
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possible extension of the semi-supervised SOM is active learning [190]. In active
learning, the ML model actively queries for unlabeled datapoints to be labeled that
are most helpful for the underlying task. One further advantage of the SOM is
the 2D output grid that can be used for visualization of the results of the SOM.
This visualization can enhance the understanding for the underlying dataset. For
example, the general ability to learn from datasets can be extended according
to [165]. Furthermore, we plan to apply the SuSi framework on further datasets
and to share our best practices in the context of handling the SuSi framework to
ensure its effectiveness in hyperspectral remote sensing. [6, Sec. 4]









































































































































„The difficulty lies not so much in developing new
ideas as in escaping from old ones.
— John Maynard Keynes
(Economist)
This chapter includes material from
Felix M. Riese and Sina Keller. “Soil Texture Classification with 1D Convo-
lutional Neural Networks based on Hyperspectral Data”. In: ISPRS Annals
of Photogrammetry, Remote Sensing and Spatial Information Sciences IV-
2/W5 (2019), pp. 615–621. It is cited as [8] and marked in orange.
4.1 Introduction
The texture of soil influences the soil’s capability to store water and its fertility.
Therefore, the classification of soil texture is important for agricultural applica-
tions as well as for the monitoring of environmental processes [see Section 2.3].
The term soil texture refers to the relative content of soil particles of various sizes.
It is determined by the percentages of clay, sand and silt in the soil. Soil tex-
ture can be classified with respect to these three properties e.g. according to the
KA5 taxonomy defined by Boden [35]. [8, Sec. 1]
The monitoring of soil texture with in-situ measurements is expensive and is not
feasible on large areas. To cover such large areas, optical remote sensing provides a
good alternative. For example, hyperspectral sensors are such optical remote sensing
devices which measure solar reflectance spectra of objects. The information of soil
texture derived from the soil reflectance corresponds to specific absorption features
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of clay or other soil mineral and organic constituents [191]. For a classification of
soil texture based on hyperspectral data, a model has to be developed that is able
to link different reflectance spectra to the respective soil textures. [8, Sec. 1]
Shallow and deep Machine Learning (ML) approaches are applied in this classifica-
tion of soil texture based on hyperspectral data. Shallow learning approaches such
as Random Forest (RF) and Support Vector Machine (SVM) have shown good per-
formance in [192, 108]. Their potential is limited since shallow learning approaches
are often depending on feature engineering and dimensionality reduction. Deep
learning approaches, such as Convolutional Neural Networks (CNNs), are widely
applied in hyperspectral remote sensing in recent years [12, 15], as described in
Section 2.7.2. These CNNs approaches are mostly applied on 2-dimensional (2D)
hyperspectral images rather than on 1-dimensional (1D) spectra. This chapter
fills this gap with the following main contributions:
• the pre-processing, splitting and class aggregation of the Land Use/Cover Area
Frame Survey (LUCAS) soil dataset [193],
• the development of three innovative 1D CNN approaches,
• the open-source publication of the code of these approaches [194], and
• the application and evaluation of these approaches, as well as the comparison
to existing ML approaches, in the soil texture classification.
This chapter is structured as follows. The related work is presented in Section 4.2,
including ML classification of soil texture with a focus on deep learning and studies
based on the LUCAS dataset. The LUCAS soil dataset is described in Section 4.3, fol-
lowed by the pre-processing and dataset splitting. The methodology of this chapter is
described in Section 4.4. The results of the soil texture classification are presented in
Section 4.5 and discussed in Section 4.6. Finally, Section 4.7 concludes this chapter.
4.2 Related Work
In this section, we briefly review the published research which is related to the
presented classification of soil texture based on hyperspectral data. A first review
of geological remote sensing is given by Cloutis [191]. Traditional approaches
like nearest mean, nearest neighbor, maximum likelihood, hidden Markov mod-
els and spectral angle matching for the classification of soil texture show accept-
able results [195, 196, 197]. [8, Sec. 2]
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Many research disciplines apply 1D CNNs for different purposes [198]. For ex-
ample, 1D CNNs can be used in the real-time monitoring and classification of
electrocardiograms [199]. Structural damage detection in civil infrastructure is
another application [200]. Another example is the real-time fault detection of
motor faults [201] and modular multilevel converters [202].
The increasing popularity of deep learning approaches in many research disciplines
has also reached the field of remote sensing. Deep learning approaches turn out
to solve classification tasks better than shallow methods [81]. Zhu et al. [15]
give a detailed overview of deep learning in remote sensing and Petersson et al.
[12] review the application of deep learning in hyperspectral image analysis. The
application of 2D CNNs for classification and regression tasks based on hyperspectral
images is proposed among others by Makantasis et al. [203]. The two dimensions
refer to the two spatial dimensions of hyperspectral images. Since hyperspectral
images consist of several spectral channels, one additional dimension is possible:
the spectral dimension. This spectral dimension can be utilized as a third dimension
of a CNN or can be analyzed on its own by 1D CNNs. Hu et al. [204] propose the
use of 1D CNNs based on the spectral dimension of hyperspectral images. This
network is described in Section 4.4 in detail. [8, Sec. 2]
In most publications, the applied ML approaches are trained on a specific train-
ing dataset. Zhao et al. [205] propose the use of pre-trained networks for the
hyperspectral image classification, so called transfer learning. In transfer learn-
ing, it is assumed that the trained features of a neural network are comparable
between different image datasets. Therefore, this approach is time-saving and
enables training on smaller datasets. The latter is possible since the training of
the neural network is mostly done with another dataset beforehand (pre-trained).
Transfer learning of a 1D CNN is proposed by Liu et al. [121]. They apply the CNN
for the regression of clay content in the soil based on the LUCAS soil dataset. We
describe this approach in detail in Section 4.4 and compare it to other methods
with respect to our classification task. [8, Sec. 2]
Based on the LUCAS dataset, a variety of studies exists. For example, the estimation
of N2O is shown by Lugato et al. [206]. Several studies focus on the soil organic
carbon content [207, 208, 209]. Studies about land cover and land use diversity
benefit from the large area covered by the LUCAS dataset. They calculate landscape
indices [210, 211] and combine land use data with Landsat images [212]. The
soil erodibility is studied by Panagos et al. [213].
As stated in Section 4.1, the soil texture information is addressed in several studies
applying ML techniques. For example, Ballabio et al. [214] perform a regression of
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soil properties such as the three layers of soil texture (clay, sand, silt) plus coarse
fragments with the Multivariate Adaptive Regression Splines (MARS) model. A
recent study applies 1D CNNs to estimate the clay content [121]. [8, Sec. 3.1]
4.3 The LUCAS Soil Dataset
The Land Use/Cover Area Frame Survey (LUCAS) Soil dataset is a large and com-
prehensive survey of topsoil [43, 44, 45]. The dataset was collected in different
locations all over Europe between 2009 and 2012. Further measurements have
been performed in 2018 but are not included into this publication. The LUCAS
dataset consists of about 22 000 datapoints that include physico-chemical prop-
erties like the percentage of coarse fragments, the particle size distributions clay,
sand and silt, the pH value, the organic carbon content, the carbonate content,
the total nitrogen content, the extractable potassium content, the phosphorus con-
tent, the cation exchange capacity and metals. Additionally, this dataset includes
continuous reflectance spectra [...], referred to as hyperspectral data in the fol-
lowing. [...] The new 2018 dataset will include, among others, soil biodiversity
properties and soil moisture data [45]. [8, Sec. 3.1]
The hyperspectral data of the LUCAS is acquired with a XDS Rapid Content Analyzer
by FOSS NIRSystems (Laurel, US) [44]. The sensor is used in a laboratory setup.
In Section 2.4.1, the XDS Rapid Content Analyzer is compared to the other sensors
applied within the scope of this thesis. This sensor covers a spectral range of
400 nm to 2500 nm with a spectral resolution of 0.5 nm and 4200 spectral bands.
Pre-Processing The calibration and the corrections, which are already included
in the LUCAS dataset, are described in Tóth et al. [44]. For the presented studies,
three pre-processing steps are applied, as illustrated in Figure 4.1.
1. Dimensionality reduction to reduce the number of spectral bands of the hyper-
spectral data from 4200 to 256 with minimal information loss by averaging
16 to 17 neighboring bands to one new band. This dimensionality reduction is
necessary for practical reasons, e.g. to reduce the computation time and to
avoid overtraining by minimizing the weights of the networks. [8, Sec. 3.2]
2. Removal of the duplicates of the multiple hyperspectral datapoints per soil
sample and removal of unused features to generate a minimal classification
dataset. This step reduces the bias of the training and evaluation of ML
techniques. [8, Sec. 3.2]
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Figure 4.1: Preprocessing workflow with three steps: the dimensionality reduction, the
removal of the duplicates and the aggregation of the general soil classes. (adapted from [8])
3. Aggregation the general soil classes L, S, T, U for the supervised classification
performed below. [8, Sec. 3.2]
The four soil classes L, S, T, U are derived from the Bodenkundliche Kartieranleitung
ed. 5 (KA5) soil taxonomy [35] based on the distribution of clay, sand, and silt
contents. L stands for loam (German: Lehm), S stands for sand (German: Sand), T
stands for clay (German: Ton), and U stands for silt (German: Schluff). The four
main soil classes and the 31 subclasses are listed in [35]. Compared to the original
publication of this study [8], the definition of the four soil classes is slightly changed.
In [8], the four soil classes L, S, T, and U are derived from the first letter of the
respective subclass. In the presented study, the four soil classes are derived directly
from the definition of the KA5 main group soil classes. This adaptation of the study
affects the soil class distributions and all derived results in the following sections.
Figure 4.2 illustrates the distribution of the four soil classes in the LUCAS dataset.
Dataset Splitting To evaluate the performance of the different classification ap-
proaches, the pre-processed dataset is split into three disjoint subsets: the training
subset, the validation subset and the test subset. We choose random splitting with
a ratio of approximately 60 : 20 : 20. In total, the training subset consists of
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Figure 4.2: Clay and silt content of all pre-processed datapoints of the LUCAS dataset.
The color of the datapoints symbolizes the respective soil class introduced in this chapter.
(adapted from [8])
9759 datapoints, the validation subset contains 3109 datapoints and the test subset
contains 3208 datapoints. The class distributions of the three datasets are shown
in Figure 4.3. One datapoint consists of 256 hyperspectral reflectance values and
one of the four soil classes L, S, T, U. [8, Sec. 3.2]
4.4 Supervised Classification Models
For supervised learning based on hyperspectral images, various methods exist. For
example, Keller et al. [9, 23] combine ten shallow learning techniques for the
regression of environmental variables. For the presented soil texture classification
task, we study several ML approaches. All approaches are CNNs except for the
RF classifier. The RF classifier is established in remote sensing applications (see
e.g. [108]). Therefore, the classification accuracy of the several CNN approaches
is compared against the results of the RF classifier. [8, Sec. 4]
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Figure 4.3: Class distribution of the LUCAS dataset divided into training, validation, and
test subsets. (adapted from [8])
In addition to the RF classifier, we study five different 1D CNN architectures. Two of
them have been introduced by Hu et al. [204] and Liu et al. [121] and are modified
for the underlying classification task. The 1D CNN of Hu et al. [204] consists of
one 1D Convolutional (CONV) layer followed by one max-pooling layer and one
Fully-Connected (FC) layer. The 1D CNN of Liu et al. [121] was introduced as a
regression approach for the estimation of clay content based on the LUCAS dataset.
It consists of four 1D CONV layers each followed by a max-pooling layer. At the
end of each network by Hu et al. [204] and Liu et al. [121], we implement one
FC layer with a softmax activation and four outputs. This prepares these CNNs
for the classification task of this study. [8, Sec. 4]
Innovative CNN Architectures In addition to these two existing CNN approaches,
we introduce three 1D CNN architectures for the soil texture classification. All three
architectures are inspired by the LeNet5 network [215]. In order to distinguish be-
tween the three implemented CNNs, we refer to the three architectures as LucasCNN,
LucasResNet and LucasCoordConv. In Figure 4.4, the architectures of the three
LUCAS networks are illustrated. The LucasCNN consists of four CONV layers, each fol-
lowed by a max-pooling layer with a kernel size of 2. After flattening the output of the
fourth CONV layer, two FC layers are implemented and, as before, one FC layer with
a softmax activation and four outputs is placed at the end of the network. [8, Sec. 4]
For the LucasResNet, we add an identity block to the LucasCNN. The input vector
is bypassing the four CONV layer and is concatenated to the activation of the last
CONV layer and before the first FC layers. The special feature of the LucasCoordConv
is one coordinates layer placed before the first CONV layer of the LucasCNN. Liu
et al. [216] introduced such a coordinates layer first. The network architecture after
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Figure 4.4: Flowchart of the LucasCNN (grey). The network consist of Convolutional
(CONV), Fully-Connected (FC) layers and max-pooling layers. The i-th CONV layer consists
of ci filters and the j-th FC layer consists of fj units. For the LucasResNet, an (1) identity
block is implemented. For the LucasCoordConv, a (2) coordinates layer is inserted before
the first CONV layer. At the end of each network, a softmax layer provides the classification
output as a 4-dimensional vector. (adapted from [8])
the first CONV layer remains the same as in the LucasCNN. The code of all presented
implementations of 1D CNNs is published on GitHub [194]. [8, Sec. 4]
Model Optimization ML models are characterized by two types of parameters:
model parameters and hyperparameters. Model parameters are adapted during the
training of the model and hyperparameters are set beforehand. For the RF classifier,
we use the implementation of Pedregosa et al. [131] with 10 000 estimators. This
configuration achieves good results e.g. in a regression task based on hyperspec-
tral data [23]. All hyperparameters of the two existing CNNs are adopted from
the respective introducing publications. The hyperparameters of the three new
approaches LucasCNN, LucasResNet and LucasCoordConv are determined with a
hyperparameter optimization process [see Section 2.7.5]. [8, Sec. 5]
The training dataset is used for the training of each CNN while their eval-
uation is performed on the validation dataset. The hyperparameters of the
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all five 1D CNN approaches are shown in Table C.2. The test dataset is not
used for this procedure. [8, Sec. 5]
4.5 Results
Table 4.1 lists the results for the presented classification of soil texture. The re-
sults are compared based on the Overall Accuracy (OA), Average Accuracy (AA),
and Cohen’s Kappa Coefficient (κ), which are defined in Section 2.7.6. The
shallow learning approach RF shows the worst performance of all six applied
classifiers with an OA of 0.61. The CNN approach by Liu et al. [121] shows
slightly better results with an OA of 0.64.
The four CNN approaches Hu et al. [204], LucasCNN, LucasResNet, and LucasCo-
ordConv show similar results with only minor differences. The best performance
in terms of OA shows the CNN by Hu et al. [204] and LucasCNN with OA of 0.71.
The CNN by Hu et al. [204] and the LucasCoordConv show the best performance
in terms of κ, with κ of about 0.59. The best classification performance on the
individual classes shows the LucasCoordConv with an AA of 0.69.
The confusion matrices of all six ML approaches are shown in Figure 4.5. Ide-
ally, a confusion matrix would show only values of 1.0 on the diagonal and 0.0
in the other cells. In general, the four soil texture classes are more confused
into the classes L and S than in the classes T and U. Especially the RF and the
CNN by Liu et al. [121] show issues in the classification of the class T, which is
confused with the class L in 35 % to 48 % of the datapoints. Most classifiers can
classify the classes L and S in over 65 %, while class U is only correctly classified
in 40 % to 59 % of the datapoints. The LucasCoordConv shows the best individual,
relative performance in the classification of the class S.
Table 4.1: Classification results based on the test subset. (adapted from [8])
Model OA AA κ
RF 0.61 0.55 0.44
Liu et al. [121] 0.64 0.58 0.48
Hu et al. [204] 0.71 0.68 0.59
LucasCNN 0.71 0.68 0.58
LucasResNet 0.70 0.66 0.57










0.68 0.17 0.08 0.07
0.20 0.71 0.02 0.08
0.48 0.05 0.35 0.13
0.31 0.17 0.04 0.48
RF
0.62 0.25 0.09 0.04
0.13 0.82 0.01 0.03
0.35 0.07 0.49 0.09
0.25 0.29 0.05 0.40










0.77 0.07 0.07 0.09
0.19 0.74 0.00 0.06
0.27 0.00 0.61 0.12
0.24 0.12 0.04 0.59
Hu et al. (2015)
0.78 0.08 0.09 0.05
0.20 0.76 0.00 0.04
0.24 0.00 0.67 0.08
0.32 0.11 0.08 0.49
LucasCNN











0.74 0.11 0.08 0.06
0.16 0.79 0.00 0.05
0.27 0.00 0.65 0.07
0.30 0.14 0.07 0.48
LucasResNet
L S T U
Classified label
0.66 0.13 0.12 0.09
0.12 0.83 0.01 0.05
0.19 0.00 0.71 0.10












































Figure 4.5: Normalized confusion matrices based on the test dataset. (adapted from [8])
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Figure 4.6 shows the misclassified datapoints for every ML approach. In general,
the datapoints close to the class borders are more often misclassified than other
datapoints (see also Figure 4.2). Exceptions to this observation are the class T
for the RF and the CNN by Liu et al. [121], the class U for the LucasCNN and
LucasResNet, and the class L for the LucasCoordConv.
4.6 Discussion
The CNN of Hu et al. [204] shows the best overall performance in this classification
study. It is the most basic CNN implementation in this study and uses the largest
kernel size of 28 (compared to 3) and pooling size 6 (compared to 2). This result
implies that the soil texture classification task based on the LUCAS dataset might
be solved without applying deeper CNN architectures.
The introduced CNNs—LucasCNN, LucasResNet, and LucasCoordConf—show similar
results in this study. Compared to the CNN by Liu et al. [121], their architectures
are quite similar. The three introduced CNNs include two FC layers at the end
and are trained with fewer epochs and, partially, with smaller batch sizes. The
increase of classification performance from the CNN by Liu et al. [121] to, for
example, the LucasCNN emphasizes the importance of an FC layer after the CONV
layers. The value of a second FC layer, as implemented in LucasCNN, LucasResNet,
and LucasCoordConv, does not show any performance increase compared to the
CNN by [204], which includes only one FC layer.
The identity block in the LucasResNet does not significantly change the performance
in terms of the evaluation metrics or the confusion matrices. Further, the Coord-
Conv layer, as implemented in the LucasCoordConv, improves the accuracy of the
individual soil texture classes. The best individual class performance for the classes
L and S can be explained with the class distribution in the LUCAS dataset, shown
in Figure 4.3. Since the classes L and S contain the most datapoints in the dataset,
the trained ML approaches can adapt better to these classes.
The class definitions, as described in Section 4.3, rely on the KA5 taxonomy. These
classes have been defined by humans. The differences between the soil textures at
the class borders are marginal by definition. The distributions of the misclassified
datapoints in Figure 4.6 show that the datapoints at the class borders can not be
classified well. Instead of discrete classes, continuous clay, silt, and sand contents
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Figure 4.6: Misclassified datapoints with respect to their silt and clay contents for the six
applied classifiers. The displayed class colors illustrate the true, original class of a datapoint.
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Regarding the original publication [8], the results are comparable. In the
original publication, the CNN by Hu et al. [204] also shows the best OA and
κ while the LucasCoordConv shows the best AA. Overall, the values for OA
are slightly lower in this study, while the values for the AA have increased
slightly. The performance of the CNN by Liu et al. [121] is significantly lower
with the soil texture classes in the presented study.
4.7 Conclusions and Outlook
In this [... chapter], we address the classification of soil texture based on hy-
perspectral data with 1D CNNs. We use the freely available LUCAS soil dataset
and describe its pre-processing and splitting in detail. For the classification of
the dataset, we apply a RF classifier as well as two existing 1D CNNs by Hu et
al. [204] and Liu et al. [121]. In addition, we introduce three new approaches
LucasCNN, LucasResNet and LucasCoordConv. [8, Sec. 6]
After the hyperparameter optimization of the three new approaches, we compare
the classification performance of all six approaches based on the metrics OA, AA
and κ as well as the confusion matrices. We conclude, that the RF classifier is
incapable of handling this classification task sufficiently. [...] The most basic
CNN approach by Hu et al. [204] achieves the best performance in OA and κ.
The introduced LucasCoordConv, which includes a coordinates layer according to
Liu et al. [216], performs best regarding the AA. This means that this approach
performs best on each individual class. [8, Sec. 6]
This study presents a further step towards the classification of hyperspectral data
based on CNNs. Although up to now, 1D CNNs are often underrated in context of hy-
perspectral classification tasks, we demonstrate their potential on the LUCAS dataset.
In general, the application of 2D and 3D CNNs on point measurements as the LUCAS
dataset is not possible by definition. However, the results of this publication can
be of value for studies focusing methodologically on 3D CNNs utilizing the spectral
dimension as third dimension, e.g. Chen et al. [217]. In future work, we can further
enhance the introduced LucasCNN, LucasResNet and LucasCoordConv and include
additional variables of the rich LUCAS dataset. Regularization methods like dropout
and batch normalization can help to generalize the presented CNN approaches. Ad-
ditionally, techniques like transfer learning with 1D CNNs and their applications on
new datasets like the LUCAS 2018 [45] dataset are promising. Furthermore, the de-
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veloped methods of this publication can be applied on upcoming hyperspectral satel-
lite data like Environmental Mapping and Analysis Program (EnMAP). [8, Sec. 6]
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Dataset Shift in Hyperspectral
Regression
5
„The conditions under which the system was
developed will differ from those in which we use
the system.
— Quionero-Candela et al.
(Dataset Shift in Machine Learning [63])
5.1 Introduction
Generalization is the aim of the training of a Machine Learning (ML) model. The
Independent and Identically Distributed (i.i.d.) assumption requires that the training
dataset of a ML estimation needs to be as similar as possible to the reality. In the
case of most ML studies, the training dataset needs to be as similar as possible to the
test dataset for the evaluation. If the i.i.d. assumption is not met, meaning that there
are differences between the training and the test dataset, this is called dataset shift.
In hyperspectral remote sensing, datasets cover only a limited subset of a scene. If a
training dataset is taken from this limited scene, its distributions will differ from the
rest of the scene, and they will notably differ from areas outside of this scene. These
differences can lead to dataset shift [218]. For the same reason, small datasets and
datasets with a small number of labeled datapoints are prone to dataset shift. In this
context, the term small means small in relation to the dimensionality of the data
(comparing n to m, see Section 2.2) and small in relation to the number of classes
(in the classification case) or the target value range (in the regression case). An
overview of dataset shift and its different types is presented in Section 2.5.2.
Figure 5.1 illustrates the structure of the studies in this chapter. In this chapter, the
detection and effects of dataset shift are studied based on a hyperspectral Unmanned
Aerial Vehicle (UAV) dataset. In Section 5.2, the related work is summarized, which















Figure 5.1: Structure of the studies in Chapter 5 addressing the detection and effects of
possible dataset shift of the ALPACA dataset.
dataset is introduced in Section 5.3, which includes hyperspectral UAV data and in
situ soil moisture data from five different measurement areas. These measurement
areas differ, for example, in terms of altitude, microclimate, vegetation, soil moisture,
and soil type. These differences can cause dataset shift. The detection of a possible
dataset shift in the ALPACA dataset is presented in Section 5.4. Different kinds of
dataset shift are addressed based on the distributions of the hyperspectral and the
soil moisture data. Additionally, unsupervised learning approaches are applied for
a more detailed look at dataset shift in the ALPACA dataset. The effects of dataset
shift on the supervised regression of soil moisture, as well as the effects of sensor
uncertainty, are studied and discussed in detail in Section 5.5. Finally, a summary and
an outlook towards possible solutions of dataset shift are presented in Section 5.6.
The main contributions of this chapter are:
• the introduction of the novel ALPACA dataset [219, 220],
• the development of a data augmentation method to increase the dataset size
and to include the sensor uncertainties,
• the detection of dataset shift in the presented ALPACA dataset with the unsu-
pervised ML approaches, and
• a study of the effects of dataset shift on soil moisture regression result based
on the presented ALPACA dataset with supervised ML models.
5.2 Related Work
The different types of dataset shift are described in detail in Section 2.5.2 [22,
63, 64, 65, 66, 67]. In the literature on ML for hyperspectral data, only a few
studies exist on the topic of dataset shift. Further, most of the existing studies
are performed for classification rather than for regression tasks. In the following,
the most relevant studies for this chapter are summarized.
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Population drift, also known as covariate shift, is addressed in [221] in the clas-
sification of land cover and land use based on Airborne Visible Infrared Imaging
Spectrometer (AVIRIS) and Hyperion data. On the multitemporal dataset, the co-
variate shift originates from spectral variations over location and time. The limited
amount of labeled training data, in combination with the covariate shift, challenges
the proposed classification. In [222], sample selection bias is detected in the classifi-
cation of clouds based on Medium Resolution Imaging Spectrometer (MERIS) data.
The performance of the proposed semi-supervised Support Vector Machine (SVM)
is limited, depending on the quality of the labels. The authors state that for more
substantial sample selection biases, this approach might not be appropriate.
In [223], the land cover ground truth is available for a specific date and satellite
image. Over time, the land cover can change and, therefore, differs from the
available ground truth. A domain-adaptation classifier based on SVMs is proposed
to evaluate the classification quality on a more recent Landsat 5 satellite image.
Additionally, a circular validation strategy is proposed to evaluate the performance
of the classifier. The classification is difficult if the more recent satellite image is
considerably different, and the classification performance highly depends on its
initialization [223]. Active learning is proposed in [218] to reduce the impact of
covariate shift on the classification performance of land cover and land use. The
number of labels in the given dataset is extended, queried by the active learning
approach. For the presented application, this approach solves the challenge of
dataset shift. Note that this approach can only be applied if it is possible to acquire
new labels for the dataset [218]. Errors and uncertainties in training data of remote
sensing datasets, in general, are addressed in [224, 225].
The principles of the Monte Carlo (MC) data augmentation is described in
detail in Section 2.5.3. In the ML estimation based on hyperspectral data,
MC data augmentation is applied, for example, in the generation of synthetic
hyperspectral images [226] and ground truth [47], for hyperspectral image
denoising [227] and data fusion [228].
5.3 The ALPACA Dataset
The Aerial Peruvian Andes Campaign (ALPACA) dataset is the result of a 5-day mea-
surement campaign1 in April 2019 in Peru. Five different measurement areas are
1The Peru measurement campaign was organized and conducted by Felix M. Riese, Samuel Schroers,
Philipp Wagner and Julian Bocanegra as part of the German Federal Ministry of Education and
Research (BMBF) Trust project (see, e.g., [229]).
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Table 5.1: Overview of the measurement areas in Peru for Unmanned Aerial Vehicle (UAV)
flights and soil moisture measurements. The measurement areas are all located in the
catchment area of the river Lurín in Peru near the villages San Damian, San Andrés de
Tupicocha and Chorillos. The elevation of the measurement areas is provided in meters
Above Mean Sea Level (AMSL).
Area
Closest AMSL UAV flight UAV area Soil Moisture
Weather
village in m day, 2019 in 1000 m2 Values
A1 S. Damian 3600 25 April 5.8 30 Cloudy
A2 Tupicocha 3550 19 April 9.5 57 Changing
A3 Tupicocha 3550 18 April 7.0 77 Sunny
A4 Chorillos 2750 24 April 2.3 22 Changing
A5 S. Damian 3650 20 April 3.0 50 Cloudy
Overall: 27.6 236
located in the catchment area of the Lurín River in the Andean highlands between
2700 m to 3700 m Above Mean Sea Level (AMSL) close to Lima. Data from several
sensors is included in the ALPACA dataset. This chapter focuses on hyperspectral
images and in situ soil moisture measurements. The relevance of the variable soil
moisture is described in Section 2.3.1, and an overview of hyperspectral and soil
moisture sensors is presented in Section 2.4. In the following, the hyperspectral
data is described in Section 5.3.1, and the soil moisture data is described in Sec-
tion 5.3.2. The pre-processing and the data fusion of the hyperspectral data and
the soil moisture data are described in Section 5.3.3.
5.3.1 Hyperspectral Data
The Hyperspec SWIR sensor is a hyperspectral line scanner by Headwall Photonics
(Boston, US). In Section 2.4.1, the Hyperspec SWIR sensor is compared to the
other hyperspectral sensors applied in the studies within the scope of this thesis.
The sensor covers the Short-Wavelength Infrared (SWIR) spectrum in a range of
900 nm to 2500 nm in 170 spectral bands. Each line of the line scanner consists of
384 pixels, and the radiometric resolution is 16 bit. In this work, the Hyperspec
SWIR is mounted on a Matrice 600 Pro UAV by DJI (Shenzhen, China). The spatial
resolution of the Hyperspec SWIR line scanner depends on the altitude above ground
of the UAV. The Hyperspec SWIR line scanner provides hyperspectral images with a
spatial resolution of 3 cm (edge length of one pixel) for the ALPACA dataset.
The sensor calibration is performed with the software Hyperspec III with a white
reference and a dark reference. The white reference consists of a tarp with known
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reflectance properties. For the dark reference, the shutter of the Hyperspec SWIR
sensor is closed. This calibration is performed directly before each flight and data ac-
quisition to calibrate the sensor in similar weather conditions as in the measurement.
The sensor data of the Hyperspec SWIR line scanner is calibrated and corrected by
the software SpectralView. The correction starts with a radiance correction with a
dark reference value taken before each flight. The spectral calibration, converting
sensor counts to reflectance values, is performed based on the previously mentioned
white reference. This white reference has to be located within the measurement
area of the sensor during the data acquisition. Afterward, orthorectification is
performed (see, e.g., in [230]). For the orthorectification, precise data about the
orientation, movements, and altitude of the UAV is used as well as a Digital Elevation
Model (DEM) of the measurement area. The DEM provided with SpectralView comes
with a spatial resolution of about 30 m. This resolution makes the orthorectification
difficult if the data is acquired in measurement areas with significant altitude
differences. One example of such significant altitude differences can be seen in
measurement area A5. This correction results in a georeferenced hyperspectral
image. In Figure 5.2, the hyperspectral image of the measurement area A1 is shown.
The resulting hyperspectral images contain the reflectance spectra of the land
cover in the respective measurement area. In the case of the ALPACA dataset,
that includes bare soil, vegetation, and rocks. In the estimation of soil moisture,
one main challenge is to extract information from the spectra that is related to
soil moisture rather than soil texture, vegetation cover, and rocks. As shown in
Table 5.1, the weather conditions are different for the five measurements. For
the calibration of the hyperspectral line scanner to be valid, the weather condi-
tions are supposed to be constant during one measurement (in this case: one UAV
flight). The measurements at the measurement areas A2 and A4 are performed
with changing weather conditions. These conditions add additional uncertainty
to the hyperspectral data of these measurements.
5.3.2 Soil Moisture Data
In situ soil moisture measurements are taken with a handheld ThetaProbe [231, 232]
sensor. The ThetaProbe is based on the measurement of the relative permittivity
of the soil, which corresponds to the volumetric soil moisture. Per area, between
22 to 77 soil moisture measurements are available. The point measurements are
acquired with various distances of 5 m to 15 m between each measurement. In
5.3 The ALPACA Dataset 89
Figure 5.2: UAV images of measurement area A1 of the ALPACA dataset. The larger
background image is an RGB image, and the smaller image in the center is the hyperspectral
image of the Headwall Hyperspec SWIR line scanner after calibration, illustrated in pseudo
colors. The soil moisture measurements are illustrated as black dots. The horizontal line
through the lower part of the hyperspectral image is an artificial water canal. Above the
canal, the white reference as a 3 m× 3 m tarp divided into three different stripes is shown
(black arrow).






































































Figure 5.3: Distribution of the soil moisture point measurements of measurement area A1 in
the coordinate system World Geodetic System 1984 (WGS84). Note that only the datapoints
are included in the regression study which overlap with the hyperspectral UAV image.
Figure 5.3, the spatial distribution of measured soil moisture values on measure-
ment area A1 is shown. The spatial soil moisture distributions of measurement
areas A2 to A5 can be found in Figures C.1 to C.4.
The uncertainty of the sensor is stated by the manufacturer as sensor accuracy of
±5 % soil moisture with the manufacturer’s calibration [232]. After an (optional)
manual calibration for the soil type of the respective measurement area, a sensor
accuracy of ±2 % can be reached [232]. Within the scope of this measurement
campaign and this study, no such soil type-specific calibration is performed due to
the lack of knowledge about the prevalent soil types. The fact that a calibration
lowers the measurement error implies that one part of the sensor uncertainty can be
removed with calibration and is, therefore, a systematic bias. Only if the soil type is
similar for all measurement areas, this bias can be neglected in the evaluation of
the hyperspectral estimation of soil moisture. Other parts of the measurement error
can be of systematic or stochastic nature. That includes sensor noise, temporal and
spatial soil moisture variability, uncertainties in locating the aerial coordinates of the
soil moisture measurements, and orthorectification of the hyperspectral UAV images.
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Figure 5.4: Mean spectrum of measurement area A1 (blue curve) with standard deviation
(vertical blue lines). The spectral bands 0, 1, 49 to 53, 98 to 111, and 153 to 169 (vertical
orange lines) from all available bands 0 to 169 are removed in the pre-processing.
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Figure 5.5: Histogram of the soil moisture data of all five measurement areas of the ALPACA
dataset. Only datapoints with a soil moisture value of less than 40 % soil moisture are
considered.
5.3.3 Pre-Processing and Data Fusion
The hyperspectral images from the Hyperspec SWIR line scanner are pre-processed to
remove noise and incomplete data from the dataset. An overview of pre-processing,
in general, is presented in Section 2.5.1. The ALPACA dataset consists of 170
hyperspectral channels with channel numbers 0 to 169. The channels with the
respective numbers 0, 1, 49 to 53, 98 to 111, and 153 to 169 are ignored because
they correspond to water absorption bands of the SWIR spectrum and contain
significantly more noise than signal. An exemplary spectrum with the removed
bands is shown in Figure 5.4. The total number of bands is reduced from 170 to 132.
In the case of the soil moisture measurements, all measurements with soil moisture of
more than 40 % are ignored in the following studies. The ignored 39 datapoints are
considered as outliers; the dataset size is decreased to overall 197 datapoints. This
outlier removal reduces the challenge of dataset shift, as described in Section 5.4.1.
Figure 5.5 gives an overview of all measured soil moisture values.
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The data fusion is performed after the pre-processing. In [233], this stage is referred
to as observation-level fusion. In the data fusion, the soil moisture data is merged
with the hyperspectral data. The channel-wise mean spectrum of the 5× 5 pixels
of the hyperspectral image around each soil moisture measurement is calculated.
The data fusion results in a dataset consisting of 197 datapoints, each consisting
of 132 spectral bands and one soil moisture value.
5.4 Detection of Dataset Shift
In the following, the ALPACA dataset is analyzed for the detection of dataset shift.
An overview of the detection of dataset shift is given in [234]. For the detection of
dataset shift in this context, the five different measurement areas are considered
as five different subsets of data. Therefore, dataset shift occurs in this context, if
the measurement areas show significant differences in the hyperspectral and soil
moisture data. The detection presented in the following is independent of solving the
underlying regression task. In Section 5.4.1, the possible dataset shift of the ALPACA
dataset is qualitatively addressed based on the distributions of the hyperspectral
and soil moisture data. Three unsupervised ML approaches—Principal Component
Analysis (PCA), Autoencoder (AE), and Self-Organizing Map (SOM)—are applied in
Section 5.4.2 to detect dataset shift in the high-dimensional hyperspectral data in
more detail. These approaches use the full spectral data of all measurement areas.
5.4.1 Qualitative Detection of Dataset Shift
The ALPACA dataset consists of measurements from five different measurement
areas. In the following, possible occurring dataset shifts of the ALPACA dataset are
addressed qualitatively. In Figure 5.6, the mean spectrum of each measurement
area is shown. The spectra differ in terms of absolute values (intensity) and dif-
ferent characteristics (shape). More sophisticated ML approaches are applied in
Section 5.4.2 to take full advantage of the high-dimensional hyperspectral data.
The histograms of the measured soil moisture values for each measurement area are
shown in Figure 5.7. Only the soil moisture values of measurement area A1 show
a uniform distribution, while the other measurement areas show one single peak
per distribution with few outliers. There are multiple possible reasons for these
differences. For example, the different measurement areas are located in different
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microclimates, and their soil textures might differ. These can be called non-stationary
environments, and they result in a concept shift between each measurement area.
The ALPACA dataset can be considered a small dataset, especially when dividing
it into the five different measurement areas. When splitting this dataset into a
training and a test dataset (see Section 2.5.4), the test dataset might not represent
the training dataset well. This issue can be considered a sample selection bias,
the i.i.d. assumption can not be applied (see Section 2.5.2).
5.4.2 Unsupervised Learning Results
In Section 5.4.1, the dataset shift in the hyperspectral data of the ALPACA dataset
is addressed based on the mean spectra of each measurement area. The three ML
approaches PCA, AE, and unsupervised SOMs are applied to take full advantage
of the high-dimensional data in the detection of dataset shift. All pixels from all
measurement areas are used for the respective training. That also includes pixels
without soil moisture reference data. The goal of this study is to analyze the three
approaches in the context of dataset shift detection.
While the main application of PCA and AE is dimensionality reduction, the goal
of this study is to analyze the dataset. An overview of these dimensionality re-
duction approaches is presented in Section 2.6.1 and [81]. The SOM is pre-
sented as an unsupervised, supervised, and semi-supervised approach in Chap-
ter 3. For this study, the unsupervised SOM is applied to cluster the ALPACA
dataset. The results of the three unsupervised approaches are summarized in
the following and discussed in Section 5.4.4.
PCA The principal components are ordered by the variance they explain. The
first two principal components calculated on this dataset include about 82 % of the
dataset’s variance and are shown in Figure 5.8a. If the hyperspectral data only
consists of the (desired) signal, therefore does not contain any noise, its variance
can be used as a measure for the signal. In this case, the signal is the target variable
soil moisture. Since the hyperspectral data includes noise to some extend (see
Section 5.3.1), the first two principal components are influenced by that noise as
well. The measurement areas A1, A3, and A4 are distributed more at the border of
the value range, areas A2 and A5 are distributed over the full value range.
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Figure 5.6: Mean spectra of the different measurement areas A1 to A5.
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Figure 5.7: Histogram of the measured soil moisture values for each measurement area.
Only datapoints with a soil moisture value of less than 40 % soil moisture are considered.
The soil moisture data of all measurement areas combined is shown in Figure 5.5.
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Figure 5.8: First and second components of (a) PCA and (b) AE in Arbitrary Units (a.u.).
AE The AE is set up with five fully-connected layers with {200, 100, 2, 100, 200}
neurons. The architecture can be referred to as deep AE. The two components in
the middle of the AE include the smallest possible representation of the training
dataset. The two components are illustrated in Figure 5.8b. The distributions of the
five measurement areas behave similarly as the PCA distribution in Figure 5.8a: the
measurement areas A1, A3 and A4 are more distinctly clustered than areas A2 and A5.
SOM The unsupervised SOM is set up with a grid of 40× 40 neurons and 30 000
iterations for the training. The other hyperparameters are the default hyperpa-
rameters of the Supervised Self-Organizing Maps (SuSi) Python package [159, 6]
(Version 1.0.8). For the evaluation of the unsupervised SOM, only the pixels with
corresponding measured soil moisture value are included. In Figure 5.9, the his-
togram of the Best Matching Units (BMUs) for every datapoint of the dataset is
shown, divided into the different measurement areas. Measurement areas A1, A3
and A4 are linked to only a small number of SOM neurons while measurement
areas A2 and A5 are distributed broadly over the SOM grid.
5.4.3 Quantification of Dataset Shift
In this section, a novel approach is presented to detect dataset shift quantitatively.
This detection is based on the output of the unsupervised SOMs. As described in
Section 5.4.2, Figure 5.9 illustrates the clustering of the datapoints of the ALPACA
dataset with the unsupervised SOM. Assuming that no dataset shift is given, the five
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Figure 5.9: 2-dimensional (2D) histograms, including the BMUs of each datapoint per
measurement area of the ALPACA dataset. The bin size of the 2D histograms corresponds to
three SOM neurons on both axes.
measurement areas are expected to be clustered by (continuous) soil moisture. In the
case of a dataset shift between these five different measurement areas, the dataset
is clustered by those areas. The spectral separability based on the unsupervised
SOM, which is a key in ML classification, can help to quantify a possible dataset
shift in ML regression. In the following, we introduce two novel metrics to quantify
dataset shift: the relative grid area ρ covered on a 2D grid and the relative grid
overlap ξ on a 2D grid. Both metrics are based on a 2D histogram of datapoints on
the SOM grid. The metrics depend on the bin size of the histogram and, therefore,
on the size of the SOM grid. For example, in Figure 5.9, the bin size is 3× 3 SOM
neurons. For studies on smaller datasets (e.g., Figure 3.5a in Section 3.6), we
recommend a bin size that covers more than one neuron for a more meaningful
visualization and calculation of ρ and ξ. In studies on large datasets (e.g., Figure 3.9
in Section 3.7), the bin size can be equal to one neuron.
Relative grid area ρ The relative grid area ρ relates to the spread of the data-
points from a measurement area on the SOM grid. A larger ρ implies a smaller
dependence of the SOM clustering on the different measurement areas compared
to an observed variable such as soil moisture. This relation means that a larger
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ρ implies a smaller degree of dataset shift. Based on a fixed bin size, the relative





with the number of filled bins ai of measurement area Ai and with the num-
ber of bins a of the full 2D area.
Relative grid overlap ξ The spread of the datapoints of one measurement area over
the SOM grid can be compared to the spread of other measurement areas. This
comparison is the motivation for the relative grid overlap ξ. It is defined, with
the number of filled bins ai of measurement area Ai, as
ξ(i) =
Number of overlapping bins: Ai ∩ remaining areas
ai
. (5.2)
A relative grid overlap ξ of 100 % implies that two measurement areas are spectrally
very similar, while an overlap of 0 % means that the SOM can separate the given mea-
surement area Ai from others well. A large relative grid overlap ξ, therefore, implies
a smaller degree of dataset shift between this area Ai to the remaining dataset.
Results Table 5.2 shows the results of the quantitative analysis of the dataset
shift in the ALPACA dataset. Measurement areas A1 and A4 show the smallest
relative grid area ρ with values of 8.3 %. The maximum for ρ can be observed in
measurement area A2, with about 25.4 %. In terms of the relative overlap ξ, A2
shows the smallest value of 11.6 %, while A4 gives ξ = 28.6 %. The results of the
dataset detection are discussed in the following section.
Table 5.2: Quantitative detection of dataset shift for the five measurement areas. For the
comparison, the relative grid area ρ and the relative grid overlap ξ on the 2D SOM grid are
applied. The values implying a larger dataset shift are highlighted in bold.
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5.4.4 Discussion of the Dataset Shift Detection
Overall, all three unsupervised approaches applied in Section 5.4.2 are able to detect
dataset shift in the hyperspectral data of the ALPACA dataset. The results from
the dimensionality reduction approaches PCA and AE in Section 5.4.2 imply that
the measurement areas A1, A3, and A4 are more distinguishable on the spectral
feature space than areas A2 and A5. The SOM can separate measurement areas A1,
A3, and A4 from each other. The unsupervised SOM shows a much clearer sepa-
ration between the different measurement areas. This result can be interpreted
in two ways. On the one hand, the SOM shows better clustering capabilities than
using the first two components from PCA and AE. On the other hand, the SOM
is more sensitive to the spectral differences that originate from the different mea-
surement areas instead of the spectral differences that originate from the different
soil moisture values and other influencing factors.
The datapoints of the measurement areas A2 and A5 are overlapping on the SOM
grid. That implies that their spectra overlap as well. This result is similar to the
result in Section 5.4.1. In Figure 5.6, the mean spectra of measurement areas A2
and A5 overlap in the spectrum of about 1400 nm to 2300 nm.
Section 5.4.3 introduces two quantitative metrics for the degree of dataset shift.
The relative grid area ρ implies the most significant degrees of dataset shift for
the measurement areas A1 and A4. The relative grid overlap ξ shows the largest
degree of dataset shift for the measurement area A2. Overall, two main findings can
be summarized from the quantitative dataset shift detection. Firstly, both metrics
imply a significant degree of dataset shift, since the value ranges are all below
30 %. Secondly, both metrics show different minima and should be applied together
to capture the full range of dataset shift characteristics.
The findings of this section motivate to perform supervised regressions of soil mois-
ture on the measurement areas individually. In Section 5.5, individual regressions
and regressions on combinations of the measurement areas are performed. A focus
lies on measurement areas A1, A3 and A5, since the data of measurement areas A2
and A4 was acquired during changing weather conditions (see Section 5.3.1). The
effects of the detected concept shift in the soil moisture data is studied by performing
regressions on the measurement areas individually and in different combinations
in Section 5.5. The detected sample selection bias is studied in the following by
testing several random seeds for the dataset split.
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5.5 Effects of Dataset Shift on Supervised Regression
In this section, supervised regression of soil moisture is performed based on the
available hyperspectral data. Only a few measured soil moisture values are available
per measurement area (see Table 5.1). This low number of labels is a challenge
when splitting the dataset (see Section 5.4.1). Additionally, the soil moisture data is
measured with an uncertainty, depending on different factors like sensor calibration,
sensor noise, the soil properties of the measurement area, and the measurement
process itself. This uncertainty is discussed in Section 5.3.2.
In the following, the ALPACA dataset is augmented with MC methods, as de-
scribed in Section 5.5.1. The data augmentation increases the dataset size and
includes the soil moisture sensor uncertainty. The regression results based on the
original dataset and the MC augmented dataset are presented in Section 5.5.2
and discussed in detail in Section 5.5.3.
5.5.1 Monte Carlo Data Augmentation
In this chapter, MC data augmentation is applied to increase the size of the dataset
and to study the effects of soil moisture sensor uncertainties. MC data augmentation,
in general, is described in Section 2.5.3. The MC generator produces pseudo
soil moisture data for existing hyperspectral pixels with corresponding measured
soil moisture values. The pseudo data should incorporate uncertainties of the
soil moisture measurements (see Section 5.3.2).
For this study, the datapoints from measurement area A1, A3, and A5, as well as
different combinations of all five measurement areas, are included. Only datapoints
with soil moisture values below 40 % are considered. For each of the measured soil
moisture values, ten MC datapoints are generated. The mean µ of Equation (2.1)
is the measured soil moisture value itself. The standard deviation σ is set to 2 %
based on the measurement uncertainty of the applied soil moisture sensor (see
Section 5.3.2). The 2 % only include the stochastic uncertainty, ignoring the system-
atic error. This is a conservative assumption and can be modified in future studies.
The distributions of the measured soil moisture data and the MC pseudo data are
shown for measurement area A1 in Figure 5.10 (see also Figures C.5 and C.6 for
measurement areas A3 and A5). The pseudo soil moisture data described in this
subsection is used in Section 5.5.2 for the supervised estimation of soil moisture.
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Figure 5.10: MC histogram of measurement area A1. Only the 25 datapoints of area A1 are
included with a soil moisture value below 40 %. Ten MC pseudo datapoints are generated
for every datapoint with a standard deviation of 2 %.
5.5.2 Regression Models and Results
For the regression of soil moisture in this chapter, data of the five measurement
areas is applied in different combinations: every measurement area individually,
areas A1 and A3 (A1,3), areas A1 and A5 (A1,5), areas A1, A3 and A5 (A1,3,5)
as well as all measurement areas together. Since only datapoints with less than
40 % soil moisture are considered, the total number of soil moisture values per
measurement area decreases: A1 consists of 25 soil moisture values, A3 consists of
48 soil moisture values, and A5 consists of 47 soil moisture values. The combination
of all measurement areas together consists of 197 soil moisture values. For every
combination, the original dataset and the respective dataset with additional ten
MC pseudo datapoints per measured datapoint are studied.
The regression is performed with two regressors: a Random Forest (RF) regressor
(see Section 2.7.1) and a supervised SOM based on the SuSi framework (see Sec-
tion 3.4.1). As a standard approach in hyperspectral remote sensing, a RF regressor
is used with 100 trees (see Section 2.7.1). All other hyperparameters of the RF are
the default hyperparameters implemented in the Python package scikit-learn [131]
(Version 0.22.1). The SOM is applied with a grid of 10 × 10 neurons. The unsu-
pervised part of the SOM is trained with 2000 iterations and the supervised part
of the SOM with 1000 iterations. All other SOM hyperparameters are the default
hyperparameters implemented in the SuSi package [159, 6] (Version 1.0.8). Further
hyperparameter optimizations are possible in future studies. For the subsequent stud-
ies, no normalization, feature engineering, or dimensionality reduction is applied.
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The dataset of the measured soil moisture values is split into a training subset and a
test subset. The effect of the test subset size is studied by applying four different test
subset sizes from 15 % to 30 %. The training subset size is defined as 100 % minus
the test subset size. For the MC dataset, the MC pseudo data is added to the dataset
after the split. For every original datapoint, all MC datapoints are added into the
same subset. That way, one hyperspectral spectrum is only part of either the training
or the test subset. Several parts of the estimation study depend on randomization:
the generation of the MC pseudo data, the dataset split, and the training of RF and
SOM. The random seeds of all randomized parts are fixed and can be controlled
to study different combinations. Every estimation is performed with 40 different
random seeds. Overall, every regression experiment is performed 4 · 40 = 160 times.
For the evaluation in this regression study, the Coefficient of Determination (R2),
Root Mean Squared Error (RMSE), and Mean Absolute Error (MAE) are considered
as evaluation metrics, which are defined in Section 2.7.6. The results are listed
in Table 5.3 as median values of the evaluation metrics of all different random
seeds and test subset sizes. The histograms of the R2, MAE, and RMSE distributions
as a measure for the regression performance are shown for the combination of
measurement areas A1,3 in Figure 5.11 and the other six combinations in Figures C.7
to C.12. An exemplary estimation result of the SOM is shown in Figure 5.12. The
measured soil moisture datapoints are emphasized within the MC datapoints.
Exemplary SOM output grids are shown in Figure 5.13 for a SOM trained on the
original soil moisture dataset, and a SOM trained on the MC augmented dataset.
The combination of measurement areas A1,3 is used for the training of these SOMs.
They provide a continuous soil moisture map with local minima and maxima. The
SOM, which is trained on the original augmented dataset, covers a broader range
of soil moisture. The same two exemplary regression SOMs are applied for the soil
moisture estimation on the full hyperspectral image of measurement area A1 in
Figure 5.14. The SOM, which is trained on the MC augmented dataset, shows a
smoother estimation map than the SOM, which is trained on the original dataset.
5.5.3 Discussion
Overall, the regression performances of RF and SOM lead to median R2 values
with at best 51.4 %. That implies that the given regression task is difficult for both
regression approaches. This challenge is expected because of the small dataset size
and the effect of dataset shift as described in Section 5.4.4.
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Table 5.3: Median R2, MAE and RMSE for the regression models SOM and RF based on the
original datasets and the MC augmented datasets of the measurement areas A1, A3 and A5
individually and in the different combinations A1,3, A1,5, A1,3,5, and all areas.
Area(s) Dataset R
2 in %
MAE in RMSE in
% soil moisture % soil moisture
RF SOM RF SOM RF SOM
A1
Original 17.9 30.0 5.5 4.8 6.2 5.9
MC −20.0 23.8 6.4 5.1 7.8 6.3
A3
Original −37.1 −10.6 2.5 1.9 3.3 2.6
MC −32.5 −9.0 3.1 2.6 4.1 3.3
A5
Original −19.8 −17.8 2.9 2.8 3.6 3.6
MC −23.6 −10.0 3.5 3.2 4.3 4.1
A1,3
Original 51.4 51.3 3.2 3.2 4.4 4.7
MC 31.1 46.9 4.0 3.6 5.8 5.0
A1,5
Original 32.9 31.7 3.9 4.0 5.1 5.3
MC 17.8 29.7 4.6 4.3 5.8 5.6
A1,3,5
Original 38.0 39.5 3.3 3.3 4.7 4.8
MC 26.3 34.8 3.9 3.8 5.3 5.2
All
Original 29.3 23.1 3.7 3.9 5.6 5.8
MC 17.6 21.1 4.2 4.2 6.1 6.1
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(f) RMSE of MC dataset
Figure 5.11: Estimation results of the supervised regressors RF and SOM based on the data
of the combination of measurement areas A1,3. The results are illustrated as histograms
of the three evaluation metrics R2, MAE and RMSE with and without MC augmented data.
(a) R2 of the original dataset and (b) R2 with MC data augmentation. The left-most bin is
an overflow bin, collecting all values R2 < –50 %. (c) MAE of the original dataset, (d) MAE
with MC data augmentation, (e) RMSE of the original dataset, and (f) RMSE with MC data
augmentation.
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Figure 5.12: Estimated soil moisture over measured soil moisture values based on the MC
augmented soil moisture dataset of measurement areas A1,3. The plot shows a discretization
of estimated soil moisture values, because the underlying hyperspectral input data is not
augmented. The estimation in this exemplary plot results in R2 = 66.1 %. The diagonal grey
line through the origin marks the ideal estimation outcome.
























































Figure 5.13: Exemplary SOM output grids with 10 × 10 neurons of the two supervised
SOM regressors trained on (a) the original dataset consisting of the measured soil moisture
values and (b) the MC augmented dataset of the combination of measurement areas A1,3.
The exact distribution of the soil moisture values on the SOM output grids depends on the
random initialization of each SOM. Therefore, only qualitative differences between the
different output grids can be considered.
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(a) Trained on original dataset

























(b) Trained on MC dataset
Figure 5.14: Exemplary SOM estimation maps of measurement area A1 by the two super-
vised SOM regressors trained on (a) the original dataset consisting of the measured soil
moisture values and (b) the MC augmented dataset of the combination of measurement
areas A1,3. The horizontal canal in the lower third of the map and the white reference in the
upper right part of the map needs to be ignored for the evaluation.
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The regression, based on measurement area A1 individually, leads to significantly
better results than the regression, based on the individual measurement areas A3 and
A5. The uniform soil moisture distribution of measurement area A1 (see Figure 5.7)
and the constant weather conditions are both positively impacting the regression.
The performance on the individual measurement areas A3 and A5 results in negative
values of the median R2, which implies that an estimation is not possible. The median
MAE is between 1.9 % to 3.5 % soil moisture, which is rather low compared to the
other results. Also, these values for the median MAE are in a similar range as the soil
moisture sensor uncertainty of±2 % (see Section 5.3.2). Since measurement area A3
and A5 show a sharp peak in their soil moisture distributions (see Figure 5.7) and a
much broader range of soil moisture values (0 % to 40 % soil moisture) is considered,
outliers in the soil moisture distributions have a significant impact on the respective
values of R2. Therefore, the median MAE is the more meaningful evaluation metric
for the individual estimations based on measurement areas A3 and A5 in this study.
The dataset size of each of both measurement areas A3 and A5 is nearly twice as
large as the dataset size of measurement area A1. The regression results imply that
the dataset size is not the most important factor for the regression quality.
Combining the three measurement areas A1, A3 and A5 to A1,3, A1,5 and A1,3,5
leads to increased regression performance. The combination A1,3 shows the best
overall results with a median R2 of about 51 % for RF and SOM. As shown in
Section 5.4, measurement areas A1 and A3 can be differentiated well based on
their spectra. The distribution of the datapoints of measurement area A5, for
example, based on unsupervised AE or SOM, is much broader than the distribu-
tions of A1 or A3. That implies that the combination of A1 and A3 (to A1,3) adds
more additional information to the regression task than the combination of A1
and A5. The combination of all five measurement areas shows a lower regression
performance with values for the median R2 from 23.1 % to 29.3 % for the origi-
nal dataset. Since the regression performance from A1,3 to A1,3,5 decreased, the
performance drop from A1,3,5 to all areas is expected.
Overall, the two regression approaches RF and SOM show similar regression perfor-
mances on the original dataset. There are two exceptions to this finding. On measure-
ment area A1, the SOM performs significantly better than the RF regressor, while the
RF outperforms the SOM on the combination of all measurement areas. This finding
implies that the SOM is able to learn better from smaller datasets. Further, the SOM
might benefit from more intensive hyperparameter tuning on the heterogeneous
combination of all areas, while the RF shows better out-of-the-box performance.
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Comparing the regressions of the original datasets and the MC augmented datasets,
the performances drop. The MC augmentation adds noise to the datasets, which does
not include any new information except the uncertainty of the original soil moisture
measurements. The performance drops of the RF regressor from 10 % to 20 % are
more significant than the performance drops of the SOM from 2 % to 6 %. This
finding implies that the SOM is more robust against noise in the soil moisture
data. The SOM firstly clusters the data based on the hyperspectral data, which
is not augmented in this study. Datapoints with similar spectra are clustered on
a similar region on the SOM grid, which leads to similar soil moisture values
on the supervised SOM grid (see Section 3.4.1).
The measurement accuracy of the measured soil moisture data is described in Sec-
tion 5.3.2. The estimation errors in Table 5.3 of median MAE values for the individual
measurement areas A3 and A5 in a range of 1.9 % to 3.5 % soil moisture are, there-
fore, within a possible measurement error without the systematic bias. The median
MAE values for the combinations of measurement areas A1,3, A1,5, A1,3,5, and all
areas are within the sensor uncertainty, including the systematic bias, meaning 5 %.
The SOM estimation maps of measurement area A1 in Figure 5.14 are trained on
the original, and the MC augmented datasets of the best performing combination
A1,3. Overall, both estimation maps show similar distributions. The estimation map
trained on the MC augmented dataset shows a significantly smoother distribution of
soil moisture. One reason for this result is the distribution of the SOM output grid.
For the generation of the estimation map, every pixel of the corresponding hyperspec-
tral image is assigned with a soil moisture value from the corresponding SOM output
grids in Figure 5.13. While the distributions of the SOM output grids depend on
randomization, only qualitative differences can be discussed. The SOM output grid
trained on the original dataset shows a soil moisture minimum in the center of the
grid with only a few neurons distance to the soil moisture maximum on the grid. In
contrast, the SOM output grid trained on the MC augmented dataset shows a smooth
distribution with minimum and maximum in opposite corners of the output grid.
5.6 Conclusions and Outlook
This section concludes the studies presented in this chapter and gives an outlook
of possible future dataset shift studies based on the ALPACA dataset.
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Conclusions This chapter introduces the ALPACA dataset [219] in Section 5.3. It
consists of hyperspectral images and soil moisture data of five different measure-
ment areas in Peru. In Section 5.4, dataset shift is detected based on a qualitative
approach and unsupervised learning. The qualitative approach is based on the
soil moisture distributions and the mean spectra of the five measurement areas.
Three unsupervised approaches—PCA, AE, and SOM—are applied to the hyper-
spectral data of all five measurement areas to evaluate the dataset shift findings.
Two novel metrics for the quantitative detection of dataset shift are introduced,
based on the unsupervised SOM: the relative grid area ρ and the relative grid
overlap ξ. Concept drift in the soil moisture data, as well as sample selection
bias, are detected, originating from the dataset size.
In Section 5.5, the effects of the dataset shift on the regression of soil moisture with
the ALPACA dataset is evaluated. The regression is performed on three measurement
areas individually and different combinations of the measurement areas. The stan-
dard approach RF is applied as well as a supervised SOM. Both show comparable
results. The SOM outperforms the RF on the smallest dataset, measurement area A1.
Additionally, MC data augmentation is applied on these datasets. The data augmenta-
tion increases the dataset size and includes uncertainty on the soil moisture sensors.
As expected, the regression performance drops if the datasets are MC augmented.
While the performance of the RF decreases significantly, the SOM performance only
decreases by a few percents. The results imply that the SOM is more robust against
noise in the soil moisture measurements. Further, the added noise from the MC data
augmentation smoothens out the area-wise estimation of soil moisture.
Outlook The soil moisture regression based on the ALPACA dataset presented
in Section 5.5 can be combined with the dimensionality reduction approaches
PCA and AE. Note that the unsupervised SOM is included in the supervised SOM.
Additionally, the unsupervised approaches t-Distributed Stochastic Neighbor Em-
bedding (t-SNE) and Uniform Manifold Approximation and Projection (UMAP) can
be applied for the dimensionality reduction, as described in Section 2.6.1. The
reduced dimensionality can lead to an increased regression performance, depend-
ing on the dataset and the supervised ML model.
The novel dataset shift metrics ρ and ξ can be combined with other approaches
to one dataset shift metric [234]. In future work, this metric can be applied to
different datasets and regression tasks, reducing the time and effort to detect dataset
shift. Additionally, the metrics can be extended for ML classification tasks, which
are the main application in hyperspectral remote sensing.
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The ALPACA dataset includes significantly more hyperspectral pixels than in situ soil
moisture measurements. In the studies presented in this chapter, only the pixels
around the soil moisture measurements are considered for the training of the ML
models. In a future study, Semi-Supervised Learning (SSL) can be applied to make
use of all available data of the ALPACA dataset. As described in Section 5.2, other
studies perform SSL and active learning to resolve dataset shift [222, 218]. A promis-
ing approach is the semi-supervised SOM presented in Section 3.5 and applied in Sec-
tion 3.6.3 in the semi-supervised regression of soil moisture on the Karlsruhe Lysime-
ter (KarLy) dataset is a promising candidate. In a future study, this semi-supervised
SOM can be applied to the ALPACA dataset to minimize the effect of dataset shift.
Another way to extend the presented studies is to apply MC data augmenta-
tion on the hyperspectral data. Uncertainties originating from the hyperspectral
sensor itself and georeferencing have to be modeled to augment hyperspectral
data. In future work, MC augmented hyperspectral data can be included sim-
ilarly as the MC augmented soil moisture data to study the influence of sen-
sor uncertainty on the estimation result.
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Conclusions and Outlook 6
„All innovation begins with vision. It’s what
happens next that is critical.
— Eric Ries
(Entrepreneur, Author of "The Lean Startup")
6.1 Conclusions
The studies presented in this thesis address three main challenges in the research
field of hyperspectral remote sensing (see Section 1.2). The following subsections
summarize the main contributions and results of these studies and frame them
in the presented hyperspectral estimation framework.
6.1.1 Conclusions on Challenge (I)
The first challenge of Machine Learning (ML) model training on datasets with
only a few labeled datapoints is the main focus of Chapter 3. The Supervised
Self-Organizing Maps (SuSi) framework is presented, consisting of unsupervised,
supervised, and semi-supervised Self-Organizing Maps (SOMs). There is a lack of
literature in today’s ML research regarding SOMs, especially in the context of hyper-
spectral remote sensing. Chapter 3 fills this gap by showing the potential of SOMs
and providing researchers with the framework to apply SOMs in their studies. In the
following, this chapter is concluded by summarizing the four main contributions.
KarLy Dataset Two datasets are used to study the ability of the SuSi framework
in the supervised estimation. For the exemplary regression of soil moisture
based on hyperspectral data, we published the Karlsruhe Lysimeter (KarLy)
dataset in [42]. For the exemplary classification of land cover, the avail-
able Salinas dataset is applied [189].
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SuSi Framework The SuSi framework is presented with its mathematical foun-
dation of the unsupervised SOM and (semi-)supervised extensions in Sections 3.3
to 3.5. Compared to other SOM frameworks, the SuSi framework is the most
powerful and easy-to-use framework (see Table 3.1). The implementation of the
SuSi framework is made freely available as a Python package [159]. In the regres-
sion and classification studies, the performances of the SOM of the SuSi frame-
work are compared with the performances of the standard approach Random
Forest (RF). All results are given in Table 3.2; the regression and classification
studies are summarized in the following.
(Semi-)Supervised Regression Based on the KarLy dataset, a supervised and a
semi-supervised regression are performed (see Section 3.6). For the semi-supervised
case, the labels of 90 % of the training datapoints are manually removed. In both the
supervised and semi-supervised regression, the SOMs outperform the RF regressor.
Further, the SOMs show significantly smaller differences between the performance
on the training and the test subset. That implies that the SOM is less prone to
overtraining in the presented studies. Another finding is that the SOM performs
well on the KarLy dataset even if only 10 % of the datapoints are labeled. Over-
all, the developed SuSi framework shows a strong performance in the supervised
and, especially, in the semi-supervised regression.
(Semi-)Supervised Classification The SuSi framework’s performance in supervised
and semi-supervised classification is evaluated based on the Salinas land cover
dataset (see Section 3.7). In the supervised classification, the RF outperforms the
presented classification SOM. For the semi-supervised classification, only two labels
per class (0.06 %) are included in the training dataset. Both classifiers show satisfy-
ing performances. One major finding of the presented classification studies is the
visualization capability of the SuSi framework. With the unsupervised SOM included
in the supervised SOM estimator, the clustering of the training dataset can be used
for the visualization of the dataset (see Figure 3.9). That enables, for example, to
compare different classes and their spectral separability. The visualization module
of the unsupervised SOM is used, for example, in Section 5.4.2.
6.1.2 Conclusions on Challenge (II)
Chapter 4 addresses the second challenge, which is the limited potential of shallow
ML approaches, such as RF, on hyperspectral data. Deep Convolutional Neural
Networks (CNNs) solve this challenge by learning new features based on the training
dataset. In the field of hyperspectral remote sensing, CNNs are mostly applied on
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2-dimensional (2D) images rather than on 1-dimensional (1D) spectra. The studies
presented in this chapter fill this gap in hyperspectral remote sensing research for
the example of the soil texture classification with 1D CNNs. The 1D CNNs are
evaluated based on the Land Use/Cover Area Frame Survey (LUCAS) soil dataset.
In the following, the two main contributions of Chapter 4 are summarized.
Innovative CNN Architectures Three innovative 1D CNN architectures are intro-
duced within this study. They are inspired by the LeNet5 network [215], which is
successfully applied in ML research. The LucasCNN consists of four Convolutional
(CONV) layers, each followed by a max-pooling layer. Two Fully-Connected (FC)
layers are put after the CONV layers with a softmax activation at the end of the
network. The LucasResNet extends the LucasCNN architecture by an identity block,
bypassing the four CONV layers. For the LucasCoordConv, the LucasCNN is extended
by a CoordConv layer [216]. This layer includes the input feature coordinates
in the network, in this case, the band numbers. The implementations of these
three 1D CNN architectures are published in [194].
LUCAS Soil Texture Classification The three introduced CNN architectures are
evaluated in the classification of soil texture on the LUCAS dataset. Their perfor-
mance is compared with the performance of two existing approaches [204, 121]
and a shallow RF classifier. The RF performs worst of all six approaches. An existing
CNN approach [204] shows the best overall performance, closely followed by the
introduced LucasCNN, LucasCoordConv, and LucasResNet. This existing approach
is the most basic one, with only one CONV and one FC layer. The second existing
CNN [121] performs significantly worse than the other approaches, which implies
the importance of FC layers at the end of the network. Overall, the findings of
the 1D CNNs are promising. A simple CNN architecture outperforms the more
complex architectures, and FC layers improve the performance.
6.1.3 Conclusions on Challenge (III)
The third challenge, differences between the distributions of training and test
dataset, is addressed in Chapter 5. These differences are referred to as dataset
shift (defined in Section 2.5.2). Dataset shift is a common challenge in ML re-
search and hyperspectral remote sensing, but it is mostly ignored. The studies
presented in this chapter address this gap. In the following, the four main con-
tributions of Chapter 5 are summarized.
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ALPACA Dataset The Aerial Peruvian Andes Campaign (ALPACA) dataset was
acquired during a field campaign in Peru in April 2019. It consists of hyperspectral
Unmanned Aerial Vehicle (UAV) data of five measurement areas and soil moisture
point measurements for each area. The dataset is published in [219]. Based on this
dataset, the studies for the detection and the effects of dataset shift are performed.
Detection of Dataset Shift Differences between the five measurement areas are
visible in terms of their soil moisture distributions and their mean spectra (see
Figures 5.6 and 5.7). Concept drift and sample selection bias are detected between
the five measurement areas. Further, three unsupervised ML approaches analyze the
hyperspectral data of the ALPACA dataset: Principal Component Analysis, Autoen-
coder, and unsupervised SOM. Based on the unsupervised SOM, two quantitative
metrics for dataset shift are developed: the relative grid area ρ and the relative
grid overlap ρ. The two main findings are: (1) the SOM can separate the five
measurement areas solely based on their hyperspectral data best, and (2) the results
from the quantitative analysis directly imply significant dataset shift.
MCData Augmentation The size of the ALPACA dataset leads to the previously men-
tioned sample selection bias between the measurement areas. To increase the dataset
size and to include information about the soil moisture sensor uncertainty, the dataset
is augmented with Monte Carlo (MC) methods. The influence of dataset size and sen-
sor uncertainty is studied in a soil moisture regression, as described in the following.
Effects of Dataset Shift A supervised regression is performed to study the effects
of dataset shift and the soil moisture sensor uncertainty. Because of its success in
Section 3.6, a supervised SOM of the SuSi framework is applied and compared with
a RF regressor. Different combinations of the five measurement areas are studied as
well as the MC data augmentation. The SOM and the RF show similar performances.
Overall, the main findings are (1) the SOM is more robust against sensor uncertainty,
(2) the SOM performs better on smaller datasets while the RF shows the best
performance on the dataset of all areas combined, and (3) the MC data augmentation
makes the estimation on a full hyperspectral image significantly smoother.
6.1.4 Framing the Three Challenges
The three main challenges and the presented corresponding studies are framed in
Figure 6.1 within the presented hyperspectral estimation framework (see Chapter 2).
The framework consists of four levels: sensor, data, feature, and model level. Each of
the Chapters 3 to 5 has a different focus regarding the four levels of the framework.
On the sensor level, the datasets and the included sensors are heterogeneous (see
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Figure 6.1: The studies in Chapters 3 to 5 within hyperspectral estimation framework,
presented in Chapter 2. The framework consists of four levels: the sensor level, the data
level, the feature level, and the model level.
Section 2.4 and Figure 2.4). The datasets vary, for example, in terms of their size,
the number of labels, hyperspectral sensors, and location. On the data level, all
studies include pre-processing and dataset splitting. Further, Chapter 5 presents a
data augmentation method and addresses the qualitative detection of dataset shift.
On the feature level, no feature engineering or feature selection is performed in this
thesis. Unsupervised approaches for the clustering, visualization, and dimensionality
reduction are applied in Chapters 3 and 5. In contrast, the feature level is not
necessary for deep learning approaches, as presented in Chapter 4. On model
level, different supervised and semi-supervised estimations are performed with
shallow and deep ML approaches based on hyperspectral data. In every study,
the performance of the applied ML models is compared with the performance of
a RF estimator. SOMs are applied in (semi-)supervised estimations presented in
Chapter 3 in the regression of soil moisture and the classification of land cover.
Chapter 4 presents the supervised classification of soil texture. The supervised
regression of soil moisture is presented in Chapter 5.
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6.2 Enhancements and Outlook
This final section addresses the possible enhancements of the presented studies
within this thesis and proposes future research.
Extension of the SuSi Framework The presented SuSi framework has excel-
lent potential for further enhancements. Notably, the implementation of the
(semi-)supervised classification SOM can be further improved, as presented in Sec-
tion 3.7. Instead of the applied online mode, the batch mode can be used and further
developed (see Section 3.3.5). The SuSi Python implementation is easily extensible
because it is freely available and can be extended by the whole community [159].
Physical Explainability ML approaches, such as deep Artificial Neural Networks and
CNNs, are successfully applied in hyperspectral remote sensing (see Section 2.7.2).
These models are considered black-box models, which can not be easily interpreted
physically [235]. The SuSi framework is a promising approach that includes meth-
ods for the interpretation of the model. For example, the powerful visualization
abilities of the SuSi Framework are applied in Sections 3.7.2 and 5.4. In future
studies, these additional findings of the SuSi can be further enhanced and used
for the explainability of physical processes.
Synthesis of Chapters 3 to 5 on the ALPACA dataset The ALPACA dataset (Chap-
ter 5) includes only a few labels for each of its five measurement areas. While
the detection and effects of dataset shift are addressed in detail, the results of this
chapter can be combined with the presented methods and findings of Chapters 3
and 4. Semi-supervised regression with the SuSi framework (Chapter 3) has great
potential on the ALPACA dataset and can be applied in future studies.
Additionally, the 1D CNNs (Chapter 4) can be applied to the high-dimensional
hyperspectral data of the ALPACA dataset. The input dimension of the CNN ar-
chitectures has to be changed from 256 to 132, and the hyperparameters need
to be optimized. Besides, the hyperspectral images of the ALPACA dataset can
be used to develop 3-dimensional CNNs with the findings on 1D CNNs of Chap-
ter 4 and successfully applied 2D CNNs (e.g., [69]).
The two mentioned master theses [50, 51] show the potential of Sentinel-2 satellite
data (see Section 2.8). In future studies, the developed methods from Chapters 3
to 5 can be refined and applied to hyperspectral satellite data. Further, satellite
data can be included in the ALPACA dataset. The satellite data can be used with the
measured soil moisture data as a training dataset for a supervised model. Additional
studies are possible to enhance the satellite data with the hyperspectral UAV data.
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Table B.1: Variable naming conventions of the presented thesis. The variables are described
in more detail, for example, in Sections 2.2 and 3.3. (adapted from [6, 7])
Chapter Variable Description
All
x Input datapoint with x ∈ Rm
y Label of a datapoint
m Number of features of a datapoint
n Number of datapoints
X Set of n input datapoints with X := (xi, . . . , xn)
Y Set of labels
X Feature space with X ⊂ Rm
Y Target variable space
3
nrow Number of rows on the SOM grid
ncolumn Number of columns on the SOM grid
t Number of current iteration
tmax Number of maximum iterations, t < tmax
x(t) Datapoint at iteration t with x ∈ Rn
y(t) Label of datapoint x(t)
c(x) BMU of datapoint x(t) with c ∈ R2
α(t) Function of the learning rate
α0 Start value of the learning rate
σ(t) Neighborhood function
σ0 Start value of the neighborhood function
σend End value of the neighborhood function
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wi(t) Weight of node i at iteration t with wi ∈ Rn
5
Ai Measurement area with i ∈ {1, 2, 3, 4, 5}
ρ Relative grid area on a 2D histogram




C.1 Supplementary Material of Chapter 3
This section includes material from
Felix M. Riese, Sina Keller, and Stefan Hinz. “Supervised and Semi-
Supervised Self-Organizing Maps for Regression and Classification Focusing
on Hyperspectral Data”. In: Remote Sensing 12.1 (2020). It is cited as [6]
and marked in green.
C.1.1 Additional SOM Formulas
One additional learning rate formula, was applied by [236], is given as [6]
α(t) = α0 · exp(–t/tmax). (C.1)
Another neighborhood function (see [185]) is defined as [6]
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C.2 Supplementary Material of Chapter 4
This section includes material from
Felix M. Riese and Sina Keller. “Soil Texture Classification with 1D Convo-
lutional Neural Networks based on Hyperspectral Data”. In: ISPRS Annals
of Photogrammetry, Remote Sensing and Spatial Information Sciences IV-
2/W5 (2019), pp. 615–621. It is cited as [8].
Table C.2: Hyperparameters of the new 1-dimensional (1D) Convolutional Neural Network
(CNN) approaches LucasCNN, LucasResNet and LucasCoordConv as well as the existing CNN
approaches by Hu et al. [204] and Liu et al. [121]. The number of filters in the i-th CONV
layer is defined as ci and the number of units in the i-th FC layer is defined as fj. As activations,
Rectified Linear Units (ReLUs) and tanh are applied. The hyperparameter emphasized in
bold are changed compared to the original publication [8]. (adapted from [8])
Hyperparameters
Lucas- Lucas- Lucas- Hu et al. Liu et al.
CNN ResNet CoordConv [204] [121]
Number of epochs 120 150 120 200 235
Batch size 100 64 32 100 100
Kernel size 3 3 3 28 3
Pooling size 2 2 2 6 2
Activations ReLU ReLU ReLU tanh ReLU
Padding valid same valid valid valid
c1 32 32 32 20 32
c2 32 32 32 - 32
c3 64 64 64 - 64
c4 64 64 64 - 64
f1 120 150 256 100 -
f2 160 100 128 - -
Loss categorical cross entropy
Optimizer Adam
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Figure C.1: Distribution of the soil moisture point measurements of measurement area A2
in the coordinate system World Geodetic System 1984 (WGS84). Note that only datapoints





























































Figure C.2: Distribution of the soil moisture point measurements of measurement area A3
in the coordinate system WGS84. Note that only datapoints are included in the regression
study which overlap with the hyperspectral UAV image.






































































Figure C.3: Distribution of the soil moisture point measurements of measurement area A4
in the coordinate system WGS84. Note that only datapoints are included in the regression





































































Figure C.4: Distribution of the soil moisture point measurements of measurement area A5
in the coordinate system WGS84. Note that only datapoints are included in the regression
study which overlap with the hyperspectral UAV image.
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C.3.2 Monte Carlo Augmentation
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Figure C.5: Monte Carlo (MC) histogram of measurement area A3. Only the 48 datapoints
of A3 are included with a soil moisture value below 40 %. Ten MC pseudo datapoints are
generated for every datapoint with a standard deviation of 2 %.
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Figure C.6: MC histogram of measurement area A5. Only the 47 datapoints of A5 are
included with a soil moisture value below 40 %. Ten MC pseudo datapoints are generated
for every datapoint with a standard deviation of 2 %.
C.3.3 Regression Results
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(a) R2 of original dataset























(b) R2 of MC dataset
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(c) MAE of original dataset
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(d) MAE of MC dataset
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(e) RMSE of original dataset
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(f) RMSE of MC dataset
Figure C.7: Estimation results of the supervised regressors Random Forest (RF) and Self-
Organizing Map (SOM) based on the data of measurement area A1. The results are illustrated
as histograms of the three evaluation metrics R2, MAE and RMSE with and without MC
augmented data. (a) R2 of the original dataset and (b) R2 with MC data augmentation.
The left-most bin is an overflow bin, collecting all values R2 < –0.5 %. (c) MAE of the
original dataset, (d) MAE with MC data augmentation, (e) RMSE of the original dataset and
(f) RMSE with MC data augmentation.
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(a) R2 of original dataset























(b) R2 of MC dataset
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(c) MAE of original dataset
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(d) MAE of MC dataset
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(e) RMSE of original dataset
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(f) RMSE of MC dataset
Figure C.8: Estimation results of the supervised regressors RF and SOM based on the data
of measurement area A3. The results are illustrated as histograms of the three evaluation
metrics R2, MAE and RMSE with and without MC augmented data. (a) R2 of the original
dataset and (b) R2 with MC data augmentation. The left-most bin is an overflow bin,
collecting all values R2 < –0.5 %. (c) MAE of the original dataset, (d) MAE with MC data
augmentation, (e) RMSE of the original dataset and (f) RMSE with MC data augmentation.
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(a) R2 of original dataset























(b) R2 of MC dataset
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(c) MAE of original dataset
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(d) MAE of MC dataset
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(e) RMSE of original dataset
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(f) RMSE of MC dataset
Figure C.9: Estimation results of the supervised regressors RF and SOM based on the data
of measurement area A5. The results are illustrated as histograms of the three evaluation
metrics R2, MAE and RMSE with and without MC augmented data. (a) R2 of the original
dataset and (b) R2 with MC data augmentation. The left-most bin is an overflow bin,
collecting all values R2 < –0.5 %. (c) MAE of the original dataset, (d) MAE with MC data
augmentation, (e) RMSE of the original dataset and (f) RMSE with MC data augmentation.
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(a) R2 of original dataset























(b) R2 of MC dataset
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(c) MAE of original dataset
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(e) RMSE of original dataset
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(f) RMSE of MC dataset
Figure C.10: Estimation results of the supervised regressors RF and SOM based on the data
of the combination of measurement areas A1,5. The results are illustrated as histograms
of the three evaluation metrics R2, MAE and RMSE with and without MC augmented data.
(a) R2 of the original dataset and (b) R2 with MC data augmentation. The left-most bin is
an overflow bin, collecting all values R2 < –0.5 %. (c) MAE of the original dataset, (d) MAE
with MC data augmentation, (e) RMSE of the original dataset and (f) RMSE with MC data
augmentation.
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(a) R2 of original dataset























(b) R2 of MC dataset
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(c) MAE of original dataset
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(e) RMSE of original dataset
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(f) RMSE of MC dataset
Figure C.11: Estimation results of the supervised regressors RF and SOM based on the data
of the combination of measurement areas A1,3,5. The results are illustrated as histograms
of the three evaluation metrics R2, MAE and RMSE with and without MC augmented data.
(a) R2 of the original dataset and (b) R2 with MC data augmentation. The left-most bin is
an overflow bin, collecting all values R2 < –0.5 %. (c) MAE of the original dataset, (d) MAE
with MC data augmentation, (e) RMSE of the original dataset and (f) RMSE with MC data
augmentation.
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(a) R2 of original dataset























(b) R2 of MC dataset
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(c) MAE of original dataset
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(e) RMSE of original dataset
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(f) RMSE of MC dataset
Figure C.12: Estimation results of the supervised regressors RF and SOM based on the data
of the combination of all five measurement areas. The results are illustrated as histograms
of the three evaluation metrics R2, MAE and RMSE with and without MC augmented data.
(a) R2 of the original dataset and (b) R2 with MC data augmentation. The left-most bin is
an overflow bin, collecting all values R2 < –0.5 %. (c) MAE of the original dataset, (d) MAE
with MC data augmentation, (e) RMSE of the original dataset and (f) RMSE with MC data
augmentation.
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