We show that the class of groups with k-multiple context-free word problem is closed under graphs of groups with finite edge groups.
Introduction
Multiple context-free languages (MCFLs) form a class of languages which contains context-free languages and is contained in context sensitive languages. MCFLs were introduced to better model natural languages for which it has been shown that context-free languages did not allow enough expressibility [9] . MCFLs allow some cross serial dependencies in natural languages such as Swiss German; for nice examples, see [10] . They share several properties with context-free languages. Indeed, they form a cone of languages, they are semilinear, they are not closed under intersection and they satisfy some form of pumping lemma [12] . MCFLs also have some useful decidability properties, for instance, one can decide membership in polynomial time [12] .
Given a presentation for a group G, it is a natural question to ask whether two words represents the same element in G. Using the elementary fact that g = h ↔ gh −1 = 1, this is equivalent to establishing whether a given product of generators represents the identity element. One of the most successful strategies for tackling this question is to consider the set of all words that represents the trivial element, the so-called word problem, and study it via language theoretical instruments. A remarkable result of Muller and Schupp [8] , which relies on results of Stallings and Dunwoody [3, 13] , shows that the class of groups that have context-free word problem coincides with the class of virtually free groups.
With a complete classification of groups whose word problem is context-free, it is natural to look at larger classes. We will be interested in the class of multiple context-free languages (MCFLs); we will give a rigorous definition of this class in due course. The class was first studied in [12] . The class of MCFLs is strictly larger than the class of CF languages. For example, the language {a n b n c n | n ∈ ℕ} is MCF but not CF. It was not until [11] that it was known that the difference could be seen on the level of groups. Namely, [11] shows that the word problem for ℤ 2 is multiple context-free. However, since ℤ 2 is not a virtually free group, the word problem is not context-free. This result has been extended by Ho [5] , where it is shown that all free abelian groups have multiple context-free word problem.
It is natural then to ask what are the closure properties of this class. It is shown in [12] that the class is closed under finite extensions and taking finitely generated subgroups. It is shown in [4] that the class is not closed under direct products.
Notation. We will often use the following conventions: the elements of Σ will be denoted by lowercase letters (e.g., {a, b, c}), the elements of N by uppercase letters (e.g., {A, B, S}), and elements τ = (aB, BccA) of δ as τ : aB → BccA.
Given a grammar G = (Σ, N, S, δ), it is always possible to associate a (possibly empty) language L(G) ⊂ Σ * . We will describe inductively the language L(G). Definition 2.4. Let G = (Σ, N, S, δ) be a grammar. We want to describe a subset D(G) ⊆ (Σ ∪ N) * of derivable words.
• S is derivable.
• For u, v, w ∈ (Σ ∪ N) * , if uvw is derivable and the rule v → x is an element of δ, then uxw is derivable. In particular, we say that uxw is derivable from uvw. We say that a derivation (for w k ) is a chain of words S = w 1 , . . . , w k such that w i+1 is derivable from w i . The language associated to the grammar G is the intersection L(G) = D(G) ∩ Σ * , namely, all the derivable words that consists only of terminals symbols. Example 2.5. Let G = ({a, b, c}, {A, B, S}, S, δ) be a grammar, where δ consists of the following rules:
To generate the language L(G), we will try to understand the derivable words. We start with the symbol S. The only rule we can apply at the first step is τ 1 , yielding AB. Then we can substitute A with aAb, using rule τ 2 , getting aAbB. Applying τ 2 k more times gives a k Ab k B. Rule τ 4 gives a k b k B. Now if we apply rule τ 3 , we will get a k b k ABc. We can repeat the process above and get some word of the form a k 1 b k 1 . . . a k n b k n Bc m . After applying rule τ 5 , we would get a k 1 b k 1 . . . a k n b k n c m , which is a string composed of non-terminals only.
We now give a classification of some grammars.
• context-free if all the elements of δ have the form X → w, where X ∈ N and w ∈ (Σ ∪ N) * ;
• unrestricted otherwise. The language L(G) is regular (respectively, context-free or recursively enumerable) if G is regular (respectively, context-free or unrestricted).
The intuitive idea that one should have about the above definition is the following: a derivation in a regular language consists of substituting the last letter of a word with a new string of letters. A derivation in a contextfree language consists of substituting a single letter (but not necessarily the last one) of a word with a new string of letters. The last case covers all other possibilities.
The gap between being context-free and being recursively enumerable seems (and in fact is) very big. The class of multiple context-free languages (MCFLs) that we are going to describe is one of the classes that properly lives in this gap, namely, properly contains context-free languages, and is properly contained in the class of recursively enumerable languages [12] .
As before, we are going to describe a grammar that defines the class of MCFLs. It should be noted that this will not be a Chomsky grammar. We start with the definition of linear rewriting function. The idea is very simple, but the definition may look a bit convoluted. Intuitively, a linear rewriting function is a function that "pastes words together", possibly adding some string of letters. For instance, if a, b are letters and v, w words, a linear rewriting function is (v, w) → waabvb. Definition 2.7. Fix a finite alphabet Σ, and let X = {x 1 , . . . , x n } be a finite (possibly empty) set of variables. A rewriting on the variables {x 1 , . . . , x n } is a word w ∈ (X ∪ Σ) * . We say that a rewriting w is linear if each element of X occurs at most once.
Given a rewriting w, we can associate to it the function f w : (Σ * ) n → Σ * that associates to each tuple (u 1 , . . . , u n ) the word obtained by substituting in w each occurrence of x i with u i . If n = 0, then (Σ * ) 0 = {ε} and f w is the constant function w. A rewriting function is linear if it comes from a linear rewriting.
We say that a function f : (Σ * ) n → (Σ * ) m is a (multiple) rewriting function if it is a rewriting function in each component. A (multiple) rewriting function coming from rewritings w 1 , . . . , w m is linear if w 1 . . . w m is linear.
Note that being linear in each component is not enough for a multiple rewriting function to be linear. In fact, the whole word w 1 . . . w m must be linear; this implies that each variable x i appears in at most one of the w j . In order to simplify notation, from now on, we will call multiple rewriting functions simply rewriting functions. Definition 2.9. A multiple context-free grammar (MCFG) on an alphabet Σ is a tuple (Σ, N, S, F) satisfying the following:
• Σ is a finite set of terminals.
• N is a finite stratified set of non-terminals.
• S ∈ N is the starting symbol such that ‖S‖ = 1.
• F is a finite set of elements of the form (A, f, B 1 , . . . , B s ), where A, B 1 , . . . , B s are elements of N, and f : (Σ * ) ‖B 1 ‖+⋅⋅⋅+‖B s ‖ → (Σ * ) ‖A‖ is a linear rewriting function. Given an element τ = (A, f, B 1 , . . . , B s ) of F, we will denote it by τ = A → f(B 1 , . . . , B s ). We say that the grammar is k-MCF if ‖A‖ ≤ k for all A ∈ N.
As in the case of Chomsky grammars, given a MCFG H, we want to associate a language L(H) to it. Definition 2.10. Let H = (Σ, N, S, F) be a MCFG, and let A ∈ N. We inductively define D H (A) ⊆ (Σ * ) ‖A‖ as follows: for each τ ∈ F,
Definition 2.11. For a MCFG H = (Σ, N, S, F), we define the language associated to H as D H (S). We say that a language L is a multiple context-free language if there is a MCFG H such that L = D H (S).
Grammars and automata
The goal of this section is to explain the relation between grammars and automata. In what follows, an automaton should be thought as a "computer with limitations", namely as a machine that can do some operations, but does not possess the power (usually memory) of a Turing machine. As in the case of grammars, an automaton is naturally associated to a language. The intuitive explanation for this is the following: an automaton is associated to an algorithm that, given a word, either "accepts" or "rejects" it. The language associated to an automaton is the set of all "accepted" words.
In what follows, we fix a finite alphabet Σ, and all the definitions are understood to be dependent on Σ. Recall that a partial function f : A B is a map of sets defined on a subset C ⊆ A, called the domain of f .
Definition 3.1.
A storage type is a tuple T = (C, P, F, C I ) satisfying the following: C is a set, called the set of storage configurations; P is a subset of the power set P(C), and the elements of P are called predicates; F is a set of partial functions f : C C called instructions; and C I ⊆ C is a set of initial configurations. • To each τ = (q 1 , σ, p, f, q 2 ) ∈ δ, we associate an oriented edge between the pair ((q 1 ,
In that case, the label of this edge is σ.
Note that f is a partial function, so with f(c 1 ) = c 2 we are also asking that c 1 is in the domain of f .
Definition 3.4.
Let Σ be an alphabet, and let g : (Σ ∪ {ε}) * → Σ * be the morphism of monoids that sends ε to the empty word and is the identity on all the other generators. Given a word w ∈ Σ * , we say that a word with q ∈ Q F such that the word formed by the labels of γ is an ε-expansion of w.
In order to improve the readability of the above definitions, we will provide a fairy tale example to clarify the role of the various entities above.
Imagine there is a group of children playing a treasure hunt in a town. The town is finite (as towns tend to be), and each block of the town is one of the states Q. The children possess an extremely bad memory, but luckily each of them is equipped with a book to write notes. The set C consists of all possible books with all possible contents opened to any page. The set P contains some description about the state of the book, for example "the set of all books open on a blank page" or "all books open to the 12th page". Now suppose that there is a voice guiding the game in order to help the children find the treasure and, in particular, every now and then is reading out loud some hint (the alphabet Σ). The voice represents the word w in the alphabet. When a hint (letter) is read, the children will perform an action, and the possible actions are encoded in the set δ.
At the start of the game, the children will all be in the central block of the city (q I ), with an empty book open on the first page (c I ), and the treasures will be buried in some blocks (Q F ) of the city. The typical turn will work as follows: every child will check on which block they are standing on (an element of Q), then listen to what the voice is saying (an element of Σ), and look if there is something written on the book (an element of P). Then each child decides which strategy apply on that turn (i.e., picks an element of δ), which is compatible with the information Q, Σ and P. Following such a strategy, they may change page or write something on the book (an element of F) and go to a new block (an element of Q) accordingly. If, at any time, a child cannot perform an action, then he or she is disqualified from the game. When the voice stops giving hints, each child will start digging exactly where they stand and see if a treasure is found.
If at least one child has found a treasure, then the instructions were correct (and hence the word w is accepted).
Let us start with some famous automata in order to familiarise with the above concepts. It is a very easy exercise to see that an FSA is completely described by a finite oriented graph with edges labelled by elements of Σ (and not Σ ∪ {ε}).
The following theorem forms a bridge between languages associated to grammars, and languages accepted by automata. Theorem 3.8 ([6] ). For a language L ⊆ Σ * , the following are equivalent: • L is associated to a regular grammar; • L is accepted by an FSA. Definition 3.9. A push-down storage over a finite alphabet Ω is a storage type T = (C, P, F, C I ), where the following holds:
• We define the set equals(ω) as the set of words in Ω * that end with ω (note that equals(ε) is the set {ε}).
Then P = {equals(ω) | ω ∈ Ω ∪ {ε}}. • We define the function push(ω) : Ω * → Ω * that sends x to xω. Furthermore, we define a partial function
The intuitive idea behind the push-down storage is to have a stack of papers that can grow arbitrarily large, but the automaton can read only what is written on the top-most paper. This corresponds to the predicate equals(ω). Then one can put another paper on top with the letter ω (push(ω )) or remove the old one (pull ω ). Note that the alphabet Ω is, in general, not the same as Σ. 1]). For a language L ⊂ Σ * , the following are equivalent: • L is associated to a context-free grammar; • L is accepted by a push-down automaton. We now want to describe the last automaton we are interested in, namely, the tree-stack automaton.
Definition 3.12. Let S be a set. If uv ∈ S * , we say that u is a prefix for uv. Given a set D ⊆ S * , we say that D is prefix-closed if, for each word w ∈ D, all the prefixes of w are in D. Similarly, we say that v is a suffix for uv.
Definition 3.13. Given an alphabet Ω, an Ω-tree is a partial function T :
Note that this corresponds to a rooted tree in the usual graph-theory sense, where each edge is labelled by a natural number, the root is labelled by the symbol ◊ and every other vertex is labelled by an element of Ω.
Definition 3.14.
An Ω-tree with a pointer is a pair (T, p) such that T is an Ω-tree and p ∈ domain(T).
One should think of the pointer as a selected vertex of the tree. Figure 1 
One should note that the command push n (γ) can only be used if there is no branch labelled n emanating from the vertex p.
Notation. For a subset F of Ω, we will write notequals(F) to indicate the finite union of {notequals(ω) | ω ∈ F}. In particular, if we have the command (q, a, notequals(F), f, q ), this will indicate the finite set of rules {(q, a, notequals(ω), f, q ) | ω ∈ F}. Definition 3.16. A tree-stack automaton is an automaton with storage with tree-stack storage. Definition 3.17. We say that a tree-stack automaton is k-restricted if, for any p ∈ ℕ * , n ∈ ℕ and any path in the graph realisation Γ(M) starting at (q I , c I ), the following holds. There are at most k edges of the form (q 1 , (T 1 , p)) to (q 2 , (T 2 , pn)), where q 1 , q 2 ∈ Q and T 1 , T 2 are tree-stacks.
Intuitively, Definition 3.17 states that every vertex in the tree-stack can be accessed from below a uniformly finite number of times. We will see in Lemma 4.3 that this is equivalent to the fact that each vertex in the tree-stack is only accessed for a uniformly bounded amount of time. It is true that a 1-restricted tree-stack automaton is equivalent to a push-down automaton. It is tempting to think that this equivalence can be realised just taking the stack of the push-down automaton as the tree-stack, using push each time a push command is issued and down each time a pop command is issued. However, this cannot be done with finitely many branches at each vertex.
We may try and subvert this issue by replacing subsequent push commands with up commands; however, this will quickly fail to be 1-restricted (it will in fact not be k-restricted for any k).
We include here a method for associating a tree-stack automaton to a push-down automaton. We mimic the pop command as follows. Observe that there are no up commands in the automaton. This means that if we are in a vertex v and a command down is performed, the whole branch above v is no longer accessible anymore, mimicking the fact that the symbols of that branch were removed from the stack. To be sure that this does not cause loss of information, all the down commands in states with a vertex labelled by a letter of the alphabet Ω correspond to pop commands of the original automaton.
If one collapses all the edges labelled with a 0, we arrive at the tree one would get if each push command added a new edge at a vertex and each pop command moved down in the tree.
This requires us to open a new branch of the tree each time a new push command is issued. This is the purpose of ⋆ ω allowing new branches to opened with dummy symbols. Example 3.21. Let M = (Q, T, I, δ) be a push-down automaton over a finite alphabet Ω. We want to define a 1-restricted tree-stack automaton N such that L(M) = L(N).
We define N = (Q , T , I , δ ) to be the following tree-stack automaton. • For each element ω ∈ Ω, let ◻ ω be an extra symbol.
• T is the tree-stack storage with respect to an Ω -tree, where Ω = Ω ∪ {⋆ ω | ω ∈ Ω}.
• The initial and final states of I are the same as I (because Q ⊆ Q ). • δ will be the set containing the following instructions:
(i) For each rule τ = (q 1 , σ, p, f, q 2 ) ∈ δ, there is a corresponding rule τ = (q 1 , σ, p , f , q 2 ) ∈ δ as follows. If p = equals(ω), then p = equals({ω, ⋆ ω ) (note that those predicates have the same names, but are subsets of different power sets). Similarly, if p represents the whole set of configurations of the push-down storage, then p will represent the whole set of configuration of the tree-stack storage. If f = push(ω), then f = push 0 (⋆ ω ) and q 2 = (◻ ω , q 2 ). If f = pop ω , then f = down and q 2 = q 2 . (ii) For the state (◻ ω , q), we have the instruction ((◻ ω , q), ε, C, push 1 (ω), q).
(iii) For every q ∈ Q and ω ∈ Ω, we have the instruction (q, ε, equals(⋆ ω ), down, q).
We also include an application of this example to give a tree-stack automaton which recognises the word problem in ℤ = ⟨t⟩. This case is easier, and so we have slimmed down the commands used. This automaton accepts words that contain an equal number of the letter t and the letter T, which coincides with the word problem in ℤ. 
Closure under free products
In this section, we prove that the class of groups whose word problem is multiple context-free is closed under free products. To do this, we will show that, given G 1 and G 2 with multiple context-free word problem, we can construct a tree-stack automaton which accepts the word problem for G 1 * G 2 . Proof. We build a new automaton which accepts the same language as follows: Add two extra states q f ,q f to our automaton. We add the following transitions to δ:
We change the set of accept states to {q f }. The language accepted by this new automaton is the same language as before. It should be noted that the new automaton has a single accept state, and if M was cycle-free, then so is M .
It will also be useful to know that the amount of time spent at any vertex in the tree-stack is uniformly bounded.
Definition 4.2.
A run in a tree-stack automaton is a path in the graph realisation. This can be seen as a valid sequence of instructions. An accepted run is a run which ends in an accept state. Proof. Consider the two possibilities for entering a vertex of the form (q, (T, p)), where p is fixed and q and T may vary. Either we have an edge (q 1 , (T 2 , pm)) → (q, (T, p)) or (q 2 , (T 2 ,p )) → (q, (T, p)), wherep l = p for some l. There are only k possibilities of the second instance since the automaton is k-restricted.
In the first instance, there must have been an edge of the form (q , (T , p)) → (q , (T , pm)) previously in the path. There are at most k such edges by k-restrictedness. Since δ is finite, there can only be a finite number of instructions that contain a push command. Therefore, there are a bounded number of choices for m.
We will not require the exact bound; however, it can be calculated. A good estimate is k × (number of push commands) × (length of the longest path in the automaton with no movement in the tree).
Let G 1 , G 2 be groups with multiple context-free word problem; we now create the automaton which will accept the word problem for G 1 * G 2 . Ideally, one would like to take the "free product" of the automata. However, this will result in something infinite. The key idea is to do this at the level of the tree-stack storage only. Theorem 4.4. If G 1 and G 2 are groups with multiple context-free word problem, then G 1 * G 2 has multiple context-free word problem.
Proof. Let W i be the word problem in G i , and let W be the word problem in
where T i is a tree-stack storage over the alphabet Ω i , and let I i = (q i I , c i I , Q i F = {q i f }) be an automaton recognising the language W i .
We will assume that these automata are k-restricted, cycle-free and accept a word if and only if the stack pointer is at the root. Let n be the maximum of the two bounds obtained from Lemma 4.3 applied to M 1 and M 2 .
We now define the automaton M that will recognise the language W. The automaton is depicted in Figure 2 .
The states of M are Q = Q 1 ⊔ Q 2 ⊔ {S, F}; the storage type T is the set of tree-stacks on the alphabet Ω = Ω 1 ⊔ Ω 2 ⊔ (Q × {◻ 1 , ◻ 2 }). The initial state is S, with empty initial tree, and the final state is F. The transitions are δ = δ 1 ⊔ δ 2 ⊔ δ 3 , where each set will be described shortly. Intuitively, the set δ 3 regulates the transitions between the two original automata, and we will obtain δ i from δ i by substituting each instruction in δ i that contains a ◊ symbol with a finite set of instructions, one for each state of Q i . More precisely,
• S ̸ = = {(q 1 , σ, notequals((q, ◻ i )), f, q 2 ) | (q 1 , σ, notequals(◊), f, q 2 ) ∈ D ̸ = , q ∈ Q}, and δ 3 = {(S, ε, equals(◊), Id, F), (S, ε, C, push 1 ((S, ◻ 1 )), q 1 I ), (S, ε, C, push 2 ((S, ◻ 2 )), q 2 I ), (q 1 f , ε, equals((S, ◻ 1 )), down, S), (q 2 f , ε, equals((S, ◻ 2 )), down, S)} ∪ {(q, ε, notequals(Q 1 × {◻ 1 }), push i ((q, ◻ 2 )), q 2
The reader should note that tree-stacks were defined with ℕ and negative labels have been used above. One should note that ℤ is countable so the labels can be made positive. The automaton above is k-restricted since the commands in δ 3 do not add any up n commands and all such commands come from the automata M i which are k-restricted. We want to show that W = L(M).
The way the automaton above works is as follows. We start with our word and move to one of the automata M 1 or M 2 , say, M 1 . We then read a word in Σ 1 and move in this automaton as usual. When we come to a letter from Σ 2 , we move to the automaton M 2 recording the state q ∈ Q 1 where we left M 1 and opening a new branch on the tree. Later, we will read a letter of Σ 1 ; if we do this at the final state of M 2 , then we move back to q; otherwise, we open a new branch and move to q 1 I and continue this process. This process is depicted in Figure 3 .
An accepted run Λ of the automaton will have the pointers start and end at the root of the tree-stack. Let T f be the final tree-stack for the run. We can colour the non-root vertices of T f red and blue as follows. Colour a vertex red if the label is from Ω 1 ∪ (Q 2 × {◻ 1 }) and blue otherwise. Note that, after each instruction, there is a tree-stack which embeds, as a graph, into T f . Since the only set commands are to be found in δ 1 and δ 2 , one could colour a vertex upon creation; the above embedding will then be colour preserving. There is a subtree T c ⊂ T f of a single colour whose complement is connected. Figure 3 : The process of opening a new tree and returning to an old tree once the word is accepted For each instruction, there are two possible pointers; these can be viewed as vertices of T f . Let Θ be the instructions in Λ such that both pointers are in T c . We claim that all the elements of Θ are consecutive. This is because there are no up commands with negative labels, so, once we leave T c , there is no way to return. Note that Θ starts at the initial state of one of the automaton and ends at the corresponding final state. In particular, it can be viewed as an accepted run in M i , and the subword v of the run Λ associated to Θ is an element of W i .
Using the above, Λ decomposes as Λ 1 θ 1 Θθ 2 Λ 2 , where θ 1 ∈ δ 3 is an instruction containing a push command and θ 2 ∈ δ 3 is an instruction containing a down command. However, to leave the tree T c , θ 1 and θ 2 pair up, by which we mean that the state of the automaton and the pointer before θ 1 and after θ 2 are the same.
Also, the tree-stacks outside T c remain unchanged. Thus Λ 1 Λ 2 is an accepted run of M. As a consequence, we have that the word w corresponding to the run Λ decomposes as w 1 vw 2 , where v is an element of W i and w 1 w 2 is accepted by M. By considering words that are trivial in G 1 * G 2 , we have that if w 1 w 2 is an element of W, then so is w.
For the base case, note that if T c = T f , then w ∈ W i . Thus, by induction on the number of maximal onecoloured subtrees, L(M) is a subset of W.
For the other direction, we will use induction on the free product length of the word w ∈ W. The free product length of w is the p such that w = w 1 w 2 . . . w p and if w i ∈ W j , then w i+1 ∉ W j . It is clear that words of free product length 1 are in the language L(M).
If w = w 1 . . . w p has free product length p and is an element of W, then there is an i such that w i is an element of W j . We will assume that w i ∈ W 1 . The run the machine will take is as follows: make the run for the word w 1 . . . w i−1 w i+1 . . . w p , which exists by induction hypothesis. At the point where the word w i is read, we will open a new tree and move to the automaton M 1 following a run for this word. This run will finish at the root of the new tree and then return to the automaton M 2 to continue the run where it left off.
To make sure that we can do this process, we have to be able to push a new edge at the correct moment. This may not be possible if we have already pushed n edges at this vertex. However, we assumed that the automaton M 1 can only spend a uniformly bounded amount of time at any vertex and we added more push commands than this bound. Thus there will always be a run for the word w 1 . . . w i−1 w i+1 . . . w p , where we can make a push at the desired moment.
In fact, in the proof, we have shown a slightly stronger result. Corollary 4.5. If G 1 and G 2 are groups whose word problem is k-MCF, then the word problem in
Proof. It is clear from the proof of Theorem 4.4 that the automaton constructed is max{k 1 , k 2 }-restricted. Indeed, all the instructions that contain commands up are contained in δ 1 ∪ δ 2 . Applying instructions contained in δ i will not move the pointer to a vertex of a different colour (where the colouring is defined as in the proof of Theorem 4.4). Thus if a vertex is contained in the interior of a one-coloured subtree, say, the colour corresponding to W 1 , then that vertex will satisfy the k 1 -restriction condition.
Amalgamated free products
In this section, we generalise the previous result to show that the class of groups with multiple context-free word problem is closed under amalgamation over finite subgroups.
The idea is similar to the previous proof; there are however more details. We feel that the interested reader should understand the proof of Theorem 4.4, which encapsulates most of the details in an easier setting. The key idea is the following: Proposition 5.1. Let G be a group with multiple context-free word problem. Let H be a finite subset of G. Then {w ∈ Σ * | w represents an element of H} is a multiple context-free language.
Proof. For each h ∈ H, let v h be a word representing h −1 in Σ. Let R = {v h | h ∈ H}. Since H is a finite set, so is R. Let R be the set of (possibly empty) suffixes of words in R. Let M = (Q, T, I, δ) be an automaton recognising the word problem in G with start state q I and a single final state q f , where T is the set of tree-stacks over the alphabet Ω. Assume that this automaton has been modified as in Lemma 4.1.
The idea is the following: Let w be the input word. We will build an automaton that will "guess" an element of H, say, h, and then proceed to process the word v h w in M. The way this is done is by adding a "second variable" to the states. The second variable represents the new word that is inserted. If the second variable is empty, then the automaton acts exactly as before. Otherwise, if the automaton is in a state (q, v), where v = a 1 . . . a n is a (non-trivial) word, the automaton acts as if it was in the state q and the first letter of v (that is, a 1 ) is read. Then the second variable becomes a 2 . . . a n .
The original decomposition Λ 1 θ 1 Θθ 2 ΞΛ 2 corresponds to a decomposition of w as u 1 vu 2 . The word corresponding to the run Λ 1 
It should be noted that the final tree for the run Λ 1 Θ Λ 2 will have one fewer red subtree. For the base case, note that if T c = T f ; then we have a word in W 1 ∪ W 2 . Thus, by induction on the number of maximal one-coloured subtrees, L(M) is a subset of W.
We must now prove that this automaton accepts all words in W. We will use the free product length of a word once again. Let w = w 1 . . . w k be a word of free product length k. If this word represents the trivial word, then there is a subword w j which represents an element of H. Let u be the corresponding element of F 1 . We can assume that this word is in Σ * 1 . Let v be an element of F 2 representing the same element as w j . The automaton will leave the automaton M 2 from the state (q, ε) to the automaton M 1 starting at the state (q 1 I , u). When the word w j is read, the automaton will return to M 2 at the state (q, v). The automaton will then make a run in M 2 for the word v. Thus w is in L(M) if and only if w = w 1 . . . w j−1 vw j+1 . . . w k is in L(M). Since w has shorter free product length and it is clear that words of free product length 1 are in L(M), we are done by induction.
HNN extensions and graphs of groups
The goal of this section is to prove Theorem 5.4 for HNN extension with finite associated subgroup. We recall the definition of HNN extension. Definition 6.1 (HNN extension). Let G be a group. Let H 1 , H 2 be two subgroups of G, and let ϕ : H 1 → H 2 be an isomorphism. The HNN extension is the group given by the presentation G * ϕ = ⟨G, t | tgt −1 = ϕ(g) for all g ∈ H 1 ⟩.
Our goal is to prove the following result. Theorem 6.2. Let G be a finitely generated group whose word problem is multiple context-free. Let H 1 and H 2 be two finite subgroups of G, and let ϕ : H 1 → H 2 be an isomorphism. Then the HNN extension G * ϕ has a multiple context-free word problem.
The proof of Theorem 6.2 almost coincides with the proof in the case of the amalgamated product, modulo the following lemma. Lemma 6.3. Consider a word g 0 t ε 1 g 1 t ε 2 . . . g n in an HNN extension, where g i ∈ G and ε i = ±1. If w = 1, then • either n = 0 and g 0 = 1 in G, • or n > 0 and, for some i ∈ {1, . . . , n − 1}, one of the following holds:
(i) ε i = 1 and ε i+1 = −1 and g i ∈ H 1 , (ii) ε i = −1 and ε i+1 = 1 and g i ∈ H 2 .
Proof of Theorem 6.2. The proof here is similar to the proof of Theorem 5.4. Instead of changing automaton when we change alphabet, we instead note that, each time we read a t or t −1 , the next word we read must be an element g in H 1 or H 2 , respectively. Since H i are finite groups, we can recognise such words. After doing this, we return to where we were and proceed with the instruction as if we had read ϕ(g) or ϕ −1 (g), respectively.
We have now all the ingredients to prove Theorem A.
Theorem A. Let G be the fundamental group of a finite graph of groups. Assume that all the vertex groups have multiple context-free word problem and all the edges groups are finite. Then G has multiple context-free word problem.
Proof. Let T be a spanning tree in the graph of the graph of groups. Applying inductively Theorem 5.4, we obtain that π 1 (T) has a multiple context-free word problem. Since adding an edge between two vertices of a graph of groups corresponds to an HNN extension, by iteratively applying Theorem 6.2, we obtain the result.
