approximately in the same relation to traditional mathematics as classical physics does to quantum theory.
Remind [7] a set S equipped with two algebraic operations: addition ⊕ and multiplication ⊙, is said to be a semiring if the following conditions are satisfied:
• the addition ⊕ and the multiplication ⊙ are associative;
• the addition ⊕ is commutative;
• the multiplication ⊙ is distributive with respect to the addition ⊕:
x ⊙ (y ⊕ z) = x ⊙ y ⊕ x ⊙ z and (x ⊕ y) ⊙ z = x ⊙ z ⊕ y ⊙ z for all x, y, z ∈ S.
A unit of a semiring S is an element 1 ∈ S such that 1 ⊙ x = x ⊙ 1 = x for all x ∈ S. A zero of a semiring S is an element 0 ∈ S such that 0 = 1 and 0 ⊕ x = x ⊕ 0 = x for all x ∈ S. A semiring S is called an idempotent semiring if x ⊕ x = x for all x ∈ S. A (an idempotent) semiring S with neutral elements 0 and 1 is called a (an idempotent) semifield if every nonzero element of S is invertible. Note that dioïds, quantales and inclines are examples of idempotent semirings [7] .
Let us state Maslov dequantization. Let R = (−∞, +∞) be the field of real numbers and R + = [0, +∞) be the semiring of all nonnegative real numbers (with respect to the usual addition and multiplication). Consider a map Φ h : R + → S = R ∪ {−∞} defined by the equality Φ h (x) = h ln x, h > 0.
Let us undergo the usual operations of addition and multiplication from R + into S using the map Φ h . Let u = Φ h (x) = h ln x, v = Φ h (y) = h ln y. and u ⊙ v = u + v. The imagine Φ h (0) = −∞ of the usual zero 0 is a zero 0 and the imagine Φ h (1) = 0 of the usual unit 1 is a unit 1 in S with respect to these new operations. Thus S obtains the structure of a semiring R (h) isomorphic to R + .
The direct check shows that u ⊕ h v → max{u, v} as h → 0. The convention −∞ ⊙ x = −∞ allows us to extend ⊕ and ⊙ over S. It can easily be checked that S forms a semiring with respect to the addition u ⊕ v = max{u, v} and the multiplication u ⊙ v = u + v with zero 0 = −∞ and unit 1 = 0. Denote this semiring by R max ; it is idempotent, i. e., u ⊕ u = u for all its elements. The semiring R max is actually a semifield. The analogy with quantization is obvious; the parameter h plays the role of the Planck constant, so R + can be viewed as a "quantum object" and R max as the result of its "dequantization". This passage to R max is called the Maslov dequantization.
The notion of idempotent (Maslov) measure finds important applications in different part of mathematics, mathematical physics and economics (see the survey article [7] and the bibliography therein). Topological and categorical properties of the functor of idempotent measures were studied in [10] , [11] . Although idempotent measures are not additive and corresponding functionals are not linear, there are some parallels between topological properties of the functor of probability measures and the functor of idempotent measures (see, for example [10] ) which are based on existence of natural equiconnectedness structure on both functors.
However, some differences appear when the problem of the metrisability of the space of idempotent probability measures was studying. The problem of the metrisability of the space of the usual probability measures was investigated in [3] . We show that the analog of the metrics introduced in [3] (on the space of probability measures) is not metrics on the space of idempotent probability measures. We show the mentioned analog is only a pseudometrics.
In this paper we introduce a metrics on the space of idempotent probability measures.
Idempotent probability measures. Preliminaries
Let X be a compact Hausdorff space (≡ a compact), C(X) be the algebra of continuous functions on X with usual algebraic operations. On C(X) operations ⊕ and ⊙ we will determine by rules ϕ ⊕ ψ = max{ϕ, ψ} and ϕ ⊙ ψ = ϕ + ψ where ϕ, ψ ∈ C(X). Remind a functional µ : C(X) → R is called [7] to be an idempotent probability measure on X if it satisfies the following properties:
(
For a compact X we denote by I(X) the set of all idempotent probability measures on X. I(X) is a subset of R C(X) . Really, since ϕ ⊕ ψ = ψ for any pair ϕ, ψ ∈ C(X) with ϕ ≤ ψ we have µ(ϕ) ≤ µ(ϕ) ⊕ µ(ψ) = µ(ϕ ⊕ ψ) = µ(ψ), i. e. µ is order-preserving functional. That is why µ ∈ ϕ∈C(X)
[− ϕ , ϕ ]. We consider I(X) as a subspace of R C(X) . Sets of the view
where ϕ i ∈ C(X), i = 1, . . . , n, and ε > 0, form a base of open neighbourhoods of given idempotent probability measure µ ∈ I(X) according to induced topology.
Let X, Y be compacts and f : X → Y be a continuous map. It is easy to check that a map I(f ) : I(X) → I(Y ) determined by the formula I(f )(µ)(ψ) = µ(ψ • f ) is continuous. The construction I is a normal functor acting in the category compacts and their continuous maps. Therefore for each idempotent probability measure µ ∈ I(X) one may determine its support:
Consider functions of the type λ : X → [−∞, 0]. On a given set X we determine a maxplus-characteristic function χ ⊕ A : X → R max of a subset A ⊂ X by the rule
For a singleton {x} we will write χ x instead of χ {x} .
Let F 1 , F 2 , . . . , F n be disjoint system of closed sets of a space X, and a 1 , a 2 , . . . , a n be non-positive real numbers. A function
we call a max-plus-step-function defined by the sets F 1 , F 2 , . . . , F n and the numbers a 1 , a 2 , . . . , a n . Note that
for a set A in X and a non-positive number a. Consequently, for a disjoint system of closed sets F 1 , F 2 , . . . , F n in a space X, and non-positive real numbers a 1 , a 2 , . . . , a n we have
The notion of density for an idempotent measure was introduced in [1] . Let µ ∈ I(X). Then we can define a function
The function d µ is upper semicontinuous and is called the density of µ. Conversely, each upper semicontinuous function f :
Note that a function f : X → R is said to be upper semicontinuous if for each x ∈ X, and for every real number r which satisfies f (x) < r, there exists an open neighbourhood U ⊂ X of
| λ is upper semicontinuous and there exists a
Then we have
Obviously that
for a point x 0 by the rule (3) the max-pluscharacteristic function ⊕ χ x 0 defines the Dirac measure δ x 0 supported on the singleton {x 0 }. Let A be a closed subset of a compactum X. It is easy to check that ν ∈ I(A) iff {x ∈ X :
Consider an idempotent probability measure µ = x∈X λ(x) ⊙ δ x ∈ I(X) and a finite system
Define a set
and |λ(x) − γ(y)| < ε at the points x ∈ suppµ ∩ U i and y ∈ suppν ∩ U i , i = 1, . . . , n, } . (5)
Proposition 1 The sets of the view (5) form a base of pointwise convergence topology in I(X).
Proof. Let µ; ϕ; ε be a prebase element, where ϕ ∈ C(X), ε > 0 and µ = x∈X λ(x) ⊙ δ x ∈ I(X). As ϕ is continuous, for each point x ∈ suppµ there is its open neighbourhood U x in X such that for any point y ∈ U x the inequality |ϕ(x) − ϕ(y)| < ε 2 holds. From the open cover {U x : x ∈ suppµ} in X of suppµ by owing to compactness of suppµ one can choose a finite subcover
Two cases are possible:
Case 2 :
So, in the above two cases we have a < ε, i. e. |µ(ϕ) − ν(ϕ)| < ε. From here ν ∈ µ; ϕ; ε , in other words, µ; U 1 , . . . , U n ; ε 2 ⊂ µ; ϕ; ε .
We recall some concepts from [9] , and modify them for the max-plus case if necessary. Let X and Y be compact spaces,
We say that an operator u : C(X) → C(Y ) is a max-plus-linear operator provided u(α⊙ϕ⊕β⊙ψ) = α⊙u(ϕ)⊕β⊙u(ψ) for every pair of functions ϕ, ψ ∈ C(X), where −∞ ≤ α, β ≤ 0, α ⊕ β = 0. A max-plus-linear operator u :
A max-plus-regular exave is a max-plus-linear exave which is a regular operator. If f is a homeomorphic embedding, then a max-plus-linear exave (max-plus-regular exave) for f is called max-plus-linear extension operator (max-plus-regular extension operator). If f is a surjective map, then a max-plus-linear exave (max-plus-regular exave) for f is called max-plus-linear averaging operator (max-plus-regular averaging operator).
Remind, in category theory a monomorphism (an epimorphism) is a left-cancellative (respectively, right-cancellative) morphism, that is, a morphism f : Z → X (respectively, f : X → Y ) such that, for each pair of morphisms g 1 , g 2 : Y → Z the following implication holds
If u is an exave for f : X → Y and y ∈ f (X), then for every function ϕ ∈ C(Y ) we have
plus-regular extension (respectively, averaging) operator if and only if f
Proof. Let u be a max-plus-regular extension (respectively, averaging) operator. Then
Let u be a max-plus-regular operator and f • •u = id C(X) . It requires to show f : X → Y is an embedding. Suppose f (x 1 ) = f (x 2 ), x 1 , x 2 ∈ X. Assume there exists a function ϕ ∈ C(X) such that ϕ(x 1 ) = ϕ(x 2 ). Conversely, we have ϕ(
Let u be a max-plus-regular operator and u • f • = id C(Y ) . We should show that f : X → Y is a surjective map. Suppose f is not so. Then Y \ f (X) = ∅ and for every y ∈ Y \ f (X), since the image f (X) is a compact space, any ϕ :
The got contradiction finishes the proof.
An epimorphism f : X → Y is said to be a max-plus-Milutin epimorphism provided it permits a max-plus-regular averaging operator. A compact space X is a max-plus-Milutin space if there exists a max-plus-Milutin epimorphism f : D τ → X [9] . Every compactum is a Milutin space ( [4] , Corollary VIII.4.6.). Analogously, every compactum is a max-plus-Milutin space.
An analog of the Uspenskii's metrics
Every zero-dimensional space of the weight m ≥ ℵ 0 embeds into Cantor cube D m . Consequently, a zero-dimensional compactum is a max-plus-Milutin space.
where π i : X ×X → X is the projection onto i-th factor, i = 1, 2. We will show the set Λ(µ 1 , µ 2 ) is nonempty. Let x i 0 ∈ suppµ i be points such that λ i (x i 0 ) = 0, i = 1, 2. Then the directly checking shows that I(π i )(ξ) = µ i , i = 1, 2, for all ξ ∈ I(X 2 ) of the form ξ = ξ 0 ⊕ R(µ 1 , µ 2 ). Here
is an idempotent probability measure on X 2 , and
is some functional on C(X) where
Thus ξ ∈ Λ(µ 1 , µ 2 ), i. e. Λ(µ 1 , µ 2 ) = ∅. In fact, here more is proved: it is easy to see if |X| ≥ 2 and |Y | ≥ 2 then quantity of the numbers γ(x, y) is uncountable. From here one concludes that the potency of the set Λ(µ 1 , µ 2 ) is no less than continuum potency as soon as each of the supports suppµ i , i = 1, 2, contains no less than two points.
Note that ξ = ξ 0 if one takes empty set as K and M . Idempotent probability measures ξ ∈ I(X 2 ) with I(π i )(ξ) = µ i , i = 1, 2 we will call as (µ 1 , µ 2 )-admissible measures.
The following statement is rather evident.
Proposition 3 Let
, be idempotent probability measures. Then
satisfies the following equalities:
Consider a compactum (X, ρ). We define a function d I : I(X) × I(X) → R by the formula
This function was offered by V. V. Uspenskii and in [3] it was proved that it is a metrics on the space of probability measures. Its analog for idempotent probability measures is not metrics on the space of idempotent probability measures.
Proposition 4
For every pair µ 1 , µ 2 ∈ I(X) there exists a (µ 1 , µ 2 )-admissible idempotent probability measure ξ ∈ I(X 2 ) such that
Proof. Consider a sequence {ξ n } of (µ 1 , µ 2 )-admissible idempotent probability measures such that ξ n (ρ) −→ d I (µ 1 , µ 2 ). Passing in case of need to a subsequence, owing to compactness of I(X 2 ), it is possible to assume that {ξ n } tends to some ξ ∈ I(X 2 ). Since the projections I(π i ) are continuous, ξ is (µ 1 , µ 2 )-admissible. Further, for an arbitrary ε > 0 there exists n 0 such that ξ n ∈ ξ; ρ; ε for all n ≥ n 0 , where ξ; ρ; ε is a prebase neighbourhood of ξ in the pointwise convergence topology on I(X 2 ). So, |ξ(ρ) − ξ n (ρ)| < ε. Consequently, d I (µ 1 , µ 2 ) = ξ(ρ).
Proposition 5 The function d I is a pseudometric on I(X).
Proof. Since each ξ ∈ I(X 2 ) is order-preserving then the inequality ρ ≥ 0 immediately implies
is a (µ 1 , µ 2 )-admissible idempotent probability measure, and
Let us show that the triangle inequality is true as well. Take arbitrary triple µ i ∈ I(X), i = 1, 2, 3. Let µ 1 2 , µ 2 3 ∈ I(X 2 ) be (µ 1 , µ 2 )-and (µ 2 , µ 3 )-admissible measures such that d I (µ 1 , µ 2 ) = µ 1 2 (ρ) and d I (µ 2 , µ 3 ) = µ 2 3 (ρ), respectively. Put
and let
be corresponding projection. According to Corollary 4.3 [11] the functor I is bicommutative. Using this fact one can similarly to Lemma 4 [3] show that for idempotent probability measures
such that Set µ 1 3 = I(π 1 2 3 1 3 )(µ 1 2 3 ). Then according to Proposition 3 µ 1 3 is a (µ 1 , µ 3 )-admissible idempotent probability measure. Using Proposition 3, we obtain
Here d ν is the density function of the corresponding measure ν (see page 4).
Unlike usual probability measures, the function d I is not a metrics.
Example 1 Let (X, ρ) be a metric space, x, y ∈ X be points such that ρ(x, y) = 1. Consider idempotent probability measures
One can directly check that the idempotent probability measure ξ = 0⊙δ (x, x) ⊕(−2)⊙δ (y, x) ⊕(−4)⊙δ (x, y) is (µ 1 , µ 2 )-admissible, and ξ(ρ) = 0. That is why d I (µ 1 , µ 2 ) = 0, though µ 1 = µ 2 .
Example 1 shows that the functors P of probability measures and I of idempotent probability measures are not isomorphic.
4 On a metrics on the space of idempotent probability measures Let (X, ρ) be a metric compact space. We suggest a distance function ρ I : I(X) × I(X) → R as follows
Theorem 1 The function ρ I is a metrics on I(X) which is an extension of the metric ρ.
Proof. Obviously, ρ I is nonnegative and symmetric. If µ 1 = µ 2 then similarly to the proof of Proposition 5 one can show that ρ I (µ 1 , µ 2 ) = 0. Inversely, let ρ I (µ 1 , µ 2 ) = 0. Then it there exist a ξ ∈ Λ 1 2 such that ρ(x, y) = 0 for all (x, y) ∈ suppξ. Consequently suppξ must lie in the diagonal ∆(X) = {(x, x) : x ∈ X}. Applying Proposition 3, we have d µ 1 = d µ 2 , which implies µ 1 = µ 2 . It remains to check the triangle axiom. But the checking consists only of the repeating of procedure at the proof of Proposition 5.
For every pair of Dirac measures δ x , δ y , x, y ∈ X, the uniqueness of (δ x , δ y )-admissible measure ξ ∈ I(X 2 ), ξ = 0 ⊙ δ (x, y) , implies that
From here we get that ρ I is an extension of ρ.
Since every idempotent probability measure is order-preserving, from the construction of the metrics ρ I we obtain the following statement.
Proposition 7 Let X be a compactum and a sequence {µ n } ⊂ I(X) converge to µ 0 ∈ I(X) with respect to pointwise convergence topology. Then for every open neighbourhood U of the diagonal ∆(X) = {(x, x) : x ∈ X} there exist a positive integer n and a (µ 0 , µ n )-admissible measure µ 0 n ∈ I(X 2 ) such that
Proof. At first we consider the case of zero-dimensional compactum X. There exists a disjoint clopen cover {V 1 , . . . , V n } of X (i. e. a cover, which consists of open-closed sets of X)
There exists a base of the compactum X consisting of clopen sets
form a base of the compactum X 1 2 . To determine µ 0 n it is enough to construct its density function.
It is clear that
and, the equation (8) is proved for the zero-dimensional case. Now let X be an arbitrary compactum. There exists a zero-dimensional compactum Z, a max-plus-Milutin epimorphism f : Z → X and a max-plus-regular averaging operator u : C(Z) → C(X) corresponding to this epimorphism. The dual max-plus-map u ⊕ which we define by the equality u ⊕ (µ)(ϕ) = µ(u(ϕ)), ϕ ∈ C(Z), generates an embedding u ⊕ : I(X) → I(Z).
For idempotent probability measures
That is why Thus, I(π 12 1 )(µ 0 n ) = µ 0 . Similarly, I(π 12 2 )(µ 0 n ) = µ n . The Proposition is proved.
Theorem 2
The metrics ρ I generates pointwise convergence topology on I(X).
Proof. Let {µ n } ⊂ I(X) be a sequence and µ 0 ∈ I(X). Suppose the sequence converges to µ 0 with respect to the pointwise convergence topology but not by ρ I . Passing in case of need to a subsequence, it is possible to regard that ρ I (µ n , µ 0 ) ≥ a > 0 for all positive integer n.
Consider an open neighbourhood of the diagonal ∆(X): U = (x, y) ∈ X 2 : ρ(x, y) < a 2 .
By virtue of Proposition 7 there exist a positive integer n and a (µ 0 , µ n )-admissible measure µ 0 n ∈ I(X 2 ) such that The obtained contradiction finishes the proof.
