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1 Introduction 
Markets can be affected by influences from outside. One market is more sensi-
tive to these influences than another. This has consequences for the firms in 
the market. It is more difficult for a firm to stay in the market if it is easier for 
other firms to join the market. This is just one aspect of what is called con-
testability. Although there is no clear definition of contestability, it can be 
seen as an indicator for the sensitivity of the market to influences from out-
side. If it is easier for a firm to join the market, the market is said to be more 
contestable. Contestability is not the same as competition, but contestability is 
one of the factors explaining the impact of competition on other variables. So 
far, not much evidence was found of a significant impact of contestability on 
prices. In theory, it is plausible that higher contestability has a negative impact 
on prices, because it is an indicator for more competition. The model of Lever 
(1997)
1 will be followed. Lever looked at the impact of competition on prices 
in Dutch manufacturing industries. He did not find a significant impact of 
market contestability on prices. 
Contestability was measured via some indicators, such as entry and exit of 
firms in the market, the capital intensity, the R&D intensity and the concentra-
tion ratio c4. The purpose of this research is to examine whether contestability 
affects prices in Dutch manufacturing industries. In theory, it is plausible that 
more competition generates lower prices, because firms want to keep their 
market share and try to keep potential entrants outside the market by lower-
ing their price. It is assumed that higher contestability implies higher competi-
tion, which in turn can lead to lower prices. Higher entry may also lead to 
higher exit, since only the most profitable firms will stay in the market. The 
sum of entry and exit is called turbulence. It is assumed that turbulence has a 
negative impact on prices, because higher turbulence indicates higher con-
testability. The other indicators of high contestability are: low capital intensity, 
measured by capital costs divided by value added, low R&D intensity, i.e. R&D 
expenditure divided by value added, and a low concentration ratio c4, meas-
ured by employment in the four largest firms divided by total employment in 
all enterprises. All these indicators of high contestability are supposed to have 
a negative impact on prices, via competition. This means that if these indica-
tors have a significant negative impact on prices, this indicates that contesta-
bility has a negative impact on prices. 
 
1   Lever estimated the price equation with the following explanatory variables: costs per unit of 
output, a time trend, c4, the export share, the R&D intensity, net entry and turbulence. For the 
possible indicators of contestability only the concentration ratio c4 appeared to have a signifi-
cant positive effect on price at a 5% significance level.  
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So, in theory, contestability has a negative impact on prices. In this report, the 
impact of contestability on prices in Dutch manufacturing industries is empiri-
cally examined. In chapter 2, the theoretical background will be discussed. 
Then the basic model will be introduced in chapter 3, and chapter 4 will dis-
cuss the data and the estimation procedure. Chapter 5 will present the results, 
and in chapter 6 a sensitivity analysis will be discussed. Chapter 7 will provide 
conclusions, and, finally, chapter 8 comprises a summary. EIM Business & Policy Research    7 
2 Theoretical  background 
To measure the influence of market contestability on prices, several indicators 
are suggested. These indicators will be discussed separately. 
Firm-specific capital costs can be seen as an indicator for market contestability, 
because higher capital costs may lead to less pressure from potential entrants 
to join the market, which in turn may induce higher output prices for existing 
firms. 
More entry as well as more exit indicate a higher market contestability and 
may imply lower output prices. Entry is measured by the number of starting 
firms and general subsidiaries. Exit is measured by the number of bankruptcies 
and general terminations
1. These variables are indicators for higher contesta-
bility, because more entry and/or exit are/is a consequence of changes in influ-
ences on a certain market from outside. If a market is more sensitive to these 
influences, it may lead to more entry and/or exit. With more entry and more 
firms in the market the price is expected to decrease. In the same way, more 
exit is expected to have a positive effect on price, because of a lower supply. In 
practice, exit will be correlated with entry. Most sectors have high exit rates 
together with high entry rates, or low exit and entry rates. From this point of 
view it is better to look at turbulence. Turbulence is measured by the sum of 
the entry and exit rates of firms. Turbulence is expected to have positive corre-
lation with contestability. But turbulence does not say anything about the 
number of firms in the market. If there is more turbulence but the number of 
firms falls, prices may rise. This is the case when there is more exit than entry. 
So in this case turbulence may lead to higher prices. In the same way, more en-
try than exit may lead to lower prices. So in this case turbulence has a negative 
impact on prices. So it is not exactly clear what impact turbulence has on 
prices. If it is found that turbulence has a positive impact on price, it is ex-
pected that there is more exit than entry. So in examining the impact of turbu-
lence on price, turbulence is a less appropriate indicator for contestability if 
the entry and exit rate are equal or almost equal to each other. 
The indicator net entry, measured as the difference between the entry and 
exit rate, may correlate with turbulence if there is high entry or high exit in a 
market. This may be the case in a growing or declining market, respectively. If 
the entry and exit rate are equal or almost equal, net entry would also be a 
less appropriate indicator for contestability. The correlation between turbu-
lence and net entry was calculated, and appeared to be 0.643. So including net 
entry in the model could have serious consequences for the estimation of the 
coefficient of turbulence and vice versa. This is called the problem of collinear-
 
1   These definitions were obtained from: Kleijweg and Lever (1996).  
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ity. It can be solved by means of principal components analysis, which will be 
discussed later. The correlation matrix will be provided in section 5.3. 
There are other variables to choose such as immigration and emigration of 
firms as indicators for contestability. Why these variables are not as important 
as net entry, turbulence, exit and entry has been investigated in previous re-
search
1. It appeared that turbulence and net entry are the main dynamic 
measures. This means that a higher turbulence and/or a higher net entry indi-
cate/s a more dynamic market. And a more dynamic market is supposed to be 
more contestable. But at first instance turbulence will be chosen in the basic 
model instead of net entry, because of the high correlation between the vari-
ables. If turbulence would have an impact on prices, net entry is also expected 
to have an impact on prices. Later, a closer look will be taken at each of these 
variables separately. 
The next indicator for contestability is R&D intensity. It is believed that higher 
R&D expenditure lead to higher prices. One of the reasons is that firms can 
distinguish their product from the others, using a new brand name or a new 
product variety, for example. It is assumed that higher R&D intensity has a 
negative impact on contestability, because it is more difficult for a certain firm 
to enter the market. In this case existing firms may rise their price, because of 
the higher barrier to entry. 
c4 is used as the last possible indicator for contestability. A higher concentra-
tion ratio is expected to have negative effect on contestability, because firms 
will unite their market power. They can produce their product against lower 
labour and/or capital costs, for example. 
The variables R&D intensity, capital intensity and turbulence could also be cor-
related with each other. R&D intensity and capital intensity are supposed to 
have positive impact on prices. Furthermore, these variables appear not to be 
highly correlated with turbulence (0.027 and 0.071, respectively). Therefore, 
both variables are included in the basic model. 
The other variables that are not indicators for contestability, are the same as 
in the model of Lever, except import penetration, measured by the share of 
competitive imports in domestic demand, which is new. Lever would have 
liked to use this variable in his model, but there were no data available. For 
this variable there is the problem of collinearity too, because it is expected to 
correlate with export share. This correlation appeared to be 0.323, which is 
high enough to play a role in the estimation of the coefficients of these vari-
ables. The export share and the import penetration are indicators of the ex-
tent of exposure to foreign competition. Higher export share or import pene-
tration may lead to lower prices, via competition. 
 
1   H.R. Nieuwenhuijsen, J.S. Bais, N.S. Bosma, J.M.P. de Kok, E.A. van Noort and J.A.C. Vollebregt 
(1999). EIM Business & Policy Research    9 
The other variables, that are not indicators of contestability, are costs per unit 
of output, c-q, and a time trend, t-q
1. The variable c-q can be seen as the aver-
age costs. Deviations from marginal costs may be derived from the coefficient 
of t-q. The greater this coefficient, the greater the difference between mar-
ginal and average costs. Furthermore, measurement errors might be neutral-
ized by this term, because they can compensate a great deviation of the meas-
ured difference between marginal costs and average costs and the actual dif-
ference. 
 
1   Lever (1997) derived the price equation based on the model of Cowling and Waterson (1976). 
In this equation, price is set equal to marginal costs, the Herfindahl index and a constant. Mar-
ginal costs are set equal to average costs, c-q, a time trend, t-q, and a constant. Instead of the 
Herfindahl index, c4 and export share are used as indicators of market concentration, because 
there were no data available of the Herfindahl index.  
10  EIM Business & Policy Research 
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3  The basic model 
The following price equation will be estimated: 
(3.1) p  =  α0 + α1(c – q) + α2(t – q) + α3c4 + α4exs + α5ims + α6rd + α7cap + α8turb. 
In this equation, the variables are defined as follows: 
p:   price index of output (in logarithms) 
c:   total costs (in logarithms) 
q:   total sales in volume of output (in logarithms) 
t:   the year (1984-1996) 
c4:  concentration ratio; employment in the 4 largest enterprises, divided by 
total employment in all enterprises 
exs:  export share in total sales 
ims:  share of competitive imports in domestic demand 
rd:  R&D intensity; i.e. R&D expenditure divided by value added 
cap:  capital intensity; i.e. capital costs divided by value added 
turb:  degree of turbulence; i.e. sum of entry and exit of firms divided by the 
number of existing firms. 
The variables c, rd and cap are expressed in millions of guilders. 
This model can be seen as an extension of the model of Lever. That is, the 
variables import share (ims) and capital intensity (cap) were added to the 
model and the variable net entry was excluded because of its high correlation 
with turbulence. 
The important coefficients are α3, α6, α7 and α8, since these coefficients reflect 
the impact of contestability on prices. It will be investigated whether these co-
efficients are significantly different from zero or not.  
12  EIM Business & Policy Research 
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4  Data and estimation procedure 
4.1 Data 
To estimate the price equation, panel data covering 68 three-digit Dutch 
manufacturing (DUMA) industries for the period 1984-1996 for most variables 
were used. So in total there are 884 (68*13) observations. The SBI-codes of 
these industries follow the ‘Standaard Bedrijfsindeling’ 1993 of CBS
1. For R&D 
intensity, import penetration and turbulence there were only data available at 
a higher aggregation level
2. 
The price equation was estimated at the lowest aggregation level. That means 
that for some sectors R&D intensity, import penetration or turbulence are the 
same. 
There are several problems with the data. Not only with the data themselves, 
but also with the use of the data. For the data themselves, the most common 
problem is missing data. Another data issue is that the data are divided into 
different aggregation levels. In using the data, a problem that emerges is 
measurement errors
3. Another problem is collinearity
4, which occurs when ex-
planatory variables are highly correlated with each other. Further, explanatory 
variables may be endogenous, which leads to inconsistent estimators. This 
problem is called simultaneity, because prices are explained by explanatory 
variables, while at the same time some of these explanatory variables may be 
influenced by prices. At last, there may be outliers in the data. 
Some of these problems also appear in the data for DUMA industries. To begin 
with the first, for some important variables there were no data available or 
data were kept secret. Especially for the years 1995 and 1996 there were many 
missing data
5. 
So before the model could be estimated, the data had to be transformed. 
There are many possibilities to do this. All sectors with one or more missing 
data could have been dropped, so that only true data would have been used. 
This was not done, because in this case too many sectors would have been lost. 
Besides, within a sector nothing would have been done with data of the other 
variables (i.e. those without missing values). 
 
1   The data are derived from CBS (1996). 
2   See Appendix A: variables and data sources. 
3   See Appendix B. 
4   Collinearity is discussed in Appendix C. 
5   For the variable import penetration there were no data available for the years 1995 and 1996. 
For c4 there were almost no data available for the sectors ‘manufacturing of metal’ and 
‘manufacturing of electric elements and batteries’. For foreign sales there were no data avail-
able for the sector ‘manufacturing of cement’.  
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Another possibility is to estimate the missing values. This is what was done in 
this study. For the variables ‘number of employees’ and ‘domestic price index’ 
there were no missing values. For the variables that missed data for a few 
years, the missing data were estimated by means of relating it to the number 
of employees and then correct it for price fluctuations. The data transforma-
tion was carried out in software package TSP. With these new data the model 
was estimated. 
The problem of outliers can be solved in a simple way by deleting them. This 
was done for some sectors after panel data estimation. The sectors with out-
liers that were selected are those groups with the highest values for import 
penetration, R&D intensity, c4, export share, capital intensity and turbulence. 
The problem of deleting outliers from the dataset is, of course, that there are 
much less data to use for estimating the model. The results of the estimated 
models with different datasets will be compared in chapter 6. 
4.2 Estimation  procedure 
Assume X is de matrix with all explanatory variables included: 
(4.1)  X = [(c-q) (t-q) c4 exs ims rd cap turb]. 
The model with panel data can be written as follows: 
(4.2) pi,t = αi + Xi,tβ + εi,t, i = 1,…,68 and t = 1984,…,1996. 
αi stands for the individual effect of sector i, which is constant over time. εi,t is 
normally independently distributed with mean zero and variance σi
2 , for i = 
1,...68 and t = 1984,…,1996. β is a 8×1 vector of parameters. It is assumed that 
β is constant for each sector and constant over time. 
First, different estimation techniques will be applied. They will be discussed 
one by one. 
4.2.1 OLS 
The simplest estimation technique is ordinary least squares (OLS). First, the 
normal price equation was estimated with all variables included, just to obtain 
impression of the estimated coefficients. So the price equation (3.1) was esti-
mated. OLS cannot estimate the sector-specific constant as in equation (4.2). 
Assume: 
(4.3)  X = [one (c-q) (t-q) c4 exs ims rd cap turb]. 
One stands for a vector with ones. Further, assume that β is a vector with pa-
rameters: 
(4.4)  β = [α0 α1 α2 α3 α4 α5 α6 α7 α8]’. 
The accent denotes the transposition. Assume that b is the vector with the es-
timated coefficients. Further, assume: EIM Business & Policy Research    15 
(4.5) Sxx = itXi,t’ Xi,t , i = 1,…,68 and t =1984,…,1996. 
(4.6) Sxy = itXi,t’ pi,t , i = 1,…,68 and t =1984,…,1996. 




The residuals are calculated as follows: 
(4.8) ei,t = pi,t – Xi,tb
ols, i = 1,...,68 and t =1984,...,1996. 
One problem here might be simultaneity of some variables. Prices are influ-
enced by the explanatory variables, while at the same time some of these vari-
ables could be influenced by prices. Simultaneity will be discussed in section 
4.2.8. Collinearity between variables might also be a problem, which can be 
solved by means of PCA. Further, explanatory variables might be correlated 
with the disturbances, which leads to inconsistent estimators. The last problem 
with OLS might be neglecting the sector-specific constants. With OLS a con-
stant is calculated, which is the same for all sectors. It might be better to com-
pensate for sector-specific constants. The estimated value of the constant will 
not be presented, because it is more convenient to compare the estimated co-
efficients of the other variables for the different estimation techniques with 
each other. 
Next, the price equation is estimated with OLS again, but now with the ex-
planatory variables three years lagged as instruments, which might solve the 
problem of simultaneity. Furthermore, it might help to get rid of the correla-
tion between the disturbances and the explanatory variables. 
4.2.2 Fixed  effects 
Fixed effects estimation is a special form of OLS. This technique is used to 
compensate for sector-specific constants. The coefficients will be estimated 
with the within estimator, because it will make more sense to look within each 
sector than between sectors. The model to be estimated is as follows: 
(4.9) pi,t = αi +Xi,tβ + εi,t , i = 1,…,68 and t = 1984,…,1996. 
αi stands for the individual effect of sector i, which is constant over time. εi,t is 
normally independently distributed with mean zero and variance σi
2 , for i = 
1,...68 and t = 1984,…,1996. The fixed effects approach takes αi to be a group-
specific constant term in the regression model. The within estimator will be 
used here. Assume Xi.* are the sector means of the explanatory variables and 
pi.* are the sector means of the price. Assume: 
(4.10) Sxx = it(Xi,t - Xi.*)’(Xi,t - Xi.*), i = 1,…,68 and t = 1984,…,1996, 
and assume: 
(4.11) Sxy = it(Xi,t - Xi.*)’(pi,t – pi.*), i = 1,…,68 and t = 1984,…,1996.  
The within estimator reads as follows: 
(4.12) b
w = Sxx
-1Sxy.   
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4.2.3 First  differences 
Another variant is first differences. This is not really an estimation technique, 
but a data transformation. With first differences, the values of the variables of 
the differences between two successive years are taken. With these new data 
the usual estimation techniques can be applied. Therefore, OLS will be used, 
but without a constant in the regression model. With first differences, the con-
stant is omitted from the regression model. The within estimator makes not 
much sense here, since first differences already compensate for the sector-
specific constant. For each sector only 12 observations can be used here. The 
model reads as follows: 
(4.13) pi,t – pi,t-1 = (Xi,t – Xi,t-1)β + εi,t , i = 1,…,68 and t =   1985,…,1996. 
X is now the same matrix as (4.1). Lags of one year for the explanatory vari-
ables are used, except the variables c-q and t-q, to avoid the problem of simul-
taneity. Two or three years lagged variables might not provide any good re-
sults, because the values in first differences are too small. So a small deviation 
in the values of the variables might have great consequences for the parame-
ter estimations. It is expected that one year lagged explanatory variables will 
not be correlated with the disturbances very much. 
The main disadvantage of estimating the model in first differences is meas-
urement errors of the measured variables. If the variables contain measure-
ment errors, it is plausible that, relatively, the difference between two values 
of a certain variable contains a greater measurement error than the normal 
value. 
4.2.4 Long  differences 
Long differences is also a form of data transformation; values of differences 
between the last and first year are used. It can be written as follows: 
(4.14) pi,t – pi,t-12 = (Xi,t – Xi,t-12)β + εi,t , i = 1,…,68 and t = 1996. 
This equation will also be estimated with OLS. Only one observation per sector 
can be used here. As in section 4.2.3, a correction for sector-specific constants 
is built in. Data could contain measurement errors, although they will be not 
as large as with first differences, because data are obtained from a longer 
time period. Comparing to first differences, another advantage of estimating 
in long differences is that over a long period the variance of the estimated co-
efficients will be smaller, because the fluctuations in the values of the vari-
ables will not be as large as with first differences. A consequence is that the 
impact of one of the explanatory variables on price can be observed better 
now. In practice, the price reaction on changes in values of explanatory vari-
ables in a certain industry will take some time. 
The main disadvantages are simultaneity and collinearity. EIM Business & Policy Research    17 
4.2.5 GMM 
Lever (1997) used the Generalized Method of Moments (GMM)
1. This estima-
tion technique is a direct extension of the method of moments technique. 
With this technique endogenous lagged variables can be used in the model. 
With data in long differences no lagged endogenous or exogenous variables 
can be used that can serve as instrumental variables. For fixed effects this 
makes not much sense, since the lagged variables still could be correlated with 
the disturbances of the regression. So for fixed effects and long differences, 
the estimation technique OLS will be applied. 
4.2.6 T-test 
The results of the estimated coefficients will be provided in the next section. 
Furthermore, it will be shown which coefficients are significantly different 
from zero at a 10% significance level. This means that in 90% of the cases the 
estimated coefficient lies in the interval of the t-value times the standard 
deviation of the estimated coefficient from the true value of the coefficient. 
The student’s t-distribution to find the t-values is used. In all cases these t-
values come close to the values of the standard normal distribution, because in 
most cases more than 100 observations are used, only with long differences 68 
observations are used. The value in all these cases is close to ±1.66. It is 
assumed that a coefficient is significant at the 10% significance level if the t-
value is higher than 1.66 or lower than –1.66. In the table of results this would 
be labelled with a Y of yes, otherwise it would be labelled as N of no. For the 
intervals [1.50-1.66] and [−1.50- −1.66] an exception will be made. If a t-value 
would fall in this interval, it will be labelled with Y/N, because these 
coefficients can be seen as ‘slightly’ significantly different from zero. 
4.2.7  Selecting the best estimation technique and the key variables 
Subsequently, some refinements are made with the estimation technique that 
produces the best results in the sense of the highest R-squared and the best 
estimated coefficients. The coefficient of c-q is expected to have a value in the 
neighbourhood of one, because in competitive industries prices are approxi-
mately set equal to marginal costs, which in turn is almost equal to average 
costs. Deviations from marginal costs may be derived from the coefficient of t-
q. The variable also serves as neutralization of measurement errors (see chap-
ter 2). After estimating the model, the key variables will be selected. The selec-
tion is not only based on significance of the variables, but also on correlation 
between variables and the usefulness of variables with relation to contesta-
bility. 
 
1   See Appendix D for characteristics of GMM.  
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4.2.8 Simultaneity 
After that, the problem of simultaneity will be discussed. It will be investi-
gated which variables are influenced by prices. If any simultaneity occurs, a 
system of equations will be made and these equations will be estimated simul-
taneously. 
4.2.9  Principal Components Analysis 
he next step is to solve the problem of collinearity between variables by means 
of principal components analysis (PCA)
1. Some variables are related to each 
other, in which case they are correlated. The PCA will provide one or more in-
dicators for those variables that are correlated with each other. These indica-
tors will be included in the price equation. So if these indicators are signifi-
cantly different from zero, they can serve as new variables in the price equa-
tion. An attempt will be made to identify one or more indicators of contesta-
bility that can be used in the price equation. A choice will be made between 
the variables capital intensity, R&D intensity, turbulence, net entry and c4. In-
stead of turbulence and net entry the variables entry and exit could also be 
used, because turbulence and net entry are constructed from entry and exit. 
Turbulence can also be seen as a variable that is made by PCA because it is the 
sum of entry and exit rates. The same reasoning can be followed for net entry. 
The model with turbulence and net entry included will be compared to the 
model with the variables entry and exit included. It is expected that this will 
not reveal much difference, since the variables turbulence and net entry are 
both obtained from the variables entry and exit. 
Furthermore, a closer look will be taken at the variables entry, exit, turbulence 
and net entry separately. So the model with each of these variables will be es-
timated separately. For the PCA, the factor loadings, the eigenvalues of the 
factors and the cumulative R-squared of the factors will be shown. There are 
more factors that can serve as an indicator for contestability. One criterion 
that is often used to define the number of factors, is to look at the value of 
the eigenvalue of a factor. If it is greater than one, this factor is used. The cor-
relation matrix will also be shown in section 5.3. 
4.2.10  Contestability and prices 
With PCA, it will be investigated which variables are highly correlated with a 
certain factor. But this factor does not say something about contestability ex-
plicitly. Therefore, these factors have to be related to contestability in some 
way. First, some assumptions are made. It is assumed that entry and exit are 
positively related to contestability. Furthermore, it is assumed that c4, R&D in-
tensity and capital intensity are negatively related to contestability. The vari-
ables that are highly correlated with one factor will be regressed on that fac-
 
1   See Appendix C. EIM Business & Policy Research    19 
tor to see what influence they have on the specific factor. The estimated coef-
ficients of the variables c4, R&D intensity and capital intensity will be multi-
plied by –1, since these variables are inversely related to contestability. The 
price will be regressed on the variables c-q, t-q, export share and the possible 
indicators for contestability. So a simultaneous model will be estimated. 
4.2.11 Sensitivity  analysis 
Finally, a sensitivity analysis will be carried out for the basic model, equation 
(3.1). First, the model without the outliers is estimated. Second, the model is 
estimated only for the years 1984-1994, because many data are missing for the 
years 1995 and 1996.  
20  EIM Business & Policy Research 
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5  Results 
5.1 Panel  data  estimations 
First, the results of the panel data estimations with all data included will be 
shown. Six cases are distinguished. The first case provides the estimations of 
the price equation with Ordinary Least Squares (OLS). The second case is also 
OLS, but with the explanatory variables three years lagged. The third case is 
the Fixed Effects estimation. Fourth, the estimation of first differences, and 
fifth, first differences with the explanatory variables one year lagged except c-
q and t-q. The sixth case is with long differences. 
Table 5.1  Panel data estimations 
  Price  dependent  variable              
  1   2   3   4   5   6   
explanatory  estimated  estimated  estimated  estimated  estimated   estimated  
variables coef. sig coef. sig coef.  sig  coef. sig coef. sig  coef. sig 
c-q  0.278  Y 0.056  Y 0.625  Y 0.385  Y 0.392  Y 0.857  Y 
t-q  0.006 Y  0.011 Y  0.004 Y  -0.050 Y  -0.064 Y  0.003 Y 
c4  0.034 Y  0.002 N  0.105 Y  0.071 Y  0.026 N  0.135 Y/N 
Exs  0.001 N  -0.000 N  -0.045 Y  0.050 Y  0.003 N  -0.164 Y 
Cap  0.029 N  -0.051 Y  0.056 Y  -0.021 Y  -0.005 N  -0.002 N 
Ims  -0.060 Y  -0.026 Y  0.085 Y  0.078 Y  -0.047 N  0.101 N 
Rd  -0.001 Y  0.000 N  -0.004 Y  -0.003 Y  -0.001 N  0.043 Y 
Turb  -0.031  Y  -0.048  Y 0.037  N 0.024  N 0.022  N 0.068  N 
R-squared  0.446  0.382  0.726  0.407  0.387  0.834  
From the table it follows that long differences produce the best results, then 
fixed effects, while the rest does not yield very good results. One criterion for 
a good model is the R-squared. It measures the percentage of the variation in 
the endogenous variable that is explained by the explanatory variables. From 
the table it is clear that case six provides the best model in the sense of the 
highest R-squared, and then case three. The other cases do not differ much 
from each other. A second criterion is the best estimated coefficients, in the 
sense of the most plausible results. In this case, long differences produce the 
best results, because compared to the other cases the coefficient of (c-q) is 
closest to one, the estimated coefficient of (t-q) is the smallest. Furthermore, 
c4, export share and R&D intensity have the expected signs (see chapter 2).  
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5.2  Selection of variables and estimation technique 
First, the best estimation technique will be selected. From section 5.1 it seems 
that long differences yield the best results, i.e. OLS with the data in long dif-
ferences. Some arguments are: 
1.  Correction for sector-specific constants. 
2.  Not much problems with measurement errors compared to other data 
transformations. 
3.  The results, with relation to the estimated coefficients and the R-squared, 
seem most plausible compared to other estimation techniques. 
We shall, therefore, proceed with long differences, because they provide the 
best results. The key variables will be selected based on the results of the esti-
mated coefficients with long differences in order to see which variables have 
to be included in the model. In this case it would mean that the variables im-
port penetration, capital intensity and turbulence would be left out, since the 
coefficients of these variables are not significantly different from zero. Insig-
nificance is not the only reason that variables are left out of the model. For 
example, variables could also be highly correlated with some other variables 
or many data may be missing. Since capital intensity and turbulence are indi-
cators of contestability, the most reasonable variable to delete from the model 
is import penetration. Some arguments are: 
1.  Import penetration appears to be insignificant at the 10%-significance 
level. 
2.  There are no data available for the years 1994-1996. 
3.  Import penetration is not assumed to be an indicator of contestability. 
The export share can be used as a key variable in the price equation as a 
measure of competition, instead of import penetration. 
5.3 Correlation 
To get an impression of how the different variables are correlated with each 
other, the correlation matrix will be shown. The variables exit and entry will 
also be provided, because these variables will play a role later in the paper. 
Table 5.2  Correlation matrix, all data included 
 c-q  t-q  c4  exs  cap  ims  rd  turb  Ntoec  exit  entry 
c - q   1             
t-q  0.28  1           
c4  0.02  -0.02  1          
Exs  0.17  0.01  0.41  1         
Cap  0.08  -0.25  0.16  0.17  1        
Ims  0.28 0.09 0.12 0.32  -0.09  1           
Rd  0.10  -0.13 0.08 0.28  -0.01 0.29  1        EIM Business & Policy Research    23 
Turb -0.01 0.17 0.14 0.04  0.07  0.05  0.03  1    
Ntoec 0.10 0.36 0.08 0.09  0.08 -0.01  0.08 0.64  1    
Exit  -0.09 -0.06  0.12 -0.02 0.03  0.07 -0.03 0.81  0.07  1   
Entry 0.04 0.26 0.13 0.06  0.08  0.03  0.05 0.95 0.85  0.58  1 
The strikingly high correlation coefficients are those between turbulence and 
net entry (ntoec), and between entry and exit. The correlation between exit 
and net entry is remarkably low. Apparently, higher exit goes together with 
higher entry, in such a way that higher exit leads to higher net entry, while it 
is expected that higher exit leads to lower net entry. The other striking corre-
lation coefficients are c4-exs, exs-ims, ims-rd, exs-rd, ims-(c-q), ntoec-(t-q), (t-q)-
(c-q), and cap-(t-q). Especially import penetration is highly correlated with 
other variables. 
Because data of variables in long differences are used, the correlation matrix 
of the data in long differences will be shown now. 
Table 5.3  Correlation matrix of data of variables in long differences 
 c-q  t-q  c4  exs  cap  ims  rd  turb  ntoec  exit  entry
c - q   1            
t-q  0.03  1          
c4  0.10  0.29  1         
Exs  0.31  0.20  0.15  1        
Cap  0.39  -0.09  -0.01  0.25  1       
Ims  0.09  -0.58  -0.21  0.06  0.25  1      
Rd -0.04  -0.10  0.17  0.00  0.28  0.04  1     
Turb 0.04  -0.48  -0.44  -0.15 0.23 0.46  -0.03  1     
Ntoec 0.00 -0.14 -0.27 -0.14 0.02 -0.03 0.06 0.28  1    
Exit  0.01  -0.05 0.10 0.09 0.08 0.22  -0.07 0.12 -0.92  1   
Entry 0.01  -0.28  -0.38  -0.17 0.09 0.13 0.04 0.57 0.95  -0.74  1 
The indicators that are highly correlated with each other are in bold. The 
highest correlation coefficients are between exit, entry and net entry mutu-
ally. Remarkable is the low correlation between turbulence and exit. This can 
be explained by the fact that entry is highly negatively correlated with exit. So 
more exit leads to less entry, so that the correlation between turbulence and 
exit keeps low. The correlation coefficients of exit with net entry and exit with 
entry are considerably different from those in table 5.2. Several other striking 
correlation coefficients are ims-(t-q), turb-(t-q), turb-ims, turb-c4, cap-(c-q), exs-
(c-q). Furthermore, observe that capital intensity is highly correlated with 
many variables. Considering the correlations between the variables, omitting 
the variables import penetration and capital intensity would also be a possible 
solution here for selecting the key variables. So besides the insignificance of 
these two variables, another argument would be the high correlation with 
other variables. But first refinements with long differences will be discussed.  
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5.4  Refinements with long differences 
The following steps are taken: 
1.  Equation (3.1) will be estimated in long differences, but without the vari-
ables import penetration and capital intensity. 
2.  Equation (3.1) will be estimated in long differences, but without the vari-
ables import penetration and turbulence, to look at the impact of capital 
intensity on price. 
3.  Equation (3.1) will be estimated in long differences, but with the variables 
entry (3a), exit (3b) and net entry (3c), respectively, and without the vari-
ables import penetration, capital intensity and turbulence. 
Table 5.4  Extensions with long differences 














variables coef.  sig coef.  sig coef.  sig coef.  sig coef.  sig 
c-q  0.860 Y  0.860 Y  0.856  Y  0.866  Y  0.861 Y 
t-q 0.002  Y  0.003  Y  0.001  N  0.002  Y/N  0.001  N 
C4  0.131  Y/N  0.094 N 0.152  Y 0.101  N  0.130  Y/N
Exs  -0.152 Y  -0.165 Y  -0.142  Y  -0.154  Y  -0.146 Y 
Cap     0.026  N           
Rd  0.043 Y  0.043 Y  0.041  Y  0.043  Y  0.042 Y 
Turb  0.175 N               
Entry         0.204  Y       
Exit             -0.162  N   
Ntoec               0.105  Y 
R-squared 0.829    0.827    0.836    0.831    0.834   
From table 5.4 it can be seen that the variables turbulence and capital intensity 
have no significant impact on price. Apparently, it matters for the variable c4 
which variable is chosen, because in case 2 c4 has no significant impact any-
more. The estimated coefficients of the other variables are more robust. 
It is strange that the coefficient of entry has a positive sign while exit has a 
negative sign. This can be due to collinearity, since this is one of the symptoms 
of it
1. The strange signs of entry and exit may also be due to simultaneity, 
which will be discussed in the next section. The positive effect of turbulence is 
not caused by exit, which was to be expected (see chapter 2), but entry, since 
entry has a significantly positive effect on price. 
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5.5 Simultaneity 
Prices are influenced by explanatory variables, but at the same time some of 
these variables could be influenced by prices or other variables. Entry and exit 
are taken as endogenous variables and the other variables as exogenous (ex-
cept price). Entry and exit are taken as endogenous, because these variables 
are supposed to be dependent of prices. It is reasonable to suppose that 
higher prices lead to more entry and less exit. This might explain the positive 
sign of entry in case 3a and the negative sign of exit in case 3b (see section 5.4, 
table 5.4). The other variables are assumed not to be influenced by prices, so 
they are assumed to be exogenous. Industrial sales, profitability, capital inten-
sity, R&D, c4 and exit are used as explanatory variables for entry. For exit, the 
same variables are used except entry instead of exit. 
For entry, only the coefficients of c4, industrial sales and exit appear to be sig-
nificantly different from zero. For exit, the same coefficients are significant. 
Both variables are held dependent of the price, since it is the endogenous 
variable. In summary, exit will be regressed on price, industrial sales, c4 and 
entry, and entry will be regressed on price, industrial sales, c4 and exit. Then 
these variables will be substituted in the identity equation of turbulence 
(equal to the sum of exit and entry), which will be substituted in the price 
equation. The problem here is that exit is dependent of entry and vice versa. 
These two are supposed to be correlated with the price. So in this reasoning it 
would be better to leave out entry and exit as explanatory variables. But 
without these variables as explanatory, the model gets a bad fit. So the system 
of equations is as follows: 
(5.1) p  =  α1(c – q) + α2(t – q) + α3c4 + α4exs + α5rd + α6turb 
(5.2) exit  =  β1p + β2q + β3entry + β4c4 
(5.3) entry  =  γ1p + γ2q + γ3exit + γ4c4 
(5.4)  turb = entry + exit. 
This is model 2 and its estimated coefficients are shown in table 5.5.  
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Table 5.5  Estimated coefficients of model 2 
  eq (5.1)    eq (5.2)    eq (5.3)   
  p dependent  exit dependent  entry dependent  
explanatory  variable     variable     variable   
variables  estimated coef.  sig  estimated coef.  sig  estimated coef.  sig 
c-q 0.857  Y         
t-q 0.003  Y         
c4 0.133  Y/N  -0.131  Y  -0.270  Y 
Exs -0.158  Y         
Rd 0.043  Y         
Turb 0.163  N         
P     -0.034  N  0.050  N 
Q     0.000  Y  0.000  Y 
Entry     -0.721  Y     
Exit         -1.060  Y 
            
R-squared  0.831    0.643  0.672  
There is not much difference in the values of the estimated coefficients of 
equation (5.1) compared to those of case 1 in table 5.4. Apparently, simultane-
ity does not disturb the results very much
1. 
5.6  Principal Components Analysis 
Principal Components Analysis (PCA) can be used if variables are highly corre-
lated with each other. In theory, the PCA could provide one indicator for these 
variables. Many variables could be used in the PCA. 
The main reason that PCA will not be effected for all possible variables is that 
it is the goal of this paper to search for one or more indicators of contesta-
bility. The goal is to investigate whether contestability has impact on prices. 
One possible indicator for contestability could be constructed from the vari-
ables c4, capital intensity, turbulence, net entry and R&D intensity. 
Another possible indicator of contestability could be made of the variables 
exit, entry, R&D intensity, c4 and capital intensity. Turbulence and net entry 
are functions of entry and exit. So these variables could already be seen as in-
dicators ‘found by’ PCA. Therefore, the second alternative looks better than 
the first. But the two alternatives will be compared. 
 
1  Instead of turbulence, the system of equations was also estimated with net entry. This ap-
peared to have no real consequences for the estimated coefficients, too. Equations (5.2) and 
(5.3) was also estimated without the variables entry and exit, respectively. This also had no real 
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So the following steps are taken: 
1.  Indicators of contestability will be constructed from the variables capital 
intensity, turbulence, net entry, c4 and R&D intensity. 
2.  Indicators of contestability will be constructed from the variables capital 
intensity, exit, entry, c4 and R&D intensity. 
The results are shown in table 5.6. 
Table 5.6  Estimated coefficients of cases (1) and (2) 
  1     2    
explanatory  estimated   estimated  
variables coef.  sig  coef.  sig 
c-q   0.823  Y   0.824  Y 
t-q   0.003  Y   0.003  Y 
Exs   -0.165  Y   -0.175  Y 
ind 1   -0.007  N   0.002  N 
ind 2   0.033  Y   0.032  Y 
R-squared   0.824     0.818   
Now, PCA will be discussed for the two cases in some more detail. For both 
cases the factor loadings, the eigenvalues and the cumulative R-squared will 
be shown in table 5.7. 
Table 5.7  Factor loadings, eigenvalues and cumulative R-squared with PCA 
  case one        case two       
  p1 p2 p3 p4 p5 p1 p2  p3  p4  p5 
Rd  0.080 0.808 0.356  -0.460 0.028  -0.026 0.829 0.163  -0.535  0.008 
Turb  -0.813  0.089 -0.245 -0.071  0.516           
net  entry  -0.615 0.028 0.702 0.353  -0.055           
Cap  -0.251 0.760  -0.423 0.351  -0.241  -0.035 0.712  -0.560  0.419  -0.061 
Exit        0.856  -0.072  -0.411  -0.135  0.275 
Entry        -0.946  0.0647  0.009  0.081  0.308 
c4  0.772 0.278 0.127 0.368 0.418 0.501 0.338 0.689  0.385  0.109 
eigenvalues  1.704 1.316 0.875 0.600 0.503 1.879 1.317 0.984  0.634  0.185 
c u m u l a t i v e               
R-squared  0.340 0.604 0.779 0.899  1 0.375 0.639 0.835  0.962  1 
For case 1 in table 5.6, the first two principal components were selected as in-
dicators for contestability based on the criterion that the eigenvalue of the 
factor is at least one (see table 5.7). The first principal component has an insig-
nificant impact on price in both cases, while the second one has a significantly 
positive impact in both cases. These two factors explain more than 60% of the 
total variation in X’X, if X is the matrix with the five variables included. This is 
expressed in the cumulative R-squared. The second principal component con-
sists for the larger part of capital intensity and R&D intensity, while the first  
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one attaches larger weights to turbulence, net entry and c4. Case 2 does not 
differ much from case 1. The only difference is that the coefficient of the first 
principal component has a negative sign in case 1. From table 5.7 it follows 
that these two principal components explain almost 64% of the total variation 
in X’X. 
From the factor loadings it is observed that for the first principal component 
of case 2 especially entry and exit counts, because these variables have the 
highest factor loadings. This means that entry and exit are highly correlated 
with the first principal component. This looks like the variable net entry, but 
then with a negative sign. So this might suggest that net entry has no impact 
on price. For the second principal component the variables are R&D intensity 
and capital intensity. So it can be stated that entry and exit together can be 
seen as one indicator for contestability, and capital intensity and R&D intensity 
together as the other indicator. c4 fits more with exit and entry as one indica-
tor, than with capital intensity and R&D intensity. So a third factor, which is 
highly correlated with c4, could be derived. 
PCA provides one principal component that is significant. So it is not exactly 
clear what influence the different indicators of contestability have on prices. It 
seems that measures of firms that make it more difficult for other firms to en-
ter the market, such as more R&D and capital expenditure, have a price-
increasing effect. This means that a higher R&D intensity and a higher capital 
intensity have both a negative impact on contestability, which in turn has a 
positive impact on prices. Now the relationship between contestability and 
prices in Dutch manufacturing industries will be discussed. 
5.7 Contestability  and  prices 
From the previous results it seems that contestability has a negative impact on 
prices in Dutch manufacturing industries. So far, an explicit indicator for con-
testability was not provided. Case 2 of section 5.6 illustrates that two or three 
indicators of contestability might be used. The first indicator is highly corre-
lated with entry and exit, the second is highly correlated with R&D intensity 
and capital intensity, and the last one is highly correlated with c4. It is as-
sumed that the first indicator has a positive impact on contestability, the sec-
ond indicator a negative impact and the last indicator also a negative impact. 
Because TSP does not provide the factor weights, the first principal component 
will be regressed on entry and exit, to see what influence the two variables 
have on the first principal component. Furthermore, it can be investigated 
what influence the two variables have on price. In the same way, the second 
principal component will be regressed on R&D intensity and capital intensity, 
and the third principal component will be regressed on c4. This yields the fol-
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(5.5)  contest 1 = α1entry + α2exit 
(5.6)  contest 2 = β1rd + β2cap 
(5.7)  contest 3 = γc4. 
Contest1 is obtained from the first principal component, contest 2 from the 
second and contest 3 from the third. It is assumed that c4, capital intensity and 
R&D intensity are negatively related with contestability, while entry and exit 
are positively related. Therefore, the values of the coefficients of the variables 
c4, capital intensity and R&D intensity will be multiplied by -1, while the values 
of the coefficients of the variables entry and exit will remain the same. The 
three new variables will be included in the price equation, together with c-q, 
t-q and the export share. Then the new price equation will be estimated. So 
the following model, Model 3, will be estimated: 
(5.8) p  =  δ1(c-q) + δ2(t-q) + δ3exs + δ4contest1 - δ5contest2 - δ6contest3. 
The results are recapitulated in table 5.8. 
Table 5.8  Estimated coefficients of the variables of model 3 
  Eq. (5.5)    Eq. (5.6)    Eq. (5.7)    Eq. (5.8)   
  contest 1    contest 2    contest 3    price    
 dependent    dependent    dependent    dependent   
 variable    variable    variable    variable   
explanatory  estimated   estimated   estimated   estimated   
variables coefficients sig  coefficients  sig  coefficients sig  coefficients  sig 
c-q             0.827  Y 
t-q             0.002  Y 
c4         5.687  Y     
Exs             -0.166  Y 
cap      3.779 Y       
rd      0.992 Y       
entry  -1.530  N          
exit  3.713  Y          
contest  1            -0.041 Y 
contest  2            -0.029 Y 
contest  3            -0.025 Y 
R-squared 0.884    0.938   0.475   0.830  
For equation (5.5), especially the variable exit is responsible for the signifi-
cantly negative effect of contest 1 on price. Contest 2 and contest 3 also have 
a significantly negative impact on price. From earlier results capital intensity 
(see table 5.1) and exit (see table 5.4) have no significant impact on prices. In 
contrast with entry and R&D intensity, and in most cases c4, these variables 
have a significant impact on prices (see also table 5.4). From table 5.8 it be-
comes clear that exit together with entry (contest 1) has a negative significant 
impact on prices. Table 5.7 provides the factor loadings of the first principal  
30  EIM Business & Policy Research 
component. These loadings stand for the correlations of the variables with the 
common factor. Entry is highly negatively correlated with the first principal 
component and exit highly positively correlated with this first principal com-
ponent. This indicator for contestability might indicate that with higher con-
testability in the market, entry will be lower and exit higher. The same can be 
said about the other two indicators. R&D intensity and capital intensity are 
highly correlated with the second principal component. With the assumption 
that these two variables are negatively correlated with contestability, it ap-
pears that contestability has a negative impact on prices. The same holds for 
the third principal component. 
Before the conclusion is drawn that contestability has a negative significant 
impact on prices, a sensitivity analysis will be effected, to see whether data 
and other estimation techniques will influence the results seriously. With sen-
sitivity analysis it can also be investigated whether the estimated coefficients 
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6 Sensitivity  analysis 
Sensitivity analysis will be effected for the basic model in long differences 
(equation (4.14); the results are recapitulated in table 6.1. 
Now, different datasets are used to estimate the model. The newly estimated 
coefficients will be compared to the estimated coefficients of equation (4.14). 
Four cases are distinguished: 
1.  Model 1, without outliers
1 
2.  Model 1, for the years 1984-1994 
3.  Model 1, without outliers and for the years 1984-1994 
4.  Alternative first differences: OLS on variables with differences of 4 (case 4a) 
and 7 years (case 4b), respectively. 
For case 1, those sectors with the highest values compared to the rest are cho-
sen. For case 2 the years 1984-1994 are chosen because many values are im-
puted for the years 1995 and 1996. A disadvantage of long differences is that 
only one value per sector for each variable is used. Case 4 handles this problem 
since more data are used now. 
The results are provided in table 6.1, with the R-squared below the estimated 
coefficients. 
 
1   Outliers have ‘strange’ values compared to other observations. The sectors with outliers are 
the oil industry, the optical industry, the remainder industry, manufacturing of electric parts 
and manufacturing of cars. The oil industry had an extremely high capital intensity, especially 
in the mid-eighties. The manufacturing of electric parts has high values for R&D intensity. The 
manufacturing of cars has high values for c4.  
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Table 6.1  Sensitivity analysis with data of model 1 in long differences 
  case 1    case 2    case 3    case 4a    case 4b   
  price   price   price   price   price  
  dependent   dependent   dependent   dependent   dependent  
explana  variable  variable   variable   variable  variable  
tory  estimated   estimated   estimated   estimated   estimated  
variables coefficients  sig coefficients sig coefficients sig coefficients  sig coefficients sig 
c-q  0.886 Y  0.745 Y  0.887 Y  0.554 Y  0.664 Y 
t-q  0.003 Y  0.003 Y  0.002 N  -0.044 Y  -0.038 Y 
c4  0.259 Y  0.194 Y/N 0.349 Y  0.096 Y  0.119 Y 
exs  -0.345 Y  -0.047 N  -0.249 Y  -0.014 N  -0.059 Y 
cap  -0.042 N  0.110 N  -0.328 Y  0.018 N  0.083 Y 
ims  0.008 N  0.022 N  0.113 N  0.046 N  -0.008 N 
rd  0.035 Y  0.010 N  0.015 N  -0.002 Y  -0.007 Y 
turb  0.060 N  0.238 N  0.171 N  0.105 Y  -0.016 N 
R-squared 0.858   0.763   0.865   0.548   0.673  
The results in table 6.1 indicate that for the cases 1 and 3, the results are not 
very sensitive to estimating the model without the outliers. Except for case 3, 
the coefficients of the variables capital intensity and R&D intensity are slightly 
different from model 1. The estimated coefficients of case 2 differ slightly 
more from those of case 1, especially the coefficients of export share and R&D 
intensity, which are not significant in case 2 anymore. Finally, some comments 
on the cases 4a and b. In the first place these models do not fit as good as the 
other models. Secondly, the variable t-q suddenly has a significantly negative 
impact on price in both cases, instead of a positive impact. Furthermore, R&D 
intensity has a significantly negative impact in both cases now. This might 
suggest that R&D intensity has a significantly positive impact on price only in 
the long run. 
On the basis of this analysis it can be said that the estimated coefficients are 
not very sensitive to outliers, but for other time periods they are somewhat 
sensitive. It seems that R&D intensity and c4 have a positive impact on prices, 
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7 Conclusions 
The goal of this paper was to investigate whether contestability has an impact 
on prices in Dutch manufacturing industries. The major findings were: 
1.  Estimating the price equation in long differences appeared to be the best 
technique. 
2.  The variables capital intensity, import penetration and turbulence ap-
peared to be insignificant in the price equation. 
3.  Possible indicators for contestability were considered, using the variables 
c4, capital intensity, R&D intensity, entry and exit. Instead of entry and exit, 
the variables turbulence and net entry were also used. This did not make 
much difference for the results of the estimated coefficients. 
4.  Of these possible indicators for contestability, c4, R&D intensity, net entry 
and entry have a (positive) significant impact on price. 
5.  Three principal components were found that could serve as indicators for 
contestability. These principal components were related to contestability 
with the assumptions that exit and entry are both positively related to con-
testability, and c4, R&D intensity and capital intensity are negatively related 
to contestability. The three indicators appeared to have a significantly 
negative impact on price. 
6.  Simultaneity does not disturb the results very much, so it has no conse-
quences for the conclusions. 
7.  From the sensitivity analysis it follows that the indicators for contestability, 
R&D intensity and c4 still have a positive impact on price. The influence of 
the other indicators is less obvious. 
These are the main findings of this paper. From these findings, the conclusion 
can be drawn that contestability, measured via the variables c4, R&D intensity, 
capital intensity, entry and exit, has a negative impact on prices in Dutch 
manufacturing industries. The influence of entry and exit is not obvious. The 
influence of R&D intensity and c4 is obvious: These indicators for low con-
testability have both a positive influence on price in Dutch manufacturing in-
dustries.  
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8 Summary 
This paper investigates the impact of contestability on prices in Dutch manu-
facturing industries. 
This was done by setting up a model to explain the price with the following 
explanatory variables included: 
1.  c-q, costs per unit of output 
2.  t-q, a time trend 
3.  c4, a concentration ratio; employment in the 4 largest enterprises, divided 
by total employment in all enterprises 
4.  exs, export share; share of export in total sales 
5.  ims, share of competitive imports in domestic demand 
6.  cap, capital intensity; capital costs divided by value added 
7.  rd, R&D intensity; R&D expenditure divided by value added 
8.  turb, turbulence; sum of entry and exit rates of firms divided by the num-
ber of existing firms. 
The selected indicators for contestability of these variables are c4, cap, rd, 
turb. 
Panel data estimations were effected with six different estimation techniques. 
The best results are obtained by estimating the price equation with Ordinary 
Least Squares (OLS) with the data in long differences. This means differences 
of values of the variables between the last (1996) and the first (1984) year. 
Some arguments for this choice are: 
1.  Correction for sector-specific constants 
2.  Measurement errors are not a great problem for the estimated coefficients 
when compared to other data transformations 
3.   The results are the most plausible ones, with respect to the estimated 
coefficients and the R-squared. 
From the selection of the key variables it follows that import penetration was 
omitted. Some arguments are: 
1.  This variable has no significant impact on price. 
2.  Many data are missing for this variable.  
3.  Import penetration is not assumed to be an indicator for contestability. If it 
would be, it could be considered not to omit it.  
With relation to the price, the following can be said about the other variables: 
1.  Capital intensity and turbulence have both a positive but insignificant im-
pact on price. 
2.  The variables c-q, t-q and R&D intensity all have a significantly positive im-
pact on price. Also c4 has in most cases a significantly positive impact on 
price. 
3.  Export share has a significantly negative impact on price.  
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4.  The other possible variables: net entry has a significantly positive impact, 
exit a negative but insignificant impact and entry a significantly positive 
impact on price. 
The signs of the coefficients of turbulence, net entry, exit and entry seem all 
counter-intuitive. This might be caused by simultaneity; all these variables 
might be influenced by prices. But simultaneity does not disturb the results of 
the estimated coefficients very much. 
With relation to contestability, three indicators were found on the basis of 
PCA. One that is highly correlated with entry and exit, one that is highly corre-
lated with capital intensity and R&D intensity and one that is highly correlated 
with c4. 
All three indicators of contestability have a negative impact on prices. This can 
be explained as follows: the variables R&D intensity, capital intensity and c4 
are supposed to be negatively related with contestability. Entry, exit, turbu-
lence and net entry are supposed to be positively related with contestability. 
Because the indicators with R&D intensity and capital intensity together and c4 
have a significantly positive impact on price, it follows that contestability has a 
negative impact on prices. The indicator with exit and entry is supposed to be 
positively correlated with contestability and has a negative impact on prices. 
Entry does not have a significant influence on the first principal component. 
So the influence of entry and exit on price is not really obvious. 
The conclusion is that contestability has a negative impact on prices in Dutch 
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Appendix A: Outline of data sources 
Variables and data sources 
For the variables in the model four kind of data sources are used. These are: 
1. DUMA
1: Dutch manufacturing divided into 68 industries, 1984-1996  
2. Bangma
2: Dutch manufacturing divided into 21 industries, 1984-1996 
3. CBS;  National  Accounts
3: Dutch manufacturing divided into 27 industries, 
1984-1993 
4. OESO
4: Dutch manufacturing divided into 9 industries, 1984-1996. 
For each variable the sources are: 
p:   output price (in logarithms); DUMA 
c:   total cost (in logarithms); DUMA 
q:   total sales in volume of output (in logarithms); DUMA 
c4:   concentration ratio; employment in the 4 largest enterprises, divided by 
total employment in all enterprises; DUMA 
exs:   export share in total sales; DUMA 
ims:   share of competitive imports in domestic demand; CBS; National Ac-
counts 
rd:   R&D intensity; R&D expenditure divided by value added; OESO 
cap:   capital intensity; capital cost divided by value added; DUMA 
turb:  degree of turbulence; sum of entry and exit rates of firms divided by the 
number of existing firms; Bangma. 
 
1   The data of DUMA are derived from CBS (1996). 
2   Originally these data came from KvK, but they were revised in Bangma en Verhoeven (1999). 
3   The data are taken from CBS, National Accounts, CBS, Voorburg. 
4   The data are derived from OECD (1997).  
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Appendix B: Measurement errors  
Measurement errors are often related to the regressors, but the dependent 
variable may also include measurement errors. In that case, the variables are 
observed with disturbance terms, which are often assumed to be normally dis-
tributed. This can be put in a model to illustrate the effect of measurement er-
rors. First, the simple case of one regressor is considered: 
Let y be the endogenous variable and x the regressor. Suppose data are avail-
able for y and x. Suppose that the observed data are y
* and x
*. If these data are 
not measured with precision, then it is said that the data involve measurement 
errors. In that case, the following model may be used: 
(1) y  =  y
* + v , with v ∼ N(0,σv
2) 
(2) x  =  x
* + u , with u ∼ N(0,σu
2). 
With the case of multiple regressors, equation (2) will be written in matrix 
form. 
With the equations (1) and (2), different models can be estimated. Next, an il-
lustration of the method of instrumental variables in the general case will be 
provided with only measurement errors in the regressors: 
(3) y  =  X
*β + ε 
(4) X  =  X
* + U, with ε ∼ N(0,σε
2) and U ∼ N(0,σU
2). 
The reduced form is as follows: 
(5) y  =  Xβ + ε - Uβ = Xβ + v. 
Ordinary least squares is not a good alternative, because it produces an incon-
sistent estimator for β. This means: 
(6) plim(X’v)/n  ≠ 0. 
plim means convergence in probability and n is the sample size. Suppose that 
there exists a variable Z that is not correlated with the disturbances or meas-
urement errors, but correlated with the regressors: 
(7) plim(Z’(ε - Uβ))/n = 0, and 
(8)  plim(Z’X)/n = plim(Z’X*)/n = QZX ≠ 0. 
The instrumental variables estimator reads as follows: 
(9)  (9) bIV = (Z’X)-1Z’y.  
This is a consistent estimator, because: 
(10) (10) plim bIV = plim[(Z’X)/n]-1 plim[(Z’(Xβ + v))/n] = β +  
 plim[(Z’X)/n]
-1[(Z’v)/n] = β.  
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Appendix C: Principal components analysis 
The principal components analysis (PCA) is used to cope with the problem of 
multicollinearity. This problem arises if the measured variables are highly in-
tercorrelated. 
Two cases can be distinguished: 
1.  Perfect collinearity: In this case the dependent variable can get the same 
value for different values of the parameters. The model is unidentified. 
2.  Near multicollinearity: Suppose the matrix of regressors has K columns. If 
there is near multicollinearity between the regressors, the rank of the ma-
trix X is L, with L<K. So in this case only L functions of the parameters can 
be estimated. All parameters can be estimated in this case, but the esti-
mates are less precise than in the case of no multicollinearity between vari-
ables. 
Some symptoms of multicollinearity are: 
a.  Small changes in the data can produce wide swings in the parameter esti-
mates. 
b.  The estimated coefficients may have very high standard errors and low sig-
nificance levels even though they are jointly highly significant and the R-
squared in the regression is quite high. 
c.  The estimated coefficients will have the wrong sign or an implausible size. 
Principal components can offer a solution to this problem. Suppose again that 
a matrix of regressors X contains K columns, but with less than K independent 
columns, say L. The use of principal components is an attempt to extract from 
the X matrix a small number of variables that account for most or all the varia-
tion in X. The best linear combination of the columns of X has to be found to 
provide the best fit to all columns of X. Assume that this linear combination is  
(1) z1 = Xc1 , 
for a certain K×1 vector c1. The values of the vector are called the factor 
weights. 
The R-squared will be the same for any scalar multiple of c1 , so therefore the 
indeterminacy is removed by imposing the restriction 
(2) z1’z1 =1. 
For each column xk of X, the sum of squared residuals will be 
(3) ek’ek = xk’[I - z1(z1’z1)
-1z1’]xk = xk’[I - z1z1’]xk. 
For all xk‘s simultaneously the following has to be minimized: 
(4)  k ek’ek = tr(X’[I - z1z1’]X),  
with tr the trace.  
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X’X does not involve c1, so this is the same as maximizing the trace of X’z1z1’X 
subject to z1’z1 =1
1. This can be set up as a La Grange function: 
(5)  L = tr(X’[I - z1z1’]X) + λ(1 - z1’z1). 
Substituting z1 = Xc1 gives: 
(6) L  =  c1’(X’X)
2c1 + λ[1 – c1’(X’X)c1].  
The first-order condition of (6) with respect to c1 is: 
(7)  ∂L/∂c1 = 2(X’X)
2c1 - 2λ(X’X)c1 = 0. 
Premultiply both sides by ½(X’X)
-1  
(8) (X’X)c1 - λc1 = 0.  
So c1 is a characteristic vector of X’X. It has to be investigated which vector of 





because c1’c1 = 1. 
To choose the characteristic vector of X’X the criterion is maximized. So the 
vector associated with the largest characteristic root is chosen. Suppose this 
root is λ1. The proportion of variation in X’X explained by the trace of X’X, the 
R-squared, is  
(10) w1 = λ1/kλk. 
A second linear combination can be made of the columns of X with the same 
criterion, subject to the condition that this variable is orthogonal to the first. 
Now the second largest characteristic root of X’X is used to find the proportion 
of variation in X’X explained by this new variable. From this, the cumulative R-
squared can be calculated. The R-squared of all principal components sum up 
to one. But in fact, less than the maximum number of principal components 
will be used, since the last principal component does not contribute much in 
explaining the variation in X’X. One criterion that is often used to define the 
number of factors, is to look at the value of the eigenvalue of a factor. If it is 
greater than one, this factor is used. 
Suppose there are K variables and L are used for principal components, L<K, in 
such a way that the sum of their contributions is close to one. Suppose y is re-
gressed on XCL , with CL a K×L-matrix containing L characteristic vectors of X’X. 
The estimator for the coefficients of the L principal components is then: 
(11)  d = (Z’Z)
-1Z’y , with Z = XCL . 
 The following definitions can be used: 
(12)   Z’Z = CL’X’XCL = ∧L , 
 
1   Since principal components are sensitive to the scaling of the data, the columns of X should 
also be normalized so that x1’x1 = 1. EIM Business & Policy Research    43 
with ∧L containing the L largest roots of X’X on its diagonal. Further,  
(13) Z’y  =  CL’X’y = CL’X’Xb 
(14) CL’X’X = ∧LCL’. 
Substituting (12), (13) and (14) in (11) gives: 
(15) d  =  CL’b. 
So the estimator d from the regression of y on Z is a simple function of the es-
timator b from the regression of y on X.  
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Appendix D: Generalized Method of Moments 
The Generalized Method of Moments (GMM) includes a broad class of estima-
tors, such as the OLS estimator and the Instrumental Variables estimator. GMM 
is a direct extension of the method of moments technique. The central idea of 
this technique is as follows. In random sampling, a sample statistic will con-
verge in probability to some constant if the number of observations increases. 
This constant will be a function of the unknown parameters. The moments are 
the sample moments, such as the sample mean (the first moment), the mean 
of the quadratic observations (second moment), etc. Assume fn is a p-vector of 
sample moments, with n the sample size. Let ϕ be the expectation of fn, also of 
order p. This vector depends on parameters θ; ϕ = ϕ(θ). Let the order of θ also 
be p (i.e. the model is exactly identified). So there are p moments and p pa-
rameters. First, the definition of a consistent estimator will be provided. 
Definition 1: An estimator θ
* of a parameter θ is a consistent estimator of θ if 
and only if: 
plim θ
* = θ.  
plim means convergence in probability. Now the Slutsky Theorem is given: 
Theorem 1: For a continuous function g(xn) that is not a function of n, 
plim g(xn) = g(plim xn). 
The definition and the theorem can also be applied here: 
plim ϕ(θ
*) = ϕ(plimθ
*) = ϕ(θ).  
So the estimators are consistent. 
The p sample moments are equated to the p functions. These functions can be 
inverted to express the parameters as functions of the moments. All parame-
ters can be estimated now, since the model is identified. 
If there are more moments than parameters, GMM can be applied and it 
works as follows. 
Let the true value of θ be θ0. Suppose that there are m parameters, m≤p. So 
there will be no unique solution for the estimated parameters. A possible solu-
tion for this problem was found, which will be explained next. 
A criterion function that has to be minimized was found. This function is called 
the Minimum Distance Estimator (MDE). It has been proven that this function 
produces consistent estimators. 
The expectation ϕ has to be as good as possible, so the distance between ϕ 
and fn has to be minimized in some way. Let Wn be some arbitrary p×p-matrix 
that is positive semi-definite (it is invertible) and not a function of θ, in order  
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to produce consistent estimates of θ. For the MDE θ
* of θ0 , the following equa-
tion is solved: 
(1) minθqn(θ) ≡ ½(fn - ϕ)’Wn(fn - ϕ). 
It is assumed that ϕ is twice differentiable with respect to θ and denote: 




(4) F0 ≡ F(θ0). 
(2), (3) and (4) are all of order p×m. Further, the matrix F(θ) is assumed to be of 
full (column) rank in a neighbourhood of θ0. 
The next step is to take the first-order condition of (1) with respect to θ: 
(5) r  ≡ F
*’Wn(fn - ϕ
*) = 0, in which ϕ
* ≡ ϕ(θ
*). 
Solving (5) will yield the MDE θ
* for θ. To derive the asymptotic properties of 
the MDE, first some assumptions are made. 
It is assumed that fn goes in probability to ϕ(θ0): 
(6) plim  fn = ϕ(θ0). 
Further it is assumed that: 
(7)  √n(fn - ϕ(θ0))  
d→  N(0,V), 
for an arbitrary matrix V, which is assumed to be of full rank. Assume further 
that Wn goes in probability to a positive definite matrix W. 
Now the MDE of θ is consistent, because qn(θ) converges in probability to: 
(8) ½(ϕ(θ0) - ϕ(θ))’W(ϕ(θ0) - ϕ(θ)). 
This is minimized if ϕ(θ0) = ϕ(θ). Note that fn(θ) can only be equal to fn(θ0) in a 
neighbourhood of θ0 . If θ
* minimizes qn for all n, θ
* must converge in probabil-
ity to θ0. 
GMM includes a broad class of estimators, such as ordinary least squares, in-
strumental variables, but also non-linear estimators. So GMM is a method that 
can be applied to many models. 
Further, GMM has the advantage that lagged endogenous variables can be in-
cluded in the model. GMM produces consistent estimators, but in most cases 
these estimators are not efficient, which means that there are more moments 
that may be used to estimate the parameters. EIM Business & Policy Research    47 
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