We convert cell-probe 
Introduction
Despite assiduous research, the best known bounds for many geometric problems explode exponentially in the dimension, a phenomenon known as the "curse of dimensionality". Establishing in which cases this curse is real is the holy grail of high-dimensional computational geometry.
Among data-structure problems which seem to exhibit the curse, nearest neighbor search is perhaps the best known example, in no little part due to its central importance to many fields of computer science. We define the problem NN d n as follows. Consider n points in the d-dimensional Hamming cube {0, 1} d , and a distance threshold λ ≤ d. A near neighbor query asks whether a given point has any neighbor at distance at most λ. This decision problem is closely related to nearest neighbor search, and certainly not harder. The approximate version ANN γ,d n is defined similarly, except that the query must answer "yes" when there exists a neighbor at distance λ, "no" when the nearest neighbor is at least γλ away, and can answer anything otherwise. ANN
γ,d
n is related to, and not harder than searching for a γ-approximate nearest neighbor.
If we allow both approximation and randomization, it is possible to avoid the curse of dimensionality, at least for constant approximation. If γ = 1 + ε, [8] and [10] provide data structures of size n
O(1/ε
2 ) which can solve the problem with O(1) cell probes. However, prohibiting either randomization or approximation seems to make the problem much harder. Despite extensive research, all known solutions have either space or time growing exponentially in d (see references in [4] ).
Another famous problem which seems to exhibit a curse of dimensionality is the partial match problem. Given n elements in {0, 1}
d , and a query in {0, 1, } d , the goal is to find a matching element in the database, where matches anything. For a small number of values, the problem can be solved efficiently [7] , but the bounds decay exponentially with the number of wild-cards.
who also proved an Ω( √ lg d) randomized cell-probe lower bound for partial match. In STOC'99, Borodin, Ostrovsky and Rabani [4] improved this to Ω(lg d), and observed that partial match lower bounds also apply to exact nearneighbor search. In STOC'00, Barkol and Rabani [2] revisited randomized near-neighbor search, and showed an optimal bound of Ω(d) bits for the querier's communication. This translates into an Ω(d/ lg n) cell-probe bound. This bound did not apply to partial match, but in STOC'03, Jayram et al. [9] analyzed this problem directly and proved an almost maximal communication bound of Ω(d/ lg n) bits (giving a cell-probe bound of Ω(d/ lg 2 n)). Finally, Ding Liu [11] showed an optimal communication bound of Ω(d) bits for deterministic O(1)-approximate near neighbor search. Except the early work of [12] , all these bounds use the richness method. We note that a parallel thread of research has been investigating the randomized approximate nearest neighbor problem. Building on work of Chakrabarti et al. [5] from STOC'99, Chakrabarti and Regev [6] in FOCS'04 showed a tight bound of Θ(lg lg d/ lg lg lg d). Remember that when both approximation and randomization are allowed, the near neighbor problem can be solved in constant time. Thus, this work establishes the optimal loss in reducing between the two problems.
Our results. As mentioned above, the lower bounds in the communication model are now optimal or near optimal. However, the implications for data structures are far from satisfactory. For example, the entire strategy is, by design, insensitive to polynomial changes in the space (up to constants in the lower bound). However, the near-neighbor problems are motivated by searching in large data bases. In this context, the difference between space n lg O(1) n and (say) space O(n 3 ) is plainly the difference between an interesting solution and an uninteresting one.
To put this in a different light, note that a communication complexity of O(d) bits from the querier equates data structures of size 2 O(d) which solve the problem in constant time, and data structures of size O(n) which solve the problem in a mere O(d/ lg n) time. Needless to say, this equivalence appears unlikely. Thus, we need new approaches which can understand the time/space trade-offs in the cell-probe model at a finer granularity than direct reduction to communication. Our contribution makes progress in this direction, in the case when the space is n 1+o (1) . Interestingly, we do not need to throw out the old work in the communication model. We can essentially take any lower bound shown by the richness method and obtain a better lower bound for small-space data structures by blackbox use of the old result. Thus, we can boost old bounds which applied to any polynomial space, in the case of nearlinear space.
Let S be the space in cells used by the data structure. If one uses richness to show a lower bound of Ω(d) bits for the communication of the querier, the standard approach would imply a cell-probe lower bound of Ω(d/ lg S). In contrast, we can show a lower bound of Ω(d/ lg Sd n ), which is an improvement for S = n 1+o (1) . In the most interesting case of near-linear space S = n(d lg n) O(1) , the bound becomes Specifically, our paradigm gives the following results, based on previous richness analyses:
• Ω(d/ lg Sd n ) for randomized, exact near-neighbor search NN d n , using [2] .
• Ω(
n , using [11] .
Sd n ) for randomized solutions to partial match, using [9] .
• Ω(d/ lg Sd n ) for randomized solutions to an inexact partial match problem; see [2] .
In this extended abstract, we concentrate on the nearneighbor applications. Like previous lower bounds, our results hold in the Hamming cube, and extend by reductions to Euclidean spaces. The case d = O(lg n), where we give the first superconstant lower bound, is particularly interesting for the exact near neighbor. This is because approximate solutions essentially work by dimensionality reduction into O( 1 ε 2 lg n) dimensions, and applying an exact solution which is exponential in this dimension. Thus, understanding exact search in O(lg n) dimensions is necessary for understanding whether the approximate problem needs to have an exponential dependence on the approximation.
Technical Contributions. The idea behind our improvement is surprisingly simple. Instead of simulating one query as part of a communication protocol, we will simulate k queries in parallel. In each step, the queries needs to send the subset of k cells which are probed, among the S cells in memory. Sending this information requires O(lg
bits. This is O(lg S k ) bits "on average" per query, whereas the normal reduction sends O(lg S) bits for one query.
The trouble with this approach is that one now needs to show communication lower bounds for a direct-sum problem, involving k independent copies of the input. Rather than doing this on a per problem basis, we (essentially) show that the richness measure obeys a direct-sum law: considering k independent copies increases the communication lower bound by a factor of Ω(k). Thus, any problem which could be analyzed by the standard reduction to communication and the richness method can also be analyzed in our improved framework.
Richness comes in two flavors: deterministic and randomized. In the deterministic case, we give a proper directsum result 1 for communication complexity. This is essentially at the level of an exercise. Section 2 contains a simple exposition of this result and our general framework.
For the randomized case (Section 3), things become much more technically challenging. At the heart of our result is a rather involved lemma about combinatorial rectangles, of a clear direct-sum flavor. However, the result is not easily stated in the communication model. Indeed, the goal is not to prove a communication result, as such a result would not help us. The reason is somewhat subtle: in general, a randomized data structure may use random coins during preprocessing, and query error is also measured over these coins. However, this could mean that for any choice of the coins, we have a subproblem where all queries are answered incorrectly. But then, the answer of k independent queries is never correct (it is merely close to a correct answer).
Relation to Previous Work. Since it is known that directsum properties are not true for any function, recent research has concentrated on proving such properties for specific lower bound measures. To our knowledge, none of these measures is relevant to asymmetric communication. In the symmetric case, corruption is the closest analog to our richness measure. A direct product result for corruption was recently shown by [3] . At a superficial level, the approach of our Lemma 9 resembles the approach of [3] . However, the devil is in the details, and the details turn out to be quite different: we need to concentrate on a different set of issues, since a direct product result would not be useful in our context.
The known techniques for showing lower bounds on asymmetric communication are richness and round elimination (with variants). In STOC'06, we [13] gave the only previous cell-probe lower bound which could exceed communication complexity. For linear space, our bound was roughly Ω(lg d), which beats the Ω(d/ lg n) from communication for small d. In a rather loose sense, the approach of that paper can be seen as showing direct-sum results for round elimination, though it is far from the black-box flavor of our current result.
Round elimination and richness are generally used for rather different sets of problems. Richness is usually rel-evant for "very hard" problems, where it can show exponentially higher bounds than the best possible bounds provable by round elimination. This carries over to cell-probe lower bounds: the bounds of [13] are the best possible via round elimination, but our Ω(d/ lg d) bounds are exponentially higher.
Deterministic Lower Bounds

Data Structures and Communication
Consider a decision problem f : X × Y → {0, 1}. When interpreting f as a data structure problem, an input y ∈ Y is given at preprocessing time, and the data structure must store a representation of it in space S. A query x ∈ X is given at query time, and f (x, y) must be computed through cell probes. For now, we restrict the preprocessing and query algorithms to be deterministic.
Consider a vector of problems
as follows. The data structure receives a vector of inputs (y 1 , . . . , y k ) ∈ Y k . The representation depends arbitrarily on all of these inputs. The query is the index of a subproblem i ∈ [k], and an
When interpreting a decision problem f as a communication problem, Alice receives an input x ∈ X, Bob receives some y ∈ Y , and they must determine f (x, y). For a vector of problems f = (f 1 , . . . , f k ), we also consider the communication problem
In other words, the output is the logical and of the k component outputs.
The following describes our improved reduction to communication complexity: Proof. Given input (x 1 , . . . , x k ), Alice simulates the k queries (i, x i ) in parallel. In each of T rounds, she sends the set of cells which are probed next by the k queries. Sending the set requires O(lg
Bob replies with the contents of the cells, taking kw bits. At the end of T rounds, Alice has simulated all queries and knows their answers, so she can send their logical and using one more bit.
Direct Sum for Richness
Consider the truth table of f , where rows are indexed by elements of X, and columns by elements of Y . The problem f is called [u, v] -rich if at least v columns of the truth table contain at least u one entries.
Central to the analysis of communication protocols is the notion of (combinatorial) rectangles. A rectangle of a function f is a submatrix of the truth 
Note that this theorem is only interesting when the problem is very rich with respect to rows, i.e. u is close to |X|. This is because the gap between |X| and u = ρ|X| is amplified polynomially. However, this is not an issue in real applications, since ρ turns out to be large naturally. For example, if the function is balanced (say, it outputs 1 in a constant fraction of the cases), it is easy to show ρ = Ω(1).
The rest of this section is dedicated to proving the theorem. Without loss of generality, we can assume |Y | = v. Indeed, we can restrict the problem to only the columns which contain ρ|X| ones. This maintains richness, and any deterministic protocol which works for the original domain also works for a subdomain.
Proof. Since k f only has v k columns, we want to show that all columns contain enough ones. Let y ∈ Y k be ar-
But each set in the product has at least u elements by richness of f i . Now we apply Lemma 2 to find a 1-rectangle of k f of
Then, we complete the proof of the theorem by applying the following claim:
Now note that there must be at least 
Application
Recall
n . n . To do that, consider a code on 5γD bits, with minimum distance γD. By the Gilbert-Varshamov bound, there exists such a code with 2
(1−H(1/5)−0.01)5γD > 2 D ≥ n codewords, for sufficiently large D. Since we work in a nonuniform model, a good code can be hardcoded in the algorithm. Now we identify each of the k ≤ n subproblems by a unique codeword, and concatenate the 5γD bits of the codeword to the D bits of each point in the data base corresponding to that subproblem. At query time, the codeword of the subproblem index is also concatenated to the query, and we search for a near neighbor to this extended query in the entire set of points. Our transformation guarantees that the near neighbor can only be in the subproblem where the query is intended to run, hence the structure
is respected. Indeed, the nearest neighbor of any query point is at most D − 1 away from the query. Hence, a γ-approximate answer must be at distance strictly less than γD. But any point in a different subproblem will be at distance at least γD due to the distance among codewords. Now
N is actually not a function, but a family a functions, since the approximation allows any answer in some cases. However, the richness lower bound of Liu [11] applies to any function in the family, so this is irrelevant. Specifically, he shows that for any f ∈ ANN γ,d n :
• by [11, Claim 10] 
• 
the first term is smallest. This means T = Ω(
Randomized Lower Bounds
Obtaining Big Rectangles
Let us first describe how randomized richness is normally applied to communication games. We say problem f is α-dense if E x∈X,y∈Y [f (x, y)] ≥ α, i.e. at least an α fraction of the truth table of f contains ones. Then, one applies the following lemma:
Lemma 7 ([12]). Let α, ε > 0 be arbitrary constants. If f is α-dense and has a randomized protocol with error rate ≤ 1 3 in which Alice sends a bits and Bob sends b bits, there is a rectangle of f of dimensions |X|/2 O(a) × |Y |/2 O(a+b)
in which the density of zeros is at most ε.
In this lemma, and below, the O-notation hides constants depending on α and ε.
Thus, to prove a communication lower bound, one shows f is α-dense, and every large rectangle contains Ω(1) zeros. Unfortunately, we cannot use this lemma directly because we do not know how to convert k independent queries into a decision problem. (Such a conversion seems to lose any error guarantee, because some subproblems might have significantly larger error than the average.) Instead, we need a new lemma, which reuses ideas of the old Lemma 7, but in a more subtle way. Our new lemma will also talk directly about data structures, instead of going through communication complexity.
In other words, ρ measures the fraction of the outputs from z which are wrong. 
Lemma 8. Let α, ε >
Proof. First we decrease the error probability of the data structure to a sufficiently small constant δ, depending on α and ε. This requires O(1) repetitions, so it only changes constant factors in S and T . Now we use the easy direction of Yao's minimax principle to fix the coins of the data structure (nonuniformly) and maintain the same error over the uniform distribution on the inputs. We now convert the data structure to a communication protocol as in Lemma 2. We simulate one query to each of the k subproblems in parallel. In each round, Alice sends the subset of k cells probed, and Bob replies with the contents of the cells. As in Lemma 1, Alice sends a total of O(T k lg S k ) bits, and Bob a total of O(T kw) bits. At the end, the protocol outputs the vector of k answers.
Let P i (x i , y) be the output of the data structure when running query (i, x i ) on input y. Note that this may depend arbitrarily on the entire input y, but depends only on one query (since the query algorithm cannot consider parallel queries). When the communication protocol receives x and y as inputs, it will output P (x, y) = (P 1 (x 1 , y) , . . . , P k (x k , y)). Note that some values P i (x i , y) may be wrong (different from f i (x i , y i )), hence some coordinates of P (x, y) will contain erroneous answers. To quantify that, note
e. the average fraction of wrong answers is precisely the error probability of the data structure.
We now wish to show that the set W = {(x, y) |
are independent random variables with expectation α. Then, a standard Chernoff bound shows W 1 has density close to
The communication protocol will break X k × Y k into disjoint rectangles, over which P (x, y) is constant. Consider all rectangles for which P (x, y) has at least α 3 k one entries. The union of these rectangles is W . Now eliminate all rectangles R with E (x,y)∈R [ρ(x, y, P (x, y))] ≥ ε, and let W be the union of the remaining ones. Since the average of ρ(x, y, P (x, y)) over X k × Y k is δ, a Markov bound shows the eliminated rectangles cannot have too large density. Making δ small enough, we can obtain 
. In fact, because Lemma 2 finds a large canonical rectangle, this must be one of the rectangles composing W , so we know the answer corresponding to this rectangle has at least α 3 ones, and the average ρ(x, y, P (x, y)) over the rectangle is at most ε. Now we show an analog of Claim 5. We are given a rectangle, as guaranteed by Lemma 8, and we must exhibit a big rectangle for some f i , consisting almost entirely of ones. This guarantee is similar to the of the richness lemma (Lemma 7).
Assume we have a rectangle X × Y as in Lemma 8. By reordering coordinates, assume the first d = α 3 k elements of z are ones. We now wish to fix x d+1 , . . . , x k and y d+1 , . . . , y k such that the remaining d-dimensional rectangle is still large, and the average of ρ(x, y, z) over it is small. There are at most |X| k−d choices for fixing the x elements. We can eliminate all choices which would reduce the rectangle by a factor of at least 3|X| k−d . In doing so, we have lost a 1 3 fraction of the density. Similarly, we eliminate all choices for the y elements which would reduce the rectangle by 3|Y | k−d . We still have a third of the mass remaining, so the average of ρ(x, y, z) can only have increased by a factor of 3. Among the remaining choices, we pick a choice of (x, y) giving error at least as small as the average. Thus, we have found a rectangle
, we can freely substitute d for k in the exponents. Besides largeness, the rectangle satisfies
We now use the following key combinatorial lemma, whose proof is deferred to Section 3.3:
Lemma 9. Consider a family of functions φ i : X × Y → {0, 1}, and define φ :
We apply the lemma on the rectangle X × Y , with 
Application
Applying Theorem 10 to
If d ≥ C lg n for a sufficiently large C, we can make εD ≥ 2 lg n ≥ 2 lg N , so the first bound becomes T lg
, which makes the second bound become T = Ω(d). This is weaker than the first bound, so we can ignore it. Now the first bound becomes
Proof of Lemma 9
We think of φ as an "error measure" that we are trying to minimize. To simplify notation, we write f (S) for the average of a function f on a set S, i.e. f (S) = x∈S f (x)/|S|. We now study some fixed dimension i, and show that something similar to one of the above actions can be performed. Afterwards, we will show that the similarity is good enough for Claim 12. 
Characters with frequency above δ are considered dense. 
, suggesting an error reduction with X := X \ X dense . In fact, we will do exactly this, though it may count as more than a single error reduction.
Our current problem is that X = X \ X dense may be less than half of X , and a single reduction may at most halve the size of X . Instead we consider error reduction with fractional multiplicity a ≥ 1, reducing the error by at least 4aε/d and reducing X by up to a factor of 2 a .
Let
a , so setting X := X is a valid factor a error reduction.
Concerning the book-keeping from Claim 12 we note that the bounds on the number of reductions are still valid, and since we perform at least one reduction for nonsuccessful dimensions, eventually we must reach a success.
We 
Dimension concentrated error. Let
Proof. We already know that Φ i (X × Y ) = O(ε), and
since X contains all vectors x ∈ X with x i = a. (The scaling factor of the proportionality is given by the density of X in X .) But X is a group with frequencies varying by at most a factor of 2, so none of them can be less than half their mean, which is 1/|A|. Similarly, each f Y ,i (b) ≥
2|B|
for all b ∈ B. Thus: Summing up. It remains to show that Claim 12 holds despite the changes to the definition of error reductions. As mentioned previously, it is only to our advantage if we decide to ignore a dimension i from the average error. The slightly more tricky issue is that we allow error reductions with multiplicity a ≥ 1. The problem is that we assumed in our bound on the diets that each dimension could reduce X by at most a factor 2.
For a formal proof including multiplicities, assume that at least half the diets are of X and let k be the number of diets of X . These diets reduce |X | by at most a factor 2 k while diets of Y do not affect X . It is only diets that can increase the error, and with at most 2k diets, the total error becomes at most ε + (2k)(4ε/d). This means that the total fractional number of error reductions is (ε + 8kε/d)/(4ε/d) = d/4 + 2k. . This is the desired bound on the diets of X and there were no more diets of Y.
As we saw above, the total number of fractional error reductions is at most d/4+2k < d/2. Since the multiplicities are all at least 1, this also bounds the number of dimensions with error reductions, so we conclude that then number of dimensions without success is less than 3d/4. Hence we must reach a success, constructing A and B as described above.
Conclusions
While randomized (1 + ε)-approximate near neighbor does not suffer from the curse of dimensionality, all known solutions require space n O(1/ε 2 ) , which significantly limits applications. Showing that small-space solutions do not exist is a very interesting problem. Recent independent work by [1] presents a richness lower bound for this problem, showing that the querier must send Ω( 1 ε 2 lg n) bits. But this suffers from the inherent limitations of communication bounds, and cannot, for example, disprove that a linearspace data structure can solve the problem in O(1/ε 2 ) time. Though the bound of [1] is through richness, we obtain nothing interesting by combining it with our framework. This is not a coincidence, but reflects a deep fact about the structure of randomized ANN: dimensionality reduction can bring the problem down to logarithmic dimension, regardless of the original dimension. Thus, if we break the problem into subproblems, we gain nothing, because the dimension can be reduced corresponding to the size of the subproblem.
It would also be interesting to prove richness lower bounds for further problems, such as farthest neighbor search.
