Introduction
The purpose of this paper is to study the asymptotic behavior of the syzygies of a smooth projective variety X as the positivity of the embedding line bundle grows. We prove that as least as far as grading is concerned, the minimal resolution of the ideal of X has a surprisingly uniform asymptotic shape: roughly speaking, generators eventually appear in almost all degrees permitted by Castelnuovo-Mumford regularity. This suggests in particular that a widely-accepted intuition derived from the case of curves -namely that syzygies become simpler as the degree of the embedding increases -may have been misleading. For Veronese embeddings of projective space, we give an effective statement that in some cases is optimal, and conjecturally always is so. Finally, we propose a number of questions and open problems concerning asymptotic syzygies of higher-dimensional varieties.
Turning to details, let X be a smooth projective variety of dimension n defined over an algebraically closed field k, and let L be a very ample divisor on X. Thus L defines an embedding
where r = r(L) = h 0 X, O X (L) − 1. We propose to study the syzygies of X in P r when L is very positive. To this end, let S = Sym H 0 X, O X (L) be the homogeneous coordinate ring of P r , and let R = R(L) = ⊕ H 0 X, O X (mL)
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be the graded ring associated to L, viewed as an S-module. Then R has a minimal graded free resolution E • = E • (X; L):
Starting with the pioneering work [13] of Green, there has been considerable interest in understanding what one can say about the degrees a p,j of the generators of the p th module of syzygies of R. Note that if L is normally generated -i.e. if E 0 = S -then E • determines a resolution of the homogeneous ideal of I X of X. So in the presence of normal generation, the question amounts to asking about the degrees of the equations defining X and the syzygies among them. Conditions for projective normality and degrees of defining equations were studied over the years by many mathematicians, including Castelnuovo [6] , Mumford [21] , [22] , and Bombieri and his school [3] , [7] , [8] . Green's idea was that one should see the classical results as the beginning of a more general picture for higher syzygies.
Specifically, Green considered the case when X is a curve of genus g, and L = L d is a divisor of degree d ≥ 2g + 1. Write r d = r(L d ), so that
It is classical that L d is normally generated and that furthermore E • has length r d −1. Green proved that if 1 ≤ p ≤ d − 2g − 1, then all the generators of E p appear in the lowest possible degree p + 1, i.e. E p = ⊕ S(−p − 1) for p ∈ 1, d − 2g − 1 .
Very concretely, this means that if d − 2g − 1 ≥ 1, then the homogeneous ideal I X of X is generated by quadrics; 1 if d − 2g − 1 ≥ 2, then the module of syzygies among quadratic generators q α ∈ I X is spanned by relations of the form ℓ α · q α = 0 where the ℓ α are linear forms; and so on. 2 Observing that d − 2g − 1 = (r d − 1) − g, one can view Green's theorem as asserting that as d grows, all but a fixed number of the syzygy modules of I X are as simple as possible in terms of degrees of generators.
After [13] , several results appeared giving analogous statements about the higher syzygies of varieties of larger dimension. For example, Green [14] proved that when X = CP n and L d ∈ |O P n (d)|, one has
is given for large d by a polynomial of degree n in d. Concerning the syzygies of L d for d ≫ 0, the picture is framed by three general facts. First, as is well known:
(1) L d is normally generated provided that d is sufficiently large.
Next, elementary considerations of Castelnuovo-Mumford regularity show that if d ≫ 0, then (2) K p,q (X; L d ) = 0 for q > n + 1.
Finally, results of Green [13] , Schreyer [26] and Ottaviani-Paoletti [23] imply that K p,n+1 (X; L d ) can be non-vanishing for large d only when
in which case
So to determine the grading of E • (X; L d ) for d ≫ 0, the issue is to understand which of the groups K p,q (X; L d ) are non-vanishing for 1 ≤ p ≤ r d and 1 ≤ q ≤ n.
Our main result states that asymptotically in d, the vector space in question is non-zero for essentially all p ∈ [1, r d ] and q ∈ [1, n].
Theorem A. Let X and L d be as in the previous paragraph, and fix an index 1 ≤ q ≤ n. There exist constants C 1 , C 2 > 0 with the property that if d is sufficiently large, then
for every value of p satisfying
If moreover H i X, O X = 0 for 0 < i < n, then the non-vanishing holds in the range
Thus K p,2 (X; L d ) becomes non-zero at least linearly in d; K p,3 (X; L d ) becomes non-zero at least quadratically in d; and so on. 4 Furthermore the corresponding strands of the resolution of X have almost the maximal possible length r(L d ). We remark that it was established by Ottaviani and Paoletti in [23] that
4 We conjecture that conversely
See §7 for further discussion.
and Eisenbud et. al. [11] proved a non-vanishing on other surfaces X implying (at least if
. 5 These results were important in guiding our thinking about these questions.
The theorem implies in particular that for every index 1 ≤ q ≤ n, there exist functions p − (d) and p + (d), with
It is amusing to visualize this conclusion in terms of the Betti diagram of X. By definition, this is the (n + 1) × r d matrix whose (q, p) th entry records the dimension of K p,q (X; L d ). Now imagine constructing a "normalized Betti diagram" by horizontally rescaling the Betti table so that it fits into a rectangle with n + 1 rows and fixed width (independent of d). Then the non-zero entries occupy a region which as d → ∞ entirely fills up the first n rows. Similarly, the result of Green et. al. quoted above -which asserts that K p,n+1 (X; L d ) = 0 for only a fixed number of values of p -implies that the possibly non-zero entries in the bottom row of the normalized diagram are concentrated in a segment whose length approaches 0 as d → ∞.
A particularly interesting case of these questions arises when X = P n . Here it is natural to take L d ∈ |O P n (d)|, so that we are studying the asymptotic behavior of the syzygies of the d-fold Veronese embedding of P n . These Veronese syzygies have been the focus of a great deal of attention, e.g. [23] , [25] , [4] , [5] . We establish an effective result that at least in some cases is best-possible.
Theorem B. Fix an index 1 ≤ q ≤ n. If d is sufficiently large, then
(Although we will not give all the calculations, one can use our arguments to show that in fact the assertion holds as soon as d ≥ n + 1.) When q = n, the Koszul cohomology group 5 The authors just cited were mainly concerned with the failure of property (N p ), so they did not explicitly address the question of giving a range of p for which K p,2 (X; L d ) = 0. However the existence of an interval of the indicated shape follows from their results thanks to observations (2) and (3) above. We remark also that the computations in [23] yield for free that
But the non-vanishing of this group for O(d) ≤ p ≤ O(d n ) already seems to be non-trivial when n ≥ 3. By contrast, the fact that
can be seen directly in the case at hand by observing that X lies on scrolls of codimension
in question vanishes if p lies outside the stated range. We conjecture that the inequality is actually optimal for every q ∈ [1, n] and d ≥ q + 1.
6
In characteristic zero, Theorem B implies a rather clean non-vanishing statement for the decomposition of Veronese syzygies into irreducible representations of the general linear group. Specifically, denote by K p,q (d) the functor that associates to a complex vector space U the group K p,q P(U), O P(U ) (d) . As in [25] or [28] one can write
where S λ is the Schur functor associated to the partition λ, and M λ = M λ (p, q; d) is a finitedimensional vector space governing the multiplicity of S λ in K p,q (d). It was established by Rubei [25] that once n + 1 = dim U ≥ p + 1, the vanishing or non-vanishing of K p,q (d)(U) is independent of U. One can view the theorem of Green cited above as asserting that if q ≥ 2 then
Corollary C. Fix q ≥ 1 and d ≥ q + 1, and assume that
In other words, if p satisfies the stated inequality then some S λ appears non-trivially in K p,q (d). Conversely, it seems possible as above that one might expect
− q: for q = 2 this is (part of) a conjecture of Ottaviani and Paoletti [23] .
Returning to an arbitrary smooth projective variety X, fix a divisor B on X and consider
This is a graded module over
, and one can ask about its syzygies K p,q X, B; L d . We work with this set-up in the body of the paper. For a given B one finds an asymptotic picture similar to the case B = 0 summarized in the preceding paragraphs.
Our proofs revolve around secant constructions. Let Λ = Λ d ⊆ P r d be a linear subspace of dimension s d that meets X in a scheme Z d . Under a mild hypothesis that holds automatically when d ≫ 0, such a plane gives rise to a homomorphism
the strategy of course is to choose Λ in such a way that
In the case of curves, the fact that highly secant planes carry syzygies goes back to [15] and [16] , and in [11] special secants of the sort appearing in our arguments were used to study the failure of Property (N p ) on surfaces. The essential issue here -which was automatic in the earlier applications -is to show that the homomorphism α Λ is non-zero. Our main technical result sets up an induction on dimension by establishing that it suffices to check the corresponding statement for the embeddings of a fixed hypersurface X ⊂ X. A priori, this yields a p th syzygy for one specific value of p (viz. p = s d + 2 − q). However we can enlarge the secant plane without changing how it meets the image of X, and in this way we are able to produce non-zero classes in K p,q for a large range of p.
Concerning the organization of the paper, after a quick review of the basics of Koszul cohomology, Section 3 takes up secant constructions: the main technical results (Theorems 3.10 and 3.11) appear there. The asymptotic non-vanishing theorem is established in §4, and completed in §5 where the groups K p,0 and K p,1 are discussed. Section 6 is devoted to effective statements for Veronese embeddings of projective space. Finally, in §7 we discuss some conjectures and open problems. There seems to be a lot left to learn about the syzygies of higher-dimensional varieties, and we hope that these questions may stimulate further work in this direction.
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Notation and Conventions

1.
We work throughout over an algebraically closed field k. A variety is reduced and irreducible. 7 2. If X is a variety, and V is a finite-dimensional k-vector space, we write
for the trivial vector bundle on X modeled on V . We denote by P(V ) the projective space of one-dimensional quotients of V .
3.
A divisor on a variety X is a Cartier divisor. As a compromise between the languages of line bundles and divisors, we often use notation suggestive of bundles to refer to divisors. Given a divisor L on X, we try to write
to denote the cohomology groups of the corresponding locally free sheaf. However in the interests of compactness we sometimes use the shorthand
4. When X is smooth, K X denotes as usual a canonical divisor on X. 7 The non-vanishing of syzygies is unaffected by extension of the base field. Therefore all of our results remain valid for a geometrically irreducible non-singular variety defined over an arbitrary field.
5.
Given a non-negative function f (d) defined for sufficiently large positive integers d, we say that
d k are finite and non-zero.
Secant Constructions
Throughout this section, X denotes an irreducible projective variety of dimension n, and L is a very ample divisor on X. We fix once and for all a basepoint-free subspace
In the sequel we will be mainly concerned with the situation where
is the complete linear series determined by L, but in the interests of clarity we prefer not to limit ourselves to that case here.
Review of Koszul Cohomology. We wish to study various syzygy modules associated to X in P(V ). Specifically, let S = Sym(V ) be the homogeneous coordinate ring of P(V ). Next, fix a divisor B on X, and put
This is naturally a graded S-module, and we denote by
the minimal graded free resolution of R over S. We will often use some hopefully selfexplanatory perturbations and abbreviations of this notation. Notably, when V is the complete space of sections
, and when in addition B = 0 we put simply E • (X; L).
We recall two basic and well-known facts about these syzygy modules. The first is that the graded pieces of E • are computed as Koszul cohomology groups.
Proposition/Definition 3.1. Let K p,q (X, B; V ) denote the cohomology of the Koszul-type complex
, S/S + p+q , where S + ⊆ S denotes the irrelevant maximal ideal. In particular
We refer for example to [13] or [19] for the proof. As above, we will write
, and we omit mention of B in the event that B = 0. For lack of a better term, we will refer to a class in K p,q (X, B; L) as a p th syzygy of weight q.
The second important fact for us is that these Koszul cohomology groups are governed by the coherent cohomology of a vector bundle on X. Specifically, there is a natural evaluation map ev V :
, and we put M V = ker e V . Thus M V is a vector bundle of rank v − 1 sitting in the basic exact sequence
Then for q ≥ 2:
If moreover H 1 X, O X (B) = 0, then the same statement holds also when q = 1.
Brief Sketch of Proof. Starting with the Koszul complex determined by the evaluation map
, and twisting by O X (B + qL), one arrives at a complex K • of sheaves whose space of sections computes K p,q (X, B; V ). On the other hand, K • is obtained by splicing together twists of the exact sequences
resulting from (3.1). The assertion then follows by chasing through the resulting diagram. See [9, §1] or [10, Theorem 5.8] for more details.
Corollary 3.3. Assume that the vanishings (3.2) are satisfied. Then for q ≥ 2:
In particular
and K p,q (X, B; V ) = 0 if q > n + 1.
Proof. In fact, one finds from (3.3) that
If q − 1 > n = dim X, then of course this H q−1 vanishes, yielding the last assertion.
and K p,q (X, B; V ) = 0 for q < 0. Indeed, the right-hand side of (3.6) computes quite generally the space Z p,0 (X, B; V ) of Koszul cycles, and the hypothesis implies that there are no boundaries in that degree.
Finally, we recall a useful duality theorem stated by Green [13, Theorem 2.c.1].
Proposition 3.5. Assume that X is smooth, that B and L satisfy (3.2) and (3.5), and that in addition
Then for 0 ≤ q ≤ n + 1 one has isomorphisms:
where
Note that the hypotheses imply that the module R(B; L) is Cohen-Maculay. For specific values of the parameters, one can get away with fewer vanishings: see [13, loc cit] Sketch of Proof of Proposition 3.5. Assume to begin with that 1 ≤ q ≤ n. By Proposition 3.2, and an argument as in the proof of Proposition 3.3 using (*), one finds to begin with:
Observe that the group on the right is Serre dual to
But M V has rank r and det
, and therefore
Putting this together, it results that K p,q (X, B; V ) is dual to
The first isomorphism in the statement is then a consequence of Proposition 3.2, while the second follows from the definition of Koszul cohomolgy. The cases q = 0, n + 1 are proved similarly, using Remark 3.4.
Secant Sheaves. This subsection and the next contain the technical heart of the paper. We develop a method for establishing the non-vanishing of certain Koszul cohomology groups via the presence of suitable secant planes, and prove a theorem that allows one to apply the criterion inductively on dimension.
Keeping X ⊆ P(V ) and L as above, fix a non-trivial quotient
This defines a linear subspace P(W ) ⊆ P(V ), and we denote by Z ⊆ X the scheme-theoretic intersection
Then Z is equivalently the subscheme characterized by the property that J generates the twisted ideal sheaf I Z/X (L) via the evaluation map
. Note that we do not assume that Z spans P(W ), i.e. we allow the possibility that the natural map
has a non-trivial kernel (as well as a non-trivial cokernel). We assume in what follows that
The map (3.7) gives rise to a surjective homomorphism
of sheaves on X. We put Σ W = ker(ev W ).
Thus Σ W is a torsion-free sheaf of rank w = dim W on X, and we have an exact commutative diagram
with surjective columns.
When X is a smooth curve, Σ W was introduced in [15] : in this case it is locally free. In general it is not a vector bundle, but one can give a local description. Lemma 3.6. Fix a point x ∈ X. Then there are (non-canonical ) isomorphisms of germs
under which the embedding (Σ W ) x ⊆ (W X ) x goes over to the evident component-wise inclusion of the two modules on the right.
Proof. We may suppose that x ∈ Z, and we fix an identification O Z (L) x ∼ = O Z,x . Then thanks to the surjectivity of ev W , there exists a basis
with the property that ev W (e 1 ) =1 ∈ O Z,x is the canonical generator, while ev W (e j ) = 0 for j ≥ 2. The assertion follows.
Corollary 3.7. There is a canonical surjection ε :
whose bottom row is the natural inclusion of
Proof. In fact, it follows from the previous lemma that Λ w ι factors through the inclusion of
Our basic strategy for proving the non-vanishing of Koszul groups will be to show that a twist of σ determines a non-zero map on cohomology. This motivates the following Definition 3.8. Fix a divisor B as in the previous subsection, and an integer q ≥ 2. We say that W carries weight q syzygies of B if the mapping
determined by σ is surjective. (When V = H 0 X, L and it is important to emphasize the role of L, we will speak of syzygies with respect to L.)
Assuming that L satisfies the vanishings in equation (3.2), we may interpret (3.11) as a homomorphism
If the group on the right vanishes then of course the condition in Definition 3.8 doesn't yield any information, but in practice we will always arrange things so that
In this case, the surjectivity of (3.11) guarantees that K w+1−q,q (X, B; L) = 0.
Remark 3.9. Observe that if X is a curve, then the condition of the Definition holds automatically (in the one non-trivial case q = 2). The main goal of the next few pages is to develop an inductive criterion for verifying the surjectivity of (3.11) when X has dimension ≥ 2.
Assuming henceforth that n = dim X ≥ 2, we now analyze the deportment of these constructions upon passing to hyperplane sections. Let H be a very ample divisor on X, and let X ∈ |H | be a general divisor in the corresponding linear system. We may -and do -assume that X is itself an irreducible variety, and that (3.8) remains exact after tensoring by O X .
Fixing notation, let
We thus get a commutative diagram of exact sequences (3.13)
of vector spaces. We denote by v ′ , v, w ′ , w the dimensions of the spaces in question, so that
On the other hand, put
Then the previous constructions apply on X, and we get an exact commutative diagram (3.14)
of sheaves on X. This defines the bundle M V and the sheaf Σ W . We also have a surjective homomorphism σ : Λ w M V −→ I Z/X . Finally, write B, H for the restrictions of B and H to X. Note that if dim Z = 0, then Z = ∅, and Σ W = W X . In this case, if moreover W ′ = W , then w = 0 and by convention we take σ to be the identity O X −→ O X .
Our first main technical result gives an inductive criterion for verifying the surjectivity appearing in Definition 3.8. 
Furthermore, assume that W carries weight (q − 1) syzygies of B + H on X. Then W carries weight q syzygies of B on X.
When q = 2, the hypothesis on X is that the mapping
determined by σ be surjective. If w = 0 this condition is satisfied automatically.
The second result asserts that when the hypotheses of Theorem 3.10 are satisfied, one gets (under mild additional assumptions) non-vanishing classes in K p,q for many different p.
In the following statement, we keep the notation introduced above for the various dimensions arising in the construction.
Theorem 3.11. In addition to the hypotheses of Theorem 3.10, assume that Z ⊆ X is a local complete intersection, that v − w > n, and that
Assume also that the vanishings (3.2) hold. Then K p,q (X, B; V ) = 0 for all
The proofs of both theorems appear in the next subsection. Notice that neither statement gives any information about the groups K p,1 ; these will be analyzed separately in §5.
Proofs of Theorems 3.10 and 3.11. We start by studying the restriction of the diagram (3.8) to the general divisor X ∈ |H |.
Lemma 3.12. One can choose isomorphisms
Proof. Note to begin with that by construction V ′ is the kernel of
and similarly the sections in
of sheaves on X. It remains to show that one can find compatible splittings of the two rows.
To this end, referring back to (3.13), choose a section V −→ V of the quotient V −→ V that maps ker(π) into ker(π). This determines a compatible splitting of the two rows of (3.13). The left-hand square of (3.8) then restricts to
and this in turn yields the required splitting of (3.18).
Proof of Theorem 3.10. Starting from the diagram
we obtain an exact commutative diagram:
whose middle column is (3.11). In view of the vanishing (3.15), it suffices to show that the vertical homomorphism on the left -which is induced by the restriction of σ to X -is surjective.
To this end, consider the restriction to X
of the composition defining σ. Using the identifications of Lemma 3.12, we see that it occurs as the bottom row of the commutative diagram (3.20)
where the first two vertical maps are those arising from the decomposition of the exterior product of a direct sum. So for the surjectivity of the left-hand map in (3.19) , it is sufficient to establish the surjectivity of the homomorphism
coming from the top row of (3.20) . But the map in question is identified with
whose surjectivity is implied by the assumption that W carries syzygies of B + H on X.
Remark 3.13. Note that if q = 2 and W ′ = W , so that w = 0, then the argument just completed works with our convention that σ = id : O X −→ O X (in which case the surjectivity of the map on H 0 is automatic).
For the second Theorem, the plan is to deduce additional surjectivities by "enlarging W ."
Proof of Theorem 3.11. Suppose that π 1 : V ։ U is a quotient factoring π:
This gives rise to a chain of subspaces P(W ) ⊆ P(U) ⊆ P(V ). Set
and write u, u ′ , u for the dimensions of the three vector spaces in question, so that u = u ′ + u. Assume now that U satisfies two properties:
The natural map U −→ W is an isomorphism; (3.21)
Once such a quotient is at hand, the constructions above -with U in place of W -give rise to maps
Furthermore, thanks to (3.21), the homomorphism
determined by U coincides with the homomorphism σ : Λ w M V −→ I Z/X coming from W . Therefore Theorem 3.10 implies that U carries weight q syzygies of B, and it then follows from (3.16) that
So it remains only to construct U with the appropriate range of dimensions.
To this end, we consider a linear subspace Λ ⊆ V , and ask when U = def V /Λ meets the stated conditions. In order to get a factorization of π, it is necessary first of all that Λ ⊆ ker(π).
Once this holds, (3.21) is equivalent to asking that
(since the two sides are the kernels of the maps from V to U and W respectively), and (3.22) is equivalent to the condition (**) The sections in Λ generate the sheaf
so one sees that (*) will hold if Λ ⊆ ker(π) is a general subspace with dim Λ ≥ v − w.
As for (**), recall that we assume that Z is a local complete intersection. Since by assumption ker(π) generates I Z/X , it is elementary (and well-known) that so too will any general subspace of ker(π) having dim ≥ n + 1. Therefore, as soon as v − w > n, we can find a quotient π 1 : V −→ U having the required properties with u = dim U taking any value in the interval
Combining this with (3.23), we get the assertion of the Theorem.
Asymptotic Non-Vanishing Theorem
This section is devoted to the main asymptotic non-vanishing theorem.
We start by setting notation. Let X be a smooth projective variety of dimension n ≥ 2. We fix an ample divisor A on X, and an arbitrary divisor P , and put:
We will always assume in the sequel that d is taken to be sufficiently large so that L d is very ample. Thus L d defines an embedding The aim in this section is to establish:
Theorem 4.1. Fix an index 2 ≤ q ≤ n, and let B be a divisor on X. There exist constants C 1 , C 2 > 0 with the property that if d is sufficiently large then
If moreover H i X, O X (B) = 0 for 0 < i < n, then the non-vanishing holds in the range
The statement of the Theorem also holds when q = 1 (Proposition 5.4).
Remark 4.2. We note that Zhou [29] has recently been able to adapt the argument below to show that the Theorem remains true even if X is singular. He also relaxes the assumption on B.
The plan naturally enough is to prove the theorem inductively on n, using Theorems 3.10 and 3.11. In the next subsection, we construct and study the various secant linear spaces and subschemes to which we will apply those results.
Constructions. It will be convenient to first produce an appropriate subscheme Z d ⊆ X, and subsequently to realize Z d as the intersection of X with a linear subspace P(W d ) of P(V d ).
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As above, we suppose that B is a fixed divisor on X. We begin by choosing a very ample divisor H on X with the properties that:
For the purposes of a future induction, we fix at this point smooth irreducible divisors X 1 , . . . , X n ∈ |H | that meet transversely. Next, set c = n + 2 − q and assume that d is sufficiently large so that in such a way that X j + D i has simple normal crossings, and let
be the complete intersection of the D i . Thus Z is smooth, with dim Z = n − c = q − 2. This will be the secant subvariety with which we work. Our choice of the D i is arranged so that
and so that only the last divisor D c involves L d . We always take d to be large enough so
The next step is to define a quotient
and put
Moreover, the global generation of
is a subspace whose intersection with X is precisely Z d . In principle, we would like to apply the constructions of the previous section with this subspace. However in order for the induction to run smoothly, it is convenient to work instead with a possibly larger linear space in which the codimension of P(W 0,d ) is bounded independently of d.
Suppose then that for every sufficiently large d, one chooses (or is given) a subspace
The sections in
where a is some constant independent of d. Set (4.11)
and in accordance with the notation in §3, write (4.12)
for the canonical map. The first condition (4.9) guarantees that P(
It will be useful to have some terminology for the various constructions and conditions just introduced. 
(ii). For i > 0 the dimensions
are bounded above independently of d.
so that I Z d /X is resolved by the Koszul complex whose j th term is Λ j E. We use this resolution to compute the cohomology of I Z d /X and its twists. For the first assertion of (i) it suffices to show that
, which implies (*). As for (**), note that if j < c, then Λ j E is a direct sum of twists of O X (K X ) by line bundles of the form O X (mH) for m ≥ 1, as well as possibly one or both of
Summands involving L d can be made to have vanishing cohomology by taking d ≫ 0, while the remaining terms are covered by (4.3) and (4.4). This proves the first assertion of (i), and the second is similar. Turning to (ii), observe that the line bundle summands appearing in
either involve only K X , B and H, or else can be made to have vanishing higher cohomology by taking d large. Thus for i > 0 the dimension of each of the groups
is independent of d (when d ≫ 0). Statement (ii) then follows from the spectral sequence relating the cohomology of
to the cohomology of the terms of a resolution.
In order to apply Theorem 3.11, it will be important to estimate w d = dim W d . The next statement shows that the dimension in question grows like d q−1 .
Lemma 4.5. There is a polynomial Q(d) of degree q − 1 in d such that the difference
Proof. Thanks to (4.10), it is enough to produce
. This is a smooth variety of dimension n − c + 1 = q − 1, and
provided that d is sufficiently large so that
.4 (ii) implies that the term on the right is bounded, and the Lemma follows.
Finally, let
be the vector bundle (3.1) arising as the kernel of the evaluation map. The following result will be used to start the induction in the next subsection.
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Proposition 4.6. Suppose we are given for every sufficiently large d a trivial quotient
bounded above independent of d. Then for any fixed divisor C, the homomorphism
With H the very ample divisor chosen above, the first point is:
Proof. Note to begin with that there is a natural map of vector bundles:
In fact, the fibres of M H and M L d at a point x ∈ X are canonically identified with
respectively, and then (*) is just the globalization of the multiplication map:
10
On the other hand, since H is very ample, O X (H) ⊗ I x is globally generated for all x ∈ X, and it follows that the map (**) is surjective for all x ∈ X when d ≫ 0. Thus M d is a quotient of a direct sum of copies of M H provided that d is sufficiently large. But M H ⊗ O X (H) is itself globally generated, which completes the proof.
Proof of Proposition 4.6. By the previous Lemma, there exists a surjection
, and therefore also a map
It suffices to show that the resulting homomorphism
is resolved by an exact Eagon-Northcott complex, which takes the shape
where the S i are certain vector spaces (with dimensions depending on t d ). It is in turn sufficient for (*) to know that
But since t d is bounded independent of d, we can arrange for this by taking d ≫ 0.
Proof of Non-Vanishing Theorem. The plan is to apply Theorems 3.10 and 3.11 to the constructions of the previous subsection. This involves studying the various sheaves associated to W d and Z d , and their restrictions to a general hyperplane. So we start by fixing notation and making a few preliminary remarks.
Assume as in the previous subsection that we have data H, X j , Z d and W d adapted to B. Set X = X n ∈ |H |, and for 1 ≤ j ≤ n − 1 let X j = X j | X. Denote by
the restrictions to X of the corresponding divisors on X, and set
In order to analyze the restrictions to X of V d and W d , let
Observe that
Similarly, set
The next statement shows that our constructions behave well inductively with respect to Definition 4.3. 
It remains only to show that
for some integer a independent of d. For this, let
Then on the one hand, dim I d /J d ≤ a thanks to (4.10). On the other hand, there is a natural injection Proof. The plan of course is to apply Theorem 3.10. To this end we consider the exact sequence
of sheaves on X, and the quotient
Observe that if q = 2, so that dim and (4.20) shows that
is a trivial bundle of rank = w d .
For fixed c = n+2−q we proceed by induction on n -or equivalently on q -starting with q = 2. In this case (as we have just noted) Z d = ∅, and we claim that the homomorphism
determined by σ d is surjective for d ≫ 0. Indeed, σ d arises here as an exterior power of the trivial quotient
Moreover the fact (Lemma 4.8) that W d is adapted to B + H -in particular, equation Now for large d it is automatic that L d satisfies the vanishings (3.2), while (3.15) was established in Lemma 4.13 (i). Therefore Theorem 3.10 applies, and having checked the surjectivity of (4.21) we deduce that statement (i) of the Lemma holds when q = 2. But thanks to Lemma 4.8, we can then apply this statement to the divisor B + H on X to conclude statement (ii) of the Lemma in the case q = 3. Theorem 3.10 then gives the case q = 3 of statement (i), and we continue inductively in this fashion.
Theorem 4.1 is now immediate.
Proof of Theorem 4.1. We simply invoke Theorem 3.11. In fact, the hypotheses of that statement are satisfied thanks to the surjectivity of (4.21) (when q = 2) and Proposition 4.9 (ii) (when q ≥ 3), as well as Lemma 4.4 (i) and the observation that In this section, we complete the proof of Theorem A from the Introduction by analysing syzygies of weight 0 and 1. As above, X is a smooth projective variety of dimension n, B is a fixed divisor on X, and L d = dA + P where A is ample and P is arbitrary.
To begin with, a theorem of Green and an argument of Ottaviano-Paoletti yield complete control over the non-vanishing of K p,0 :
where as usual r(B) = h 0 X, O X (B) − 1.
Proof. We assume in the first place that d is large enough so that
thanks to Remark 3.4. The vanishing of this group when p ≥ h 0 X, O X (B) was established by Green [13, Theorem 3.a.1]. On the other hand, supposing that p < h 0 X, O X (B) , choose linearly independent sections
and fix (when d is large compared to B) a non-zero section
. Inspired by [23] , consider the element
Then α is killed by the Koszul differential, and hence gives a non-zero class in Z p,0 (X, B; L d ), as required.
By applying the Proposition with B replaced by K X − B, and using duality [13, 2.c.6], one finds: 
We have just seen that when q = n + 1 this holds for any B. On the other hand, if H q−1 X, O X (B) = 0 for some 2 ≤ q ≤ n, then
and hence
Turning to K p,1 , we resume the notation of §2. Thus we choose a suitably positive very ample class H, we fix a general divisor X ∈ |H |, and set
More picturesquely, the Proposition asserts that
Proof. The issue is to produce an element of
representing a nontrivial Koszul cohomology class. To this end, consider the exact commutative diagram:
If p + 1 > h 0 X, O X (B + H) then the two vertical maps on the left are injective by virtue of Green's lemma [13, Theorem 3.a.1] . This being so, a diagram chase as in the snake lemma shows that it suffices to exhibit a class
having the properties: α = def r(α) = 0 , δα = 0. But for this one can take any element
is non-zero, for then automatically δα = 0.
Veronese Varieties
In this section, we consider in more detail the case X = P n . By modifying the arguments appearing in §2, we prove effective non-vanishing results. At least in some some cases (and conjecturally in all), the statements that we obtain are optimal. As a corollary, we establish a non-vanishing theorem for the Schur decomposition of the syzygies of Veronese varieties in characteristic zero.
Turning to details, let U be a vector space of dimension n + 1, so that P(U) = P n is an n-dimensional projective space. We take
It will be convenient to denote the corresponding Koszul group K p,q (P n , B; L d ) by
Theorem 6.1. Fix an index 1 ≤ q ≤ n, and assume that
One can show that in fact the assertion holds as soon as d ≥ b + n + 1 (Remark 6.6). When q = 0 or q = n, the bounds on p are the best possible (Remark 6.5). It seems reasonable to hope that the statement is optimal in general, and that it holds moreover whenever d ≥ b + q + 1. As noted in the Introduction, Weyman informs us that he independently obtained the case b = 0 of the Theorem, at least in characteristic 0.
Before turning to the proof of the theorem, we record a representation-theoretic corollary. Specifically, note that K p,q (P(U), b; d) is the cohomology of the Koszul-type complex
This shows that K p,q (P(U), b; d) is functorial in U, and we denote by K p,q (b; d) the corresponding functor. 11 Thus
for any vector space U. Assuming that we are working over the complex numbers, one can argue as in [25] or [28] that one has a decomposition
where S λ is the Schur functor associated to the partition λ, and M λ = M λ (p, q, b; d) is a finite-dimensional vector space giving the multiplicity of S λ in K p,q (b; d). It is established by Rubei in [25] that as soon as
for some vector space U 0 of dimension p + 1 or greater, then K p,q (U, b; d) = 0 for every vector space of dimension ≥ p + 1. 12 We will say in this case that
Working still over the complex numbers, one has:
Corollary 6.2. Fix q ≥ 1, and integers b ≥ 0 and d ≥ q + b + 1. Assume that
Proof of Corollary 6.2. Assume that p satisfies the stated inequality, and suppose for the moment that one knew (as one expects) that Theorem 6.1 holds for every d ≥ b + q + 1.
If we take n + 1 = dim U to be sufficiently large, then p will also satisfy the upper bound appearing in the statement of the Theorem. This would imply that K p,q (P(U), b; d) = 0, and hence that K p,q (d) = 0, as required. Unfortunately, we haven't established that 6.1 is valid in the expected range of d. However what is required for the Corollary is the non-vanishing of K p,q with the stated lower bound on p, and an upper bound that goes to infinity with n. This is provided by Propositions 6.3 and 6.4 below.
The proof of Theorem 6.1 proceeds in three steps. First, assuming that 2 ≤ q ≤ n, we use a variant of the arguments from §2 to prove a result with the stated lower bound on p but a somewhat weaker upper bound. For this we exploit the negativity of the canonical bundle on P n to improve the constructions occurring in §2. We then sketch how to extend the same statement to the case q = 1. Finally, we use duality to deduce Theorem 6.1 as stated.
Proof. Working for the moment on an m-dimensional projective space P m , fix 2 ≤ c ≤ m and an integer a ≥ 0, and set s = m − c + 2. We assume that d ≥ a + s + 1. Choose general divisors 
Moreover, I Z (d) is globally generated. Put
If dim Z > 0 then the map appearing on the right is surjective, and one finds that
Now consider a general hyperplane
can be viewed as realizing
Note that in this identification c unchanged, and hence s is decreased by 1. Similarly, with notation as in (3.12), the vector space W d,m,a restricts on P m−1 to
provided that c < m. If m = c, so that s = 2, then dim Z d,m,a = 0, and
One finds by a calculation on P 2 that in this case
Turning to the proof of the statement in the Proposition, we start by applying this construction on X = P n with a = b and c = n + 2 − q for the given index 2 ≤ q ≤ n. We wish to show in this case that W d,n,b satisfies the hypotheses of Theorems 3.10 and 3.11. For this the plan is repeatedly to apply Theorem 3.10, and to argue by descending induction on i (0 ≤ i ≤ q − 2) that the homomorphisms
determined by σ d,n−i,b+i are surjective. In view of the remarks in the previous paragraphs, the only issue is to get the induction started when i = q − 2. Here one has to prove the surjectivity of the map
The term on the right is a trivial vector bundle of rank b + q. Recalling that M d,n+1−q (1) is globally generated, the required surjectivity follows via an Eagon-Northcott complex as in the proof of Proposition 4.6.
We may now apply Theorem 3.11. In the case at hand, it gives the non-vanishing of
− 1, the result follows.
We next indicate the extension of the previous result to the case q = 1.
, it is enough (by Proposition 3.2) to show that
for p in the stated range, where M d denotes the vector bundle (3.1) associated to O P n (d).
For this, we take Z ⊆ P n to consist of b + 2 collinear points, so that
We apply the constructions of §2 (or the previous proof), with
As above, this gives rise to a mapping (*)
where w = dim W = b + 2, whose surjectivity we wish to establish. To this end, observe that with notation as in (3.12), one has
This being so, the homomorphism σ appearing in Theorem 3.10 is automatically surjective and then the argument in that proof applies without further ado (cf. Remark 3.13). This shows that K p,1 (P n , b; d) = 0 for p = b + 1. But now as in the proof of Theorem 3.11, we can replace W by a larger quotient U of 
By duality (Proposition 3.5) this implies that if d ≥ b + n + 1, then
if and only if
This shows that the inequality in Theorem 6.1 is optimal when q = 0 and q = n.
Proof of Theorem 6.1. The case q = n having been established in the previous Remark, we assume that 1 ≤ q ≤ n − 1. By Proposition 3.5,
Applying Propositions 6.3 and 6.4 to the latter group, one deduces (after a computation) that K p,q (P n , b; d) = 0 when (6.1)
The second inequality is exactly the upper bound on p appearing in Theorem 6.1. So it is enough to show that the right-hand side of the first inequality is ≤ the upper bounds appearing in the statements of Propositions 6. 
Conjectures and Open Questions
In this section, we present some problems and conjectures.
14 Unless otherwise stated, we keep notation as in the body of the paper. Thus X is a smooth projective variety of dimension n, L d = dA + P where A is an ample and P is an arbitrary divisor, and B is some fixed divisor in whose syzygies we are interested. As before, r d = r(L d ).
To begin with, it would be extremely interesting to know whether the lower bounds in our non-vanishing statements have the best possible shape. Based largely on optimism, we hope that they do: When q = 2 and k = C, this follows for instance from the results of [9] . The one other piece of evidence arises when B − K X is represented by a non-zero effective divisor D. In this case H n (X, B) = 0, and one finds as in Proposition 3.5 that K p,n (X, B; L d ) is dual to
But by Proposition 5.1, this group vanishes when
However the general case of the Conjecture seems quite challenging.
As we saw in Proposition 5. 
14 Since the paper was originally written, there has been some further work on some of the questions posed here. We give pointers to these new developments in footnotes. 15 Note that if q ≥ 2, then it follows for instance from [9] that K p,q (X, B; L d ) = 0 for d ≥ O(p).
are surjective for every m > 0 if and only if O X (B) is globally generated.) When X is a curve and B = K X a precise conjecture along the lines of Problem 7.2 was proposed in [17] , and established in many cases by Aprodu and Voisin [2] , [1] . But even for curves one could ask whether there are statements for other divisors B.
It would be very interesting to understand better the betti numbers of the resolution of R(B; L d ) as d grows. Even in the well-studied case of curves, it's not clear to us what to expect here. 16 On a fixed projective space, the work [12] of Eisenbud-Schreyer on the Boij-Soderberg conjecture gives an overall picture of the betti tables that can arise. As Schreyer and Erman point out, this suggests: Of course this includes as a special case:
Conjecture 7.6. In the situation of Corollary 6.2, if
These are probably very difficult. 17 So it would already be very encouraging to establish Conjecture 7.1 for X = P n :
Problem 7.11. Is there a purely algebraic statement that underlies, or runs parallel to, our results?
Finally, we close with the somewhat vague Problem 7.12. Can one say anything about the structural properties of the syzygies of R(B; L d ) as d grows?
The fact that generators appear in many degrees does not preclude the possibility that the resolution somehow acquires a relatively simple structure. For example, although it runs in a somewhat different direction, the very interesting work of Snowden [28] shows that there is some subtle and unexpected finiteness in the syzygies of Segre varieties as one varies the number and dimensions of the factors. It would be very interesting to know whether something analogous happens in our setting as the positivity of the embedding grows.
