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Volume 48, Issue 1, has nine articles of which eight employ some form of causal modeling. The one exception (Skardhamar, 2010 ) is a useful critique of a causal modeling special case: "semiparametric group-based modeling." 2 * Thanks go to Alex Piquero and Jim Lynch for very help comments on earlier drafts of this paper.
1 Of course, much the research on which Guerette and Bowers rely employs causal modeling. For a discussion of well-known, but typically ignored, problems with metaanalysis, see Berk (2007) 2 See Berk et al. (2010) for a more formal and general discussion.
The many problems with causal modeling are well articulated in a very large literature (e.g., Box, 1976; Leamer, 1978; 1983; Lieberson, 1985; Holland, 1986; Rubin, 1986; Freedman, 1987; 2005; Kish, 1987; de Leeuw, 1994; Manski, 1995; Pearl, 2000; Heckman, 2000; Breiman, 2001; Berk, 2004; Imbens, 2009 ). Perhaps too simply put, before the data are analyzed, one must have a causal model that is nearly right.
3 With the model specified, all that remains is to estimate the values of the regression parameters. In practice, one or two small flaws can sometimes be tolerated as long as they are easily identified and corrected with the data on hand. It is very difficult to find empirical research demonstrably based on nearly right models.
In the absence of a nearly right model, the many desirable statistical properties of a causal model can be badly compromised. Omitted variables, for instance, can badly bias parameter estimates even in very large samples. Alternatively, using the data to inductively arrive at a nearly right model assumes that all of the required regressors are included in the data set. Even if they are (and how would you know?), badly biased estimates can result because the model and the parameter estimates are extracted from the same data (Leeb and Pötscher, 2005; 2006; Berk et al., 2010a) .
There are five kinds of responses to the causal modeling critique. The first is rhetorical and is by far the least constructive. David Freedman compiled the following (but incomplete) list of ripostes (2005: 195) .
We all know that. Nothing is perfect. Linearity has to be a good first approximation. Log linearity has to be a good first approximation. The assumptions are reasonable. The assumptions don't matter. The assumptions are conservative. You can't prove the assumptions are wrong. The biases will cancel. We can model the biases. We're only doing what everyone else does. Now we will use more sophisticated techniques. If we don't do it, someone else will. What would you do? The decision-maker has to be better off with us than without us. We all have mental models, not using a model is still a model. The models aren't totally useless. You have to do the best you can with the data. You have to make assumptions in order to make progress. You have to give the models the benefit of the doubt. Where's the harm?
The obvious problem with these and the many other rhetorical devices is that they are little more than a reflexive defense of the problematic status quo.
The second response is to assert that the current assortment of regression diagnostics can find any serious problems in a regression model and that these problems can then be readily fixed. For example, model misspecification can be identified with "specification tests," and a subsequent instrumental variable estimator can save the day (e.g., Greene, Section 5.5.). In principle, this view has merit. In practice, it usually stumbles badly. For both the diagnostics and the remedies, new and untestable assumptions are required even before one gets to a number of thorny technical complications. On the matter of diagnostics, Freedman observes (2009: 839) that , "...skepticism about diagnostics is warranted. As shown by the theorems presented here, a model can pass diagnostics with flying colors yet be ill-suited for the task at hand." He is no more sanguine about about instrumental variable solutions (Freedman, 2005 : Section 8.5) and has lots of company (e.g., Berk, 2004: Section 9.5; Kennedy, 2008: Chapter 9; Leamer, 2010) .
The third response is what I have elsewhere called "Model-Lite Causal Analysis" . The basic idea is apply the randomized experimental paradigm to observational data. One tries to make the case that conditional on a set of covariates, "nature" conducted a randomized experiment. This naturally leads to a variety of matching or post-stratification analysis methods that can be more robust than causal models (Rubin, 2008) . Regression models can creep in, however, in the construction matching variables such propensity scores or in post-matching adjustments for sample imbalance (Rosenbaum, 2002b) . Morgan and Winship (2007) provide an excellent overview of the issues. The primary literature can be found in the influential writings of William Cochran, Donald Rubin, Paul Rosenbaum, Judea Pearl and others. Unfortunately, the elephant in the room remains: there is no apparent way to overcome the impact of omitted variables although in some cases, sensitivity analyses can suggest that the omitted variables may not be important (Rosenbaum, 2002a, Chapter 4; 2010, chapter 14) .
The fourth response is to rely on research designs far better suited for causal inference than the usual observational approaches (Angrist and Pischke, 2010) . Properly implemented randomized experiments are the reigning poster child. But strong quasi-experiments will often perform nearly as well (Cook et al., 2008) . For example, recent advances in the regression discon-tinuity design (Imbens and Lemieux, 2008) can make that approach very attractive when a randomized experiment is not feasible (Berk et al., 2010b) . Capitalizing on stronger designs is clearly a useful suggestion when such designs are possible.
The fifth response is to go back to the formal definition of a regression analysis and reconsider what can be learned depending on the assumptions that one can credibly make. We turn to that approach now. There will be some good news.
2 What is Regression Analysis? Cook and Weisberg (1999: 27) provide a definition of regression analysis that comports well with standard statistical perspectives: "[to understand] as far as possible with the available data how the conditional distribution of the response y varies across subpopulations determined by the possible values of the predictor or predictors." The definition makes the entire conditional distribution of y fair game although in practice, the conditional mean and/or conditional variance are the primary focus. A key point is that there is no mention of estimation, hypothesis tests, or confidence intervals nor any reference to causal inference. One can do a proper regression analysis without any effort to address the role of chance or to make causal statements.
Level I Regression Analysis
We have seen that by definition, regression analysis is a procedure by which conditional relationships in data may be described. One might consider, for example, how the homicide rate in a city varies with unemployment, police practices fixed. And one might consider how the homicide rate in a city varies with police practices, unemployment fixed.
In effect, one is identifying interesting patterns in the data, which can be subtle, complicated and even rare. The patterns can be found over time, over space, and over observational units that can differ in complex ways. The analysis can be directed by existing theory or can be highly exploratory.
One is not limited to conventional linear regression. For example, the definition includes response variables that are categorical, ordinal or counts. Categorical regressors are can be included. Nonlinear relationships can be taken into account. One can consider several response variables at once such as a parolee's arrests for new crimes and the charges for those new crimes.
It follows that for description, one need not worry about all of the potentially problematic assumptions required if one is to undertake credible statistical or causal inference. One just characterizes associations in the data at hand. Thus, it does not matter, for instance, if the data are a probability sample or the product of well-defined stochastic process. Likewise, there is no concern about omitted variables. Indeed, it is not clear how to define an omitted variable in this context. It is the proverbial "what you see is what you get." Consistent with a more expansive discussion elsewhere (Berk, 2003 : Section 11.5), one can call descriptive regression a "Level I" regression analysis. Level I regression analyses are always formally appropriate when a regression analysis could be useful and do not depend on any of the assumptions required for statistical inference or causal inference. This is not a call to abandon advanced statistical procedures and complex quantitative reasoning. Description has long been at the center of state-ofthe-art statistical practice. Among the more popular approaches are multivariate statistics (Anderson, 1958; Gifi, 1990) , exploratory data analysis (Tukey, 1977; Diaconis, 1985) , and more recently, dynamic graphics (Cook and Swayne, 2007) and Machine/Statistical Learning (Hastie et al., 2009 , Berk, 2008 . The growing use of GIS studies in criminology is one example of graphical methods (Groff and La Vigne, 2001; Chainey and Ratcliffe, 2005) . It is then a small step to build visualizations that take both time and space into account ). Machine learning is also finding its way into the criminology journals .
Making descriptive regression analysis the central approach to data analysis in criminology is not a radical suggestion. Despite the statistical framing that one finds in the criminology journals, description is usually the actual enterprise. And the reason is apparent: in criminology, and for most social science applications more generally, there are rarely any widely accepted, nearly right models that can be used with real data. By default, the true enterprise is description. Most everything else is puffery.
Level II Regression Analysis
Level I regression analysis does not require any assumptions about how the data were generated. If one wants more from the data analysis, assumptions are required. For a Level II regression analysis, the added feature is statistical inference: estimation, hypothesis tests and confidence intervals. When the data are produced by probability sampling from a well-defined population, estimation, hypothesis tests and confidence intervals are on the table.
A random sample of inmates from the set of all inmates in a state's prison system might be properly used to estimate, for example, the number of gang members in state's overall prison system. Hypothesis tests and confidence intervals might also be usefully employed. In addition, one might estimate, for instance, the distribution of in-prison misconduct committed by men compared to the in-prison misconduct committed by women, holding age fixed. Hypothesis tests or confidence intervals could again follow naturally. The key assumption is that each inmate in the population has a known probability of selection. If the probability sampling is implemented largely as designed, statistical inference can rest on reasonably sound footing. Note that there is no talk of causal effects and no causal model. Description is combined with statistical inference.
In the absence of probability sampling, the case for Level II regression analysis is far more difficult to make. There are several options addressed in some depth elsewhere (Berk, 2003: 39-58 ).
1. Treating the data as a population -In effect, this is a fallback to Level I regression analysis in which there is no statistical inference.
2. Treating the data as if it were a probability sample from a well-defined population -For example, a convenience sample of big-city police departments might be treated as if it were a simple random sample of police departments from cities of over 100,000 residents. One would have to argue convincingly that despite the lack of formal probability sampling, the way in which the data were generated is de facto a close approximation. And that, in turn, would lead to an in-depth discussion of why one should believe that each department in the sample was, in effect, drawn independently of all others with a known probability of selection. If access was obtained by a sequence of referrals, the as-if approach would fail. It would also fail if the sample was limited to the subset of departments for which the requisite data were available. The as-if approach is rarely credible in practice.
3. Treating the data as a random realization from an imaginary "superpopulation" -Inferences to imaginary populations are imaginary. However, there is an important distinction between an imaginary popu-lation that could exist and an imaginary population that could not. Inferences to the former might not be imaginary, but are even more difficult to justify than inferences from the as-if strategy. The result can be a mind numbing exercise in circular reasoning. The population is defined as the population that would exist if the data were a random sample from that population.
4. Model based sampling -For this strategy, one needs a credible stochastic model of how the data were generated. For example, with conventional linear regression, one assumes
where ε i ∼ N IID(0, σ 2 ). If the model really captures how the data were generated, statistical inference can easily follow. But, inferences are made to the data generation process, not to a real population in the usual sense.
In short, a Level II regression analysis depends on how the data were generated. If the data are a well-implemented probability sample, Level I description can be supplemented by Level II statistical inference. Without probability sampling, Level II regression analysis can be difficult to justify.
Level III Regression Analysis
The goal in a Level III regression analysis is to supplement Level I description and Level II statistical inference with causal inference. In conventional regression, for instance, one needs a nearly right model like equation 1, but one must also be able to argue credibly that manipulation of one or more regressors alters the expected conditional distribution of the response. Moreover, any given causal variable can be manipulated independently of any other causal variable and independently of the disturbances. There is nothing in the data itself that can speak to these requirements. The case will rest on how the data were actually produced. For example, if there was a real intervention, a good argument for manipulability might well be made. Thus, an explicit change in police patrolling practices ordered by the local Chief will perhaps pass the manipulability sniff test. Changes in the demographic mix of a neighborhood will probably not. Here too, there is extensive discussion elsewhere (e.g., Berk, 2003, Chapter 5) . Suffice it to say, it is very difficult to find in criminology credible examples of a Level III regression analysis. Either the parallel to equation 1 is not credible, claims of manipulability are not credible, or both.
Conclusions
Level I regression analysis is always formally appropriate and does not depend on any assumptions about how the data were generated. Truth be told, description is really the de facto product of most regression analyses in criminology. Description is not just a legitimate scientific activity, but corresponds well to the developmental stage in which criminology finds itself.
Level II regression analysis adds to description, estimation, hypothesis tests and confidence intervals. When the data are a probability sample from a well-defined population, statistical inference can follow easily. When the data are not, statistical inference can be difficult to justify.
Level III regression analysis adds to description and statistical inference, causal inference. One requires not just a nearly right model of how the data were generated, but good information justifying any claims that all causal variables are independently manipulable. In the absence of a nearly right model and one or more regressors whose values can be "set" independently of other regressors and the disturbances, causal inferences cannot not make much sense.
The implications for practice in criminology are clear but somewhat daunting. With rare exceptions, regression analyses of observational data are best undertaken at Level I. With proper sampling, a Level II analysis can be helpful. The goal is to characterize associations in the data, perhaps taking uncertainty into account. The daunting part is getting the analysis past criminology gatekeepers. Reviewers and journal editors typically equate proper statistical practice with Level III.
