Introduction
The use of the correlation-counting method for the measurement of radionuclide disintegration rates was first suggested by Goldanskiy and Podgoretskiy (1955a; 1955b) with some preliminary measurements being made by Zotov and Kutsenko (1956) . Later, Friedlander (1964) examined correlation counting further as an alternative to the coincidence technique. Two major advantages of the former were thought to be smaller rate corrections, due to the fact that a coincidence resolving time is not necessary, and a superior statistical accuracy. However, although Williams and Sara (1968) demonstrated the experimental validity of correlation methods, they also showed that the dead-time corrections and statistical uncertainties are, in fact, greater. The more sophisticated electronics required for the application of correlation methods are a further disadvantage compared with conventional techniques. The coincidence technique is, however, limited to the measurement of radionuclide disintegrations in which the radiations are emitted in two distinct but simultaneous stages, whereas the correlation method may be readily extended to a class of radionuclides that would otherwise be particularly awkward to measure, namely, those with a relatively long-lived daughter state in the decay scheme. The value of these methods was demonstrated for such activities by Lewis et al. (1973) , even for those for which the parent and daughter radiations could not be distinguished experimentally. For another measuring technique, called modulo counting, in which a correlation function is used, see Muller (1994) .
This Section deals first with the theory for cases where the method is applied to a simple one-stage process and to a two-stage process with prompt de-excitation of the daughter state. It then looks at the application to 13--y decay schemes with relatively long-lived daughter states. The relevant formulae are given, but their derivations, being generally long and involved, are omitted and the reader is referred to the original works on correlation-counting methods. Examples of the application of the correlation method to the measurement of disintegration rates, the determination of half lives, and measurement of satellite pulses are also discussed.
Single-Detector Application

One Observable Event per Decay
The case of a detector that can record only one event for each decay of a radioactive source of constant strength, e.g., a beta detector measuring pure 13-decay or a photon detector sensitive to only one specific -y energy and insensitive to 13 rays or a particles, may be considered a simple one-step process for which the number of events, n, recorded in a given time interval, is Poisson-distributed. If the number of events, ni, in the ith time interval, is recorded for N intervals of equal length t, the observed variance
has the expectation value
where µ, is the mean number of events recorded in an interval oflength t.
The mean-square deviation ofVar(n), for N » 1, is given by ifvar : : : : : : (2µ, 2 + µ,) /N.
(8.3)
This has the extra 2µ, 2 /N term compared with the mean square deviation for the conventional method, which is simply µ, / N.
For a detector with a non-extendable dead time, the observed variance has the asymptotic form, derived using renewal-process theory (Foglio Para and Mandelli Bettoni, 1969; Muller, 1974) The dead-time effect is about three times larger than for the direct determination of the mean, for which µ, ' = µ, /( 1 + x). This difference has been exploited for the measurement of the dead time (Carloni et al., 1970) . The variance is also modified by the decay of the source which increases E[Var(n)] by approximately (µ,AtN)2/12 for small µ,AtN, assuming there are no gaps between successive intervals. The variance is also increased by the effect of the changing count rate on the dead-time correction (see Muller, 1981b for a rigorous presentation of theory) and any variation of the time-interval length due to electronic jitter.
Two Observable Events per Decay
If there is an intermediate daughter state, as for example in a 13--y decay scheme, that decays simulta-neously with the emission from the parent nuclide, the detector would record either one or the other or both emissions as a single event. The entire process remains Poisson-distributed, being the superposition of Poisson processes, and the formulae given in Section 8.2.1 would still apply. If, however, the daughter state has a relatively long half life (of the same order as or greater than the dead time), then there is also a possibility of the daughter being detected separately from the parent event. An example of this is 13 decay to a metastable level, whose subsequent decay produces conversion electrons which are also recorded by the 13 detector. The observed count rate would thus have an unwanted component that is indistinguishable from the parent component, and which must be determined in order to obtain the latter, which is, in turn, required for the determination of the disintegration rate.
The number of events recorded in the ith interval may be considered to include c; parent-daughter pairs, in addition to the parent events with no associated recorded daughter event and daughter events with no associated recorded parent event. All three types of events are Poisson-distributed, but due to the presence of the pairs, the variance is no longer equal to the mean and has the expectation value
The quantities µ, and c are mean values which are given in the case of 13--y decay by (8.6) and (8.7) where A is the absolute disintegration rate, and Ep and E~ are the detection efficiencies in the same detector for 13 and )' events, respectively. The factor f(,\, t) = 1 -(1e -AI) / ,\t (8.8) is the probability that a daughter event occurs in the same interval as its parent, and is unity for prompt ' Y decay.
This factor ignores the proportion of ' Y events that is lost in the dead time of their parent. If A7 is not negligible, f(,\, t) must be replaced by The quantities µ, 13 and c may be obtained from measurements of the mean counts per interval and the variance.
The mean-square deviation of the variance is given by ~ar = (2[Var(n)] 2 + Var(n) + 12c) /N, and the mean-square deviation of c by (8.11) (8.12)
The derivations of some of these formulae are given in Lewis et al. (1973) , where the rate-related deadtime effects are also examined. The formulae derived were shown there to be consistent with Monte-Carlo simulations, but are too cumbersome to be given here. Other derivations may be found in Williams et al. (1973) .
The correlation between the number of events recorded in different intervals may be obtained from 
Two-Detector Application
If two radiations from the disintegration of a radionuclide can be distinguished and recorded in separate detectors, e.g., as in a simple 13-' Y decay scheme, the coincidence rate may be derived from the covariance (8.16) where µ, 13 ; is the number of 13 events recorded by the 13 detector in the ith interval and µ,~; is the number of)' events recorded by the ' Y detector. The expectation value, E[Cov(µ, 13 , µ,~)],is given by (8.17) where f(,\, t) is defined by Equation 8.8. A determination of the covariance will thus yield a measure of the coincidence rate, even if the radiations are not in "prompt" coincidence. The conventional technique, on the other hand, cannot be employed if the half life of the intermediate state requires a resolving time of a length that produces an accidental coincidence correction that is unacceptably large.
The mean-square deviation is given by ifcov = (,u.13. ,U-y + c2 + c)/N, (8.18) in contrast with c IN for the conventional method.
The dead-time-modified covariance for simultaneous emission was derived by Cox and Isham (1977) as
(1 +Xe + 1 /2(X13' T13 / t + X-y' T-y/t)j ::::: Cov(,u.13, ,U-y) .
(
where Xe= C'Tm/t.
A comparison of this equation with the corresponding one for the coincidence technique, Section 5.4.12, shows the effect of dead time to be approximately a factor of two worse.
In deriving the corresponding equation for the case of a relatively long-lived daughter state, it is necessary to derive the probability of losing a parent event with the correlated loss of the daughter event. This involves the introduction of a factor g(,\, T 13 , ' T-y ), replacing Xe in Equation 8.19 with xg(,\, T 13 , ' T-y). These formulae were tested on Monte-Carlo simulated data and found to be satisfactory (for details, see Lewis et al., 1973) .
The covariance for the number of events recorded in different intervals, also has the expectation value CJ, as defined by Equation 8.14. The modification due to rate effects is given by Equation 8.19.
Applications of Correlation Methods
There are various techniques for the measurement of variances and covariances, and that chosen for a particular application would depend on the available electronics and computing facilities, as well as on the type of measurement. A multichannel analyzer may be used either to store the results for each interval sequentially or to form histograms (for variances) and bi-dimensional histograms (for covariances). However, the increasing power of on-line computing to receive, store and process data offers the experimentalist a more versatile method, with the possibility of simultaneously measuring covariances for several values of the integer J, as well as for a zero value.
Measurement of Disintegration Rates
Correlation techniques have been applied to the measurement of several radionuclides with long-lived daughter states in the decay schemes. In the case of 67Ga, an accurate comparison may be made with the coincidence technique. This isotope decays by electron capture to several levels of 67 Zn, shown in Figure  8 .1, with a significant fraction, a'i, populating the 93 keV level which has a half life of 9.2 ,us and a total conversion coefficient of about 0.83. For simplicity only four gamma emissions are shown. The conversion electrons are indistinguishable from electron capture events, and the [3-detector count rate may be expressed as
where El3-yk is the efficiency of detection for the kth emission, with fraction a'k· The last term represents recorded daughter events whose parents have also been detected. Plots of measured values of p13 / E13 against (1 -E 13 )/E 13 by Lewis et al. (1972) were linear and extrapolated toA(l + a 1 1 E 13 -y 1 e-Ar). The extra term must either be calculated from ancillary data or be determined experimentally using several dead times and extrapolating to an infinite dead time. Figure 8 .2 shows two sets of data obtained with dead times of 1.5 and 9. 7 ,us. The former, which is typical of the minimum value used, shows that the extra term is about 28% of the first term. The latter, which is relatively large for this type of measurement, yields a result that is still about 14% high. (In the original paper, more values of T 13 were used and the set of intercepts of the data corresponding to each were extrapolated to infinite dead time to yield the disintegration rate.)
The variance for a period of length t is given by Equation 8 extrapolates to the absolute disintegration rate. The intercepts of the three lines in Figure 8 .2 are consistent with the accepted value of the halflife of 9.2 µs, demonstrating the consistency of the two techniques. Another example, for which only correlation methods are suitable, is the radionuclide 75 Se (see Lewis et al., 1973; Janssen, 1990) . This also decays by electron capture, with one branch decaying via the 1 7 ms level in 75 As. The 13-detector count rate may be expressed by a formula similar to Equation 8.21, containing a term that would have to be calculated from ancillary data. Measurement of the corresponding variance yields a quantity c similar to that given by Equation 8.22. Extrapolation of [pf3 -c/[t · f(A, t, T)j]/Ef3 to (1 -Ef3)/Ef3 = 0 thus yields a value of A directly, without the need for ancillary data. The optimum length for t with respect to accuracy in a given total measurement time is about 2 / A for reasonable count rates. An added refinement would be to include the measurement of the covariance between an interval and any number of following intervals simultaneously with the variance measurement.
Mea surement of Half Life
The use of correlation techniques for the determination of half lives was proposed by Goldanskiy and Podgoretskiy (1955a) , and used by Petroff and Doggett (1956) to measure the half life of ssym (293 µs) and by Foglio Para and Mandelli Bettoni (1970) to measure that of 114 Inm (about 70 s). The method is based on the determination of the quantity c by measuring either the variance of the rate of a single detector or the covariance of the rates of two detectors. The latter is preferable because it is more accurate. The quantity (Var(n)µ) / 2µ is directly proportional to the function f(A, t, T) as defined in Equation 8.9, and Cov(µf3, µ) / /.Lf3 or Cov(µf3, J.L-y)/ /.L-y are directly proportional to f(A, t) as defined in Equation 8.8. The values obtained from measurements over a range of time intervals t are fitted with an optimum value of A. Half lives ranging from a few microseconds to tens of seconds may be determined, but the accuracy is limited at the upper end of this range where the measurement times would become excessively long.
Measurement of Satellite Events
Satellite events or pulses, generated by genuine detected events, occur sufficiently long after their "parent" event so that other events may occur in between. For single afterpulses, the variance for a counting interval would still have the formµ + 2c, as in Equation 8.5. The quantity c can be defined by an expression similar to Equation 8. 7, but, since the time distribution would not necessarily have an exponential form, the factor f(A, t, T) would have to be replaced, giving (8.24) where Ep and Ed are the detection efficiencies for parent and daughter events, respectively. Here, ( represents a time constant that is characteristic of the time-interval distribution. As (t becomes much greater than unity, the factor h tends to h( T), the fraction of events occurring outside the dead time of the parent event. Measurement of the variance for sufficiently large t would thus yield the fraction of genuine pulses that are followed by a correlated afterpulse, given by Edh(T) = (Var(n)µ) /( 3µ -Var(n)). (8.25) An example of this application is the estimation of afterpulses in liquid-scintillation counting by Williams and Smith (1973); see also BIPM (1975) and Muller (1975) for further references.
