We prove that the weak associativity for modules for vertex algebras are equivalent to a residue formula for iterates of vertex operators, obtained using the weak associativity and the lower truncation property of vertex operators, together with a known formula expressing products of components of vertex operators as linear combinations of iterates of components of vertex operators. By requiring that these two formulas instead of the commutator formula hold, we construct a functor S from the category of modules for Zhu's algebra of a vertex operator algebra V to the category of N-gradable weak V -modules. We prove that S has a universal property and the functor T of taking top levels of N-gradable weak V -modules is a left inverse of S. In particular, S is equal to a functor implicitly given by Zhu and explicitly constructed by Dong, Li and Mason and we obtain a new construction without using relations corresponding to the commutator formula. The hard part of this new construction is a technical theorem stating roughly that in a module for Zhu's algebra, the relation corresponding to the residue formula mentioned above can in fact be obtained from the relations corresponding to the action of Zhu's algebra.
Introduction
In the study of vertex operator algebras and their modules, commutator formulas for vertex operators often play an important role. Because of the commutator formula, the components of the vertex operators of a vertex operator algebra form a Lie algebra. The vertex operator algebra itself and its modules become modules for this Lie algebra. This fact allows one to apply many techniques in the representation theory of Lie algebras to the study of vertex operator algebras and their modules. For example, the proof by Zhu [Z] of the modular invariance of the space spanned by the q-traces of products of vertex operators depends heavily on the commutator formula, especially in the case of q-traces of products of at least two vertex operators.
On the other hand, the main interesting mathematical objects in the representation theory of vertex operator algebras are intertwining operators, not just vertex operators for vertex operator algebras and for modules. For intertwining operators, in general there is no commutator formula and therefore the Lie-algebra-theoretic techniques cannot be applied. Thus it is necessary to develop different, non-Lie-algebra-theoretic method to study intertwining operators. One example is the modular invariance of the space spanned by the q-traces of products of at least two intertwining operators. This modular invariance was conjectured first by physicists and was used explicitly by Moore and Seiberg in [MS] to derive their polynomial equations. But its proof was given by the first author in the preprint of [H2] 13 years after Zhu's proof of his modular invariance result in [Z] . The difficulty lies mainly in the development of new method without using the commutator formula on which Zhu's proof depends heavily. Instead of any commutator formula (which in fact does not exist in general), the first author used the associativity for intertwining operators proved in [H1] .
Because of the limitation of the commutator formula discussed above, it is desirable to prove results in the representation theory of vertex operator algebras, even only for modules, without using the commutator formula so that it will be relatively easy to see whether such results can be generalized to intertwining operators.
Note that for modules for vertex operator algebras, the weak associativity can be taken to be the main axiom. It is natural to expect that all the results for modules can be proved using the weak associativity without the commutator formula. However, in many problems in the representation theory of vertex operator algebras and its applications, one has to work with components of vertex operators instead of vertex operators directly. Thus we need formulas expressed using residues of formal series obtained from products and iterates of vertex operators that are equivalent to the weak associativity.
It is known from [DLM] and [L] (see also [LL] ) that for a vertex algebra, the weak associativity for vertex operators gives a formula that expresses products of components of vertex operators as linear combinations of iterates of components of vertex operators. Unfortunately, this formula is not equivalent to the weak associativity. In the present paper, we give a formula for the residues of certain formal series involving iterates of vertex operators obtained using the weak associativity and the lower truncation property of vertex operators. Then we prove that the weak associativity is equivalent to this formula together with the formula given in [DLM] and [L] . Thus, in principle, all the results for modules for vertex operator algebras can be proved using these two formulas without the help of the commutator formula.
We apply this result to give a new construction of N-gradable weak modules for an Ngraded vertex algebra V from modules for Zhu's algebra A(V ). We construct a functor S from the category of A(V )-modules to the category of N-gradable weak V -modules. We prove that S has a universal property and the functor T of taking top levels of N-gradable weak V -modules is a left inverse of S. In particular, S is equal to the functor constructed by Dong, Li and Mason in [DLM] in the case n = 0 and we achieve our goal of finding a new construction without using relations corresponding to the commutator formula. The hard part of this new construction is a technical theorem stating roughly that in a module for Zhu's algebra, the relation corresponding to the residue formula given in the present paper (see above) can in fact be obtained from the relations corresponding to the action of Zhu's algebra.
The importance of our construction is that it allows us to use the method in the present paper to give constructions and prove results in the cases that there is no commutator formula. The main example that motivated the present paper is a construction of generalized twisted modules associated to an infinite order automorphism of a vertex operator algebra in the sense of the first author in [H3] . For these generalized twisted modules, the twisted vertex operators involve the logarithm of the variable and thus do not have a commutator formula. We shall discuss this construction in a future publication. This paper is organized as follows: We recall and derive some residue formulas for vertex operators from the weak associativity in Section 2. We prove that these residue formulas are equivalent to the weak associativity in Section 3. In Section 4, we construct our functor S. In Section 5, we prove a university property of S and prove that the functor T mentioned above is a left inverse of S.
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Residue formulas from the weak associativity
In this section, we recall and derive some consequences of the weak associativity.
Let (V, Y, 1) be a vertex algebra and (W, Y W ) a V -module. (Note that since V as a vertex algebra might not have a grading, a V -module also might not have a grading.) The weak associativity for W states that for u, v ∈ V , w ∈ W and l a nonnegative integer such that u n w = 0 for n ≥ l, we have
We recall the following result from [DLM] and [L] (Proposition 4.5.7 in [LL] ):
Proposition 2.1 Let W be a V -module and let u, v ∈ V , p, q ∈ Z and w ∈ W . Let l be a nonnegative integer such that u n w = 0 for n ≥ l and let k be a nonnegative integer such that k − q is positive and
Then the formula (2.1), the formula
and the formula
are equivalent to each other. See the proof of Proposition 4.5.7 in [LL] .
From the lower truncation property for vertex operators, we have the following:
contains only terms with the powers of x 2 larger than or equal to q ≥ k. Hence the left hand side of (2.4) are linear combinations of u m v n w for m ∈ Z and n ≥ k with coefficients in C((x 0 )). Since v n w = 0 for n ≥ k, (2.4) holds.
By the weak associativity, the left-hand side of (2.5) is equal to the left-hand side of (2.4). Thus (2.5) also holds.
Remark 2.4 Note that the proof of (2.4) uses only the property of Y W that Y W (v, x)w ∈ W ((x)) for v ∈ V and w ∈ W . Thus for a vector space W and a linear map Y W from V ⊗ W to W ((x)), (2.4) still holds. On the other hand, (2.5) does not hold in general for such a vector space W and such a map Y W .
From (2.5), we obtain immediately:
Corollary 2.5 For W , u, v, p, q, w, l, k as in Proposition 2.1 except that k − q does not have to be positive, we have
Remark 2.6 Assume that V is a Z-graded vertex algebra and W is an N-gradable weak V -module. Here by a Z-graded vertex algebra we mean a vertex algebra
, we use wt u to denote n. By an N-gradable weak V -module, we mean a module W = n∈N W (n) for V when V is viewed as a vertex algebra such that for
, we use deg w to denote n. When u, v and w are homogeneous, we take k = wt v + deg w and l = wt u + deg w and set K = p + q + 2 − wt u − wt v and m = p − l − i. Then (2.6) becomes
for m ≤ M − 2 deg w − 2. The formula (2.7) can be further written without using the weights of u and v as
which is in fact holds for general u and v, not necessarily homogeneous. The component form of (2.7) is
3 The equivalence between the residue formulas and the weak associativity
In this section, we prove that (2.3) and (2.6) imply, and therefore are equivalent to, the weak associativity.
Theorem 3.1 Let V be a vertex operator algebra, W a vector space and
and
Assume that (i) the formulas (2.3) (or equivalently, (2.2) or (2.1)) holds for p, q ∈ Z such that q < k and (ii) (2.6) holds for for p, q ∈ Z such that i ≥ k − q. Then
Proof. The Laurent polynomial p(x 0 , x 2 ) in Remark 2.2 is in fact the first k − q − 1 terms of the formal series (x 0 + x 2 ) p−l . But from (2.6), we obtain
Combining (2.3) and (3.4), we obtain
or equivalently,
On the other hand, by Remark 2.4, (2.4) holds for m ≥ k. In particular, we have
From (2.6) and (3.6), we obtain
for i ≥ k − q. Combining (3.5) and (3.7), we obtain
We now use induction on k − q − 1 to prove
for p ∈ Z and q < k. When k − q − 1 = 0, (3.8) becomes
Assuming that (3.9) holds when 0
Since p is arbitrary, we can replace p by p − i for any i ∈ Z in (3.9). Thus by the induction assumption,
for i = 1, . . . , n = k − q − 1. From (3.10) for i = 1, . . . , n = k − q − 1 and (3.8), we obtain
proving (3.9) in this case. Taking i = 0 in (2.6), we see that (3.9) also holds for p ∈ Z and q ≥ k. Thus (2.6) holds for p, q ∈ Z. But this means that
that is, (3.3) holds.
The following result follows immediately from Theorem 3.1 above and Theorems 3.6.3 and 3.11.8 in [LL] . 
A functor S
In this and the next section, (V, Y, 1) is a Z-graded vertex algebra such that V (n) = 0 for n < 0. We shall call such a Z-graded vertex algebra an N-graded vertex algebra. In this section, by dividing relations such that (2.3) and (2.6) hold, we construct a functor S from the category of modules for Zhu's algebra A(V ) to the category of N-gradable weak V -modules.
We first recall the definition of Zhu's algebra in [Z] . Let O(V ) be the subspace of V spanned by elements of the form
for u, v ∈ V and n ≤ −2. Zhu's algebra associated to V is the quotient space A(V ) = V /O(V ) equipped with the multiplication
It was proved in [Z] that A(V ) equipped with the product * is an associative algebra. Let (W, Y W ) be an N-gradable V -module. We shall use the same notations as in the preceding section. Let T (W ) be the subspace of elements w of W such that u n w = 0 when wt u − n − 1 < 0. The subspace T (W ) is called the top level of W . For u ∈ V , let
Then for w ∈ T (W ), o(u)w ∈ T (W ). In fact, it was proved in [Z] 
gives a A(V )-module structure on T (W ). Clearly, taking the top level of an N-gradable Vmodule gives a functor T from the category of A(V )-modules to the category of N-gradable V -modules.
Consider the affinization V [t,
(Note that although we use the same notation, T (V [t, t −1 ]) has nothing to do with the top level of an N-gradable weak V -module.) For simplicity, we shall denote u ⊗ t m for u ∈ V and m ∈ Z by u(m) and we shall omit the tensor product sign ⊗ when we write an element of T (V [t, t −1 ]). Thus T (V [t, t −1 ]) is spanned by elements of the form u 1 (m 1 ) · · · u k (m k ) for u i ∈ V and m i ∈ Z, i = 1, . . . , k.
Let M be an A(V )-module and ρ : A(V ) → End M the corresponding representation of A(V ). Consider T (V [t, t −1 ]) ⊗ M. Again for simplicity we shall omit the tensor product sign. So T (V [t, t −1 ]) ⊗ M is spanned by elements of the form u 1 (m 1 ) · · · u k (m k )w for u i ∈ V , m i ∈ Z, i = 1, . . . , k and w ∈ M and for any u ∈ V , m ∈ Z, u(m) acts from the left on
. . , k and w ∈ M, we define the degree of u 1 (m 1 ) · · · u k (m k )w to be (wt u 1 − m 1 − 1) + · · · (wt u k − m k − 1). In particular, the degrees of elements of M are 0.
For u ∈ V , let
be defined by
For a homogeneous element u ∈ V , let o t (u) = u(wt u − 1).
Using linearity, we extend o t (u) to non-homogeneous u. 
In fact, by definition of I, we see that S 1 (M) is spanned by elements of the form u(m)w + I for homogeneous u ∈ V , m ∈ Z such that m < wt u − 1 and w ∈ M. In particular, we see that S 1 (M) has an N-grading. Note that since I ∩ M = {0}, M can be embedded into S 1 (M) and the homogeneous subspace (S 1 (M)) (0) of degree 0 is the image of M under this embedding. We shall identify M with (S 1 (M)) (0) . In particular, M is now viewed as a subspace of S 1 (M). The vertex operator map Y t induces a vertex operator map
for homogeneous u, v ∈ V , w ∈ S 1 (M), p, q ∈ Z and i ≥ wt v + deg w − q. By Remark 2.6, J is generated by
for homogeneous u, v ∈ V and the same w, K and m.
We can still use elements of T (V [t, t −1 ]) ⊗ M to represent elements of S(M). But note that these elements now satisfy more relations. We equip S(M) with the vertex operator map
Proof. As in S 1 (M), for u ∈ V and w ∈ S(M), we have u(m)w = 0 when m > wt u + wt w − 1. Clearly,
where 1 S(M ) is the identity operator on S(M). By Theorems 3.1 and 3.2, S(M) is an N-gradable weak V -module.
Let M 1 and M 2 be N-gradable weak V -modules and f :
for u ∈ V and w 1 ∈ S(M 1 ). Thus S(f ) is a module map. The following result is now clear:
Corollary 4.2 Let V be a N-graded vertex algebra. Then the correspondence sending an
is a functor from the category of A(V )-modules to the category of N-gradable weak V -modules.
A universal property and T as a left inverse of S
In this section, we prove that S satisfies a natural universal property and thus is the same as the functor constructed in [DLM] . In particular, we achieve our goal of constructing Ngradable weak V -modules from A(V )-modules without dividing relations corresponding to the commutator formula for weak modules. We also prove that the functor T of sending an N-gradable weak V -module W to its top level T (W ) is a left inverse of S. As in the preceding section, we let V be a N-graded vertex algebra. We shall need the following lemma:
Lemma 5.1 In the setting of Theorem 3.1, if we assume only (2.3) (or equivalently, (2.1))
, then for u, v ∈ V , homogeneous w ∈ W and p ′ , q ′ ∈ Z, q ′ < deg w, we have
Proof. In the case that u, v are also homogeneous, the lemma follows from Remark 2.2 by taking p = p ′ + wt u, q = q ′ + wt v, k = wt v + deg w and l = wt u + deg w.
For an A(V )-module M, let I, S 1 (M) and J be the same as in the preceding section. The following theorem is the main technical result in this section and its proof is the hardest in the present paper:
Proof. Note that elements of the form (4.2) are in I and that M is identified with (S 1 (M)) (0) . Using the definitions of I and J and noticing that the degree of elements of M is 0, we see that elements of J are linear combinations of elements of the form
To prove this theorem, we need only prove that (5.6) is 0 in
w ∈ I and hence (5.6) is 0 in S 1 (M). We now prove that (5.6) is 0 in S 1 (M) in the case N ≥ 0 and N ≥ K. We rewrite (5.6) as 
. We shall use (5.5) and other formulas that still hold to show that (5.7) is in fact a linear combination of an element of O(V ) acting on w ∈ M and hence equals 0 in S 1 (M). Letw = Res y 2 y
Using the properties of vertex operators, changing variables and using (5.5), we see that (5.7) is equal to
where
The right-hand side of (5.8) can now be written as
Using the commutator formula for V , the right-hand side of (5.9) is equal to
(5.10)
The first term of (5.10) is a linear combination of the elements of the form
The second term of (5.10) is equal to
By the definition of q 1 (y 0 , x 2 ) above, we see that q 1 (x 0 + y(x 0 + 1), 1) is a Laurent series in x 0 and y such that the largest power of x 0 in q 1 (x 0 + y(x 0 + 1), 1) is −K − 1. Then the powers of x 0 in
are less than or equal to −N − 2. Thus the right-hand side of (5.12) is a linear combination of the elements of the form (5.11) for n ≤ −N − 2 andũ,ṽ = v ∈ V . It remains to prove that (5.11) for n ≤ −N − 2 andũ,ṽ ∈ V is 0 in S 1 (M). We prove that elements of the form (5.11) for n ≤ −N − 2 andũ,ṽ ∈ V are linear combinations of elements obtained from the action of O(V ) on M. Then by the definition of S 1 (M), (5.11) for n ≤ −N − 2 andũ,ṽ ∈ V is 0.
Writing the elementw explicitly and using (5.5), we see that (5.11) is equal to 
