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ON BREAKDOWN CRITERIA FOR NONVACUUM EINSTEIN
EQUATIONS
ARICK SHAO
Abstract. The recent “breakdown criterion” result [17] of S. Klainerman and
I. Rodnianski stated roughly that an Einstein-vacuum spacetime, given as a
CMC foliation, can be further extended in time if the second fundamental form
and the derivative of the lapse of the foliation are uniformly bounded. This
theorem and its proof were extended to Einstein-scalar and Einstein-Maxwell
spacetimes in the thesis [21]. In this paper, we state the main results of [21],
and we summarize and discuss their proofs. In particular, we will discuss
the various issues resulting from nontrivial Ricci curvature and the coupling
between the Einstein and the field equations.
1. Introduction
The general breakdown/continuation problem for PDE is the following:
Under what conditions can an existing local solution of an evolution equa-
tion on a finite interval [T0, T ) be further continued past T?
This can be equivalently posed as the breakdown of such a solution at a finite time
implying the violation of such conditions. The determination of such breakdown
criteria can be a potentially useful step toward characterizing the blowup of solu-
tions. Furthermore, in some instances, such breakdown conditions can be critical
tools for proving global existence results.
In this paper, we will consider this breakdown problem for the Einstein-scalar
(E-S) and Einstein-Maxwell (E-M) equations in the CMC gauge. The results and
proofs described in this paper are extensions of those in [17], which established the
analogous breakdown criterion for the Einstein-vacuum (E-V) case. The matter
field present in these nonvacuum cases presents additional issues to be addressed.
The full details of this work can be found in the original report [21].
1.1. Classical Results. Consider, as a model example, the initial value problem
for the following nonlinear wave equation on R1+3:
(1) φ = (∂tφ)
2
, φ|t=0 = φ0, ∂tφ|t=0 = φ1.
From classical theory, cf. [20, Thm. 22], we have the following results:
• Given initial data (φ0, φ1) ∈ Zs = H
s(R3) × Hs−1(R3), where s > 5/2,
then a unique solution to (1) exists in the space
Xs,T ′ = C
(
[0, T ′] ;Hs
(
R
3
))
∩ C1
(
[0, T ′] ;Hs−1
(
R
3
))
for sufficiently small T ′ > 0 depending on the Zs-norm of the initial data.
• The maximal time of existence T , i.e., the supremum of such τ ’s for which
a solution exists to time τ , depends on the Zs-norm of the initial data.
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A continuation result follows naturally as a companion to local well-posedness:
Suppose a solution φ on a finite time interval [0, T ) to (1) is in Xs,T ′ for
every 0 < T ′ < T , where s > 5/2. If φ also satisfies the criterion
(2) ‖∂φ‖L∞([0,T )×R3) <∞,
then φ can be extended past time T as a solution of (1). Moreover, this
extension is an element of Xs,T+ǫ for small ǫ > 0.
In terms of breakdown, this can be equivalently stated as follows:
Suppose a solution φ on a finite time interval [0, T ) to (1) is in Xs,T ′ for
every 0 < T ′ < T , where s > 5/2. Then, if φ breaks down at time T , i.e.,
if φ cannot be extended as above, then ∂φ 6∈ L∞([0, T )× R3).
The main idea behind the result is the following observation: if (2) holds, then we
can uniformly bound the Hs(R3) × Hs−1(R3)-norms of (φ, ∂tφ) on each timeslice
{τ} × R3, where 0 < τ < T . Therefore, we can apply the previous local well-
posedness result to generate local solutions existing for a fixed time ǫ > 0 with each
of the above cross-sections as the initial data. By uniqueness, we can patch these
local solutions into a solution which exists on the interval [0, T + ǫ).
Remark. The condition (2) is certainly not optimal, since slightly weaker iterated
norm conditions are also known to be sufficient.
A multitude of breakdown results have been established for other evolution equa-
tions. For example, consider the incompressible 3-dimensional Euler equations
(3) ∂tu+ u · ∇u+∇p ≡ 0, ∇ · u ≡ 0,
where u : R1+3 → R3 represents the velocity and p : R1+3 → R represents the
pressure. In addition, define the vorticity of u to be the curl ω = ∇× u of u.
A well-known result of Beale, Kato, and Majda in [3] established that if a local
finite-time solution has its vorticity bounded in the L1tL
∞
x -norm, then the solution
can be extended further in time. 1 An important point here is that unlike the
condition (2), we need not bound all components of the derivative of the solution.
The proof is in principle like that of the nonlinear wave equation; we use this L1tL
∞
x -
bound on the vorticity in order to derive uniform energy bounds related to the local
well-posedness theory of the equations (3).
Another example of a breakdown condition lies in the paper [9] of Eardley and
Moncrief on the Yang-Mills equation in R1+3. 2 In this setting, a sufficient continu-
ation criterion is an L∞-bound on the Yang-Mills curvature F . Using the standard
representation formula for the wave equation, however, one can demonstrate that
such a uniform bound always holds. The immediate consequence, then, is a global
existence result. Furthermore, Chrus´ciel and Shatah, in [8], generalized this result
to globally hyperbolic (1 + 3)-dimensional Lorentzian manifolds using mostly the
same principles, but applying instead the representation formula of [11].
1.2. Results in General Relativity. In general relativity, a number of break-
down results have been established for the E-V equations. For example, by solving
the equations in the standard fashion by imposing favorable gauge conditions, such
as wave coordinates, one can show that given a solution in which an L∞-bound
1The L1tL
∞
x -norm of u is the L
1-norm of the function t 7→ ‖u(t)‖L∞(R3).
2For simplicity, we neglect the Higgs field, which was also discussed in [9].
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holds for ∂G, where G is the spacetime metric and ∂ refers to the gauge coordinate
derivatives, then the solution can be further continued. Examples of such results
include [6] and, more recently, [2]. Although such a condition is quite analogous
to the model case of the nonlinear wave equation, it is also non-geometric, as it
depends on the specific choice of coordinates. Moreover, the condition requires
bounds on all components of the derivative of the metric.
Another more geometric breakdown result for the E-V equations was given by M.
Anderson in [1]. Here, the continuation criterion is an L∞-bound on the curvature of
the spacetime. While this is clearly geometric, it does have the added disadvantage
of depending on essentially two derivatives of the spacetime metric.
The next point of discussion is the improved breakdown result of S. Klainerman
and I. Rodnianski for E-V spacetimes, presented in [17]. Their main result, stated
in [17, Thm. 1.1], can be summarized as follows:
Theorem 1. Suppose (M, g) is an E-V spacetime, given as a CMC foliation
M =
⋃
t0<τ<t1
Στ , t0 < t1 < 0,
where each Στ is a compact spacelike hypersurface of M satisfying the constant
mean curvature condition tr k ≡ τ , and where k denotes the second fundamental
form of Στ in M . In addition, let n denote the lapse of the Στ ’s, and assume the
following breakdown criterion holds:
(4) ‖k‖L∞(M) + ‖∇ (logn)‖L∞(M) <∞.
Then, the spacetime (M, g) can be extended as an E-V spacetime in the CMC gauge
to some time t1 + ǫ for some ǫ > 0.
We make note of the following important features of Theorem 1:
• This result is more geometric than the previous coordinate breakdown con-
dition, whose statement required the choice of an entire coordinate system.
Theorem 1, on the other hand, relies only on the (constant mean curvature)
time foliation to state the breakdown criterion.
• Both k and ∇(log n) in (4) reside at the level of one derivative of g. Also,
these quantities do not represent all components of one derivative of g.
The proof of Theorem 1 is a complicated affair which in its totality spans sev-
eral papers: [12, 13, 14, 15, 16, 17, 24, 25]. One important point of the proof is
that although the associated local well-posedness problem applies to objects on the
timeslices, much of the technical work revolves around spacetime objects, in par-
ticular the spacetime curvature. The relevant spacetime and timeslice objects can
then be related using standard elliptic estimates.
Using mostly the same set of ideas as in [17], D. Parlongue, in [19], proved
an analogous breakdown criterion in the setting of a maximal time foliation with
asymptotically flat timeslices. In addition, the breakdown condition was weakened
from an L∞-bound to an iterated L2tL
∞
x -bound:
‖k‖L2tL∞x (M) + ‖∇ (logn)‖L2tL∞x (M) <∞.
Furthermore, there have been additional results by Q. Wang toward an improved
L1tL
∞
x -criterion in the original CMC setting; see [26, 27].
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1.3. Nonvacuum Spacetimes. The main question posed here is the following:
Do breakdown results analogous to that of Theorem 1 hold for Einstein-
scalar and Einstein-Maxwell spacetimes?
In this paper, we will answer this question affirmatively.
The breakdown criteria in these nonvacuum cases remain largely the same as in
the vacuum case. We retain the uniform bounds on the time foliation quantities k
and∇(logn). However, we must also impose a uniform bound on the now nontrivial
matter field: the scalar field in the E-S setting, or the spacetime Maxwell 2-form
in the E-M setting. This will be the only additional condition.
In the vacuum case of [17], the breakdown criterion in conjunction with the CMC
gauge imply a wide range of priori controls with respect to the time foliation, all
of which are essential for proving Theorem 1. These include, for example, uniform
L2-bounds for curvature along the timeslices, as well as uniform bounds for Sobolev
constants on the timeslices. In the E-S and E-M cases, we will also need uniform
bounds on the matter fields in order to achieve the a priori controls mentioned
above. This will justify the modified breakdown criterion which we shall adopt.
We note that many of the elements which made the vacuum case so difficult will
also make our nonvacuum cases similarly demanding. For instance, both [17] and
the main result here are essentially “large data” results. Therefore, the only a priori
“energy estimates” we will have are lower-order L2-bounds on the curvature and
the matter field. This greatly complicates the process behind controlling the local
null geometry, since both the null injectivity radius and the Ricci coefficients will
need to be controlled by these L2-quantities. In particular, this will necessitate the
use of the geometric Littlewood-Paley theory and the associated Besov estimates
developed in [13] and further discussed in [21, Sec. 2.2].
The addition of matter fields also introduces a number of new difficulties:
• The spacetime Ricci curvature is now nontrivial.
• We must also deal with the coupling between the curvature and the matter
field. An unavoidable consequence of this is that both the curvature and
the matter field must be estimated concurrently.
• In the E-M case, there exist first-order terms in the wave equations satisfied
by the curvature and Maxwell field which were not present in [17]. These
terms cannot be fully treated using only the techniques of [17] and its sub-
sidiary papers. In particular, we will require a generalized representation
formula for tensor wave equations; see [21, Ch. 5] and [22].
Another unfortunate reality is that the assumption of an E-V spacetime was
pervasive throughout the entire proof of Theorem 1. 3 As a consequence, most of
the elements of the proof in the E-V case must in principle be redone. In particular,
this includes controlling the local null geometry. In both the vacuum case of [17]
and the nonvacuum cases presented here, the work on the null geometry comprises
the most lengthy and technically involved portion of the overall proof. We will
omit this portion of the proof from this paper, since it would more than double the
length of this text. For details in this area, see [21], as well as its predecessors in
the vacuum setting: [12, 14, 16, 19, 24, 25].
The following statement summarizes the main theorem of this paper:
3Notable exceptions include the geometric Littlewood-Paley theory of [13] and the Kirchhoff-
Sobolev parametrix of [15] (and its generalization in [21, Ch. 5] and [22]).
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Theorem 2. Suppose (M, g,Φ) is an E-S or E-M spacetime, given by
M =
⋃
t0<τ<t1
Στ , t0 < t1 < 0,
where each Στ is a compact spacelike hypersurface of M satisfying the constant
mean curvature condition tr k ≡ τ , and where Φ denotes the matter field:
• In the E-S case, Φ denotes the scalar field φ.
• In the E-M case, Φ denotes the Maxwell 2-form F .
• Let k and n be as before in the statement of Theorem 1.
In addition, let the quantity F denote the following:
• The spacetime covariant differential Dφ of φ, in the E-S case.
• The Maxwell 2-form F , in the E-M case.
Assume the following breakdown criterion holds:
(5) ‖k‖L∞(M) + ‖∇ (logn)‖L∞(M) + ‖F‖L∞(M) <∞.
Then, (M, g,Φ) can be extended as an E-S or E-M (resp.) spacetime in the CMC
gauge to some time t1 + ǫ for some ǫ > 0.
A more technically precise version is stated as Theorem 6, after a sufficient
amount of background and notations have been developed.
1.4. Extensions and Open Problems. Finally, we discuss some possible exten-
sions of Theorem 2, as well as some related open problems. The most immediate
question is whether Theorem 2 can be similarly adapted to other related classes
of nonvacuum spacetimes, such as Einstein-Klein-Gordon and Einstein-Yang-Mills
spacetimes. The answer is affirmative for the above two spacetimes in this same
CMC gauge framework. The class of techniques presented in this text can be ap-
plied directly to the Einstein-Klein-Gordon case. This is also mostly true for the
Einstein-Yang-Mills setting; however, in this case, we will also require vector bundle
generalizations of many of the tools used here to handle the Yang-Mills curvature
both in a covariant and in a gauge-invariant fashion. 4
Whether analogous breakdown criteria can be stated and proved for less simi-
lar classes of nonvacuum spacetimes, such as the Einstein-Euler and the Einstein-
Vlasov models, remains an open question. For such matter fields, one would likely
require other tools besides the representation formula for tensor wave equations in
order to derive higher-order energy inequalities.
Another variation of Theorem 2 which should be possible is the case of a maximal
foliation with asymptotically flat timeslices for various nonvacuum spacetimes. The
adaptations to the theorem statement and proof should then be analogous to [19].
Note that one must also amend the energy norms for the curvature and the matter
fields in this setting along the lines of [19].
One more potential direction of investigation involves the possible weakening of
the L∞-bounds in the breakdown criterion to slightly weaker iterated bounds, such
as the L2tL
∞
x bounds found in [19]. A further improvement to L
1
tL
∞
x -bounds along
the lines of [26, 27] is also expected to be achievable.
A more difficult open question related to the topic at hand is the well-known
CMC conjecture. In this case, the desired conclusion is that the spacetimes of
4In particular, this includes the vector bundle extension of the generalized Kirchhoff-Sobolev
parametrix; see [21, Sec. 5.3] and [22, Sec. 5].
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Theorems 1 and 2 can in fact be continued up to time 0. Finally, another related
conjecture is the bounded L2-curvature conjecture, which in principle states that
a local well-posed theory exists based on control of the L2-norms of the curvature.
There has been significant recent progress in resolving this question.
Acknowledgements. The author wishes to thank Professor Sergiu Klainerman
for suggesting this problem and for hours of discussions throughout the preparation
of this work. Thanks also extends to Professor Igor Rodnianski for his insights. In
addition, the author thanks Qian Wang for helpful technical discussions.
2. Tensorial Notations
In this section, we construct some notations for the various types of tensor fields
we will encounter. The main objective of these notations is to highlight the co-
variant structures present in our setting. 5 Although such structures were also
pertinent to the analogous vacuum problem of [17], as well as other related works
(for example, [7, 12, 19]), they were described more implicitly in those texts. We
develop the new and more explicit notations here in the hopes of promoting a more
conceptual outlook on the objects of our analysis. The conventions used here will
be an abridged version of that of [21].
2.1. Tensor Fields. Let M denote an arbitrary smooth manifold. First, we set
the notations for standard tensor bundles over M :
• Let T rsM denote the rank-(r, s) tensor bundle of M .
• Let SsM denote the bundle of all fully symmetric elements of T 0sM .
• Let ΛsM denote the bundle of all fully antisymmetric elements of T 0sM ,
i.e., the exterior bundle of degree s on M .
In general, for a smooth vector bundle V over M , we define the following:
• Given p ∈ M , let Vp denote the fiber of V at p. The lone exception is for
tangent spaces, for which we use the more standard notation
TpM =
(
T 10M
)
p
.
• Let ΓV denote the smooth sections of V . For example, ΓT rsM and ΓΛ
s are
the spaces of rank-(r, s) tensor fields and s-forms on M , respectively.
For convenience, we also define the abbreviations
(6) X (M) = ΓT 10M , X
∗ (M) = ΓT 01M , ΓTM =
⋃
r,s≥0
ΓT rsM ,
i.e., the space of vector fields on M , the space of 1-forms on M , and the space of
all tensor fields on M , respectively.
When convenient, we will adopt standard index notation to represent tensor
fields with respect to local frames and dual coframes. In many instances, these
frames satisfy additional conditions, e.g., coordinate, orthonormal, or null frames.
In accordance with Einstein summation notation, indices repeated in both super-
script and subscript represent a summation of components, i.e., a contraction. In
addition, we will use capital letters to denote collections of indices. Moreover,
repeated capital letters signify summations over all represented indices.
5By covariant structures, we mean vector bundles with metrics and compatible connections.
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Furthermore, when writing in index notation, we let Aαβ[·] denote an unnormal-
ized antisymmetrization of the indices α and β of the indexed quantity within the
bracket. For example, if S ∈ ΓT 11M and T ∈ ΓT
0
2M , then
(7) Aβγ [S
α
βTγδ] = S
α
βTγδ − S
α
γTβδ = 2S
α
[βTγ]δ.
Although the standard bracket notation on the right-hand side of (7) achieves
the same effect, the A-notation will be useful for larger expressions with multiple
antisymmetries, in which the bracket notation would be confusing or ambiguous.
In the case that M is Riemannian or Lorentzian, with metric g ∈ ΓS2M , then
contravariant and covariant components are equivalent, and we will often write
T r+sM for T rsM .
6 Moreover, given a field T ∈ ΓT rM , we define R[T ] ∈ ΓT r+2M
to be the covariant derivative commutator
(8) Rαβ [T ]I = DαβTI −DβαTI .
We will also follow these standard traditions within index notation:
• We denote both the Ricci and scalar curvatures of (M, g) by R, but with
the appropriate number of indices.
• If M is oriented, then the volume form is denoted ǫ.
Finally, if (M, g) is Riemannian, we can define natural tensor norms by
(9) |·| : ΓTM → C∞ (M) , |Ψ| =
(
ΨIΨI
) 1
2 .
We can then define the obvious Lp-norms, 1 ≤ p ≤ ∞, for such tensor fields.
2.2. Foliations. Next, we briefly discuss a rather general situation of a 1-parameter
foliation of Riemannian manifolds. Let (M, g) denote a Lorentzian manifold, and
letN denote a smooth submanifold ofM . Let f ∈ C∞(N), mapping onto a possibly
infinite open interval I, with df nonvanishing. For each x ∈ I, we assume
Σx = {p ∈M | f (p) = x}
is a Riemannian submanifold of M . In other words, we can write
N =
⋃
x∈I
Σx
as a 1-parameter foliation of Riemannian submanifolds.
In future sections, this situation will arise in the following instances:
• Time foliations of spacetime: In this case, N =M , and f is a time function
on M which assigns to each a point a time value; see Sec. 3.1.
• Spherical foliations of regular null cones: In this case, N is a smooth portion
of a past null cone in M , and f foliates N into spherical cross-sections; see
Sec. 4.2. In particular, N is null and hence is not pseudo-Riemannian.
Since it will be convenient to have some common notations for both cases, we
commit to this abstract development here.
We begin by defining the following bundles over N :
• A tensor w ∈ (T rM)q at q ∈ Σx is horizontal iff w is tangent to Σx.
• We denote by T kN the horizontal bundle over N of all horizontal tensors
of total rank k at every q ∈ N .
• We denote by T lN the extrinsic bundle over N of all tensors in M of total
rank l at every q ∈ N , i.e., the restriction of T lM to N .
6For example, the Riemann curvature R of (M, g) is an element of ΓT 4M .
8 ARICK SHAO
• The mixed bundle T lT kN over N is defined to be the tensor product bundle
(10) T kT lN = T kN ⊗ T lN .
For convenience, we adopt the notations
(11) ΓT N =
⋃
k≥0
ΓT kN , ΓT N =
⋃
l≥0
ΓT lN , ΓT T N =
⋃
k,l≥0
ΓT kT lN ,
i.e., the spaces of horizontal, extrinsic, and mixed tensor fields on N . We also define
(12) X (N) = ΓT 1N , X (N) = ΓT 1N .
Moreover, we adopt the following general indexing conventions:
• Horizontal indices will be denoted using Latin letters.
• Extrinsic indices will be denoted using Greek letters.
• Collections of extrinsic indices will be denoted using capital Latin letters.
For example, the pullback to N of g is an element of ΓT 2N , while the induced
metrics γ on the Σx’s is in ΓT
2N . Note that γ induces positive-definite bundle
metrics 〈·, ·〉 on the horizontal bundles T kN via full metric contraction. Similarly,
the restriction of g to N induces bundle metrics 〈·, ·〉 on the extrinsic bundles T lN .
These in turn naturally induce “product” bundle metrics on T kT lN .
Next, let D denote the Levi-Civita connection on (M, g). Recall from standard
theory that D induces a connection D on the extrinsic bundles T lN . Moreover,
DXg ≡ 0 by definition, hence D is compatible with the extrinsic bundle metrics.
7
We can also naturally define a connection ∇ on the horizontal bundles via pro-
jections. In particular, given X ∈ X(N), then ∇ satisfies the following properties:
• If f ∈ C∞(N), then ∇Xf = Xf , as usual.
• If Y ∈ X(N), then ∇XY is the projection onto the Σx’s of DXY .
• If A ∈ ΓT kN is fully covariant, and Y1, . . . , Yk ∈ X(N), then
∇XA (Y1, . . . , Yk) = X [A (Y1, . . . , Yk)]−A (∇XY1, Y2, . . . , Yk)(13)
− . . .−A (Y1, . . . , Yk−1,∇XYk) .
This definition of∇ generalizes the usual Levi-Civita connections on the Σx’s to also
include non-horizontal derivatives tangent to N . Since ∇Xγ ≡ 0 for any X ∈ X(N),
then ∇ remains compatible with the horizontal bundle metrics.
We can also define mixed connections ∇ on the mixed bundles using the above
connections ∇ and D. On ΓT kT lN , we define ∇ to be the unique connection
satisfying the following Leibniz identity for decomposable fields:
∇X (A⊗B) = ∇XA⊗B +A⊗DXB, X ∈ X (N) , A ∈ ΓT
kN , B ∈ ΓT lN .
In other words, ∇ behaves like ∇ and D on horizontal and extrinsic components,
respectively. Clearly, ∇ is compatible with the above mixed bundle metrics.
Remark. More explicitly, if A ∈ ΓT kT lN ; X ∈ X(N); Y1, . . . , Yk ∈ X(N); and
Z1, . . . , Zl ∈ X(N); then ∇XA(Y1, . . . , Yk;Z1, . . . , Zl) is assigned the value
X [A (Y1, . . . , Yk;Z1, . . . , Zl)]−A (∇XY1, Y2, . . . , Yk;Z1, . . . Zl)− . . .(14)
−A (Y1, . . . , Yk−1,∇XYk;Z1, . . . , Zl)−A
(
Y1, . . . , Yk;DXZ1, Z2, . . . Zl
)
− . . .−A
(
Y1, . . . , Yk;Z1, . . . , Zl−1, DXZl
)
.
7Technically, by DXg, we mean DX acting on the restriction of g to N .
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We also set the following notations:
• For A ∈ ΓT kN , define ∇A ∈ ΓT k+1N to map X ∈ X(N) to ∇XA.
• For A ∈ ΓT kT lN , define ∇A ∈ ΓT k+1T lN to map X ∈ X(N) to ∇XA.
• Horizontal and mixed Laplacians are defined in the usual fashion:
(15) ∆ = γab∇ab, ∆ = γ
ab∇ab.
For further details involving the above constructions, see [21, Sec. 1.2].
Remark. In contrast, the wave operator gαβDαβ on (M, g) is denoted .
The fundamental properties are the Leibniz rules satisfied by the connections and
the compatibility between the connections and metrics. These justify integration
by parts operations involving ∇-derivatives, seen in [15, 17, 21, 22] and later in this
paper. This was used implicitly in [15, 17] and was discussed in detail in [21, 22].
2.3. Normal Transport. Assume the same foliation setting as before. For each
point p ∈ Σx ⊆ N , there is a unique direction in N which is normal to Σx. Thus,
we can define the “normalized normal” vector field Z ∈ X(N) such that Z points
in the direction in N normal to the Σx’s and satisfies Zf ≡ 1.
We can naturally define quantities via transport along the integral curves of
Z. For instance, given a locally defined function on some Σy, we can define a
corresponding local function on another Σx via the diffeomorphisms induced by
the above transport. In particular, given a coordinate system (y1, y2) in Σy, we
can define a transported coordinate system on the other Σx’s.
Similarly, we can transport horizontal tensors along the integral curves of Z.
This induces the standard definition of “Lie derivatives” of horizontal tensor fields.
More explicitly, for any A ∈ ΓT N , its “normal Lie derivative” LfA is defined
(16) LfA|p = limδ→0
f∗x+δ,x
(
A|fx,x+δ(p)
)
− A|p
δ
, p ∈ Σx ⊆ N ,
where fx+δ,x is the flow from Σx+δ to Σx via the integral curves of Z, and where
f∗x+δ,x denotes the “push-forward” of tensors through fx+δ,x.
Remark. The development described here differs from that of [17, 21], which ex-
pressed similar notions entirely in terms of transported coordinate systems. Notice
that the normal Lie derivatives of (16), which are tensorial and invariant, coincide
with the f -coordinate derivatives for such transported coordinate systems.
Finally, we define the analogous “normalized normal” covariant derivatives: for
fields A ∈ ΓT N and B ∈ ΓT T N , we define
(17) ∇fA = ∇ZA, ∇fB = ∇ZB.
2.4. The Einstein Equations. Assume now that (M, g) is a (1 + 3)-dimensional
connected, oriented, and time-oriented Lorentzian manifold, with Levi-Civita con-
nection D and Riemann curvature R. In addition, let f denote a collection of pre-
scribed “matter fields” on M , satisfying the equations of their respective theories.
The Einstein equations on M are given in index notation by
(18) Gαβ = Rαβ −
1
2
· R · gαβ = Qαβ,
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where Q ∈ ΓS2M denotes the energy-momentum tensor of the matter fields. Recall
that the Ricci curvature can be expressed in terms of the matter fields:
(19) Rαβ = Qαβ −
1
2
gαβg
µνQµν .
Moreover, recall that Q is both symmetric and divergence-free.
In this text, we will consider the following settings for matter fields:
• Vacuum: There are no matter fields, so both Q and Ric vanish.
• Scalar field: In this model case, f is given as a scalar field φ ∈ C∞(M),
which satisfies the linear homogeneous covariant wave equation
(20) gφ = 0.
The energy-momentum tensor and Ricci curvature are given by
(21) Qαβ = DαφDβφ−
1
2
gαβD
µφDµφ, Rαβ = DαφDβφ.
• Maxwell field: In the model electromagnetic case, f is given as a Maxwell
field F ∈ ΓΛ2M , which satisfies the linear homogeneous Maxwell equations
(22) DβFαβ ≡ 0, DαFβγ +DβFγα +DγFαβ ≡ 0.
The energy-momentum tensor and Ricci curvature are given by
(23) Qαβ = Rαβ = FαµF
βµ −
1
4
gαβF
µνFµν .
We remark that in the above settings, Q satisfies both the positive energy con-
dition and the strong energy condition, i.e., Q(X,Y ) ≥ 0 and Ric(X,Y ) ≥ 0 for all
future causal X,Y ∈ X(M). Moreover, by direct calculations, we can compute
DαRαβγδ ≡ 0,(24)
DαRαβγδ = −Aγδ [DγφDδβφ] ,(25)
DαRαβγδ = −Fβ
µDµFγδ − Aγδ
[
Fγ
µDδFβµ +
1
2
gβγF
µλDδFµλ
]
(26)
in the E-V, E-S, E-M settings, respectively. 8
3. The CMC Breakdown and Cauchy Problems
For the breakdown problem at hand, we are given an existing solution of the
Einstein equations, i.e., an E-S or E-M spacetime “existing on a finite time interval”.
Our goal will be to “extend the solution further in time” given that certain criteria
hold on this existing solution. In this section, we will make precise the above
informal expressions. This essentially requires smoothly assigning to each point of
the spacetime a “time value” and then foliating the spacetime into “timeslices”,
that is, hypersurfaces of constant time value.
This objective will be achieved by defining global time functions and the various
fundamental objects associated with its resulting foliation. In addition, for the
breakdown problem, we will adopt the CMC gauge condition as well.
Throughout the remainder of this paper, we will always let (M, g) denote a
(1 + 3)-dimensional connected, oriented, and time-oriented Lorentzian manifold,
with Levi-Civita connection D and curvature R.
8See (7).
BREAKDOWN CRITERIA 11
3.1. Time Foliations. We define a time function on M to be a map t ∈ C∞(M)
satisfying the following conditions:
• The spacetime gradient of t is everywhere past timelike.
• Every nonempty level set of t is a Cauchy hypersurface of M , i.e., every
inextendible causal curve in M intersects each level set of t exactly once.
From the first property, we see t is strictly increasing along all future directions.
Moreover, the second property implies that (M, g) is globally hyperbolic.
For τ ∈ R and an interval I ⊆ R, define
Στ = {z ∈M | t (z) = τ} , ΣI = {z ∈M | t (z) ∈ I} .
The family {Στ} of spacelike Cauchy hypersurfaces defines a time foliation of M ,
(27) M =
⋃
τ∈I
Στ ,
where I is an interval in R, and where t maps onto I. We will also impose the
following assumptions: the interval I is finite, and the Στ ’s are compact.
Remark. Any two slices Στ1 , Στ2 , where τ1, τ2 ∈ I, are in fact diffeomorphic,
since any p1 ∈ Στ1 can be canonically identified with the point p2 ∈ Σt2 on the
integral curve of grad t through p1.
We adopt the notations developed in the Section 2.2 to describe the foliation (27),
with N =M and f = t. In addition, we adopt the following indexing conventions:
• Greek letters refer to all components in M , ranging from 0 to 3.
• Latin letters refer to horizontal components, ranging from 1 to 3.
• For implicit index summations, repeating Greek indices are summed from
0 to 3, while repeating Latin indices are summed from 1 to 3.
Also, let γ, ∇, and R denote the horizontal metrics, connections, and curvatures.
Next, we define the following basic objects of interest:
• Let n ∈ C∞(M) denote the lapse function, given by
(28) n = |g (grad t, grad t)|−
1
2 > 0.
• Let T ∈ X(M) denote the future unit normal to the Στ ’s, i.e.,
(29) T = −n · grad t.
• Let k ∈ ΓT 2M be the future second fundamental form of the Στ ’s:
(30) k (X,Y ) = −g (DXT, Y ) , X,Y ∈ X (M) .
Recall that k is symmetric and can be decomposed into trace and traceless parts:
(31) tr k = γijkij ∈ C
∞ (M) , kˆ = k −
1
3
(tr k) γ ∈ ΓT 2M .
Recall also that tr k corresponds to the mean curvature of the Στ ’s in M .
We can relate spatial derivatives of R and k to spacetime derivatives of R. First,
the Gauss equation, expressed in index notation in terms of R and k, becomes
(32) Rijlm = Rijlm − kjlkim + kilkjm.
Similarly, the Codazzi equations and a direct calculation imply
(33) ∇jkij = RαiT
α +∇i (tr k) , ∇[ikj]l = RαlijT
α.
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In this setting, the “normalized normal” vector field Z is given by Z = nT . 9 In
addition, the quantities γ and k satisfy the evolution equations
Ltγ = −2nk,(34)
Ltkij = −∇ijn+ nRiαjβT
αT β − nkilkj
l,(35)
where Lt denotes the normal Lie derivative of (16).
We can naturally define an associated Riemannian metric h on M by
(36) h (X,Y ) = g (X,Y ) + 2g (T,X)g (T, Y ) , X,Y ∈ X (M) .
In other words, we define h to act like g on the horizontal components, and we
simply invert the sign of the normal timelike component. It is easy to see that h is
Riemannian, and that h agrees with γ for horizontal vector fields. From now on,
tensor norms on M will be defined with respect to h.
The following proposition states that the Cauchy-Schwarz inequality continues
to hold with respect to contractions by g:
Proposition 3. Let Φ,Ψ ∈ ΓTM , and let Φ · Ψ ∈ ΓTM denote a tensor field
obtained by taking zero or more contractions and g-contractions of Φ ⊗ Ψ. Then,
|Φ ·Ψ| . |Φ||Ψ|, where the constant depends on the number of contractions. 10
Proof. See [21, Prop. 4.1]. 
Let π = (T )π ∈ ΓS2M denote the deformation tensor of T :
(37) π (X,Y ) = LT g (X,Y ) = g (DXT, Y ) + g (DY T,X) , X,Y ∈ X (M) .
By direct computation, we can relate π to n and k: for any X,Y ∈ X(M),
(38) π (T, T ) ≡ 0, π (X,Y ) = −2k (X,Y ) , π (T,X) = X (logn) .
In other words, π can be thought of as a spacetime object which contains precisely
the same information as the horizontal objects k and ∇(log n).
One reason for the importance of the deformation tensor is that it bounds a
number of essential quantities related to the time foliation, the most important of
which are demonstrated by (38). We also have from [21, Prop. 4.2] the bounds
(39) |DT | . |π| , |Dh| . |π| .
For instance, the following calculus estimate is a direct consequence of (39):
Proposition 4. The following calculus estimate holds:
∇ |Ψ|p . |Ψ|p−1
∣∣∇Ψ∣∣+ |π| |Ψ|p , p ≥ 1, Ψ ∈ ΓT T Στ .
Proof. Recalling the Leibniz and metric compatibility properties of the mixed co-
variant differential ∇, along with Proposition 3, we compute
∇ |Ψ|p =
p
2
[h (Ψ,Ψ)]
p−2
2 ∇ [h (Ψ,Ψ)]
≤ p |Ψ|p−2 · |Ψ|
∣∣∇Ψ∣∣+ p
2
|Ψ|p−2 |Dh| |Ψ|2 .
The proof is completed by applying (39). 
Lastly, we note the following coarea formula:
9See Section 2.3.
10By A . B, we mean A ≤ CB for some positive constant C.
BREAKDOWN CRITERIA 13
Proposition 5. If Ω is an open subset of M and J is a subinterval of I, then∫
ΣJ∩Ω
φ =
∫
J
(∫
Στ∩Ω
n · φ
)
dτ
for any integrable φ ∈ C∞(Ω).
Proof. See [21, Prop. 4.4]. 
3.2. The Main Theorem. In terms of describing the Einstein equations as a
system of partial differential equations, the above prescription of a time function
and foliation leaves us with still another degree of freedom: a gauge condition
satisfied by the foliation. In this text, we will adopt the constant mean curvature,
or CMC, gauge, as was done in [17].
To be much more precise, we say that the spacetime (M, g), along with a time
function t ∈ C∞(M) and negative real numbers t0 < t1 < 0, satisfy the condition
(CMC)t,t0,t1 iff the following conditions hold:
• The total timespan I = t(M) is precisely the interval (t0, t1).
• The timeslices Στ are compact.
• The CMC condition holds, that is, tr k = t everywhere on M .
We are now ready to state the precise main theorem of this text:
Theorem 6. Suppose (M, g,Φ) is an Einstein-scalar or an Einstein-Maxwell space-
time, where Φ denotes the matter field φ ∈ C∞(M) or F ∈ ΓΛ2M , corresponding
to the E-S and E-M cases, respectively. In addition, suppose the following hold:
• The condition (CMC)t,t0,t1 holds for (M, g).
• The following “breakdown criterion” holds for some constant C0 > 0,
(40) ‖k‖L∞(M) + ‖∇ (logn)‖L∞(M) + ‖F‖L∞(M) ≤ C0,
where F denotes either Dφ or F in the E-S and E-M cases, respectively.
Then, (M, g,Φ) can be extended past time t1 as a CMC foliation. In other words,
there is an Einstein-scalar or Einstein-Maxwell (resp.) spacetime (M⋆, g⋆,Φ⋆) sat-
isfying (CMC)t⋆,t0,t1+ǫ, where t⋆ is a time function on M⋆, ǫ > 0, and t1 + ǫ < 0,
such that the following statements hold:
• There exists an isometric imbedding i from (M, g) into (M⋆, g⋆).
• The maps t and t⋆ correspond with respect to i, i.e., for every t0 < τ < t1,
i (Στ ) = {q ∈M⋆ | t⋆ (q) = τ} , i (M) = {q ∈M⋆ | t0 < t⋆ (q) < t1} .
In particular, we have t = t⋆ ◦ i.
• The matter fields Φ and Φ⋆ also correspond with respect to i, i.e., Φ = i∗Φ⋆.
The goal of the remainder of the paper will be to prove Theorem 6.
3.3. The Cauchy Problem. We now give an explicit formulation of the Cauchy
problems for the E-S and E-M equations in the CMC gauge. We will then state a
basic local well-posedness result for this problem.
A 4-tuple (Σ0, γ0, k0, f0) will be called an “admissible initial data set” for the
Einstein-scalar or Einstein-Maxwell equations iff the following hold:
• (Σ0, γ0) is a 3-dimensional compact oriented Riemannian manifold.
• The field k0 is an element of ΓS2Σ0.
11
11k0 is to be interpreted as a “second fundamental form” for Σ0.
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• The “mean curvature” tr k0 has a constant value τ0 < 0 on all of Σ0.
• The field f0 corresponds to initial data for the given matter field. In the
E-S case, this is expressed as a pair φ0, φ1 ∈ C∞(Σ0), while in the E-M
case, this is given as a pair E0, H0 ∈ X∗(Σ0).
• Letting ∇ and R0 denote the Levi-Civita connection and the curvature for
Σ0, respectively, then in the E-S case, the following constraints hold,
(41) − φ1∇iφ0 = ∇
j (k0)ij , |∇φ0|
2 + φ21 = R0 − |k0|
2 + τ20 ,
while in the E-M case, the following constraints hold,
(42) − ǫi
jl (E0)j (H0)l = ∇
j (k0)ij , |E0|
2 + |H0|
2 = R0 − |k0|
2 + τ20 .
• In the E-M case, the “matter field” f0 solves the additional constraints
(43) ∇i (E0)i ≡ 0, ∇
i (H0)i ≡ 0.
Remark. We make the following remarks about the above definition:
• The symbols | · | in (41), (42) denote the γ0-tensor norm. The volume form
ǫijk in (42) is that of (Σ0, γ0), with respect to a chosen orientation of Σ0.
• Note that (41) and (42) correspond to the E-S and E-M (resp.) constraint
equations in the CMC gauge. Similarly, (43) corresponds to the standard
constraints for the Maxwell equations.
• If φ and F are the desired “spacetime fields” for which we wish to solve,
then φ0 and φ1 correspond to the values φ and Ltφ on Σ0, while E0 and
H0 correspond to the electromagnetic decomposition of F on Σ0.
Now, if we are given an admissible initial data set (Σ0, γ0, k0, f0) in either the
E-S or the E-M setting, then the goal will be to solve for a triple (M, g,Φ), along
with maps i : Σ0 →M and t ∈ C∞(M), where the following hold:
• (M, g) is a (1 + 3)-dimensional globally hyperbolic Lorentzian manifold.
• There exists a time function t on M , along with constants t0, t1 ∈ R, where
t0 < τ0 < t1 < 0, such that (M, g) satisfies the condition (CMC)t,t0,t1 .
• The map i is an isometric imbedding of Σ0 into M , and i(Σ0) is precisely
the level set Στ0 of t.
• The element Φ represents the matter field on M : in the E-S setting, then
Φ = φ ∈ C∞(M), while in the E-M setting, we have Φ = F ∈ ΓΛ2M .
• Both the Einstein equations (18) and the appropriate field equations for Φ
(either (20) or (22)) are satisfied on (M, g).
• The field k0 corresponds to the future second fundamental form of Στ0 . In
other words, k0 coincides with the pullback i
∗k.
• The field f0 corresponds with the restriction of Φ to Σ0. To be more precise,
in the E-S setting, this means
φ0 = i
∗φ, φ1 = i
∗Ltφ.
In the E-M setting, if E,H is the electromagnetic decomposition of F , then
E0 = i
∗E, H0 = i
∗H .
If all the above conditions hold, then (M, g,Φ), along with i and t, will be called a
solution of the (Einstein-scalar or Einstein-Maxwell) CMC Cauchy problem corre-
sponding to the initial data set (Σ0, γ0, k0, f0).
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Our next task is to state a local well-posedness theorem for both of the above
CMC Cauchy problems. This will be a straightforward modification of the vacuum
analogue stated in [17, Prop. 6.1].
Theorem 7. Let (Σ0, γ0, k0, f0) be an admissible initial data set for the E-S or
E-M equations, and let τ0 = tr k0 < 0. Then, there exists a solution (M, g,Φ)
of the E-S/E-M (resp.) CMC Cauchy problem corresponding to the above initial
data set, with (M, g) satisfying (CMC)t,t0,t1 for some time function t on M and
t0 < τ0 < t1 < 0. Furthermore, the solution is unique up to isometric imbedding,
and the time of existence t1− τ0 depends continuously on the following parameters:
• The initial mean curvature τ0.
• The diameter and injectivity radius of Σ0.
• The following Sobolev norm for k0:
K0 = ‖k0‖L4(Σ0) + ‖∇k0‖L2(Σ0) +
∥∥∇2k0∥∥L2(Σ0) + ∥∥∇3k0∥∥L2(Σ0) .
• The following Sobolev norm for the curvature R0 of Σ0:
R0 = ‖R0‖L2(Σ0) + ‖∇R0‖L2(Σ0) +
∥∥∇2R0∥∥L2(Σ0) .
• In the E-S case, the following Sobolev norm for f0 = (φ0, φ1):
F0 = ‖∇φ0‖L4(Σ0) +
∥∥∇2φ0∥∥L2(Σ0) + ∥∥∇3φ0∥∥L2(Σ0) + ∥∥∇4φ0∥∥L2(Σ)
+ ‖φ1‖L4(Σ0) + ‖∇φ1‖L2(Σ0) +
∥∥∇2φ1∥∥L2(Σ0) + ∥∥∇3φ1∥∥L2(Σ0) ,
• In the E-M case, the following Sobolev norm for f0 = (E0, H0):
F0 = ‖E0‖L4(Σ0) + ‖∇E0‖L2(Σ0) +
∥∥∇2E0∥∥L2(Σ0) + ∥∥∇3E0∥∥L2(Σ0)
+ ‖H0‖L4(Σ0) + ‖∇H0‖L2(Σ0) +
∥∥∇2H0∥∥L2(Σ0) + ∥∥∇3H0∥∥L2(Σ0) .
The ideas behind the proof of Theorem 7 are standard. The main points of the
proof are summarized in further detail in [21, Sec. 6.2].
Remark. Both Theorem 7 and [17, Prop. 6.1] are derived by solving the Einstein
equations in the CMC gauge along with transported coordinate systems. This, how-
ever, is by no means an optimal result. For a local well-posedness result requiring
less differentiability in the CMC gauge in the vacuum setting, see [2].
3.4. Outline of the Proof of Theorem 6. Like the other breakdown results dis-
cussed in the introduction, the proof of Theorem 6 is at its highest level intimately
tied to the corresponding local well-posedness result of Theorem 7. Our strategy
for proving Theorem 6 will be analogous to that of the model breakdown problem
for the nonlinear wave equation (1). Indeed, we aim to bound the parameters on
the timeslices in our spacetime which control the time of existence in Theorem 7.
Assume now the hypotheses of Theorem 6. For each t0 < τ < t1, we define:
K (τ) = ‖k‖L4(Στ ) + ‖∇k‖L2(Στ ) +
∥∥∇2k∥∥
L2(Στ )
+
∥∥∇3k∥∥
L2(Στ )
,(44)
R (τ) = ‖R‖L2(Στ ) + ‖∇R‖L2(Στ ) +
∥∥∇2R∥∥
L2(Στ )
,
as well as a corresponding matter field energy f(τ). In the E-S case, we define
f (τ) = ‖∇φ‖L4(Στ ) +
∥∥∇2φ∥∥
L2(Στ )
+
∥∥∇3φ∥∥
L2(Στ )
+
∥∥∇4φ∥∥
L2(Στ )
(45)
+ ‖Ltφ‖L4(Στ ) + ‖∇ (Ltφ)‖L2(Στ )
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+
∥∥∇2 (Ltφ)∥∥L2(Στ ) + ∥∥∇3 (Ltφ)∥∥L2(Στ ) ,
while in the E-M case, we define
f (τ) = ‖E‖L4(Στ ) + ‖∇E‖L2(Στ ) +
∥∥∇2E∥∥
L2(Στ )
+
∥∥∇3E∥∥
L2(Στ )
(46)
+ ‖H‖L4(Στ ) + ‖∇H‖L2(Στ ) +
∥∥∇2H∥∥
L2(Στ )
+
∥∥∇3H∥∥
L2(Στ )
,
where E,H ∈ X∗(M) is the electromagnetic decomposition of F .
For convenience, we also fix an “initial time”
max (t0, 2t1) < τ0 < t1,
and we treat Στ0 as the “initial timeslice” in M . From now on, we will only be
concerned with the timespan [τ0, t1) in this proof. For convenience, we also define
(47) M+ = Σ[τ0,t1) = {q ∈M | τ0 ≤ t (q) < t1} .
The mean curvatures of the Στ ’s, τ0 ≤ τ < t1, are trivially comparable to |t1|.
Suppose we can also uniformly control the following:
• The diameters and the injectivty radii of the Στ ’s, τ0 ≤ τ < t1.
• The quantities K(τ), R(τ), and f(τ) for all τ0 ≤ τ < t1.
Then, applying Theorem 7 to each of the timeslices of M , we obtain roughly that
there exists some sufficiently small 0 < ǫ < |t1| such that for every τ0 ≤ τ < t1:
• A solution to the Cauchy problem exists with initial data given by Στ .
• The solution exists on a time interval including [τ, τ + ǫ).
• The solution is unique up to isometric imbedding.
By combining the above solutions, we obtain the desired continuation of (M, g,Φ)
to the time interval (t0, t1 + ǫ), which completes the proof of Theorem 6.
As a result, the main objectives will be that of controlling the diameters, the
injectivity radii, and the energy quantities K(τ), R(τ), f(τ). The remainder of this
paper will be dedicated to establishing these estimates. Of these, the energy bounds
will be the primary task. The diameter and injectivity radius bounds, on the other
hand, will be trivial consequences by the end of the proof.
Rather than directly controlling the quantities associated with K(τ), R(τ), and
f(τ), which are horizontal fields on the timeslices, we instead control norms of
corresponding spacetime quantities on these timeslices. These include the spacetime
Riemann curvature R and the spacetime matter field, i.e., either φ or F . The
necessary estimates for K(τ), R(τ), and f(τ) can then be derived using standard
elliptic estimates. For example, R can be related to R and k using the Gauss
equations (32) and the Codazzi equations (33).
To control R and the matter field Φ, we apply variations of standard energy-
momentum tensor techniques. In particular, we take advantage of the observations
that both R and Φ satisfy covariant tensorial wave and Maxwell-type equations. We
then construct “generalized energy-momentum tensors” based on these relations,
and we apply these in the standard fanshion to derive basic energy inequalities.
The above suffices for “lower-order” a priori energy estimates. In order to derive
“higher-order” energy estimates, however, we will also need uniform bounds for R
and for quantities derived from Φ. 12 Since these quantities satisfy a system of
covariant tensorial wave equations, we can then apply the representation formula
presented in [22, Thm. 7] (and also in [21, Thm. 5.1]).
12More specifically, D2φ in the E-S case, and DF in the E-M case.
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The representation formula mentioned above is only valid on the “regular” por-
tion of past null cones, i.e., prior to the null injectivity radius. Thus, in order to
obtain satisfactory estimates using this formula, we must also control the geom-
etry of past null cones. In particular, we must control the null injectivity radius
and various connection quantities on these cones by other quantities which can be
controlled a priori. In our case, these include L2 “flux” quantities for R and Φ on
these cones, and other a priori bounds relating to the time foliation.
Unfortunately, this task is exceedingly difficult and is responsible for a vast
portion of the technical work behind Theorem 6. For instance, this involves con-
structing a geometric tensorial Littlewood-Paley theory, cf. [13] and [21, Sec. 2.2],
and applying it in a massive bootstrap argument. Within this argument are various
Besov estimates as well as an elaborate sharp trace estimate for regular null cones.
As a result, we omit a majority of this development from this paper. For details
regarding this portion of the argument, see [21]. 13
Using the above control on the local null geometry along with the representation
formula of [22], we can derive all the necessary estimates for R and Φ. As a result,
we can then estimate K(τ), R(τ), and f(τ), as mentioned before, and hence Theorem
6 is proved. In the remaining sections of the paper, we will provide more detailed
discussions on the steps described in this outline.
4. Regular Past Null Cones
As mentioned before, both the local energy estimates in this paper and the
representation formula for covariant tensor wave equations in [22] are essential
components of the proof of Theorem 6. Moreover, both depend heavily on the local
null geometry of (M, g). More specifically, both are applicable to our setting only on
“regular” past null cones, where the null exponential map remains a diffeomorphism
and its image retains a smooth structure.
We shall provide in this section some preliminaries on such regular past null
cones. We mainly follow the development given in [21, Ch. 3] and [22], but we
restrict ourselves in this paper to the special case of time foliated null cones. 14
This eliminates much of the minor technical irritations present in [21, 22] that arose
from dealing with more general foliating functions.
4.1. Regular Past Null Cones. Assume the spacetime (M, g,Φ), along with the
time foliation of M given by the time function t, as expressed in the statement of
Theorem 6. Fix p ∈ M , and consider the null exponential map expp about p, i.e.,
the exponential map about p restricted to the past null cone N of the tangent space
TpM .
15 Define the past null cone N−(p) of p to be the image of expp.
By definition, N−(p) is ruled by the past inextendible null geodesics beginning at
p. Recall that expp is a diffeomorphism between a sufficiently small neighborhood
of 0 in N and its image, which is then a smooth null hypersurface of M . We refer
to such regions of N−(p) as “regular”. A loss of such regularity can occur at a
terminal point z of N−(p), where one of the following scenarios hold:
• The point z is a cut locus point, that is, distinct past null geodesics from p
intersect at z. In other words, the map expp fails to be one-to-one at z.
13Earlier work in this area for the vacuum case were done in [12, 13, 14, 16, 19, 24, 25].
14This case was discussed in [21, Ch. 4].
15For convenience, we assume N does not include the origin of TpM .
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• The pair p and z are past null conjugate points. In other words, the map
expp fails to be nonsingular at z.
Define the function tp on N
−(p) by tp(q) = t(p)− t(q), i.e., the difference in time
between the vertex p and the given point q. We also define the following:
• Let s(p) be the infimum of all values tp(q) for which q ∈ N−(p) is a past
null conjugate point. We call s(p) the past null conjugacy radius of p (with
respect to the t-foliation). In the case that N−(p) has no conjugate points,
we define s(p) = t(p)− t0. Note that s(p) indicates the largest v > 0 such
that N−(p) encounters no conjugate points before tp-value v.
• Let l(p) be the infimum of all values tp(q) for which q ∈ N−(p) is a cut
locus point. On the other hand, if N−(p) has no cut locus points, we define
l(p) = t(p) − t0. Then, l(p) indicates the largest v > 0 such that N−(p)
encounters no cut locus points before tp-value v.
• Define i(p) = min(s(p), l(p)). We call this the past null injectivity radius of
p (with respect to the t-foliation).
We will refer to the region
N− (p) =
{
q ∈ N− (p) | tp (q) < i (p)
}
as the regular past null cone of p. Then, the null exponential map expp is a diffeo-
morphism between a neighborhood in N and N−(p), and N−(p) is indeed a smooth
null hypersurface of M . From now on, we will only refer to the regular null cone
N−(p), as N−(p) is in general too irregular for our use.
In addition, for any 0 < v ≤ i(p), we define the null cone segment
N− (p; v) =
{
q ∈ N− (p) | tp (q) < v
}
,
4.2. Normalization and Foliation. Since tangent null vectors in N−(p) have
vanishing Lorentzian “length” and are orthogonal to N−(p), they cannot be nor-
malized without introducing vectors transversal to N−(p). Consequently, in our
treatment, we will require an additional choice of a future timelike unit vector
t ∈ TpM at p. For this, we use the most natural choice based on the problem at
hand: the value of the future unit normal T to the Στ ’s at p.
We define the null generators of N−(p) (or of N−(p)) to be the inextendible
past null geodesics γ on M which satisfy γ(0) = p and g(γ′(0), T |p) = 1. We
can smoothly parametrize these generators by S2 using the following process. If
we choose an orthonormal basis e0, . . . , e3 of TpM , with e0 = T |p, then we can
identify each ω ∈ S2 with the null generator γω satisfying γ′ω(0) = −e0+ω
kek. For
convenience, we assume such a parametrization of the null generators of N−(p),
and we denote by γω the null generator corresponding to ω.
Remark. The objects on N−(p) that we will discuss are of course defined indepen-
dently of any parametrization of the null generators. However, for ease of notation,
we will work explicitly with S2.
In addition, we define L ∈ X(N−(p)) to be the tangent vector fields of the null
generators ofN−(p), i.e., we define L|γω(v) = γ
′
ω(v) for any ω ∈ S
2 and 0 < v < i(p).
We note in particular that L is a geodesic vector field.
As in previous works, e.g., [12, 19, 21, 22, 24], we would like to express N−(p)
as a foliation of spherical cross-sections. This was done abstractly in [21, Sec. 3.1]
and [22, Sec. 2] for the sake of the generalized representation formula for wave
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equations. Here, we can simplify our presentation by considering only the special
case of the foliating function tp, the most natural choice for the current setting.
Define the null lapse function ϑ by the formula
(48) ϑ = (Ltp)
−1 ∈ C∞
(
N− (p)
)
.
Note that ϑ is everywhere strictly positive, and ϑ satisfies the initial limits
(49) lim
vց0
ϑ|γω(v) = n (p) .
The positivity of ϑ implies dtp is nonvanishing, so the level sets of tp, denoted
Sv =
{
q ∈ N− (p) | tp (q) = v
}
, v > 0,
form a family of hypersurfaces of N−(p). Since L represents the unique null di-
rection tangent to N−(p), and the positivity of ϑ implies L is transverse to each
Sv, we can conclude that each Sv is spacelike, i.e., Riemannian. Furthermore, the
definition of i(p) implies Sv is diffeomorphic to S2 for every 0 < v < i(p).
We adopt the conventions of Section 2.2 to discuss this foliation of N−(p), with
N = N−(p) and f = tp. In order to distinguish this from the time foliation
of M , we denote the induced horizontal metrics and connections on the Sv’s by
λ and /∇, respectively. Mixed connections on N−(p) are denoted by /∇, and the
Gauss curvatures of the Sv’s are denoted by K ∈ C∞(N−(p)). In addition, the
“normalized normal” vector field in this case is given by Z = ϑL, i.e., /∇tp = ϑ/∇L.
Since N−(p) is null, we have no volume form on N−(p) with respect to which we
can integrate scalar functions. However, we can still provide a canonical definition
for integrals of functions over N−(p). Indeed, we define this integral by
(50)
∫
N−(p)
φ =
∫ ∞
0
(∫
Sv
ϑ · φ
)
dv
for any φ ∈ C∞(N−(p)) for which the right-hand side is well-defined. We can
similarly define integrals over any open subset of N−(p), in particular for N−(p; v).
Remark. We can show using the change of variables formula that (50) is in fact
independent of the foliating function of N−(p); see [21, Prop. 3.4]. Later, we will
further justify (50) in terms of general local energy estimates.
4.3. Parametrizations and Null Frames. We can parametrize N−(p) using tp
and a spherical value. For any 0 < v < i(p) and ω ∈ S2, we can identify the pair
(v, ω) with the unique point q on both the null generator γω and Sv. As a result,
we can naturally treat any φ ∈ C∞(N−(p)) as a smooth function on the cylinder
(0, i(p)) × S2. For any such φ, we denote by φ|(v,ω) the value of φ at the point
q corresponding to the parameters (v, ω). We will freely use this (v, ω)-notation
throughout future sections without further elaboration.
In general, null frames are local frames lˆ, mˆ, e1, e2 which satisfy
g
(
lˆ, lˆ
)
= g (mˆ, mˆ) ≡ 0, g
(
lˆ, mˆ
)
≡ −2,
g
(
lˆ, ea
)
= g (mˆ, ea) ≡ 0, g (ea, eb) = δab,
Here, we construct null frames which are adapted to our tp-foliation of N−(p).
Each point of Sv is normal to exactly two null directions, one of which is rep-
resented by L. We define L ∈ X(N−(p)), called the conjugate null vector field, to
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be the vector field in the other normal null direction, subject to the normalization
g(L,L) ≡ −2. A direct calculation yields the following explicit formula for L:
(51) L = −n−2ϑ2L− 2n−1ϑT .
Next, we append to L and L a local orthonormal frame e1, e2 on the Sv’s. Then,
{L,L, e1, e2} defines a natural null frame for N−(p). We adopt the following in-
dexing conventions for adapted null frames.
• Horizontal indices 1, 2 correspond to the directions e1 and e2.
• L corresponds to the index 3, while L corresponds to the index 4.
Next, if we define the vector field
N =
1
2
(
n−1ϑL− nϑ−1L
)
∈ X
(
N− (p)
)
,
then (51) implies g(N, T ) ≡ 0 and g(N,N) ≡ 1. In other words, N is the outer
unit normal to each Sv in Σt(p)−v. Using (51) again, we can derive the following:
(52) L = −nϑ−1 (T −N) , L = −n−1ϑ (T +N) .
With this, we can compute the (h-)norms of L and L,
(53) |L|2 = 2n2ϑ−2, |L|2 = 2n−2ϑ2.
4.4. Ricci Coefficients. We will make use of the following connection quantities:
• Define the null second fundamental forms χ, χ ∈ ΓT 2N−(p) by
χ (X,Y ) = g
(
DXL, Y
)
, χ (X,Y ) = g
(
DXL, Y
)
, X,Y ∈ X
(
N− (p)
)
.
Both χ and χ are symmetric, since both L and L are normal to the Sv’s.
We often decompose χ into its trace and traceless parts:
trχ = λabχab, χˆ = χ−
1
2
(trχ)λ.
We also use an analogous decomposition for χ.
• Define ζ, η ∈ ΓT 1N−(p) by
ζ (X) =
1
2
g
(
DXL,L
)
, η (X) =
1
2
g
(
X,DLL
)
, X ∈ X
(
N− (p)
)
.
From [12, Prop. 2.7], we have the following relation between ζ and η:
(54) η = −ζ + /∇ (logϑ) .
The quantities trχ, χˆ, and ζ are called the expansion, shear, and torsion of N−(p).
We refer to the collection of fields trχ, χˆ, trχ, χˆ, ζ, η as the Ricci coefficients of
N−(p) (with respect to the tp-foliation).
From (51) and direct calculations, we see that χ and η are intimately tied to the
time foliation of M via the following formulas:
ηa = kiaN
i + /∇a (logn) ,(55)
χab = −n
−2ϑ2 · χab + 2n
−1ϑ · kab.(56)
Lastly, we define the mass aspect function µ ∈ C∞(N−(p)) by
(57) µ = /∇aζa −
1
2
χˆabχˆ
ab
+ |ζ|2 +
1
4
R4343 −
1
2
R43.
This quantity is present in the representation formula for wave equations, and it
plays a crucial role in controlling the local past null geometry.
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4.5. Initial Values. We now briefly examine the initial values of various quantities
onN−(p), that is, we look at the limits of these quantities at p along null generators.
This is of importance in the problem of controlling the local null geometry, since
our goal will be to show that these values differ little from the initial value in
some specific sense. Moreover, these initial value computations were applied in the
derivations of the representation formulas of [15, 22].
We opt in this paper to skip the technical details on this topic, since most of
them are rather distant from the heart of Theorem 6. For instance, some of the
derivations require applications of convex geometry and bitensor fields. A complete
exposition in the case of general foliating functions can be found in [21, Sec. 3.3];
the case of the tp-foliation is covered in [21, Sec. 4.2]. An earlier account for the
geodesic foliation case, which is needed for the general case, is presented in [24].
The first task is to examine the horizontal metrics λ at the initial limit. Note
that a coordinate system (U,ϕ) in S2 generates a transported coordinate system on
each Sv by mapping the point with parameters (v, ω) to ϕ(ω).
Proposition 8. Let λ0 denote the Euclidean metric on S
2, and fix a coordinate
system (U,ϕ) on S2. Index λ0 using ϕ-coordinates, and index λ on each Sv using
the associated transported coordinate system. Then, for any ω ∈ U ,
lim
vց0
v−2 λij |(v,ω) = n
2
∣∣
p
· (λ0)ij
∣∣∣
ω
, 1 ≤ i, j ≤ 2.
Proof. The proof involves relating the “(v, ω)-parametrization” of N−(p) with nor-
mal coordinates; see [21, Prop. 3.15]. 
Proposition 8 implies the following integral limit:
Corollary 9. Let φ ∈ C∞(N−(p)), let φ0 ∈ C∞(S2), and suppose
lim
vց0
φ|(v,ω) = φ0 (ω) , ω ∈ S
2.
Then, the following integral limit holds:
lim
vց0
v−2
∫
Sv
φ = n2
∣∣
p
·
∫
S2
φ0.
The next proposition deals with the effects of derivatives on initial limits:
Proposition 10. Let A ∈ ΓT N−(p), and suppose
lim
vց0
|A||(v,ω) = 0, ω ∈ S
2.
Then, for any integer k > 0, we also have
lim
vց0
vk
∣∣/∇kA∣∣∣∣
(v,ω)
= 0, ω ∈ S2.
Proof. See [21, Prop. 3.17]. 
Finally, we consider the Ricci coefficients:
Proposition 11. The following limits hold for each ω ∈ S2.
• We have the following limits for χ:
(58) lim
vց0
∣∣ϑ (trχ)− 2t−1p ∣∣∣∣(v,ω) = 0, limvց0 |χˆ||(v,ω) = 0.
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• We have the following limits for ζ and η:
(59) lim
vց0
|ζ||(v,ω) = limvց0
∣∣η∣∣∣∣
(v,ω)
. |π||p .
Proof. Equation (58) is an immediate consequence of [21, Prop. 3.18]. The limit
for η in (59) is an immediate consequence of (55), while the derivation for ζ in (59)
can be found in [21, Prop. 4.9]. 
Remark. We can also obtain analogous initial value properties for both χ and µ.
For details, see [21, Sec. 3.3, Sec. 4.2].
5. A Priori Estimates
In this section, we derive a priori estimates which are consequences of the break-
down criterion (40). These are fundamental to the proof of Theorem 6, since they
determine the nature of the null geometry estimates and the higher-order estimates
which we must prove. In other words, we must control the null geometry and the
higher-order energy norms by quantities which can be controlled a priori.
We now introduce the notion of “fundamental constants”, i.e., values on which
all of our “universal” constants will depend. More explicitly, whenever we write
A . B, we mean A ≤ CB for some constant C depending only on these fundamental
constants. Similarly, if we write A ≃ B, then we mean C−1B ≤ A ≤ CB for some
constant C depending only on these fundamental constants.
The complete list of such fundamental constants is given below:
• The “breakdown time” t1.
• The “breakdown criterion” constant C0 in (40).
• The intrinsic and extrinsic geometries of the “initial timeslice” Στ0 , and the
values of the fields defined on Στ0 . These include derivatives of R, Φ, k, n,
etc., restricted to Στ0 , as well as the volume V (Στ0) of τ0.
Remark. We can be more explicit on the exact properties of Στ0 and values on
Στ0 for this dependence; see [21, Sec. 6.3]. However, the main idea is that we can
uniformly control a sufficient amount of quantities (as dictated in Section 3.4) on
all the Στ ’s, τ0 ≤ τ < t1, by properties of only Στ0 .
5.1. Regularity of the Time Foliation. Our first task will be to establish some
basic control for our time foliation. From the breakdown criterion (40) along with
(19), (21), (23), (38), we can immediately obtain the following:
(60) ‖π‖L∞(M) . 1, ‖Q‖L∞(M) + ‖Ric‖L∞(M) . 1.
Here, π is the deformation tensor of T , while Q and Ric denote the energy-
momentum tensor of the matter field and the Ricci curvature of (M, g).
Contracting (35) and recalling the CMC gauge condition yields the lapse equation
(61) ∆n = n
[
|k|2 +Ric (T, T )
]
− 1.
Moreover, the strong energy condition implies that Ric(T, T ) ≥ 0 in both the E-S
and E-M settings. As a result, we can derive the following bounds:
Proposition 12. On each Στ , τ0 ≤ τ < t1, we have the comparisons
(62) |n| ≃ 1, V (Στ ) ≃ 1.
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Proof. At a minimum point p of n on Στ , we have from (61) that
n
[
Ric (T, T ) + |k|2
]∣∣∣
p
≥ 1.
By (60), we obtain a lower bound for n depending only on the fundamental con-
stants. Next, at a maximum point p of n on Στ , we have from (61) that
n (p) ≤
[
Ric (T, T ) +
∣∣∣kˆ∣∣∣2 + τ2
3
]−1
≤
3
τ2
. 1,
where we also applied the strong energy condition on Ric(T, T ).
For a volume form Vτ on Στ , we have
LtVτ = −n (tr k)Vτ = −nt · Vτ ≥ 0.
By the above explicit bound n ≤ 3t−2, then
0 ≤
d
dτ
V (Στ ) = −τ
∫
Στ
n ≤ −3τ−1V (τ) .
From Gro¨nwall’s inequality, we obtain V (τ) ≃ τ−3 ≃ 1, as desired. 
Furthermore, from (40) and Proposition 12, we have proved the uniform bounds
(63) ‖n‖L∞(M+) +
∥∥n−1∥∥
L∞(M+)
+ ‖∇n‖L∞(M+) + ‖k‖L∞(M+) . 1,
where M+ is as defined in (47).
Next, we examine some coordinate regularity properties satisfied by the times-
lices. To begin with, since Στ0 is compact, we can find a constant C > 1 and a
finite covering of Στ0 by local coordinate systems (U1, ϕ1), . . . , (Um, ϕm) such that
for each 1 ≤ i ≤ m, we have the uniform ellipticity bound
(64) C−1 |ξ|2 ≤ γjl|p ξ
jξl ≤ C |ξ|2 , p ∈ Ui, ξ ∈ R
3,
where γ is indexed with respect to the ϕi-coordinates. We next show that this
uniform ellipticity condition holds uniformly for all Στ ’s, τ0 ≤ τ < τ1.
Proposition 13. Let (Ui, ϕi), 1 ≤ i ≤ m, be as given above, and, for each τ , we
let (U τi , ϕ
τ
i ) denote the coordinate system on Στ obtained by transporting (Ui, ϕi).
Then, there exists a constant C♭ > 1, depending on the fundamental constants, such
that for any τ0 ≤ τ < t1 and 1 ≤ i ≤ m, we have the estimates
(65) C−1♭ |ξ|
2 ≤ γjl|p ξ
jξl ≤ C♭ |ξ|
2
, p ∈ U τi , ξ ∈ R
3,
where γ is indexed with respect to the ϕτi -coordinates. In other words, the uniform
ellipticity condition (64) holds uniformly on all the Στ ’s.
We sketch the proof of Proposition 13 below. For further details, we refer the
reader to [21, Prop. 4.6], as well as [16, Prop. 4.1] and [17, Prop. 2.4].
Proof. Fix a coordinate system (U,ϕ) = (Ui, ϕi) of Στ0 , and consider its transported
systems (U τ , ϕτ ) = (U τi , ϕ
τ
i ); we will index with respect to these coordinates. Fix
ξ ∈ R3, and let X = ξi∂i. By (34), we have Lt|X |2 = −2n · k(X,X), so
(66) − 2 ‖n‖L∞(Στ ) ‖k‖L∞(Στ ) |X |
2 ≤ Lt |X |
2 ≤ 2 ‖n‖L∞(Στ ) ‖k‖L∞(Στ ) |X |
2
.
Integrating (66) along the integral curves of Z = nT (or equivalently, of T ) and
applying Gro¨nwall’s inequality, we obtain for each p ∈ U the comparisons
C¯−1 |X |2
∣∣∣
p
≤ |X |2
∣∣∣
pτ
≤ C¯ |X |2
∣∣∣
p
, τ ∈ I,
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where pτ is the normal transport of p along Z to Στ , and where
C¯ = exp
[
2 (t1 − τ0) ‖n‖L∞(M+) ‖π‖L∞(M+)
]
. 1.
Defining C♭ = CC¯, where C is as in (64), varying over all ξ ∈ R
3, 1 ≤ i ≤ m, and
p ∈ Στ0 , and recalling the bound (64), then we obtain (65), as desired. 
By considering the family of transported coordinate systems from Proposition
13, we can deduce some rudimentary Riemannian geometric estimates on the Στ ’s.
For a point x ∈ R3 and r > 0, we let B(x, r) denote the Euclidean ball in R3 about
x of radius r. The property given in the subsequent proposition is an immediate
consequence of Proposition 13 and the compactness of the Στ ’s.
Proposition 14. Let (U τi , ϕ
τ
i ) be defined as in Proposition 13, for all τ0 ≤ τ < t1
and 1 ≤ i ≤ m. There exists r0 > 0, depending on the fundamental constants, such
that for any τ0 ≤ τ < t1 and p ∈ Στ , there exists 1 ≤ i ≤ m such that p ∈ U τi , and
ϕτi (U
τ
i ) ⊇ B (ϕ
τ
i (p) , r0) .
Proof. See [16, Lemma 2.2] and [21, Prop. 4.6]. 
Next, for any τ0 ≤ τ < t1, p ∈ Στ , and ρ > 0, we let Bτ (p, ρ) denote the geodesic
ball in Στ of radius ρ about p. In addition, for τ and p as above, we define
rτ (p) = inf
σ≤1
V (Bτ (p, σ))
σ3
,
i.e., the volume radius at p (in Στ ) with scale 1. By considering the transported
coordinate systems in the statement of Proposition 13, we can derive the following
uniform lower bound for the above volume radii.
Proposition 15. There exists ρ > 0, depending on the fundamental constants,
such that rτ (p) ≥ ρ for every τ0 ≤ τ < t1 and p ∈ Στ .
Proof. See the proof of [21, Cor. 2.1]. The main idea is that the uniform ellipticity
condition (64) implies that geodesic balls are comparable to Euclidean balls. 
5.2. Sobolev Inequalities. Proposition 13 also plays an instrumental role in de-
riving uniform Sobolev estimates on the Στ ’s. Indeed, we can derive such first-order
Sobolev inequalities on each Στ by using a partition of unity argument and applying
the corresponding Euclidean Sobolev inequality to each coordinate system (U τi , ϕ
τ
i ).
As a result of this, we obtain the following scalar Sobolev inequalities:
Lemma 16. The following hold for any f ∈ C∞(M), τ0 ≤ τ < t1, and q > 3:
‖f‖
L
3
2 (Στ )
. ‖∇f‖L1(Στ ) + ‖f‖L1(Στ ) ,(67)
‖f‖L∞(Στ ) . ‖∇f‖Lq(Στ ) + ‖f‖Lq(Στ ) .(68)
In (68), the constant of the inequality depends also on q.
Proof. See [21, Lemma 2.1]. 16 
Remark. The significance of Lemma 16 is that the constants of (67) and (68),
i.e., the “Sobolev constants”, are uniformly bounded over all the Στ ’s, τ0 ≤ τ < t1.
In particular, they are controlled by the fundamental constants.
16Also essential to the proof of (68) is the “minimal radius” property of Proposition 14.
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In addition, we can apply Lemma 16 along with the preceding remark in order
to derive tensorial versions of Sobolev inequalities.
Proposition 17. Let τ0 ≤ τ < t1.
• For any 2 ≤ p ≤ 6, q > 3, and Ψ ∈ ΓT TM ,
‖Ψ‖Lp(Στ ) .
∥∥∇Ψ∥∥
L2(Στ )
+ ‖Ψ‖L2(Στ ) ,(69)
‖Ψ‖L∞(Στ ) .
∥∥∇Ψ∥∥
Lq(Στ )
+ ‖Ψ‖Lq(Στ ) .(70)
The constants of the inequalities depend also on p and q, respectively.
• In addition, for any Ψ ∈ ΓT TM and Φ ∈ ΓTM ,
‖Ψ‖L∞(Στ ) .
∥∥∇2Ψ∥∥
L2(Στ )
+ ‖Ψ‖L2(Στ ) ,(71)
‖Φ‖L∞(Στ ) .
∥∥D2Φ∥∥
L2(Στ )
+ ‖DΦ‖L2(Στ ) + ‖Φ‖L2(Στ ) .(72)
Proof. The inequalities (69) and (70) are direct adaptations of the proof of the first
part of [21, Prop. 4.7]; see also [21, Prop. 2.3], [21, Prop. 2.4], and [17, Cor. 2.7].
The main idea is to apply Lemma 16 to the scalar quantities |Ψ|q, q > 1. 17
Next, (71) is proved by applying (70) and (69) in succession. We can also obtain
(72) by applying (70) and (69) in the following manner:
‖Ψ‖L∞(Στ ) . ‖DΨ‖L4(Στ ) + ‖Ψ‖L4(Στ )
.
∥∥D2Ψ∥∥
L2(Στ )
+ ‖DΨ‖L2(Στ ) + ‖Ψ‖L2(Στ ) .
Note that for Φ ∈ ΓTM = ΓTM , we clearly have |∇Φ| . |DΦ|. 
5.3. Generalized Energy-Momentum Tensors. We now describe some general
methods for obtaining global and local energy bounds for various spacetime quanti-
ties. Our focus will be on two general classes of “energy-momentum” tensor fields,
abbreviated as EMTs, based on covariant wave-type and Maxwell-type equations.
The “wave equation” EMT was previously applied in [8, 17] in order to obtain
higher-order estimates. In particular, in [17], this was used to bound the L2-norms
of covariant derivatives of the curvature in a vacuum spacetime. We will apply these
tensor fields with analogous intentions. The “Maxwell” EMT is an adaptation of
this process to solutions of “Maxwell-type” equations. We will use this tensor field
to derive a priori energy estimates for the curvature R, thereby avoiding the more
precise but more computationally complex Bel-Robinson tensor field.
Throughout this section, we will assume the following fields:
• Let U, V ∈ ΓT rM satisfy the covariant tensor wave equation
(73) gU = V ,
where g is the tensorial wave operator g = g
αβDαβ .
• Let A ∈ ΓT r+2M , B ∈ ΓT r+1M , and C ∈ ΓT r+3M , with A antisymmetric
in its first two components and satisfing the Maxwell-type equations
(74) DαAαβI = BβI , DγAαβI +DαAβγI +DβAγαI = CγαβI .
We begin by describing the “wave equation” case as in [17]. Define the EMT
Qw[U ] ∈ ΓS2M and its associated current Pw[U ] ∈ X∗(M) by
Qw [U ]αβ = h (DαU,DβU)−
1
2
gαβg
µν · h (DµU,DνU) ,
17We norm mixed tensor fields with respect to h and γ.
26 ARICK SHAO
Pw [U ] (X) = Qw [U ] (X,T ) ,
where h(·, ·) denotes a full h-metric contraction of the unindexed components. Note
the resemblance to the energy-momentum tensor (21) for the scalar field. In ad-
dition, we define the corresponding divergence quantities D ·Qw[U ] ∈ X∗(M) and
D · Pw[U ] ∈ C∞(M) in the expected manner:
D ·Qw [U ]α = D
βQw [U ]αβ , D · Pw [U ] = D
αPw [U ]α .
The main properties of this wave EMT are listed below.
Proposition 18. The EMT Qw[U ] satisfies the following properties:
• The following estimates hold:
|Qw [U ]| . |DU |
2
,(75)
|D ·Qw [U ]| . |DU | (|V |+ |R [U ]|) + |π| |DU |
2
,(76)
|D · Pw [U ]| . |DU | (|V |+ |R [U ]|) + |π| |DU |
2
.
• For future causal X,Y ∈ X(M),
(77) Qw [U ] (X,Y ) ≥ 0,
In particular,
(78) Qw [U ] (T, T ) =
1
2
|DU |2 .
Proof. These follow immediately from a series of direct computations. For further
details, consult [21, Prop. 4.13] and [17]. 
The “Maxwell-type” EMT is constructed analogously. Indeed, we define the
EMT Qm[A] ∈ ΓS2M and its associated current Pm[A] ∈ X∗(M) by
Qm [A]αβ = h (Aαµ, Aβ
µ)−
1
4
gαβh (Aµν , A
µν) ,
Pm [A] (X) = Qm [A] (X,T ) ,
and define D ·Qm[A] ∈ X∗(M), D · Pm[A] ∈ C∞(M) by
D ·Qm [A]α = D
βQm [A]αβ , D · Pm [A] = D
αPm [A]α .
Proposition 19. The EMT Qm[A] satisfies the following properties:
• The following estimates hold:
|Qm [A]| . |A|
2
,(79)
|D ·Qm [A]| . |A| (|B|+ |C|) + |π| |A|
2
,(80)
|D · Pm [A]| . |A| (|B|+ |C|) + |π| |A|
2 .
• For future causal X,Y ∈ X(M),
(81) Qm [A] (X,Y ) ≥ 0.
In particular,
(82) Qm [A] (T, T ) =
1
4
|A|2 .
Proof. The proofs are analogous to those of Proposition 18; see [21, Prop. 4.14]. 
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5.4. Global Energy Estimates. Next, we apply these generalized EMTs in order
to establish both global and local energy estimates. By “global energy estimates”,
we mean L2-estimates on entire timeslices, while by “local energy estimates”, we
refer to L2-estimates on past null cones, i.e., “flux estimates”.
We begin with general global estimates. Recall that Killing vector fields can
be associated via Noether’s theorem with conservation laws for quantities derived
from (standard) energy-momentum tensors. Since we have no Killing fields in our
setting, we have no hope for achieving such energy conservation. We can, however,
think of T as an “almost Killing” vector field, since its deformation tensor π is
uniformly bounded. In fact, by slightly modifying the process behind Noether’s
theorem, we can derive energy inequalities by taking advantage of this “almost
Killing” condition for T along with the generalized EMTs Qw[U ] and Qm[A].
Lemma 20. Assume U, V,A,B,C as before. If τ0 ≤ τ1 < τ2 < t1, then
‖DU‖2L2(Στ2)
. ‖DU‖2L2(Στ1 )
+
∫ τ2
τ1
∫
Στ
(
|DU |2 + |V |2 + |R [U ]|2
)
dτ ,(83)
‖A‖2L2(Στ2)
. ‖A‖2L2(Στ1)
+
∫ τ2
τ1
∫
Στ
(
|A|2 + |B|2 + |C|2
)
dτ .(84)
Proof. First, for (83), we integrate D ·Pw[U ] over the slab Σ[τ1,τ2].
18 Applying the
divergence theorem along with Proposition 5, we obtain the identity∫
Στ1
Qw [U ] (T, T )−
∫
Στ2
Qw [U ] (T, T ) =
∫ τ2
τ1
[∫
Στ
n · (D · Pw [U ])
]
dτ .
By (63), (76), (78), then
‖DU‖2L2(Στ2)
. ‖DU‖2L2(Στ1)
+
∫ τ2
τ1
∫
Στ
[
|DU | (|V |+ |R [U ]|) + |DU |2
]
dτ
. ‖DU‖2L2(Στ1)
+
∫ τ2
τ1
∫
Στ
(
|DU |2 + |V |2 + |R [U ]|2
)
dτ .
For (84), we repeat the above steps with D · Pm[A] in the place of D · Pw[U ]. 
To obtain the specific a priori estimates we desire, we will apply Lemma 20 to
the spacetime curvature R and matter field: D2φ in the E-S case, or DF in the
E-M case. For this, we will need to take advantage of the following facts:
• The curvature R satisfies Maxwell-type equations. This includes
(85) D[µRαβ]γδ ≡ 0,
i.e., the Bianchi idenitities, along with the divergence relations (25) and
(26), which hold in the E-S and E-M settings, respectively.
• In the E-S case, Dφ satisfies the following wave equation:
(86) gDαφ = R ·Dαφ.
This can be derived by differentiating (20) and commuting derivatives.
• In the E-M case, F satisfies the following wave equation:
(87) gFαβ = 2Rα
λµ
βFλµ +R
λ
αFβλ −R
λ
βFαλ.
This is derived by differentiating the Bianchi identity for F in (22).
18Recall that Σ[τ1,τ2] = {p ∈M | τ1 ≤ t(p) ≤ τ2}.
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For every τ0 ≤ τ < t1, we define the global spacetime energy quantities
E1 (τ) = ‖R‖L2(Στ ) +
∥∥D2φ∥∥
L2(Στ )
, E1 (τ) = ‖R‖L2(Στ ) + ‖DF‖L2(Στ )
in the E-S and E-M settings, respectively. 19
Proposition 21. In both the E-S and E-M cases, we have the energy inequality
E1 (τ) . 1, τ0 ≤ τ < t1.
Proof. We begin with the E-S case. To handle the curvature, we apply (84), with
A = R, and with B and C given by (25) and (85), in order to obtain
‖R‖2L2(Στ ) . ‖R‖
2
L2(Σt0)
+
∫ τ
t0
∫
Στ′
(
|R|2 + |Dφ|2
∣∣D2φ∣∣2) dτ ′.
By (83), with U = Dφ, along with (86), we obtain the bound∥∥D2φ∥∥2
L2(Στ )
.
∥∥D2φ∥∥2
L2(Σt0)
+
∫ τ
t0
∫
Στ′
(∣∣D2φ∣∣2 + |Dφ|2 |R|2) dτ ′.
Summing the above equations, recalling the uniform bound (40) for Dφ, and ap-
plying Gro¨nwall’s inequality to the result yields the desired bound.
The E-M case is derived in a completely analogous manner. We apply (83) and
(84) as before, along with (26), (85), (87), and we obtain the bounds
‖R‖2L2(Στ ) . ‖R‖
2
L2(Σt0 )
+
∫ τ
t0
∫
Στ′
(
|R|2 + |F |2 |DF |2
)
dτ ′,
‖DF‖2L2(Στ ) . ‖DF‖
2
L2(Σt0 )
+
∫ τ
t0
∫
Στ′
(
|DF |2 + |F |2 |R|2
)
dτ ′.
Summing and applying Gro¨nwall’s inequality yields the desired inequality. 
5.5. Local Energy Estimates. Local energy estimates are derived in a manner
similar to the global estimates of Lemma 20. The main difference is that we inte-
grate over the interior of a past null cone rather than over a time slab.
Fix p ∈ M+; we normalize and foliate N−(p) as before using T |p and tp. Fix
also a time value τ0 ≤ τ < t(p) such that t(p)− τ < min(i(p), 1).
20 We define
Nτ = N
− (p; t (p)− τ) , Iτ =
{
q ∈ I− (p) | t (q) > τ
}
, Σpτ = I
− (p) ∩ Στ ,
where I−(p) is the chronological past of p, i.e., the set of points q ∈ M reachable
from p via past timelike paths. Note that Iτ is the region bounded by Nτ and Στ ,
while Σpτ is the part of Στ in the interior of N
−(p).
The following lemma provides the main technical calculation for deriving local
energy inequalities and justifies our previous definition of integration on N−(p).
Lemma 22. If ω ∈ X∗(M), then∫
Iτ
Dαωα =
∫
Σpτ
ω (T ) +
∫
Nτ
ω (L) .
Proof. See [21, Lemma 4.1] or [16]. 
19In later sections, we will also define and estimate the higher-order analogues E2(τ) and E3(τ).
We adopt the abbreviation E1(τ) here in order to maintain consistency of notation.
20The stipulation t(p) − τ < 1 is purely a matter of convenience, in order to eliminate the
dependence of various inequalities on the timespan t(p)− τ .
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We are now prepared to derive the general local estimate.
Lemma 23. Assume U, V,A,B,C as before. Then,
−
∫
Nτ
Qw [U ] (T, L) . ‖DU‖
2
L2(Σpτ )
(88)
+
∫ t(p)
τ
∫
Σpσ
(
|DU |2 + |V |2 + |R [U ]|2
)
dσ,
−
∫
Nτ
Qm [A] (T, L) . ‖A‖
2
L2(Σpτ )
(89)
+
∫ t(p)
τ
∫
Σpσ
(
|A|2 + |B|2 + |C|2
)
dσ.
Proof. IntegrateD ·Pw[U ] over Iτ and apply Lemma 22 and Proposition 5 to obtain∫
Σpτ
Qw [U ] (T, T ) +
∫
Nτ
Qw [U ] (T, L) =
∫ t(p)
τ
(∫
Σpσ
n ·D · Pw [U ]
)
dσ.
By (63), (76), and (78), we obtain (88). Repeating the above steps, but with Pm[A]
in place of Pw[U ] and (80), (82) in place of (76), (78), we obtain (89). 
Remark. Note that both −Qw[U ](T, L) and −Qm[A](T, L) are nonnegative.
Next, we define the lower-order flux densities
ρ1 (p, τ) = −Qm [R] (T, L)−Qw [Dφ] (T, L) ,
ρ1 (p, τ) = −Qm [R] (T, L)−Qw [F ] (T, L)
on Nτ in the E-S and E-M cases, respectively, and we define the corresponding flux
F1 (p, τ) =
∫
Nτ
ρ1 (p, τ) .
We can now apply Lemma 23 directly to obtain the desired local energy estimates.
Proposition 24. In both the E-S and E-M cases, we have the local energy inequality
F1 (p, τ) . 1.
Proof. For the E-S case, we first apply (89) with A = R to obtain
−
∫
Nτ
Qm [R] (T, L) . ‖R‖L2(Στ ) +
∫ t(p)
τ
(
‖R‖L2(Σσ) +
∥∥D2φ∥∥
L2(Σσ)
)
dσ . 1,
where we also used Proposition 21. Similarly, applying (88) with U = Dφ yields
−
∫
Nτ
Qw [Dφ] (T, L) . 1.
The E-M case is handled analogously. 
Remark. Estimates analogous to Proposition 24 hold for similar flux quantities
associated with future regular null cones on the time interval [τ0, t1).
As of now, we have uniform control on the integrals over Nτ of some qua-
dratic quantities in R and either D2φ or DF , given explicitly by −Qm[R](T, L),
−Qw[Dφ](T, L), and −Qw[F ](T, L). The final step here is to determine exactly
which components of R and the matter field are controlled by Proposition 24.
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Proposition 25. On Nτ , we have the comparisons
−Qw [U ] (T, L) ≃
∣∣/∇4U ∣∣2 + ∣∣/∇U ∣∣2 ,
−Qm [A] (T, L) ≃ |A43|
2
+
2∑
a=1
|A4a|
2
+
2∑
a,b=1
|Aab|
2
,
where we have indexed with respect to adapted null frames on N−(p), and where
Aαβ ∈ ΓT rM is defined (Aαβ)I = AαβI .
In other words, −Qw[U ](T, L) controls all the components of DU except for
those of the form D3UI , i.e., derivatives transverse to Nτ . Similarly, −Qm[A](T, L)
controls all the components of A except those of the form A3aI . This coincides with
standard results for scalar and Maxwell fields in Minkowski space.
Proof. We begin by defining the quantity ϕ = g(T, L), which satisfies
lim
vց0
ϕ|(v,ω) = 1,
∣∣Ltpϕ∣∣ = nϕ−1 · |Lϕ| . nϕ−1 |π| |L|2 . ϕ,
where we have applied (53). Integrating the above along the null generators of
N−(p) and applying Gro¨nwall’s inequality yields the comparison ϕ ≃ 1. 21
Now, the proof is simply a matter of expanding −Qw[U ](T, L) and −Qm[A](T, L)
in terms of adapted null frames. From these computations, we obtain
−Qw [U ] (T, L) =
1
2
ϕ−1
∣∣/∇4U ∣∣2 + 1
2
ϕ
∣∣/∇U ∣∣2 ,
−Qm [A] (T, L) =
1
8
ϕ |A43|
2 +
1
2
ϕ−1
2∑
a=1
|A4a|
2 +
1
4
ϕ
2∑
a,b=1
|Aab|
2 .
For some more details on these computations, see [21, Prop. 4.17]. The desired
results now follow from the comparison ϕ ≃ 1. 
We also note the following simple consequence of the proof of Proposition 25,
which will be essential in later estimates involving past null cones.
Corollary 26. On Nτ , the null lapse ϑ satisfies ϑ ≃ 1.
Proof. Since ϑ = nϕ−1, where ϕ is defined as in the proof of Proposition 25, then
the desired estimate follows from (63) and the estimate ϕ ≃ 1. 
Remark. As a result, the quantity ϑ will be negligible in estimates. In particular,
the quantity /∇4U in Proposition 25 can be replaced by /∇tpU .
Lastly, we use Proposition 25 to see which null frame components of R and
the matter field are controlled using Proposition 24. First, for R, Proposition 25
implies that the components which are not controlled are those of the form R3aαβ .
However, using the symmetry R3aαβ = Rαβ3a, we see in fact that the uncontrolled
components are those of the form R3a3b. More explicitly, if ψ denotes a null frame
component of R not of the form R3a3b, then
‖ψ‖L2(Nτ ) . 1.
Remark. The same result could also be obtained for R by using instead the Bel-
Robinson tensor field. This was done in [16, 17] in the E-V setting.
21Here, we also take advantage of the assumption t(p) − τ < 1.
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Next, in the E-S case, Proposition 25 implies that only the components D3αφ of
D2φ are not controlled. Since D2φ is symmetric, then in fact, only D33φ cannot be
controlled; for any other null frame component ψ of D2φ, then
‖ψ‖L2(Nτ ) . 1.
Finally, in the E-M case, Proposition 25 implies that only the components D3Fαβ
are not controlled. By rearranging components via the Maxwell equations, we can
easily establish that the only truly uncontrollable components of DF are those of
the form D3F3a; for any other null frame component ψ, then
‖ψ‖L2(Nτ ) . 1.
Remark. The second fundamental form k also satisfies a tensorial covariant wave
equation. One can also use this equation to derive analogous global and local energy
estimates for k. Such global energy estimates are equivalent to those obtained from
the elliptic estimates of (96), while the local estimates are a new result.
5.6. Preliminaries for Elliptic Estimates. The last class of a priori estimates
we will establish are elliptic estimates on the Στ ’s. Before beginning this task, we
first focus on some general concepts which will be used in these derivations.
A primary idea behind these elliptic estimates is the relations that exist between
corresponding horizontal and spacetime objects, e.g., the curvatures R of the Στ ’s
and R of M . Our next step is to briefly describe such relations in an informal
schematic manner. A more detailed account can be found throughout [21].
For any A ∈ ΓTM , we let ΠA ∈ ΓTM denote its projection to the Στ ’s. In
particular, if A is a vector field, then ΠA is its orthogonal projection onto the
tangent bundles of the Στ ’s. If A is fully covariant, then ΠA is given trivially by
ΠA (X1, . . . , Xn) = A (X1, . . . , Xn) , X1, . . . , Xn ∈ X (M) .
Furthermore, if A is scalar, then ΠA = A.
For simplicity, we will adopt an informal schematic language to describe tenso-
rial expressions in an inexact form. We describe the conventions here merely by
example; for a more exact description of the schematic notation, see [21]. Consider
the Gauss equations (32), which yields the informal schematic relation
(90) R ≈ ΠR + k · k.
Here, the symbol · represents a tensor product followed by a finite number of
contractions and metric contractions. Moreover, the multiple terms of the form
k · k in (32) are compacted into a single term in the informal equation (90).
We take advantage of such schematic relations by using the following lemma:
Lemma 27. If Φ ∈ ΓTM is fully covariant, then we have the schematic relation
(91) ∇ΠΦ ≈ ΠDΦ + k ·Π(Φ · T ) .
Proof. Suppose Φ ∈ ΓT 0rM , X ∈ X(M), and Z ∈ ΓT
rM . Then, by definition,
∇X (ΠΦ) (Z) = X (Φ (Z))− Φ (∇XZ) = DXΦ (Z) + Φ (DXZ −∇XZ) .
The first term on the right is simply ΠDΦ applied to X⊗Z. Moreover, the quantity
DXZ −∇XZ can be expressed as a sum of terms of the form k ·X · Z · T .
22 The
desired equation (91) follows as a result of the above observations. 
22For example, if Z ∈ X(M), then DXZ −∇XZ = −g(DXZ, T )T = −k(X,Z)T .
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For instance, considering (90), if we wish to control ∇R, then applying Lemma
27 with Φ ≈ R, we need only control terms of types DR, k · R · T , and ∇k · k. 23
As a result of the above, we obtain the derivative bound
(92) |∇R| . |DR|+ |R| |k|+ |∇k| |k| .
With a little more care, we can iterate the above argument using (90) in order to
estimate higher derivatives of R. In fact, such estimates for ∇2R will be necessary
later when we establish higher-order elliptic estimates.
In addition to Lemma 27, we will also make use of the following general elliptic
and Bo¨chner estimates. For any fully symmetric ξ ∈ ΓT sM , s > 0, we define
∇ · ξ ∈ ΓT s−1M , (∇ · ξ)I = ∇
aξaI ,
∇× ξ ∈ ΓT s+1M , (∇× ξ)abI = ∇aξbI −∇bξaI ,
tr ξ ∈ ΓT s−2M ,
{
(tr ξ)I = γ
abξabI s > 1,
0 s = 1,
i.e., the divergence, curl, and trace of ξ, respectively.
Lemma 28. If ξ ∈ ΓTM is fully symmetric and nonscalar, then
(93)
∫
Στ
|∇ξ|2 .
∫
Στ
(
|∇ · ξ|2 +
1
2
|∇ × ξ|2 + |R| |ξ|2
)
.
Moreover, for any Ψ ∈ ΓTM and φ ∈ C∞(M),∫
Στ
∣∣∇2Ψ∣∣2 . ∫
Στ
(
|∆Ψ|2 + |R| |∇Ψ|2 +
1
2
|R|2 |Ψ|2
)
,(94) ∫
Στ
∣∣∇2φ∣∣2 . ∫
Στ
(
|∆φ|2 + |R| |∇φ|2
)
.
Proof. See [21, Lemma 2.3, Cor. 2.5]; see also [7, Ch. 2]. 
In particular, Lemma 28 will be useful for elliptic estimates on k and n. Variants
of Lemma 28 will also be essential for controlling the local null geometry.
5.7. Elliptic Estimates. Recall that our primary task in proving Theorem 6 is to
control the horizontal energy quantities K(τ), R(τ), and f(τ) defined in (44)-(46).
To accomplish this, we must apply various elliptic estimates in conjunction with
energy estimates derived using EMTs, for example, Propositions 21 and 24. In
addition, we must control L2-norms of derivatives of the lapse n, as well as obtain
an L∞-bound for Ltn. These will be necessary in order to control the geometry of
null cones and derive higher-order elliptic estimates.
We begin here by deriving lower-order a priori elliptic estimates for k and R,
as well as the horizontal formulation f of the matter field. These estimates are the
E-S and E-M analogues for the elliptic estimates of [17, Sec. 8] in the vacuum case.
The main difference here is that we must also bound the matter field.
Remark. The proofs of [17, Sec. 8] were adapted for maximal foliations. Here, we
simplify the process by taking advantage of the volume bounds of Proposition 12.
Recall that the “horizontal matter field quantities” f are given as follows:
• In the E-S setting, this consists of the scalar field φ itself and Ltφ.
23Note that |ΠΦ| ≤ |Φ| for any Φ ∈ ΓTM .
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• In the E-M setting, this consists of the pair E,H ∈ X(M) representing the
electromagnetic decomposition of F .
Remark. Recall that given a set orientation of M (or equivalently, of Στ0), the
electromagnetic decomposition of F is given by the formulas
(95) Ei = FαiT
α, Hi =
⋆FαiT
α =
1
2
ǫαi
βγFβγT
α.
First, by Proposition 12 and (40), we have the following trivial bounds:
Lemma 29. For any 1 ≤ p ≤ ∞ and τ0 ≤ τ < t1, we have the estimates
‖k‖Lp(Στ ) + ‖∇φ‖Lp(Στ ) + ‖Ltφ‖Lp(Στ ) . 1,
‖k‖Lp(Στ ) + ‖E‖Lp(Στ ) + ‖H‖Lp(Στ ) . 1
in the E-S and E-M cases, respectively.
The next batch of elliptic estimates are consequences of various schematic rela-
tions between horizontal and spacetime objects.
Proposition 30. For any τ0 ≤ τ < t1, we have the elliptic estimates
(96) ‖R‖L2(Στ ) + ‖∇k‖L2(Στ ) . 1.
Moreover, for any τ0 ≤ τ < t1, the estimates∥∥∇2φ∥∥
L2(Στ )
+ ‖∇ (Ltφ)‖L2(Στ ) . 1,(97)
‖∇E‖L2(Στ ) + ‖∇H‖L2(Στ ) . 1
hold in the E-S and E-M cases, respectively.
Proof. From (32), we immediately obtain
‖R‖L2(Στ ) . ‖R‖L2(Στ ) + ‖k‖L∞(Σ) ‖k‖L2(Στ ) . 1 + ‖R‖L2(Στ ) .
To bound ∇k, we appeal to (93). From (33) and the CMC gauge condition, we
obtain |∇ · k|+ |∇ × k| . |R|, hence by (93), Lemma 29, and the above,
‖∇k‖L2(Στ ) . ‖R‖L2(Στ ) +
(∫
Στ
|R| |k|2
) 1
2
. 1 + ‖R‖L2(Στ ) .
Combining the above and applying Proposition 21 yields (96).
For the matter field estimates of (97), we appeal to the informal schematic
language. In the E-S setting, we have the schematic relations
(98) ∇φ ≈ ΠDφ, n−1Ltφ ≈ Π(Dφ · T ) .
Similarly, in the E-M setting,
(99) E ≈ Π(F · T ) , H ≈ Π(V · F · T ) ,
where V is the volume form for M (given an orientation of M). The estimates
(97) then follow immediately after applying Lemma 27 and Proposition 21 to the
schematic equations (98) and (99). For details, see [21, Lemma 6.5]. 
We can use the lapse equation (61) in order to derive some higher-order a priori
bounds for n. These are described in the next two propositions:
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Proposition 31. For any τ0 ≤ τ < t1, we have the estimates∥∥∇2n∥∥
L2(Στ )
. 1,(100) ∥∥∥−∆(Ltn) + [|k|2 +Ric (T, T )]Ltn∥∥∥
L2(Στ )
. 1,(101)
‖∇ (Ltn)‖L2(Στ ) + ‖Ltn‖L2(Στ ) . 1.(102)
Proof. Equations (40), (61), and Proposition 12 imply ‖∆n‖L∞(Στ ) . 1. Then,∫
Στ
∣∣∇2n∣∣2 . ∫
Στ
(
|∆n|2 + |R| |∇n|2
)
. 1 +
∫
Στ
|R|2 ,
by (94) and Lemma 29; applying (96) results in (100).
The proofs of (101) and (102) are a bit more involved. Recall that Lt applied to
a scalar φ is the same as nTφ. We begin by commuting Lt with ∆ to obtain
|∆Ltn− Lt∆n| . |n| |k|
∣∣∇2n∣∣+ (|∇n · k|+ |n · ∇k|) |∇n| ,
where we also used (34). Applying (40), Proposition 30, and (100) yields
(103) ‖∆Ltn− Lt∆n‖L2(Στ ) . 1.
Next, differentiating (61), we have
Lt∆n =
[
|k|2 +Ric (T, T )
]
Ltn+ n · Lt |k|
2
+ n · Lt [Ric (T, T )] .
Moreover, applying (35) and (63), we obtain∣∣∣n · Lt |k|2∣∣∣ . 1 + |R|+ ∣∣∇2n∣∣ .
If we let F denote Dφ in the E-S case and F in the E-M case, then by (19) and
(40), we see that |DRic | . |DF|. As a result,
|n · Lt [Ric (T, T )]| . |DRic|+ |DTT | |Ric| . 1 + |DF| .
Combining Proposition 21, (100), (103), and the above, we obtain (101).
Define now the scalar
P = −∆Ltn+
[
|k|2 +Ric (T, T )
]
Ltn.
Multiplying P by Ltn, integrating by parts, and decomposing |k|
2, then∫
Στ
(
|∇Ltn|
2
+
1
3
t21 |Ltn|
2
)
≤
∫
Στ
[
|∇Ltn|
2
+
(
1
3
τ2 +
∣∣∣kˆ∣∣∣2 +Ric (T, T )) |Ltn|2
]
=
∫
Στ
|P | |Ltn| ,
where we have also used the strong energy condition satisfied by both the E-S and
E-M models. Applying a weighted Cauchy inequality to the right-hand side along
with (101) yields (102), as desired. 
Proposition 32. For any τ0 ≤ τ < t1,∥∥∇2Ltn∥∥L2(Στ ) + ‖Ltn‖L∞(Στ ) . 1.
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Proof. By (40), (94), and (96),∥∥∇2Ltn∥∥L2(Στ ) . ‖∆Ltn‖L2(Στ ) + ‖R‖ 12L2(Στ ) ‖∇Ltn‖L4(Στ )
. ‖Ltn‖L2(Στ ) +
∥∥∥−∆Ltn+ [|k|2 +Ric (T, T )]Ltn∥∥∥
L2(Στ )
+ ‖∇Ltn‖L4(Στ ) .
Applying Proposition 31, then∥∥∇2Ltn∥∥L2(Στ ) . 1 + ‖∇Ltn‖L4(Στ ) .
Next, by the Sobolev estimate [17, Cor 2.7], along with (102), then∥∥∇2Ltn∥∥L2(Στ ) . 1 + ∥∥∇2Ltn∥∥ 34L2(Στ ) ‖∇Ltn‖ 14L2(Στ ) + ‖∇Ltn‖L2(Σ)
.
(
1 + ǫ−4
)
+ ǫ
4
3
∥∥∇2Ltn∥∥L2(Στ )
for any ǫ > 0. Taking ǫ sufficiently small, we obtain the desired bound for ∇2Ltn.
Lastly, we can bound Ltn in L
∞ by the Sobolev bound (71) and the above. 
The uniform bound for Ltn in Proposition 32, omitted in the earliest versions of
the works in the E-V setting, is essential for controlling null injectivity radii.
6. Local Regularity of Null Cones
In this section, we will summarize what is the most technically demanding step
in the proof of Theorem 6: control of the geometry of regular past null cones. This
step will be crucial for applying the generalized representation formula for tensor
wave equations, which will be needed in order to obtain the higher-order energy
bounds required to complete the proof of Theorem 6.
Throughout this section, we fix an arbitrary point p ∈ M+, and we normalize
and foliate the regular past null cone N−(p) by T |p and tp = t(p)− t, as usual. In
addition, we fix a constant 0 < δ0 ≤ min(i(p), 1), and we define the segment
N = N− (p; δ0) =
{
z ∈ N− (p) | tp (z) < δ0
}
.
The main result of this section states roughly the following:
• The past null injectivity radius i(p) of p is bounded below by some constant
δ > 0 depending only on the fundamental constants.
• For small enough δ0, depending only on the fundamental constants, the
Ricci coefficients χ, χ, ζ, η of N−(p) (see Section 4.4) can be controlled on
N in various norms by the fundamental constants.
The explicit result is stated in Theorem 33, and a detailed proof of the theorem is
available in [21, Ch. 7-8]. 24 Due to the prohibitive length and the level of technical
detail of the argument, we omit the proof of this theorem in this paper and refer
the reader to [21] for details. 25 On the other hand, we do provide a brief outline of
the main components of the proof at the end of this section. Our focus, however,
will be on the consequences of Theorem 33 in relation to the breakdown problem.
24See also [12, 14, 16, 19, 24, 25] for earlier results in Einstein-vacuum settings.
25In fact, a complete accounting of the details of the proof of Theorem 33 would more than
double the length of this paper!
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6.1. Motivation and Past Results. In Riemannian geometry, one generally re-
quires L∞-bounds on the curvature in order to derive uniform lower bounds for the
injectivity radius. Similarly, for the Lorentzian case, given an L∞-bound for R, we
can control the Ricci coefficients χ, χ, ζ, and η without too much effort. Uniform
bounds for the null injectivity radius would also follow.
Unfortunately, we will only have the local flux bounds of Proposition 24 here,
which makes our task tremendously more difficult. Indeed, bounding the Ricci
coefficients using L2 rather than L∞-estimates will necessitate the use of sharp
trace estimates along the generators of null cones, which then requires the geometric
Littlewood-Paley theory of [13] and the resulting Besov estimates. This process is
responsible for much of the technical difficulties in the breakdown problem.
Such L2-curvature results were first obtained by S. Klainerman and I. Rodnianski
in [12, 14, 16]. The results of [12, 14], however, applied only to truncated null cones
and hence were not directly applicable to the breakdown problem. To address this
issue, Q. Wang, in [24, 25], extended the estimates in [12, 14] to past null cones
with vertex initial data by keeping track of scaling factors at every step. 26 Later,
D. Parlongue, in [19], revisited this argument for time-foliated null cones.
In all the above, an essential assumption is that the spacetime is vacuum. The
primary contribution of this section is the extension of this family of results to
the E-S and E-M settings. We offer now a more detailed comparison between the
current results and its predecessors:
• The papers [12, 14, 19] all considered the case of truncated regular null cones
with prescribed spherical initial data. In contrast, we adopt the setting of
[24, 25] and consider the case of regular null cones with initial data given
by a vertex point. As mentioned before, this is the type of result needed
by the breakdown problems in this text as well as in [17, 19].
• Unlike [12, 14, 24, 25], which bounded the Ricci coefficients with respect to
the geodesic foliation, we obtain these bounds in terms of the time foliation,
like in [19]. This has the advantage of being able to interface directly
with the breakdown problem. In this “gauge”, we will need the regularity
properties of the time foliation in order to bound the Ricci coefficients.
However, this also results in improved estimates for both η and χ.
• While [12, 14, 16, 19, 24, 25] dealt exclusively with the Einstein-vacuum
setting, here we extend the results to E-S and E-M spacetimes. In par-
ticular, the “curvature flux” defined in [12, 16, 19, 24, 25] is replaced by
an analogous flux quantity involving both the curvature and the matter
field; see Proposition 24. Furthermore, several of the structure equations
governing the Ricci coefficients now contain additional terms reflecting the
contributions from the nontrivial matter field.
• The works [12, 14, 19, 24, 25] all dealt only with the special case of very
small curvature flux and initial values, over a unit interval along (possi-
bly truncated) null cones. This is, however, not directly applicable to the
breakdown problem, since in this setting we can only stipulate bounded,
not small, curvature flux. In our case, Propositions 21 and 24 only estab-
lished the existence of some possibly large a priori energy and flux bounds.
On the other hand, we can in the breakdown problem work in only a very
26The works [24, 25] also addressed an error in [12], which assumed a Besov bound that does
not hold. In fact, a significant amount of effort in [24, 25] is dedicated to addressing this issue.
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small interval along null cones. Heuristically, one can see that this “large
flux, small interval” case relates to the “small flux, unit interval” case via
a rescaling argument. However, we handle the “large flux, small interval”
setting directly in the statement and proof of Theorem 33.
• The only paper in the existing literature to address the null injectivity
radius is [16], which was separated from the remaining components [12, 14]
in the overall proof. In the time foliation case, however, the interplay
between the “Ricci coefficients” and the “null injectivity radius” portions
of the proof is more subtle and must be addressed in tandem.
6.2. Integral Norms. In order to state the main result, we must first define the
relevant integral norms used within. We begin with natural integral norms on N
(or N−(p)): for any 1 ≤ q <∞ and Ψ ∈ ΓT T N−(p), we define
(104) ‖Ψ‖Lq(N ) =
(∫
N
|Ψ|q
) 1
q
, ‖Ψ‖L∞(N ) = sup
z∈N
|Ψ||z ,
where mixed tensors are normed with respect to h and λ, and where the above
integral over N is defined using the formula (50). In addition, we will make use of
the following “null Sobolev” norm on N :
(105) ‖Ψ‖H1(N ) =
∥∥/∇tpΨ∥∥L2(N ) + ∥∥/∇Ψ∥∥L2(N ) + ∥∥t−1p Ψ∥∥L2(N ) .
Given 1 ≤ q <∞ and 1 ≤ r ≤ ∞, we also define the following iterated norms:
‖Ψ‖LqtLr(N ) =
(∫ δ0
0
‖Ψ‖qLr(Sv) dv
) 1
q
,(106)
‖Ψ‖L∞t Lr(N ) = sup0<v<δ0
‖Ψ‖Lr(Sv) .
As before, we use Sv to denote the level set {z ∈ N | tp(z) = v}, while Lr(Sv)
refers to the tensorial Lr-norm on Sv with respect to the induced metric λ on Sv.
Since ϑ ≃ 1 on N due to Corollary 26, then by (50),
‖Ψ‖LqtLq(N ) ≃ ‖Ψ‖Lq(N ) , 1 ≤ q ≤ ∞,
i.e., the LqtL
q and Lq-norms on N are equivalent.
Recall that N can be parametrized by the tp-value 0 < v < δ0 and a spherical
parameter ω ∈ S2. We can then define additional iterated norms with respect to
this parametrization: for any 1 ≤ q, r <∞, we define
‖Ψ‖LqtLrω(N ) =
[∫ δ0
0
(∫
S2
|Ψ|r|(v,ω) dω
) q
r
dv
] 1
q
,(107)
‖Ψ‖L∞t Lrω(N ) = sup0<v<δ0
(∫
S2
|Ψ|r|(v,ω) dω
) 1
r
,
‖Ψ‖LqtL∞ω (N ) =
[∫ δ0
0
(
sup
ω∈S2
|Ψ||(v,ω)
)q
dv
] 1
q
.
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We can reverse the order of integration to obtain additional useful norms:
‖Ψ‖LrωL
q
t (N )
=

∫
S2
(∫ δ0
0
|Ψ|q|(v,ω) dv
) r
q
dω


1
r
,(108)
‖Ψ‖LrωL∞t (N ) =
[∫
S2
(
sup
0<v<δ0
|Ψ||(v,ω)
)r
dω
] 1
r
,
‖Ψ‖L∞ω L
q
t (N )
= sup
ω∈S2
(∫ δ0
0
|Ψ||q(v,ω) dω
) 1
q
.
Lastly, the L∞t L
∞
ω (N ) and L
∞
ω L
∞
t (N )-norms coincide with the L
∞(N )-norm.
Later, we will see that the parameter LqtL
r
ω-norms are comparable to rescalings
of the natural iterated LqtL
r-norms. Of the reverse parametrized norms, the most
important will be the “trace” L∞ω L
2
t -norms and L
q
ωL
∞
t -norms.
6.3. The Main Result. With all of the appropriate norms defined, we can now
state the main result of this section.
Theorem 33. For any q ∈M+, the following hold:
• There exists a constant δ0 > 0, depending only on the fundamental con-
stants, such that i(q) > min(δ0, t(q)− τ0).
• Letting Nq = N−(q; min(δ0, t(q)− τ0)), then the following estimates hold:∥∥∥∥ϑ (trχ)− 2tq
∥∥∥∥
L∞ω L
2
t(Nq)
+ ‖χˆ‖L∞ω L2t(Nq) + ‖ζ‖L∞ω L2t (Nq) . 1,(109) ∥∥∥∥ϑ (trχ)− 2tq
∥∥∥∥
H1(Nq)
+ ‖χˆ‖H1(Nq) + ‖ζ‖H1(Nq) . 1,
where χ and ζ refer to the corresponding Ricci coefficients of N−(q).
• In addition, for Nq as above, we have∥∥∥∥ϑ (trχ)− 2tq
∥∥∥∥
L∞(Nq)
+
∥∥∥t 32q /∇ (trχ)∥∥∥
L2ωL
∞
t (Nq)
. 1,(110)
∥∥∥t 32q µ∥∥∥
L2ωL
∞
t (Nq)
+ ‖µ‖L2(Nq) . 1,
where µ is the mass aspect function on Nq defined in (57).
Remark. An analogue of Theorem 33 holds for future null cones N+(p).
With greater care throughout the proof of Theorem 33, we could in fact be more
precise about the bounds for the Ricci coefficients in (109) and (110), and how they
are affected by the fundamental constants. Such a task is significantly simpler in
the geodesically foliated E-V settings examined in [12, 24, 25], since in these cases,
the only external parameter in the problems is the curvature flux.
Again, the details of the proof of Theorem 33 are left to [21, Ch. 7-8] due to its
length and the amount of technical background involved. A brief summary of the
proof is given at the end of this section, after first discussing the consequences of
Theorem 33 pertaining to the current breakdown problem.
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6.4. Some Basic Consequences. We now list some basic consequences of The-
orem 33 which will be useful in upcoming analyses involving null cones. Recall
that the induced metrics on the Sv’s are denoted by λ. We define the “rescaled”
metrics on these level sets by λ¯ = (tp)
−2λ. This rescaling is essential, since in the
case of null cones with vertex initial data, the uniformities occur with respect to λ¯
rather than λ. For example, from Proposition 8, we observe that λ¯ tends toward
the standard Euclidean metric on S2 (rescaled by a factor of n(p)2) as tp ց 0.
One consequence of Proposition 8 and Theorem 33, then, is that as long as the
timespan δ0 ofN is sufficiently small, then λ¯ does not differ much from the standard
Euclidean metric on S2. Another related result is that for similarly small δ0, then
the volume forms V¯ on the Sv’s with respect to λ¯ do not differ much from that of
the standard Euclidean metric on S2. Precise statements, in terms of transported
coordinate systems, can be found in [21, Lemma 7.1, Lemma 7.3].
This latter property immediately implies the following integral comparisons:
Proposition 34. Suppose δ0 ≤ i(p) is sufficiently small with respect to the funda-
mental constants. Then, for every 0 < v < δ0 and Ψ ∈ ΓT T N , we have∫
Sv
|Ψ| ≃ v2
∫
S2
|Ψ||(v,ω) dω.
In particular, for any 1 ≤ q, r ≤ ∞, we also have
‖Ψ‖LqtLr(N ) ≃
∥∥∥t 2rpΨ∥∥∥
LqtL
r
ω(N )
, ‖Ψ‖Lq(N ) ≃ ‖Ψ‖LqtLq(N ) ≃
∥∥∥∥t 2qpΨ
∥∥∥∥
LqtL
q
ω(N )
.
In other words, the natural iterated LqtL
r-norms are equivalent to the (v, ω)-
parametrized norms. The latter representation is especially important, since it
is expressed as an integral over the product (0, δ0) × S2, and hence the order of
integration can be easily reversed. These reversed LrωL
p
t -norms will be essential in
numerous estimates, especially within the proof of Theorem 33.
The regularity of the metric λ¯, as described in [21, Lemma 7.3], can be used to
derive uniform first and second-order Sobolev estimates in a process analogous to
that of Proposition 17. The results are given below:
Proposition 35. Suppose δ0 ≤ i(p) is sufficiently small with respect to the funda-
mental constants. Then, for every 0 < v < δ0, 2 < r <∞, and Ψ ∈ ΓT N ,
‖Ψ‖L∞(Sv) . v
1− 2
r ‖/∇Ψ‖Lr(Sv) + v
− 2
r ‖Ψ‖Lr(Sv) ,
‖Ψ‖Lr(Sv) . ‖/∇Ψ‖
1− 2
r
L2(Sv)
‖Ψ‖
2
r
L2(Sv)
+ v
2
r
−1 ‖Ψ‖L2(Sv)
. v
2
r ‖/∇Ψ‖L2(Sv) + v
2
r
−1 ‖Ψ‖L2(Sv) ,
‖Ψ‖L∞(Sv) .
∥∥/∇2Ψ∥∥ 12
L2(Sv)
‖Ψ‖
1
2
L2(Sv)
+ v−1 ‖Ψ‖L2(Sv)
. v
∥∥/∇2Ψ∥∥
L2(Sv)
+ v−1 ‖Ψ‖L2(Sv) .
In the first two estimates, the constants of the inequalities also depend on r.
Proof. See [21, Sec. 2.1, Sec. 7.2]. 
Remark. The powers of v present throughout the estimates of Proposition 35 are
consequences of the fact that the uniformities of this setting occur with respect to
the rescaled metrics λ¯ rather than the induced metric λ.
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In addition to the Sobolev inequalities of Proposition 35, which are estimates
on the individual Sv’s, we have the following first-order “null Sobolev” inequality,
which is in contrast a Sobolev-type estimate on all of N .
Proposition 36. Suppose δ0 ≤ i(p) is sufficiently small with respect to the funda-
mental constants. Then, for any Ψ ∈ ΓT N , the following estimate holds:∥∥∥t 12pΨ∥∥∥
L4ωL
∞
t (N )
+ ‖Ψ‖L6(N ) +
∥∥∥t 12pΨ∥∥∥
L2ωL
∞
t (N )
. ‖Ψ‖H1(N ) .
As a consequence, the following estimates hold for any 2 ≤ d ≤ ∞:
‖Ψ‖L∞t L4(N ) . ‖Ψ‖H1(N ) ,
∥∥∥t− 12− 1dp Ψ∥∥∥
LdtpL
2(N )
. ‖Ψ‖H1(N ) .
Proof. See [21, Lemma 7.8]. 
In Theorem 33, we have sufficiently controlled the Ricci coefficients χ and ζ. The
remaining coefficients χ and η can also be controlled by observing their relationships
with χ, ζ, and the quantities k and n derived from the time foliation.
Proposition 37. Suppose δ0 ≤ i(p) is sufficiently small with respect to the funda-
mental constants. Then, the following bounds hold on N :
∥∥η∥∥
L∞(N )
+ ‖/∇ϑ‖L∞ω L2t (N ) +
∥∥∥∥ϑ (trχ)+ 2tp
∥∥∥∥
L∞(N )
+
∥∥χˆ∥∥
L∞ω L
2
t (N )
. 1.
Proof. The L∞-bound for η follows immediately from (40) and (55), and the trace
bound for /∇ϑ follows from this due to (54) and (109). To handle the estimates for
χ, we resort to the identity (56), from which one can derive the bounds∣∣∣∣ϑ (trχ)+ 2tp
∣∣∣∣ . 1 +
∣∣∣∣ϑ (trχ)− 2tp
∣∣∣∣ , ∣∣χˆ∣∣ . 1 + |χˆ|
on N . 27 The desired estimates for χ now follow from (109) and (110). 
Remark. It is also possible to obtain estimates for η, /∇ϑ, and χ in the H1-norm
analogous to those for χ and ζ. Such estimates are in fact important within the
proof of Theorem 33 itself. However, we will not need these results in this paper.
Remark. If K is the Gauss curvatures of the Sv’s, then the quantity K − ϑ−2t−2p
also satisfies estimates in both the L2(N )-norm and the L∞t H
−1/2(N )-norm. The
latter bound is particularly essential to the proof of Theorem 33, since it validates
numerous elliptic estimates on the Sv’s that play a fundamental role in the proof;
see [21, Sec. 2.3, Sec. 7.2]. Since these bounds play no role outside of the proof of
Theorem 33, however, we omit serious discussions of this topic within this paper.
In the remainder of this section, we will sketch the proof of Theorem 33. For the
sake of clarity, this will be divided into multiple steps. Again, the reader is referred
to [21] for a detailed account of the proof.
27See [21, Cor. 4.3].
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6.5. Proof Outline I: Bootstrap Assumptions. The main argument is a “boot-
strap”, in which we assume much of what we are trying to prove and proceed to
derive even better estimates. We can then establish via a standard continuity ar-
gument that these estimates hold even without the assumptions.
To be more specific, we define the following two conditions, which correspond to
the conclusions of Theorem 33. Let p ∈ M+, and let 0 < δ0 ≤ 1 and ∆0 ≥ 1 be
fixed constants, whose values will be determined later.
• (N0)p,δ0,∆0 : If δ = min(δ0, t(p)− τ0, i(p)) and N0 = N
−(p; δ), then
∆0 ≥
∥∥∥∥ϑ (trχ)− 2tp
∥∥∥∥
L∞ω L
2
t (N0)
+
∥∥∥∥ϑ (trχ)− 2tp
∥∥∥∥
H1(N0)
(111)
+ ‖χˆ‖L∞ω L2t (N0) + ‖χˆ‖H1(N0) + ‖ζ‖L∞ω L2t (N0) + ‖ζ‖H1(N0)
+
∥∥∥∥K − 1ϑ2t2p
∥∥∥∥
L∞t H
− 1
2 (N0)
+
∥∥∥∥K − 1ϑ2t2p
∥∥∥∥
L2(N0)
.
• (N1)p,δ0,∆0 : If δ = min(δ0, t(p) − τ0), then i(p) > δ, and the inequality
(111) holds for the null cone segment N0 = N−(p; δ).
Note that the (N1)p,δ0,∆0 condition implies the (N0)p,δ0,∆0 condition. Further-
more, the conclusions of Theorem 33 imply that the (N1)q,δ0,∆0 condition holds
over all q ∈M+ for some 0 < δ0 ≤ 1 and ∆0 ≥ 1 depending only on the fundamen-
tal constants. The (N0)p,δ0,∆0 condition, on the other hand, corresponds to the
conclusions of Theorem 33 except the null injectivity radius bound.
We begin the proof of Theorem 33 by assuming the following:
The conditions (N0)q,δ0,∆0 holds for every q ∈ M+, with the associated
parameters 0 < δ0 ≤ 1 “sufficiently small” and ∆0 ≥ 1 “sufficiently large”,
both depending only on the fundamental constants.
This is the explicit bootstrap assumption we use for our proof. The precise require-
ments for δ0 and ∆0 in our bootstrap assumption is determined within the proof.
Our goal is then to show the following estimates:
The conditions (N0)q,δ0,∆0/2 hold for every q ∈M+.
Once we establish this, we can conclude that the conditions (N0)q,δ0,∆0 hold even
without the bootstrap assumptions. 28 This is essentially the bootstrap argument.
To carry out this process, we require numerous auxiliary estimates, by which
we mean estimates that are consequences of the (N0)p,δ0,∆0 condition. This is
fundamental to the proof, as many of these auxiliary estimates imply sufficient
regularity on the Sv’s so that the relevant analysis tools can be applied.
The primary examples of auxiliary estimates are the properties described in
Section 6.4. Note that these properties, in particular the bounds and comparisons
of Propositions 34-37, depend only on the (N0)p,δ0,∆0 condition and not on the
validity of Theorem 33 itself. For example, the Sobolev estimates of Propositions 35
and 36 are vitally important for various basic geometric Littlewood-Paley estimates.
Another important class of auxiliary estimates are the symmetric Hodge-elliptic
estimates on the Sv’s. These arguments are essentially variations of those originally
introduced in [7, Ch. 2]. First, we define the following operators:
28We of course also need the initial value results of Proposition 11.
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• Given a horizontal 1-form ξ ∈ X(N ), we define
D1ξ ∈ C
∞ (N )× C∞ (N ) , D1ξ =
(
λab/∇aξb, ǫ
ab/∇aξb
)
,
where ǫ is the associated volume forms on the Sv’s.
• Given a symmetric traceless ξ ∈ T 2N , we define
D2ξ ∈ X (N ) , D2ξa = λ
bc/∇bξca.
• Given (ξ1, ξ2) ∈ C∞(N ) × C∞(N ), we define
D∗1ξ ∈ X (N ) , D
∗
1 (ξ1, ξ2)a = −/∇aξ1 − ǫa
b/∇bξ2.
The notation D∗1 is justified by the fact that D
∗
1 is the L
2-adjoint of D1.
Here is where the L∞t H
−1/2-estimate for K−ϑ−2t−2p becomes essential. From this
assumption, we can prove that D1 and D2 are one-to-one, and hence we can define
via projections their L2-bounded “inverses” D−11 and D
−1
2 . Although D
∗
1 clearly
fails to be injective, we can still define a viable “inverse” (D∗1)
−1 by “modding out”
constant functions and mapping to the canonical element with zero mean. For
detailed explanations of these procedures, consult [21, Sec. 2.3]. The upshot of this
development is the following set of auxiliary Hodge-elliptic estimates:
Lemma 38. If the (N0)p,δ0,∆0 condition holds for sufficiently small δ0 (with respect
to ∆0 and the fundamental constants), then the following estimates hold:∥∥/∇D−1ξ∥∥
L2(Sv)
+ v−1
∥∥D−1ξ∥∥
L2(Sv)
. ‖ξ‖L2(Sv) , D ∈ {D1,D2,D
∗
1} .
Proof. See [21, Prop. 2.28, (7.29)]. 
From Lemma 38 and Proposition 35, we can obtain additional estimates for the
inverse Hodge operators; see [21, Prop. 2.29, (7.30)] for details.
6.6. Proof Outline II: The Sharp Trace Estimate. The next batch of auxiliary
estimates are the basic geometric Littlewood-Paley estimates and the corresponding
Besov estimates on both N and the Sv’s. These were listed in [21, Sec. 7.3], while
much of the background material is within [21, Ch. 2].
The main issue is that we are required to make use of Besov norms within the
proof of Theorem 33. Recall that in R2, although the Sobolev embeddingH1 →֒ L∞
fails, the corresponding Besov space B12,1, on the other hand, does embed into L
∞.
In fact, we will need an analogous Besov embedding property on the Sv’s. This will
be necessary in particular for the L∞ω L
2
t -type estimates for χˆ and ζ.
To begin with, one must make sense of Besov norms. This task was accomplished
in [13] via the construction of a geometric tensorial Littlewood-Paley (abbreviated
L-P) theory. 29 In terms of our current setting, we can systematically define “L-P
projections” Pk, k ∈ Z, which are used to dyadically decompose horizontal tensor
fields on N . These Pk’s are defined explicitly using the heat flow operators intrinsic
to the Sv’s; see [13, Sec. 5] and [21, Sec. 2.2] for the exact definitions.
30
One can proceed to show that these geometric L-P operators satisfy many of the
same properties as the classical L-P projections on Euclidean spaces.
Lemma 39. Let Ψ ∈ ΓT N , k ≥ 0, and 0 < v < δ0.
29See also [21, Sec. 2.2] for additional remarks and clarifications on this construction.
30The idea of constructing Littlewood-Paley theories from the heat flow, or more generally
from diffusion semigroups or martingales, originated from [23].
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• The following estimate holds for each 1 ≤ p ≤ ∞:
(112) ‖PkΨ‖L2(Sv) . ‖Ψ‖L2(Sv) .
• The following “finite band” estimates hold for each 1 ≤ p ≤ ∞:
‖/∆PkΨ‖Lp(Sv) = ‖Pk/∆Ψ‖Lp(Sv) . 2
2k ‖Ψ‖Lp(Sv) ,(113)
‖PkΨ‖Lp(Sv) . 2
−2k ‖/∆Ψ‖Lp(Sv) .
• The following “finite band” estimates hold:
‖/∇PkΨ‖L2(Sv) + ‖Pk/∇Ψ‖L2(Sv) . 2
k ‖Ψ‖L2(Sv) ,(114)
‖PkΨ‖L2(Sv) . 2
−k ‖/∇Ψ‖L2(Sv) .
• If the (N0)p,δ0,∆0 condition holds for sufficiently small δ0 (with respect to
∆0 and the fundamental constants), then the following “weak Bernstein
inequalities” hold for any 2 ≤ p <∞ and 1 < q ≤ 2:
(115) ‖PkΨ‖Lp(Sv) . 2
(1− 2p)k ‖Ψ‖L2(Sv) , ‖PkΨ‖L2(Sv) . 2
( 2q−1)k ‖Ψ‖Lq(Sv) .
Proof. See [13]. 
In particular, similar to the classical L-P projections, the Pk’s convert covariant
derivatives into multiplication by a scaling factor (in the weaker sense of Lp-norms).
Several other basic properties for the Pk’s can be found in [13, 21].
We can now define (geometric tensorial) Besov norms using the operators Pk.
The Besov-type norms we will need for Theorem 33 are the following:
‖Ψ‖B0(N ) =
∑
k≥0
‖PkΨ‖L∞t L2(N ) + ‖Ψ‖L∞t L2(N ) ,
‖Ψ‖P0(N ) =
∑
k≥0
‖PkΨ‖L2(N ) + ‖Ψ‖L2(N ) .
For example, one can prove the following sharp Besov embedding estimate:
(116) ‖φ‖L∞(N ) . ‖/∇φ‖B0(N ) +
∥∥t−1p φ∥∥L∞t L2(N ) , φ ∈ C∞ (N ) .
Remark. In fact, one of the main reasons why this line of reasoning is so highly
technical is because the inequality (116) and other sharp L∞-L2 and L2-L1 esti-
mates cannot be established for nonscalar tensorial quantities. This is due to the
lack of a satisfactory tensorial “Bo¨chner estimate” controlling the second covariant
derivative /∇2 in L2-norms by /∆. The reason for this is that we only have a very
weak L∞t H
−1/2-type control on the Gauss curvatures of the Sv’s.
The primary tool we will require from our Besov norms is the following auxiliary
estimate, which we refer to as the “sharp trace theorem”.
Lemma 40. Assume the (N0)p,δ0,∆0 condition holds for sufficiently small δ0 and
sufficiently large ∆0 (with respect to the fundamental constants). If Ψ, P, E ∈ ΓT N ,
and if /∇Ψ = /∇tpP + E, then the following “sharp trace” estimate holds:
‖Ψ‖L∞ω L2t (N ) . ‖Ψ‖H1(N ) + ‖P‖H1(N ) + ‖E‖P0(N ) .
Proof. See [21, Lemma 7.22] and [14, 24]. 31 
31In fact, the first step is an application of (116).
44 ARICK SHAO
The goal will be to apply Lemma 40 to χˆ and ζ. The proof of Lemma 40 requires
an extensive number of Littlewood-Paley decompositions, integrations by parts, and
Besov estimates. This is a significant technical undertaking in its own right; in fact,
all of [14] is dedicated to establishing these estimates. The main ingredient of this
proof is the “bilinear trace theorems”, in which one bounds integrals along null
generators of bilinear tensorial quantities; these were stated and proved for the
vacuum case in [14, Thm. 4.9] and [24, Prop. 5.4]. For the E-S and E-M cases, the
proofs of these estimates remain essentially unchanged; see [21, Lemma 7.20].
6.7. Proof Outline III: The Null Injectivity Radius. Another one of the
most important auxiliary estimates is that of bounding the null injectivity radii
from below. Such an estimate would state roughly the following:
Lemma 41. Assume the bootstrap assumptions, i.e., that (N0)q,δ0,∆0 holds for any
q ∈ M+. If δ0 is sufficiently small with respect to the fundamental constants, then
the (N1)q,δ0,∆0 condition also holds for every q ∈ M+. In particular, this implies
a uniform lower bound for the null injectivity radii i(q), q ∈M+.
The proof of Lemma 41 (in the E-S and E-M cases) is essentially the same as
the vacuum case, originally presented in [16]. Only a slight adaptation of this was
required for our settings; this was outlined in [21, Sec. 7.4].
For completeness, we provide a short summary of the argument behind Lemma
41. We must control both the null conjugacy radius s(q) and the null cut locus
radius l(q) of each point q ∈M+.
32 First, we can control the null conjugacy radii
by appealing to the following “breakdown principle” for regular null cones:
A null conjugate point cannot occur along N−(p) if trχ remains finite.
This is true because uniform control on trχ implies control on the volume forms
of the Sv’s, and hence the (v, ω)-parametrization of N−(p) can be shown to be
nonsingular. As a result of this, we obtain the following:
Lemma 42. If (N0)p,δ0,∆0 holds, then s(p) > min(l(p), δ0).
Proof. See [21, Lemma 7.23]. 
It remains to control the null cut locus radii l(q), q ∈ M+. The argument for
this is identical to that found in [16]. The main ingredients are the following:
• The regularity properties of the time foliation, established from the a priori
estimates of Section 5. In particular, this includes (40) and Proposition 21.
• The following null cone comparison property:
About any q ∈M , there exists a sufficiently large “almost Minkowski”
coordinate system about q, within which the regular past null cone is
contained within two Minkowski coordinate cones.
For details, consult [21, Prop. 4.11, Prop. 4.12].
As a result of the above, we can make the following observations:
• The Sv’s must be “comparable” to rescaled Euclidean spheres.
• If the first point of intersection between two null generators occurs before
null conjugate points, then the generators must intersect with angle π. For
a proof of this property, see [16, Lemma 3.1].
32Recall that s(p) is the timespan before which there are no past null conjugate points of p,
while l(p) is the timespan before which no two distinct null generators of N−(p) can intersect.
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• If two null generators of N−(p) are opposite at p, then they cannot intersect
until after a fixed timespan δ∗, which depends on the regularity of the time
foliation, and hence on the fundamental constants; see [16, Prop. 3.4].
We can show that the above observations suffice to imply a lower bound on the
l(q)’s. The idea is roughly the following. Using [16, Prop. 3.5], we can generate a
pair of null geodesic segments that intersect at two points p0, q0 such that:
• The timespan between p0 and q0 is at most that of any other pair of null
geodesic segments that intersect twice.
• The two segments connecting p0 and q0 are opposite at both p0 and q0.
Then, the preceding observations, with the help of Lemma 42, will suffice to control
this minimal timespan between p0 and q0. As a result of this argument, then Lemma
41 is properly established. For the details, see [16, Sec. 3].
As a result, we obtain a lower bound on the null injectivity radii as well as the
(N1)q,δ0,∆0 conditions. This will be important in the remainder of the proof of
Theorem 33, since it is used to derive trace estimates, which bound quantities on
the Sv’s by quantities on the timeslices Στ ; see [21, Prop. 7.3, Cor. 7.4, Cor. 7.5].
Remark. We remark that as stated in Lemma 41, the lower bound for the null
injectivity radius is contingent on the bootstrap assumptions. However, after com-
pleting the bootstrap argument and hence proving that the (N0)q,δ0,∆0 properties
hold without preconditions, then we can apply Lemma 41 again. This controls the
null injectivity radii without requiring the bootstrap assumptions a priori.
6.8. Proof Outline IV: The Improved Estimates. With the necessary auxil-
iary estimates established, we now turn to deriving improved estimates for the Ricci
coefficients and the Gauss curvatures K. This would complete our main bootstrap
argument. The details sketched here are performed in detail in [21, Ch. 8].
The Ricci coefficients are related to each other and to the spacetime curvature
R via a family of evolutionary (along null generators) and elliptic identities, known
as the structure equations. For the full list of structure equations, see [21, Sec. 3.2].
These are adaptations of the analogous equations for vacuum spacetimes found in
[7, 12, 19, 24, 25]. In particular, in the nonvacuum settings discussed here, there are
numerous additional terms in the structure equations corresponding to the Ricci
curvature; of course, these terms vanish in the vacuum setting.
Our desired improved estimates will be a consequence of the forms of these
structure equations. Let Γ denote one of the quantities bounded by the (N0)p,δ0,∆0
condition, i.e., Γ ≤ ∆0. Our goal, in general, will be to integrate the various
structure equations in order to derive estimates roughly of the form
Γ . δ
1
2
0 ∆
2
0 + 1,
where the constant of the inequality depends only on the fundamental constants. In
general, the bound δ
1/2
0 ∆
2
0 is a consequence of terms in the structure equations that
are quadratic (and occasionally cubic) in the Ricci coefficients, while “1” reflects
those terms which can be controlled using a priori estimates.
If we choose ∆0 to be sufficiently large with respect to the fundamental con-
stants, and we then choose δ0 to be sufficiently small with respect to ∆0 and the
fundamental constants, then we obtain the schematic bound
Γ ≤ C
(
δ
1
2
0 ∆
2
0 + 1
)
≤
∆0
2
.
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In particular, this means we have proved the (N0)p,δ0,∆0/2 condition. As a result,
the bootstrap argument would be complete. We will now briefly describe how the
above schematic bound can be obtained for the possible values of Γ.
For example, consider the following structure equation:
(117) /∇tp (trχ) = −
1
2
ϑ (trχ)
2 − ϑ |χˆ|2 − ϑR44.
This is the Raychaudhuri equation, which is perhaps the most well-known of the
structure equations. By integrating a slight variant of the Raychaudhuri equation
and taking an L∞ω L
2
t -norm of the result, we derive∥∥∥∥ϑ (trχ)− 2tp
∥∥∥∥
L∞ω L
2
t (N )
. δ
1
2
0 ∆
2
0 + 1.
The quantity ∆20 follows from the bootstrap assumption Γ ≤ ∆0, while the small
factor δ
1/2
0 appears because of the integrations involved. The Ricci curvature term
in (117) can be controlled using a priori estimates from the previous section.
We can also control the quantity /∇tp [ϑ(trχ) − 2t
−1
p ] in the L
2(N )-norm using
(117). Similar bounds for the L2-norms of /∇tp χˆ and /∇tpζ can be derived using the
corresponding evolution equations for χˆ and ζ.
At this point, we can also prove analogous estimates for the quantities in the left-
hand side of (110) by integrating the appropriate evolutionary structure equations.
These estimates will in fact function like the auxiliary estimates:
• These bounds will be essential for completing the bootstrap argument.
• Once the bootstrap argument is completed, and (109) is established, then
(110) will immediately follow from (109) and these estimates.
Remark. The evolutionary structure equations are listed in [21, Prop. 3.8].
Next, we turn to the elliptic structure equations, cf. [21, Prop. 3.9], from which
we can control /∇χˆ and /∇ζ in the L2-norms. These equations are of the forms
D2χˆ = Rˇ+ /∇(trχ) +B, D1ζ = Rˇ+ µ+B,
where Rˇ represents certain components of the spacetime Riemann and Ricci cur-
vatures, and B represents lower-order terms. Since the right-hand sides of these
elliptic equations can be easily controlled in the L2(N )-norm, then direct applica-
tions of Lemma 38 yield the desired improved estimates for /∇χˆ and /∇ζ. These are
once again of the familiar form Γ . δ
1/2
0 ∆
2
0 + 1.
Furthermore, using the structure equation
K = −
1
4
(trχ)
(
trχ
)
+
1
2
χˆabχˆ
ab
−
1
4
R4343 +
1
2
Ra
a +
1
2
R43,
we can proceed to derive the following improved estimates:∥∥∥∥K− 1ϑ2t2p
∥∥∥∥
L∞t H
− 1
2 (N )
. δ
1
2
0 ∆
2
0 + 1,
∥∥∥∥K − 1ϑ2t2p
∥∥∥∥
L2(N )
. δ
1
2
0 ∆
2
0 + 1.
The latter bound is straightforward, but the former requires much more effort due
to the presence of the fractional SobolevH−1/2-norm. 33 Indeed, for the L∞t H
−1/2-
bound, we need a technical estimate for the commutator [Λ−1/2, /∇tp ], where Λ
−1/2
33See [13] and [21, Sec. 2.2] for the definition of the Hs-norms.
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is the fractional Sobolev operator on the Sv’s, defined in the standard fashion in
terms of /∆. For details, see [21, Lemma 8.8], as well as [12, 24].
It remains only to establish improved estimates for the L∞ω L
2
t -norms of χˆ and
ζ. As mentioned earlier, the strategy is to utilize Lemma 40. In particular, we
must show that /∇χˆ and /∇ζ have decompositions of the form /∇tpP + E, where the
quantities P and E have sufficient bounds, as specified in Lemma 40. This is a
priori not obvious; the argument in fact spans nearly all of [21, Sec. 8.2-8.4].
The main ideas and steps for deriving these decompositions are the following:
• First, since the structure equations only provide relations for D2χˆ and D1ζ,
not for /∇χˆ and /∇ζ, we must apply the inverse Hodge operators, e.g.,
/∇χˆ = /∇D−12 D2χˆ = /∇D
−1
2 Rˇ + /∇D
−1
2 /∇ (trχ) + /∇D
−1
2 B.
• In order to generate the components /∇tpP in the desired decomposition,
we must take advantage of additional relations satisfied by Rˇ. For instance,
for ζ, this is a “null Bianchi equation” of the form
D∗1Rˇ = /∇tpRˇ+D,
where D denotes lower-order terms. From this, we see that we will also
need to work with the “inverse” operator (D∗1)
−1.
• Next, combining the previous two steps, we see that we must commute
/∇tp with /∇ and the inverse Hodge operators. In particular, this requires
multiple commutator estimates in both Besov and lower-order norms.
• Unfortunately, there exist “bad” commutator terms which cannot be ad-
equately controlled. In fact, these terms must themselves be further de-
composed by adopting arguments analogous to the above, which yields an
additional level of “good” and “bad” terms. 34 This ultimately results in
an infinite sequence of decompositions, which can be shown to converge.
Only in this fashion can the “bad” commutator terms be treated.
• After the infinite sequence of renormalizations, we finally obtain the desired
decompositions for /∇χˆ and /∇ζ. We must also show that components of
these decompositions can be controlled as required by Lemma 40.
Once all of the above is complete, then Lemma 40 yields the desired improved
estimates for both χˆ and ζ in the L∞ω L
2
t -norm.
Remark. For the most part, the Ricci curvature terms in the structure equations
(which are unique to the nonvacuum settings) are harmless, as they generally have
better bounds than the Riemann curvature terms due to (60) and Proposition 24.
The main exception to this is for the above decomposition argument, for which
the higher-order Ricci curvature terms require their own unique decompositions. In
particular, for the E-M case, we must make use of analogous null Bianchi equations
for components of F . For details, see [21, Sec. 8.3].
As a result of all of the above, we obtain the improved estimates Γ ≤ ∆0/2, which
proves the (N0)q,δ0,∆0/2 condition for all q ∈ M+ and hence completes the boot-
strap process. By a standard continuity argument, we obtain that the (N0)q,δ0,∆0
condition holds for all q ∈M+ without the a priori bootstrap assumption.
Finally, by Lemma 41, the conditions (N1)q,δ0,∆0 also hold for all q ∈ M+
without prior assumptions. This implies the desired past null injectivity radius
34The “good” terms will be contribute to both /∇tpP and E.
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bounds, along with (109). The remaining estimates (110) now follow from (109),
as discussed before. This completes the proof of Theorem 33.
7. Higher-Order Energy Estimates
Now that we have established both a priori estimates and local null geometry es-
timates, we can proceed to derive higher-order energy estimates and then complete
the proof of Theorem 6. Our main goal is higher-order L2-estimates on k, R, and
the horizontal formulation of the matter field; these are the objects represented
by the quantities K(τ), R(τ), f(τ) in (44)-(46). Like for the a priori estimates,
we obtain these by first deriving higher-order energy inequalities for the spacetime
quantities R and the matter field Φ, and then deriving elliptic estimates.
Unlike for the a priori estimates, we will also require L∞-bounds for R and the
matter field (D2φ in the E-S case, DF in the E-M case) in order to complete the
higher-order energy estimates. For this task, we will make use of the generalized
representation formula for covariant tensorial wave equations discussed in [21, 22].
This is an extension of the formula of S. Klainerman and I. Rodnianski in [15],
which was applied in an analogous fashion in the E-V case. However, the formula
of [15] fails in the E-M case due to additional first-order terms.
7.1. Covariant Wave Relations. We have previously made use of the fact that
the matter field (Dφ in the E-S case, and F in the E-M case) satisfies a covariant
wave equation. We now list similar wave equations for R, DR, and higher deriva-
tives of the matter field. We can then derive energy inequalities from these relations
using the same EMT techniques as in Propositions 21 and 24.
To begin with, by taking the divergence of the Bianchi identities (85) for R and
then commuting derivatives, we obtain the covariant wave equation
gRαβγδ = −Dα
µRβµγδ −Dβ
µRµαγδ +Rα
µ [R]βµγδ +Rβ
µ [R]µαγδ .
Applying either (25) or (26), depending on the matter model at hand, and expand-
ing the terms quadratic in R, we obtain the nonlinear wave equation
gR = d˜
2 Ric+R ∗R,(118)
(R ∗R)αβγδ = Aαβ
{
Rα
λRλβγδ
}
+ 2Rα
λ
β
µRµλγδ − 2Aαβ
{
Rα
µ
γ
λRβµδλ
}
.
The term d˜2Ric has the following expansions in the E-S and E-M cases, respectively:(
d˜2Ric
)
αβγδ
= −2Aαβ {DαγφDβδφ} − AαβAγδ
{
DλφDγφRαδβ
λ
}
,(
d˜2Ric
)
αβγδ
= Aαβ {Fα
µDβµFγδ}+ Aγδ {Fγ
µDδµFαβ} − AαβAγδ {DαFγµDδFβ
µ}
+DµFαβDµFγδ + AαβAγδ
{
FλµFγµRαλβδ + FγµFαλRβδ
µλ
}
−
1
2
AαβAγδ
{
gαγ
(
FµλDβδFµλ +DβFµλDδF
µλ
)}
,
Recall that A, defined in (7), denotes anti-symmetrizations of the indices.
In the E-S case, by differentiating (86) and commuting derivatives, we can derive
a wave equation for D2φ. More specifically, we can compute
gDαβφ = D
µ
αµβφ+D
µ
(
Rβ
λ
µαDλφ
)
= DαgDβφ+Rµ
λµ
αDλβφ+Rβ
λµ
αDµλφ
+DµRµαβ
λDλφ+Rµαβ
λDµλφ.
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By (25) and (86), then
gDαβφ = 2D
λφDλφDαβφ+DαφD
λφDβλφ(119)
+DβφD
λφDαλφ− 2Rα
µ
β
λDµλφ.
By a similar process, in the E-M case, we have the wave relation
gDγFαβ = 2F
λµDγRαλµβ + Aαβ
{
Rα
λ
γ
µDµFβλ
}
+ 2Rα
λµ
βDγFλµ(120)
+ 2Fα
µFβ
λDγFµλ + 2Aαβ
{
FµλFαµDγFβλ
}
− FµλFαβDγFµλ −
3
4
FµλFµλDγFαβ
− FλµFγµDλFαβ − Aαβ
{
Fα
λFγ
µDµFβλ
}
− Aαβ
[
Fα
λAβλ
(
Fβ
µDλFγµ −
1
2
gβγF
µνDλFµν
)]
.
In addition to the above, we will need covariant wave equations for one higher
derivative of R, φ, and F . Fortunately, we will require only the schematic forms,
not the exact equations. In the E-S case, we have
gDR ∼= D
2φ ·D3φ+Dφ ·D2φ ·R + (Dφ)2 ·DR+R ·DR,(121)
gD
3φ ∼= (Dφ)
2 ·D3φ+Dφ ·
(
D2φ
)2
+R ·D3φ+DR ·D2φ.(122)
Similarly, in the E-M case,
gDR ∼= F ·D
3F +DF ·D2F + F ·DF ·R + F 2 ·DR+R ·DR,(123)
gD
2F ∼= F ·D2R+DF ·DR+R ·D2F + F · (DF )
2
+ F 2 ·D2F .(124)
7.2. Energy Inequalities. With the wave relations (118)-(124) in hand, we can
now apply general EMT methods to derive preliminary energy inequalities for the
curvature and the matter field. Like for the a priori estimates of Proposition 21,
we must bound the curvature and the matter field concurrently.
For convenience, in the E-S case, we define the quantities
E2 (τ) = ‖DR‖2L2(Στ ) +
∥∥D3φ∥∥2
L2(Στ )
, E3 (τ) =
∥∥D2R∥∥2
L2(Στ )
+
∥∥D4φ∥∥2
L2(Στ )
,
while in the E-M case, we define the analogous quantities
E2 (τ) = ‖DR‖2L2(Στ ) +
∥∥D2F∥∥2
L2(Στ )
, E3 (τ) =
∥∥D2R∥∥2
L2(Στ )
+
∥∥D3F∥∥2
L2(Στ )
.
Proposition 43. For any τ0 ≤ τ1 < τ < t1, the energy inequalities
E2 (τ) . E2 (τ1) +
∫ τ
τ1
(
1 + ‖R‖2L∞(Στ′ ) +
∥∥D2φ∥∥2
L∞(Στ′ )
)
dτ ′,
E2 (τ) . E2 (τ1) +
∫ τ
τ1
(
1 + ‖R‖2L∞(Στ′ ) + ‖DF‖
2
L∞(Στ′ )
)
dτ ′
hold in the E-S and E-M cases, respectively.
Proof. In the E-S case, applying (83) with Φ = R along with (118) yields
‖DR‖2L2(Στ ) . ‖DR‖
2
L2(Στ1)
+
∫ τ
τ1
∫
Στ′
(
|DR|2 + |R|4 +
∣∣D2φ∣∣4 + |R|2) dτ ′.
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Similarly, applying (83) with Φ = D2φ along with (119) yields
∥∥D3φ∥∥2
L2(Στ )
.
∥∥D3φ∥∥2
L2(Στ1 )
+
∫ τ
τ1
∫
Στ′
(∣∣D3φ∣∣2 + |R|2 ∣∣D2φ∣∣2 + ∣∣D2φ∣∣2) dτ ′.
In these inequalities, we have used the a priori uniform bounds on k, n, and Dφ.
Summing the above and applying Proposition 21 yields
E2 (τ) . E2 (τ1) +
∫ τ
τ1
(
1 + ‖R‖2L∞(Στ′ ) +
∥∥D2φ∥∥2
L∞(Στ′ )
)
dτ ′ +
∫ τ
τ1
E2 (τ ′) dτ ′.
Applying Gro¨nwall’s inequality results in the desired bound.
The E-M case proceeds analogously; apply (83) with Φ = R and Φ = DF . 
The process behind the proof of Proposition 43 can be repeated for the wave
equations (121)-(124) in order to obtain the following:
Proposition 44. For any τ0 ≤ τ1 < τ < t1, the energy inequalities
E3 (τ) . E3 (τ1) +
∫ τ
τ1
(
1 + ‖R‖2L∞(Στ′ ) +
∥∥D2φ∥∥2
L∞(Στ′ )
) [
1 + E2 (τ ′)
]
dτ ′,
E3 (τ) . E3 (τ1) +
∫ τ
τ1
(
1 + ‖R‖2L∞(Στ′ ) + ‖DF‖
2
L∞(Στ′ )
) [
1 + E2 (τ ′)
]
dτ ′
hold in the E-S and E-M cases, respectively.
Proof. In the E-S case, apply (83), (121), and (122) with Φ = DR and Φ = D3φ.
In the E-M case, apply (83), (123), and (124) with Φ = DR and Φ = D2F . 
Remark. We can obtain identical energy bounds for DR and D2R, as well as DF ,
D2F , and D3F in the E-M case, using the generalized Maxwell EMTs and (84).
Lastly, we will need a local variant of Proposition 43 involving flux bounds on
regular past null cones. This can be derived in the same manner that Proposition
24 was obtained from Proposition 21. Fix p ∈M+ and a time value τ0 ≤ τ < t(p),
with t(p)− τ < i(p); we normalize and foliate N−(p) using T |p and tp.
Define the sets Nτ , Iτ , and Σpτ as in Section 5.5, and define the flux densities
ρ2 (p, τ) = −Qw [R] (T, L)−Qw
[
D2φ
]
(T, L) ,
ρ2 (p, τ) = −Qw [R] (T, L)−Qw [DF ] (T, L) ,
in the E-S and E-M settings, respectively. We also define the corresponding flux
F2 (p; τ) =
∫
Nτ
ρ2 (p, τ) .
Recall that the notation Qw[U ] was defined in Section 5.3.
Proposition 45. The following hold in the E-S and E-M settings, respectively:
F2 (p; τ) . E2 (τ) +
∫ t(p)
τ
(
1 + ‖R‖2L∞(Στ′ ) +
∥∥D2φ∥∥2
L∞(Στ′ )
)
dτ ′,
F2 (p; τ) . E2 (τ) +
∫ t(p)
τ
(
1 + ‖R‖2L∞(Στ′ ) + ‖DF‖
2
L∞(Στ′ )
)
dτ ′.
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Proof. For the E-S case, we apply (88) with Φ = R and Φ = D2φ to obtain
−
∫
Nτ
Qw [R] (T, L) . ‖DR‖
2
L2(Στ )
+
∫ t(p)
τ
∫
Στ′
(
|DR|2 + |R|4 +
∣∣D2φ∣∣4 + |R|2) dτ ′,
−
∫
Nτ
Qw
[
D2φ
]
(T, L) .
∥∥D3φ∥∥2
L2(Στ )
+
∫ t(p)
τ
∫
Στ′
(∣∣D3φ∣∣2 + |R|2 ∣∣D2φ∣∣2 + ∣∣D2φ∣∣2) dτ ′.
Summing the above bounds and applying Proposition 21, we obtain
F2 (p; τ) . E2 (τ) +
∫ t(p)
τ
[
1 + ‖R‖2L∞(Στ′ ) +
∥∥D2φ∥∥2
L∞(Στ′ )
+ E2 (τ ′)
]
dτ ′.
The proof is completed by applying Proposition 43.
The E-M case is analogous, except we apply (88) with Φ = R and Φ = DF . 
7.3. The Generalized Kirchhoff-Sobolev Parametrix. From Propositions 43
and 44, we see that in order to control the higher-order energy quantities E2(τ)
and E3(τ), uniformly for τ0 ≤ τ < t1, we must first obtain a bound for the L∞-
norms of R and the matter field: D2φ in the E-S case, and DF in the E-M case.
As mentioned before, we will accomplish this by using the wave equations (118),
(119), and (120), along with the generalized Kirchhoff-Sobolev parametrix of [22].
In the vacuum analogue of [17], one needed an L∞-bound for R, which was
obtained using the Kirchhoff-Sobolev parametrix of [15]. Although this parametrix
also suffices in the E-S setting, it fails in the E-M case due to first-order terms
present in (118) and (120). Such terms must be handled differently than allowed
in [15]; this is the primary motivation behind the generalized formula of [22].
Consider the scalar wave equation in the Minkowski spacetime R1+3:
(125) φ = ψ, φ|t=0 = α0, ∂tφ|t=0 = α1.
From standard theory, cf. [10, Sec. 2.4], at a point (t, x) ∈ (0,∞) × R3, we can
express φ(t, x) explicitly in terms of ψ, α0, and α1. Moreover, the above can be
written as an integral along the past null cone segment N from the vertex (t, x) to
the timeslice t = 0, along with an “initial data” integral on the set N ∩ {t = 0}.
The goals of both [22] and its predecessor [15] are to provide a local first-order
extension of the standard formula to arbitrary curved spacetimes. In particular,
the parametrices of [15, 22] enjoy the following features:
• These formulas treat tensorial wave equations in a completely covariant
fashion, without first expressing them as scalar equations.
• The parametrices are supported entirely on past null cones.
• The parametrices are valid only on regular (i.e., smooth) portions of past
null cones. In the setting of this paper, this means that the formulas are
only applicable up to the null injectivity radius.
• The parametrices contain “error terms”, expressed as integrals along regular
past null cones. These are a result of the nontrivial geometry.
• The parametrices depend only on quantities defined on the past null cones,
i.e., it is independent of the extensions of such quantities off the cones.
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• The parametrices can be systematically generalized to covariant wave equa-
tions on arbitrary vector bundles over an arbitrary curved spacetime. 35
The parametrix of [22] differs from that of [15] in the following respects:
• The formula of [22] directly handles systems of tensor wave equations with
additional first-order terms. The first-order terms are treated by altering
the transport equation associated with the parametrix.
• While the proofs in [15] make heavy use of distributions on manifolds in an
informal fashion, the proofs in [22] instead remain entirely at the level of
rigorous calculus operations on null cones.
• The computations in [15] generated terms not supported on the null cone,
which must all be meticulously cancelled in later steps. In [22], on the other
hand, the entire derivation was performed on the null cone. More specifi-
cally, the extra terms in [15] could be avoided altogether if one integrates
by parts only the derivatives tangential to the null cone.
• As a consequence of the above modifications, one can slightly weaken the
assumptions listed in [15] for the parametrix to be valid. 36
For more details on the preceding discussions, see [22], or [21, Ch. 5].
We now state a special case of the main result of [22], adapted to the setting
of this paper. More specifically, we state the representation formula only in the
case of time foliations of the null cone, while [22] also considered arbitrary foliating
functions. For the general version, see [22, Thm. 7].
Theorem 46. Assume the following:
• Let n be a positive integer, let r(1), . . . , r(n) be nonnegative integers, and
suppose for each 1 ≤ m, c ≤ n, we have defined tensor fields
Φ(m) ∈ ΓT r
(m)
M , Ψ(m) ∈ ΓT r
(m)
M , P (mc) ∈ ΓT 1+r
(m)+r(c)M .
• Suppose the Φ(m)’s, Ψ(m)’s, and P (mc)’s satisfy the system
(126) gΦ
(m)
I +
n∑
c=1
P (mc)µI
JDµΦ(c)J = Ψ
(m)
I , 1 ≤ m ≤ n
of tensor wave equations, where I and J in (126) are collections of r(m) and
r(c) spacetime indices, respectively.
• Fix p ∈M , and suppose N−(p) is normalized and foliated by T |p and tp.
• Let v0 be a constant such that 0 < v0 ≤ i(p).
• For each 1 ≤ m ≤ n, we define the extrinsic tensor fields
B(m) ∈ ΓT r
(m)
N− (p) , A(m) = t−1p B
(m) ∈ ΓT r
(m)
N− (p) ,
along with a tensor J (m) of rank r(m) at p, such that the system
(127) /∇tpB
(m)I = −
1
2
[
ϑ (trχ)−
2
tp
]
B(m)I+
ϑ
2
n∑
c=1
P (cm)4J
IB(c)J , 1 ≤ m ≤ n
of transport equations is satisfied, along with the initial conditions
(128) B(m)|p = J
(m), 1 ≤ m ≤ n.
35In this extended setting, one also needs a bundle metric and a compatible connection.
36In fact, this weakening of the assumptions applies to both the formulas of [15] and [22], since
the results in [15] are strictly special cases of those in [22].
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• Define the “error coefficients”
ν(cm) ∈ ΓT r
(c)+r(m)N− (p) , 1 ≤ m, c ≤ n
by the formulas
ν(cm)J
I = −/∇aP (cm)aJ
I +
1
2
/∇4P
(cm)
3J
I + ζaP (cm)aJ
I +
1
4
(
trχ
)
P (cm)4J
I(129)
+
1
4
(trχ)P (cm)3J
I +
1
2
n∑
d=1
P (cd)4J
KP (dm)3K
I .
Then, we have the representation formula
(130) 4π · n (p) ·
n∑
m=1
J (m)I Φ(m)I |p = F (p; v0) + E
1 (p; v0) + E
2 (p; v0) + I (p; v0) ,
where:
• The “fundamental solution term” F(p; v0) is given by
(131) F (p; v0) = −
n∑
m=1
∫
N−(p;v0)
A(m)IΨ(m)I .
• The “principal error terms” E1(p; v0) are given by
E1 (p; v0) = −
n∑
m=1
∫
N−(p;v0)
/∇aA(m)I/∇aΦ
(m)
I(132)
+
n∑
m=1
∫
N−(p;v0)
(
ζa − ηa
)
/∇aA
(m)IΦ(m)I .
• The remaining “error terms” E2(p; v0) are given by
E2 (p; v0) =
n∑
m=1
∫
N−(p;v0)
µ ·A(m)IΦ(m)I(133)
+
1
2
n∑
m=1
∫
N−(p;v0)
A(m)IR43 [Φ
(m)]I
−
n∑
m,c=1
∫
N−(p;v0)
P (cm)aJ
I/∇aA(c)IΦ(m)I
+
n∑
m,c=1
∫
N−(p;v0)
ν(cm)J
I · A(c)JΦ(m)I .
• The “initial value terms” I(p; v0) are given by
I (p; v0) = −
1
2
n∑
m=1
∫
Sv0
(
trχ
)
A(m)IΦ(m)I −
n∑
m=1
∫
Sv0
A(m)ID3Φ
(m)
I(134)
−
1
2
n∑
m,c=1
∫
Sv0
P (cm)3J
IA(c)JΦ(m)I .
Here, we have indexed with respect to arbitrary null frames L,L, e1, e2 adapted to
the tp-foliation. The capital letters I, J refer to collections of extrinsic indices. The
symbols χ, χ, ζ, and η refer to the Ricci coefficients of N−(p).
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Remark. It is easy to see that Theorem 46 is a special case of [22, Thm. 7].
The function tp is clearly a foliating function in the sense of [22, Sec. 2.2], and
the associated null lapse ϑ has initial value n(p) at p. Moreover, both N−(p) and
N−(p; v0), as given in Theorem 46, are regular portions of the full null cone N−(p).
Remark. Although the representation formula was stated in (130)-(134) in index
notation, this was done only as a matter of convenience. It is easy to see that these
expressions can in fact be described invariantly.
Remark. In particular, we can use (130) to examine the value of any Φ(m)|p indi-
vidually by setting J (c) = 0 for all c 6= m.
Lastly, we note that the A(m)’s in Theorem 46 satisfy the transport equations
(135) /∇LA
(m)I = −
1
2
(trχ)A(m)I +
1
2
n∑
c=1
P (cm)4J
IA(c)J , 1 ≤ m ≤ n.
7.4. Applying the Parametrix. We now describe how Theorem 46 is applied.
Let 0 < δ0 ≤ 1 be sufficiently small such that Theorem 33 is satisfied.
37 Fix a point
p ∈M+, fix another constant 0 < δ ≤ min(δ0, t(p)− τ0), and define N = N−(p; δ),
normalized and foliated by T |p and tp, as usual.
In the E-S case, we wish to find L∞-bounds for both R and D2φ at p. As a
result, appropriating the notations of Theorem 46, we set n = 2, Φ(1) = R, and
Φ(2) = D2φ. For the corresponding system of wave equations comprising (126), we
take (118) and (119). Moreover, the right-hand sides of (118) and (119) determine
the Ψ(m)’s and P (cm)’s. In particular, in the E-S case, the wave equations contain
no first-order terms, that is, the P (cm)’s vanish entirely. 38
The E-M case is analogous, except that we must obtain L∞-bounds for R and
DF . We apply Theorem 46 by setting n = 2, Φ(1) = R, and Φ(2) = DF , and we
adopt (118) and (120) as the system of wave equations. In contrast to the E-S
setting, the first-order coefficients P (cm) are no longer trivial. In particular, we see
from the right-hand sides of (118) and (120) that P (11) and P (22) vanish, while P (12)
and P (21) are sums of terms, each of which can be expressed as tensor products and
contractions of F with instances of g. More specifically, the P (12) and P (21) terms
arise from the first, second, and seventh terms of (118) in the E-M expansion of
d˜2Ric, and from the first term of (120). The remaining terms on the right-hand
sides of (118) and (120) comprise the Ψ(m)’s.
Now that we have determined the P (cm)’s, we can determine their a priori bounds
on N . By the breakdown criterion (40), we have the uniform bounds
(136) ‖P (cm)‖L∞(N ) . 1, 1 ≤ m, c ≤ 2
in both the E-S and E-M settings. Furthermore, it follows from Propositions 24
and 25 that in both the E-S and E-M cases,
(137)
∥∥/∇P (cm)∥∥
L2(N )
+
∥∥/∇tpP (cm)∥∥L2(N ) . 1, 1 ≤ m, c ≤ 2.
Of course, in the E-S case, the bounds (136) and (137) hold trivially.
37More explicitly, we assume that given any q ∈ M+, then i(q) ≥ δ1 = min(δ0, t(q) − τ0), and
the estimates (109) and (110) hold on Nq = N−(q; δ1).
38Consequently, the parametrix of [15] suffices in the E-S setting.
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Finally, we choose arbitrary tensors J (1) and J (2) at p, of the same ranks as Φ(1)
and Φ(2), respectively. For convenience, we adopt the abbreviation
|J | = |J (1)|+ |J (2)| .
Applying Theorem 46, we obtain the expansion (130) for the quantity
4π · n (p) ·
(
J (1)I Φ(1)I |p + J
(2)I Φ(2)I |p
)
.
Each term of this expansion is either an integral over N (i.e., the terms F(p; δ),
E1(p; δ), and E2(p; δ)) or an “initial value” integral over the tp-level set Sδ (i.e.,
the terms I(p; δ)). Thus, in order to bound Φ(1) and Φ(2) at p, as desired, we must
bound each of the integral terms mentioned above.
Before we can accomplish this, though, we must first control the fields B(m) and
A(m) associated with the system of transport equations (127), (128), and (135). This
is the content of the subsequent proposition, which is the E-S and E-M analogue of
the estimates [17, Prop. 7.1, Prop. 7.3] in the vacuum case.
Proposition 47. In both the E-S and E-M settings, we have
2∑
m=1
‖B(m)‖L∞(N ) . |J | ,
2∑
m=1
∥∥/∇A(m)∥∥
L2(N )
. |J | ,
as long as δ0 is sufficiently small with respect to the fundamental constants.
Proof. By standard calculus computations analogous to those of Proposition 4,
/∇tp |B
(m)|
2
. |B(m)|
∣∣/∇tpB(m)∣∣+ ∣∣/∇tph∣∣ |B(m)|2
. |B(m)|
[
|I| |B(m)|+
2∑
c=1
|P (cm)| |B(c)|
]
+ |B(m)|
2
,
where I = ϑ(trχ)− 2t−1p and h is the induced Riemannian metric on M . Here, we
have applied (39) and (127). Summing over m and applying (110) and (136), then
/∇tp
(
2∑
m=1
|B(m)|
2
)
.
(
1 + |I|+
2∑
c,m=1
|P (cm)|
)
2∑
m=1
|B(m)|
2
.
2∑
m=1
|B(m)|
2
.
Applying Gro¨nwall’s inequality to the above while taking into account the initial
conditions (128), we obtain the first desired estimate.
Next, we define
U (m) = t2p · /∇A
(m) ∈ ΓT 1T r
(m)
N− (p) , |V | = max
(∣∣/∇A(1)∣∣ , ∣∣/∇A(2)∣∣) .
Differentating the transport equations (135) and commuting derivatives (see the
commutation formula [21, Prop. 3.12]), we obtain the transport equations
/∇tpU
(m)
aK = −I · U
(m)
aK − ϑχˆa
bU (m)bK +
1
2
ϑ
2∑
c=1
P (cm)4
C
KU
(c)
aC(138)
−
1
2
tp/∇aI ·B
(m)
K + tpϑ
r(m)∑
i=1
Rγi
µ
4aB
(m)
Kiµ
+
1
2
tp
2∑
c=1
(
/∇aϑP
(cm)
4
C
K + ϑ/∇aP
(cm)
4
C
K
)
B(c)C ,
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whereK = (γ1, . . . , γr(m)) and C denote collections of r
(m) and r(c) extrinsic indices,
respectively, and where Kiµ denotes K except with the i-th index replaced by µ. In
addition, we index both the horizontal and the extrinsic components of the U (m)’s
using local Fermi transported null frames. 39 If we also (locally) define
C =
∣∣DLe1∣∣+ ∣∣DLe2∣∣+ ∣∣DLL∣∣+ ∣∣DLL∣∣ ,
then C . |η| . 1 by Proposition 37, and
(139)
∣∣/∇tp (U (m)aK)∣∣ . ∣∣/∇tpU (m)∣∣+ C |U (m)| . ∣∣/∇tpU (m)∣∣+ |U (m)| ,
where the left-hand side denotes /∇tp applied to the scalar quantity U
(m)
aK .
With consideration of the coefficients present in (138), we define
Q1 = |I|+ |χˆ|+
2∑
c,m=1
|P (cm)| ,
Q2 = |/∇I|+ |/∇ϑ|
2∑
c,m=1
|P (cm)| −Qm [R] (T, L) +
2∑
c,m=1
∣∣/∇P (cm)∣∣ .
In addition, by Proposition 24, (109), Proposition 37, (136), and (137), we obtain
(140) ‖Q1‖L∞ω L2tp (N )
. 1, ‖Q2‖L2(N ) . 1.
We now integrate (138) along each null generator of N . By also noting Corollary
26 and (139), then we obtain the inequality
v2 |V ||(v,ω) .
∫ v
0
w2 (1 +Q1) |V ||(w,ω) dw + |J |
∫ v
0
w Q2|(w,ω) dw
.
(∫ v
0
w4 |V |2
∣∣∣
(w,ω)
dw
) 1
2
+ |J |
∫ v
0
w Q2|(w,ω) dw,
for each 0 < v < δ and ω ∈ S2, where we also applied the preceding bound
|B(m)| . |J | and the estimate (140) for Q1. Dividing both sides of the above by v,
taking L2tL
2
ω-norms of the resulting inequality (cf. (107)), and then recalling the
norm comparisons of Proposition 34, we obtain
‖|V |‖2L2(N ) .
∫ δ
0
∫
S2
(∫ v
0
w2 |V |2
∣∣∣
(w,ω)
dw
)
dωdv
+ |J |2
∫
S2
∫ δ
0
(
v−1
∫ v
0
w Q2|(w,ω) dw
)2
dvdω
. δ0 ‖|V |‖
2
L2(N ) + |J |
2
∫
S2
∫ δ
0
v2 Q2|(v,ω) dvdω
. δ0 ‖|V |‖
2
L2(N ) + |J |
2
.
where we applied Proposition 34 to the V -term, and where we applied Hardy’s
inequality and (140) to the Q2-term. Shrinking δ0 if necessary (still depending only
on the fundamental constants), then ‖|V |‖L2(N ) . |J |, completing the proof. 
39By this, we mean null frames L, L, e1, e2 satisfying the conditions /∇Lea ≡ 0.
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7.5. The Uniform Bounds. We described in Section 7.4 how Theorem 46 is
applied to the breakdown problem. With the preliminary work in place, we must
now bound each of the resulting terms F(p, δ), E1(p, δ), E2(p, δ), and I(p, δ). For
convenience, let Θ denoteD2φ in the E-S case andDF in the E-M case. In addition,
we define for every τ0 ≤ τ < t1 the uniform norm
S (τ) = ‖R‖L∞(Στ ) + ‖Θ‖L∞(Στ ) .
We start with the principal “fundamental solution” term F(p; δ), given by (131).
First of all, we decompose the integrands A(m)IΨ(m)I using local null frames. Since
tpA
(m) = B(m) is uniformly bounded by Proposition 47, then the main challenge is to
bound the integral of every component t−1p Ψ
(m)
I along N . The primary observation
is the following, which is also the cornerstone of [9, 17]. From (118)-(120), we see
that each term of any component Ψ(m)I is of the schematic form W
2 · Q or Q2,
where ‖W‖L∞(N ) . 1, and where Q denotes a tensor field of the form R or Θ.
40
The first form W 2 ·Q can be sufficiently controlled as follows:∫
N
|A(m)| |W |2 |Q| . |J |
∫
N
t−1p |Q| . δ
2 |J | sup
t(p)−δ≤τ≤t(p)
S (τ) .
Note in particular that we have applied Proposition 47 to control the A(m)’s. The
terms of type Q2 require a more detailed null frame decomposition. The main
observation is the following: for each component of every Q2-term, one of the Q-
factors is bounded by the flux density [ρ1(p, t(p) − δ)]1/2, which can be controlled
using Proposition 24. We shall further elaborate on this point later in this section.
Assuming for now the above observation, then∫
N
A(m) ·Q2 . |J |
[
F1 (p; t (p)− δ)
] 1
2
(∫
N
t−2p |Q|
2
) 1
2
. δ
1
2 |J | sup
t(p)−δ≤τ≤t(p)
S (τ)
by Proposition 24. Combining the above, we obtain the estimate
(141) F (p; δ) . δ
1
2 |J | sup
t(p)−δ≤τ≤t(p)
S (τ) . δ
1
2
0 |J | sup
t(p)−δ≤τ≤t(p)
S (τ) .
Remark. Recall that δ0 > 0 is the constant, depending only on the fundamental
constants, for which Theorem 33 holds, while 0 < δ ≤ min(δ0, t(p)− τ0).
We now discuss handling the Q2-terms in further detail. The process is analogous
to the E-V case of [17], except we must consider several additional terms involving
the matter field. Recall that the exact null frame components controlled by the
flux density ρ1(p, t(p) − δ) were determined in detail in Proposition 25 and in the
subsequent discussions. More specifically, the only components of R and Θ that
are not controlled are those of the forms R3a3b, D33φ (in the E-S case), and D3F3a
(in the E-M case). As a result, we must determine that for every Q2-term in the
Ψ(m)’s, at least one of the Q’s is not an “invalid” component.
We give a few examples here demonstrating the reasoning described above:
• Consider the term Iαβγδ = Aαβ [DαγφDβδφ] in the expansion of (118) in the
E-S case. By the above characterizations, the only invalid component, for
which neither factor is controlled, is D33φD33φ. To obtain this component,
40Recall that in the E-M case, the first-order terms (corresponding to the P (cm)’s) are omitted
from the Ψ(m)’s. In fact, the reason that the original parametrix of [15] fails here is precisely
because these first-order terms are not of the above forms W 2 ·Q or Q2.
58 ARICK SHAO
we require α = β = γ = δ = 3; but, by the antisymmetry between α and β,
the component I3333 vanishes. Consequently, any component of Iαβγδ can
be bounded by −Qw[Dφ](T, L) · |D
2φ| . [ρ1(p, t(p)− δ)]1/2 · |D2φ|.
• The term Iαβγδ = DµFαβDµFγδ in the E-M expansion of (118) can be
handled similarly. Because of the contraction involving µ and the properties
of null frames, for each term of the summation, one of the µ’s must not be
“3”. As a result, one DF factor can always be bounded by −Qw[F ](T, L).
• The terms RαλβµRµλγδ and Aαβ [RαµγλRβµδλ] in (118) correspond with
the R2-terms present in the E-V setting in [17]. They can be handled using
signature considerations, as in [17, Sec. 5.4], or directly using the same
reasoning as for the previous two examples. More explicitly, we see that at
least one of the R’s is controlled by −Qm[R](T, L).
• For the term RαµβλDµλφ in (119), due to the contractions, for each term
in this summation, the “D2φ” factor can be bounded by −Qw[Dφ](T, L)
unless µ = λ = 3 in D2φ. If this is true, however, then µ = λ = 4 in the
“R” factor, which can hence be bounded by −Qm[R](T, L).
The remaining Q2-terms in (118)-(120) can be handled using similar reasoning.
The next task is to bound the “error terms” E1(p; δ) and E2(p; δ), defined in
(132) and (133). First, by Propositions 45 and 47, we have∫
N
∣∣/∇A(m)∣∣ ∣∣/∇Φ(m)∣∣ . ∥∥/∇A(m)∥∥
L2(N )
∥∥/∇Φ(m)∥∥
L2(N )
. |J |
[
E2 (t (p)− δ)
1
2 + δ
1
2 sup
t(p)−δ≤τ≤t(p)
S (τ)
]
.
Similarly, by (109) and Proposition 47,∫
N
∣∣ζ − η∣∣ ∣∣/∇A(m)∣∣ |Φ(m)| . ∥∥ζ − η∥∥
L2(N )
∥∥/∇A(m)∥∥
L2(N )
‖Φ(m)‖L∞(N )
. δ |J | sup
t(p)−δ≤τ≤t(p)
S (τ) .
Therefore, we obtain the bound
(142) E1 (p; δ) .
[
E2 (t (p)− δ)
] 1
2 + δ
1
2
0 |J | sup
t(p)−δ≤τ≤t(p)
S (τ) .
Next, for the first term of (133),∫
N
|µ| |A(m)| |Φ(m)| . ‖µ‖L2(N ) ‖A
(m)‖L2(N ) ‖Φ
(m)‖L∞(N )
. δ
1
2 |J | sup
t(p)−δ≤τ≤t(p)
S (τ) ,
where we appealed to (110) to bound µ. For the second term, by expanding
R43[Φ
(m)] using null frames, we see that each term of this expansion is bounded
by −Qm[R](T, L) · |Φ(m)|. As a result,∫
N
|A(m)| |R43 [Φ
(m)]| . δ
1
2 |J | sup
t(p)−δ≤τ≤t(p)
S (τ) .
By (136) and Proposition 47, we can bound the third term:∫
N
|P (cm)|
∣∣/∇A(c)∣∣ |Φ(m)| . ‖P (cm)‖L2(N ) ∥∥/∇A(c)∥∥L2(N ) ‖Φ(m)‖L∞(N )
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. δ
3
2 |J | sup
t(p)−δ≤τ≤t(p)
S (τ) .
For the last term, we will need the following simple estimate:
Lemma 48. The coefficients ν(cm), as defined in (129), satisfy
‖ν(cm)‖L2(N ) . 1, c,m ∈ {1, 2} .
Proof. We bound each term on the right-hand side of (129). The first two terms
are trivially bounded using (137); by Theorem 33, Proposition 37, and (136), the
third, fourth, and fifth terms are bounded by δ
1/2
0 . The final term on the right-hand
side of (129) is trivially bounded using (136). 
Finally, applying Lemma 48, then∫
N
|ν(cm)| |A(c)| |Φ(m)| . ‖ν(cm)‖L2(N ) ‖A
(c)‖L2(N ) ‖Φ
(m)‖L∞(N )
. δ
1
2 |J | sup
t(p)−δ≤τ≤t(p)
S (τ) .
As a result,
(143) E2 (p; δ) . δ
1
2
0 |J | sup
t(p)−δ≤τ≤t(p)
S (τ) .
It remains only to bound the initial value terms I(p; δ) in (134). The first term
on the right-hand side of (134) can be handled using Proposition 34 and 37:∫
Sδ
(
trχ
)
|A(m)| |Φ(m)| . δ−2 |J |
∫
Sδ
|Φ(m)| . |J | ‖Φ(m)‖L∞(Σt(p)−δ) .
Applying (72) and Proposition 21, then the above is bounded by
|J |
[
1 + E2 (t (p)− δ) + E3 (t (p)− δ)
] 1
2 .
The third term of (134) can be bounded similarly:∫
Sδ
|P (cm)| |A(c)| |Φ(m)| . δ |J |
[
1 + E2 (t (p)− δ) + E3 (t (p)− δ)
] 1
2 .
Lastly, for the remaining term of (134), we will need the following trace estimate:
Lemma 49. If Z ∈ ΓT N−(p) and W ∈ ΓTM are of the same rank, then∣∣∣∣
∫
Sδ
ZIWI
∣∣∣∣ . δ 32 ‖Z‖L∞(Sδ)
(∥∥∇W∥∥
L2(Σt(p)−δ)
+ ‖W‖L2(Σt(p)−δ)
)
.
Proof. See [21, Prop. 7.3]. The proof involves constructing a radial foliation of
Σt(p)−δ using the level sets of a one-parameter family of null cones. This relies
heavily on Theorem 33, in particular the null injectivity radius bounds. 
We now apply Lemma 49 with Z = L ⊗ A(m) and W = DΦ(m). Since Z, as
defined above, satisfies ‖Z‖L∞(Sδ) . δ
−1|J |, then∫
Sδ
LαA(m)IDαΦ
(m)
I . δ
1
2 |J |
(∥∥D2Φ(m)∥∥
L2(Σt(p)−δ)
+ ‖DΦ(m)‖L2(Σt(p)−δ)
)
. δ
1
2 |J |
[
E2 (t (p)− δ) + E3 (t (p)− δ)
] 1
2 .
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As a result, we obtain
(144) I (p; δ) . |J |
[
1 + E2 (t (p)− δ) + E3 (t (p)− δ)
] 1
2 .
Combining (130) and (141)-(144), we obtain∣∣∣∣∣∣
∑
1≤a≤2
J (a)I Φ(a)I |p
∣∣∣∣∣∣ . δ
1
2
0 |J | sup
t(p)−δ≤τ≤t(p)
S (τ)
+ |J |
[
1 + E2 (t (p)− δ) + E3 (t (p)− δ)
] 1
2 .
If we consider all possible values of J (1) and J (2), then we have
(145) |R||p+ |Θ||p . δ
1
2
0 sup
t(p)−δ≤τ≤t(p)
S (τ)+
[
1 + E2 (t (p)− δ) + E3 (t (p)− δ)
] 1
2 .
Finally, if we fix τ such that τ0 < τ < t1 and τ − δ ≥ τ0, and we apply (145) to
every p ∈M+ satisfying τ − δ ≤ t(p) ≤ τ , then we obtain
sup
τ−δ≤τ ′≤τ
S (τ ′) . δ
1
2
0 sup
τ−δ≤τ ′≤τ
S (τ ′) +
[
1 + E2 (τ − δ) + E3 (τ − δ)
] 1
2 .
By taking δ0 sufficiently small, we have proven the following:
Proposition 50. Fix τ0 < τ < t1. Suppose δ0 > 0 is sufficiently small, depending
only on the fundamental constants, and let 0 < δ ≤ δ0 such that τ − δ ≥ τ0. Then,
sup
τ−δ≤τ ′≤τ
S (τ ′)
2
. 1 + E2 (τ − δ) + E3 (τ − δ) .
7.6. Completion of the Proof. With the uniform bounds of Proposition 50 in
place, we can now embark on the final stretch of the proof of the main theorem. We
begin by applying Proposition 50 to the higher-order energy estimates of Proposi-
tions 43 and 44. This yields higher-order energy estimates.
Proposition 51. For every τ0 ≤ τ < t1, we have
E2 (τ) + E3 (τ) . 1.
Proof. Let τ0 < τ < t1 and 0 < δ ≤ δ0 such that τ − δ ≥ τ0, where δ0 was
determined in Proposition 50. Applying Proposition 50 to Proposition 43 yields
E2 (τ) . E2 (τ − δ) + δ
[
1 + E2 (τ − δ) + E3 (τ − δ)
]
. 1 + E2 (τ − δ) + E3 (τ − δ) .
Combining the above with Propositions 44 and 50, then
E3 (τ) . E3 (τ − δ) + δ
[
1 + E2 (τ − δ) + E3 (τ − δ)
]2
. 1 +
[
E2 (τ − δ) + E3 (τ − δ)
]2
.
As a result, we have derived
(146) E2 (τ) + E3 (τ) . 1 +
[
E2 (τ − δ) + E3 (τ − δ)
]2
.
We can now iterate (146). First, we let δ′ = min(δ0, t1− τ0), and we apply (146)
with 0 < δ < δ′ and τ ≤ τ0 + δ′ to obtain
sup
τ0≤τ ′<τ0+δ′
[
E2 (τ ′) + E3 (τ ′)
]
. 1.
BREAKDOWN CRITERIA 61
If δ′ = t1 − τ0 (i.e., t1 − τ0 ≤ δ0), then the proof is complete. On the other hand, if
δ′ = δ0 < t1 − τ0, then (146) also yields
E2 (τ0 + δ0) + E
3 (τ0 + δ0) . 1.
We can now repeat the above procedure, but with τ0 replaced by τ0 + δ0. By this
process, we can reach the breakdown time t1 within a finite number of iterations.
This implies the desired result and completes the proof. 
Now that the higher-order spacetime quantities are controlled, we must do the
same for the corresponding horizontal quantities. Similar to the a priori estimates,
we accomplish this by relating the corresponding spacetime and horizontal quanti-
ties to each other and then applying elliptic estimates. The process is analogous to
that of Sections 5.6 and 5.7, except the computations are somewhat more involved.
Consequently, we only list the final results and omit the proofs.
Proposition 52. For any τ0 ≤ τ < t1, the following inequalities hold:
R (τ) + K (τ) + f (τ) . 1.
Proof. This is a consequence of [21, Lemma 9.4] and Proposition 51. 
Remark. The quantities R(τ), K(τ), and f(τ) were defined in (44)-(46).
We have now successfully controlled the required horizontal energy quantities.
From Section 3.4, it remains only to control the diameters and the injectivity radii
of the Στ ’s. First of all, Propositions 17 and 52 imply uniform bounds for
‖R‖L∞(Στ ) , τ0 ≤ τ < t1.
As a result, combining the above with Proposition 15, we obtain the desired uniform
control for the injectivity radii of the Στ ’s.
41
The diameters of the Στ ’s can be controlled by even cruder means using Propo-
sition 13. For example, let p, q ∈ Στ , where τ0 ≤ τ < t1. Consider the normal
transports p0, q0 of p, q to Στ0 , and fix a curve α0 in Στ0 from p0 to q0 whose length
is controlled by the diameter of Στ0 . By using the transported coordinate systems
of Proposition 13 and the uniform ellipticity property of (64), then we can bound
the length of the normal transport α of α0 to Στ . This bound depends only on the
fundamental constants, including the diameter of Στ0 . This controls the diameters
of the Στ ’s and finally completes the proof of Theorem 6.
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