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This paper is concerned with the symplectic structure of discrete nonlinear Hamil-
tonian systems. The results are related to an open problem that was ﬁrst proposed
by C. D. Ahlbrandt [J. Math. Anal. Appl. 180 (1993), 498–517] discussed elsewhere in
the literature. But we give a different statement and different proof. Under a solv-
able condition, we show that the solution operator of a discrete nonlinear Halmil-
tonian system is symplectic. Then its phase ﬂow is a discrete one-parameter family
of symplectic transformations and preserves the phase volume.  2002 Elsevier Science
(USA)
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1. INTRODUCTION
Consider the discrete Hamiltonian system
xt=Hut xt + 1 ut
ut=−Hxt xt + 1 ut t ∈  
(1.1)
where x u ∈ d, Ht x u is the corresponding real Hamiltonian function
and has continuous derivatives in x u, Hx = Hx1Hx2    HxdT , Hxi is
the partial derivative of H in xi  denotes the forward difference, and 
denotes the set of integrals.
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If the Hamiltonian function H is of the quadratic form
Ht x u = 1
2
xT  uT St
(
x
u
)
 (1.2)
where
St =
(−Ct AT t
At Bt
)
is a 2d× 2d symmetric matrix, then (1.1) is the discrete linear Hamiltonian
system
xt=Atxt + 1 + Btut
ut=Ctxt + 1 −AT tut
(1.3)
It is well known that there is a very important property in the fundamen-
tal theory of continuous Hamiltonian systems: the system is of symplectic
structure (cf. [3,7]).
To compute the continuous Hamiltonian autonomous system
dz
dt
= JHzz z = xT  uT T  (1.4)
Feng and co-workers [4–6] established the time-centered Euler scheme (the
ﬁrst order)
zk+ 1 = zk + τJ−1Hz
(
zk+ 1 + zk
2
)
 (1.5)
where τ is the time step, Id is the d × d identity matrix, and
J =
(
0 Id
−Id 0
)

This scheme is symplectic. So it preserves the invariance of the phase
volume.
Is the discrete Hamiltonian system (1.1) of symplectic structure?
Ahlbrandt [1] noted that if Id − At is invertible, the discrete linear
Hamiltonian system (1.3) is expressed as(
xt + 1
ut + 1
)
=Mt
(
xt
ut
)
 (1.6)
where Et = Id −At−1 and
Mt =
(
Et EtBt
CtEt Id −AT t + CtEtBt
)

Since the transition matrix Mt is symplectic, the discrete linear Hamilto-
nian system (1.3) is of symplectic structure. Ahlbrandt [1] noted that the
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“existence of a corresponding symplectic structure for discrete nonlinear
Hamiltonian systems is an open question.” Later, Ahlbrandt and Peterson
[2, Chap. 4] considered the discrete nonlinear Hamiltonian system
yn−1=tn−1Hwtn−1 tn yn zn−1
zn−1=−tn−1Hutn−1 tn yn zn−1
(1.7)
with H = Hs t uw and yn−1 = yn − yn−1, and showed that for ﬁxed
tn−1 and tn the map  y z 	→ p q is symplectic, where the map  is
determined by
p= y + hHwtn−1 tn p z
q= z − hHutn−1 tn p z
(1.8)
with h = tn−1. If the time step tn−1 is independent of n, the system (1.7)
can be written as (1.1). Since the system (1.1) is nonautonomous, it is still
not proved that the solution operator of the system (1.1) is symplectic.
In this paper, we show that the discrete nonlinear Hamiltonian sys-
tem (1.1) is of symplectic structure; that is, the solution operator of the
system (1.1) is symplectic under a solvable condition. Then its phase ﬂow
is a discrete one-parameter family of symplectic transformations. Hence,
its phase ﬂow preserves the phase volume. Especially, in the autonomous
case, its phase ﬂow is a discrete one-parameter group of symplectic
transformations.
2. SYMPLECTIC STRUCTURE
We always assume that
the Hamiltonian function Ht x u is of C2 in x and u
and Id −Hxut x u is invertible on a certain domain in 2d
(2.1)
Remark 21. The assumption that Id − Hxu is invertible on a certain
domain in 2d in (2.1) is inevitable for the solvability of the system (1.1).
If the assumption does not hold, solutions for the system (1.1) either do
or do not exist but are not unique for some initial points. There is even
a lower dimensional set  of initial points through which solutions of the
system (1.1) exist. A simple example is provided by d = 1, At ≡ Bt ≡ 1,
and Ct ≡ −1 for t ≥ 0 in the linear system (1.3). Then xt ut is a
solution of (1.3) if and only if it satisﬁes
xt = −ut t ≥ 0
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Hence,  = x u  x + u = 0 and dim  = 1 < 2. Furthermore, we
notice that, for each given initial point x0 u0 ∈ , the system has
countless solutions. Therefore, a discussion of the existence of a symplectic
structure for the system in this case is meaningless.
Remark 22. By the discretization method of [1], we can get that the
discretization of the continuous Hamiltonian system (1.4) is the discrete
Hamiltonian system
xt = τHut xt + 1 ut
ut = −τHxt xt + 1 ut
where τ is the time step. If τ is sufﬁciently small, Id − τHxu must be invert-
ible (at least locally). Hence, the assumption for Id −Hxu in (2.1) is natural.
The system (1.1) can be written as
xt + 1=xt +Hut xt + 1 ut
ut + 1=ut −Hxt xt + 1 ut
(2.2)
By the existence theorem of implicit functions, the ﬁrst relation in (2.2) can
determine a unique function (at least locally)
xt + 1 = f t xt ut (2.3)
Inserting (2.3) into the second relation in (2.2), we get
ut + 1 = ut −Hxt f t xt ut ut = gt xt ut (2.4)
Obviously, f g is the solution operator of (1.1). Furthermore, f g is
invertible in x u for a given t from (2.2).
2d is the phase space of the system (1.1). For each given t, the corre-
sponding phase ﬂow is naturally deﬁned as
f t gt 2d −→ 2d
where
f t+1 gt+1x u = f gt f t gtx u f t0 gt0x u = x u
for some given t0 ∈  . Hence, the phase ﬂow f t gt is a discrete one-
parameter family of transformations.
Theorem 2.1. If (2.1) holds, then the phase ﬂow f t gt induced by the
solution operator of the discrete Hamiltonian system (1.1) is a discrete one-
parameter family of symplectic transformations.
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Proof. It is sufﬁcient to show that, for each given t, the Jacobian matrix
of f t gtx u in x and u is symplectic. We will show it by induction.
From
f t+1x u ≡ f tx u +Hu
(
t f t+1x u gtx u)
gt+1x u ≡ gtx u −Hx
(
t f t+1x u gtx u)
we get
f t+1x =Id −Hxu−1IdHuu
(
f tx
gtx
)

f t+1u =Id −Hxu−1IdHuu
(
f tu
gtu
)

(2.5)
gt+1x =Id −Huxgtx −Hxxf t+1x 
gt+1u =Id −Huxgtu −Hxxf t+1u 
(2.6)
where Hxu, Hux, and Huu take values at t f t+1x u gtx u; f t+1x , f t+1u ,
gt+1x , g
t+1
u , f
t
x, f
t
u, g
t
x, and g
t
u take values at x u. Inserting (2.5) into (2.6),
we get the Jacobian matrix of f t+1 gt+1x u
∂f t+1 gt+1x u
∂x u = Kt x u
∂f t gtx u
∂x u  (2.7)
where
Kt x u =
( Id −Hxu−1 Id −Hxu−1Huu
−HxxId −Hxu−1 Id −Hux −HxxId −Hxu−1Huu
)

Using the fact that HTxx = Hxx HTuu = Huu, and HTxu = Hux, we can easily
show that
KT t x uJKt x u = J
that is, K is a symplectic matrix. Since f t0 gt0 is the identity transforma-
tion, it is symplectic. Hence, the Jacobian matrix of f t+1 gt+1 is symplectic
for t ≥ t0 − 1 by induction. Since K−1 is also symplectic, (2.7) implies that
the Jacobian matrix of f t gt is symplectic in the existence domain for
each given t. This completes the proof.
Again by the properties of symplectic transformations in Section 44 of
[3], we obtain the following important result.
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Theorem 2.2. If (2.1) holds, then the phase ﬂow f t gt of the discrete
Hamiltonian system (1.1) preserves the integral invariants ω2ω4     ω2d;
that is, for each given t, the phase ﬂow f t gt preserves the sum of the ori-
ented volumes of the projections from each bounded domain in the phase space
2d onto the even-dimensional coordinate spaces xi1     xik ui1     uik1 ≤ i1 < i2 < · · · < ik ≤ d, where
ω2k = ∑
i1<···<ik
dxi1 ∧ · · · ∧ dxik ∧ dui1 ∧ · · · ∧ duik 1 ≤ k ≤ d
By Theorem 2.2, we get that the phase ﬂow f t gt preserves the volume
of the bounded domain of the phase space.
By applying the preceding results to linear system (1.3), we have the
following results.
Corollary 2.1. If Id −At is invertible, then
(i) the phase ﬂow induced by (1.6) of the discrete linear Hamiltonian
system (1.3) is a family of linear symplectic transformations;
(ii) the phase ﬂow of the discrete linear Hamiltonian system (1.3) pre-
serves the integral invariants ω2ω4     ω2d.
We now consider the autonomous discrete Hamiltonian system (1.1), i.e.,
Ht x u ≡ Hx u. One can easily conclude that if the Hamiltonian func-
tion Hx u satisﬁes (2.1), then the phase ﬂow satisﬁes
(i) f t−t0 gt−t0x u is a solution of (1.1) through x u at t = t0 if
f t gtx u is a solution of (1.1) through x u at t = 0;
(ii) f t+s gt+sx u= f t gtf s gsx u f 0 g0x u= x u.
Hence, we have the following result by Theorem 2.1.
Corollary 2.2. If (2.1) holds, then the phase ﬂow, induced by the solu-
tion operator of the system (1.1) in the autonomous case, is a discrete one-
parameter group of symplectic transformations.
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