Abstract. We establish the Schlieder and the Borchers property for thermal field theories. In addition, we provide some information on the commutation and localization properties of projection operators.
Introduction
Recently the author has explored the general structure of thermal field theories in some detail. Here we would like to fill in a gap which concerns two basic results, namely the Borchers and the Schlieder property. Both results will look familiar to the experts and even the proofs which we will present here are more or less standard (see e.g. [D'A] for a convenient collection of the corresponding results in the vacuum sector). However, a close inspection shows that the fundamental differences between thermal and vacuum QFT are clearly reflected in slightly different assumptions and consequences. For completeness we add a list of properties (due to Florig and Summers [FS] ) which are all equivalent to the Schlieder property.
In the algebraic formulation (as described in the monograph by Haag [H] ) a QFT is casted into an inclusion preserving map
which assigns to any open bounded region O in Minkowski space IR 4 a unital C * -algebra A(O). The Hermitian elements of the abstract C * -algebra A(O) are interpreted as the observables which can be measured at times and locations in O. The physical states are described by positive, linear and normalized functionals. By the GNS-construction, any state ω on A gives rise to a Hilbert space H ω and a representation π ω together with a cyclic vector Ω ω , such that ω(a) = Ω ω , π ω (a)Ω ω ∀a ∈ A = O⊂IR 4
A(O)
The representation π ω automatically determines the values of certain macroscopic observables in all states, which are normal † w.r.t. π ω (these are exactly those states which can † A linear functional on A is said to be normal relative to π ω , if it is continuous with respect to the ultra-weak topology determined by π ω .
be specified by density matrices ρ ∈ B(H ω ), ρ > 0, Tr ρ = 1). Thus a state is specified macroscopically by a representation and microscopically by a density matrix.
Remark. Since normal states differ only locally from ω, various global physical situations will manifest themselves in unitarily inequivalent GNS-representations. Therefore it seems that the abstract operator algebraic formulation is inevitable for the describtion of nonequilibrium situations in which also the macroscopic observables (e.g. the specific heat, the mean magnetization, etc.) will change in the course of time.
The relevant states describing thermal equilibrium, the so-called KMS-states, will soon be distinguished within the set of all time-invariant normalized, positive linear functionals of A by their stability properties with respect to time-like translations. Since the associated GNS-representations will allow a unitary implementation of the time-evolution, we will take advantage of it and formualte our problems in the further developed Hilbert space setting. But before we do so, we should mention that the net O → A(O) satiesfies a number of properties which do not depend on the representation: i.) The net O → A(O) is isotonous, i.e., there exists a unital embedding
This property, called isotony, allows us to consider the quasi-local algebra A which is defined in (2) as the C * -inductive limit of the local algebras. The elements of A are called quasi-local observables; they can be approximated in the norm topology by strictly local elements; the total energy, total charge, etc., are considered as unobservable; these quantities refer to infinitely extended regions and can not be controlled by local measurements.
ii.) Observables localized in space-like separated space-time regions commute:
Here O ′ denotes the space-like complement of O and A c (O) denotes the set of operators in A which commute with all operators in A(O).
iii.) The space-time symmetry of Minkowski space manifests itself in the existence of a representation α:
of the (orthochronous) Poincaré group P ↑ + . Lorentz-transformations Λ and space-time translations x act geometrically:
For the present letter we can restrict ourselves to the (strongly continuous) one-parameter sub-group of time-translations τ : IR → Aut(A). Of course, it acts geometrically, i.e.,
Here e is a unit vector denoting the time direction with respect to a given Lorentz-frame.
Remark. Let h ∈ L 1 (IR, dt) such that the Fourier-transformh of h has compact support. If the group of automorphisms τ : IR → Aut(A) is strongly continuous, then the Bochner integral
exists in A and defines an entire analytic element for the time-translations. Recall that b ∈ A is called an analytic element for the group τ , if there exists a complex neighborhood N ⊂ I C and a function g:
is analytic for all states ω over A.
A τ will denote the set of analytic elements.
We now turn to thermal equilibrium states. Kubo [K] and subsequently Martin and Schwinger [MS] proved that the Green's functions of finite-volume Gibbs-states satisfy an auxiliary boundary condition which expresses their analyticity properties with respect to the time-evolution. The important step was to recognize that the so-called KMScondition not only characterizes the finite-volume Gibbs-states but remains valid in the thermodynamic limit [HHW] . Consequently, the KMS-condition has to be accepted as the appropriate criterion for equilibrium of finite and infinite systems. More recently, Buchholz and Junglas have shown that a large class of relativistic models admits KMS-states [BJ] .
for all a, b in a norm dense, τ -invariant * -subalgebra of A τ .
The GNS-representation (π β , H β , Ω β ) of the net O → A(O) associated with a KMSstate ω β assigns to any O ⊂ IR 4 a von Neumann algebra
′′ possesses a cyclic (due to the GNS-construction) and separating (due to the KMS-condition) vector, namely Ω β . The general analysis of KMS-states (see e.g. [BR] ) extends a number of results well known in classical ergodic theory to the non-commutative case. For instance, the set of KMS-states for any fixed β > 0 is a weak-* compact, convex set. An arbitrary KMS-state can be represented in a unique manner as a convex superposition of extremal KMS-states ⋆ . It is an advantage of the abstract approach that equlibrium states can be distinguished within the set of all (physical) states from first principles: In a number of pioneering articles it has been demonstrated that the extremal KMS-states of an infinitely extended medium ⋆ A KMS-state is called extremal, if it can not be decomposed into other KMS-states.
change continuously as the Hamiltonian is perturbed slightly. In fact, this condition characterizes the extremal KMS-states. They are precisely those states which are distinguished among (possible other) stationary states by the fact that they turn continuously into the unperturbed states as a certain family of perturbations tends to zero [HKT-P][HT-P]. This condition may also be interpreted as the condition for adiabatic invariance [NT] : Extremal KMS-states return to their original form at the end of a procedure in which the dynamical law is changed by a local perturbation which is slowly switched on and, as t → ∞ slowly switched off again. A second important characteristic of KMS-states is their passivity [PW] , which is the requirement that the energy of the system at time t can only have increased if the Hamiltonian depends on the time and has returned to its initial form at time t. This condition is just the second law of thermodynamics; it fixes the sign of β and means that no energy can be removed from a KMS-state having β > 0, just as a periodic process can extract no energy from the ground state.
Although the representation independent aspects of the map O → A(O) clearly deserve our attention, we will not use them in the sequel. To be precise, we will consider a TFT, specified by a von Neumann algebra R β with a cyclic and separating vector Ω β and a net of subalgebras
subject to the following conditions:
i.) the subalgebras associated with space-like separated space-time regions commute, i.e.,
ii.) the time-evolution is unitarily implemented by the modular group t → ∆ it (see e.g. [BR] ) associated with the pair (R β , Ω β ), i.e.,
Here H β denotes the generator of the time-evolution and e is the unit vector denoting the time direction w.r.t. the distinguished rest frame. iii.) H β is separable and Ω β is the unique -up to a phase -time-invariant vector in H β . iv.) Ω β is cyclic for R β (O), where O is any open subset of IR 4 ; i.e.,
Ω β shares the 'Reeh-Schlieder property' (14) with the following dense set of vectors:
Under these assumptions, the following statements are valid:
i.) (Schlieder property) . Given two open space-time regions O,Ô and some δ > 0 such that
the Schlieder property holds for the algebras R β (O) and R β (Ô) ′ . (Recall that a pair of von Neumann algebras M and N satisfies the Schlieder property iff 0 = M ∈ M and 0 = N ∈ N implies that M N = 0.) ii.) (Borchers property; also called Property B). Given a non-zero projection operator E ∈ R β (O), O ⊂ IR 4 bounded, there exists a partial isometry V in the von Neumann algebra R β (Ô), corresponding to a slightly larger regionÔ, such that V * V = l 1 and V V * = E. One writes
Recall that a factor M is called type III, if E ∼ l 1 mod M for all self-adjoint projections E ∈ M. Thus R β (O) is "almost" a factor of type III.
Remark. If the pair (A, τ ) is asymptotically abelian in time, i.e., 
and ω β is an extremal KMS state, then Ω β is the unique -up to a phase -timeinvariant vector in H β . The Reeh-Schlieder property iv.) can be derived from the relativistic KMS-condition [BB] provided the net O → R β (O) satisfies additivity † [Jä] . Junglas [Ju] has shown that the Reeh-Schlieder property of Ω β also follows from the standard KMS-condition, if ω β is locally normal w.r.t. the vacuum representation. Note that we do not require that there exists a group of unitary operators in B(H β ) which implements space-like translations, since spatial translation invariance may be spontaneously broken in a KMS-state.
Two Basic Properties of TFTs
We start with the analogon of a result of Borchers (see [Bo] ).
Lemma 2.1. Let E ∈ R β , E = 1 and let
Then F E = 0 implies F e itH β E = 0 for all t ∈ IR.
Proof. It is sufficient to show that
for the dense set of vectors Φ, Ψ ∈ D τ introduced in (15). By definition, the vectors in D τ are entire analytic for the energy, i.e., D τ ⊂ D e −zH β for all z ∈ I C. Due to the KMS-relation,
Thus the function
is analytic in the strip 0 < ℑz < β/2, while the function
is analytic in the strip −β/2 < ℑz < 0. Both functions are bounded and analytic and have continuous boundary values for ℑz ց 0 and ℑz ր 0, respectively. Now (19) implies
Using the Edge-of-the-Wedge Theorem [SW] one concludes that there exists a function
which is analytic on the doubly cut strip
and satisfies
Continuity and F E = 0 imply f E,F (0) = 0. According to Lagrange's theorem f E,F (z) vanishes identically if 0 is a zero of infinite order. This follows from the original arguments of Borchers: put
Now set
and
where
Both functions are analytic in the interior of their domains and bounded and continuous at the boundary. Since
the boundary values for ℑz ց 0 resp. ℑz ր 0 coincide for |ℜz| < δ/2. Applying the Edge-of-the-Wedge Theorem [SW] one concludes that f + and f − are the restrictions to the upper (resp. lower) half of the doubly cut strip G δ/2 of a function
defined and analytic for z ∈ G δ/2 . The function f t
(z) has continuous boundary values for z → ∂G δ/2 . Since Φ and Ψ are elements of D τ (see (15)), there exist two operators A, B ∈ π β (A τ ) such that Φ = AΩ β and Ψ = BΩ β . Applying the maximum modulus principle we obtain the following estimate:
For example,
Here we used Ω β = 1, E = 1, F = 1 and e −isH β = 1 for all s ∈ IR. In the last line we made use of the modular conjugation J associated with the pair (R β , Ω β ) (see e.g. [BR] ). By assumption F E = 0, hence
We conclude that inside the circle |z| < δ/2 each of the functions f t 
In the last inequality we used |w+t
j | and |w| = δ/2 together with |t
Because of F 2 = F , it is obvious that f 0,...,0 (z) = f E,F (z). The map t → e itH β is strongly continuous, thus
uniformly in z ∈ G δ/2 . Thus
Hence 0 is a zero of n-th order. Since n ∈ IN was arbitrary, we conclude that f E,F (z) vanishes identically for all choices of Φ, Ψ ∈ D τ . ⊔ ⊓
As a consequence of assumption iii.) ω β is mixing and therefore the following Lemma is more or less obvious.
Lemma 2.2. Let E, F ∈ B(H β ) be two projection operators and assume that
It follows that EΩ β = 0 implies F Ω β = 0.
Proof. By assumption, Ω β is the unique -up to a phase -normalized eigenvector for the discrete eigenvalue {0}, thus 0 = lim
If EΩ β = 0, it follows that F Ω β = 0.
⊔ ⊓
We add a result whose analogon in the vacuum sector is due to Schlieder [Sch, p. 220] .
Corollary 2.3. Let E ∈ R β be a nonzero projection and ξ ∈ H β an arbitrary nonzero vector. It follows that the set of points {t ∈ IR : Ee itH β ξ = 0} (44) is dense in IR.
Proof. For t ∈ IR fixed, the set of vectors
is a closed subspace of H β . We set 
Now 0 = E ∈ R β implies EΩ β = 0. Therefore Lemma 2.2 implies P Ω β = 0 and especially P = l 1. Since e −iH β t Ee iH β t ∈ R β for all t ∈ IR, we conclude that
Now letP denote the projection onto the closed linear subspace
But by definition P is the maximal projection such that Ee iH β t P = 0 holds for all t ∈ IR. It follows thatP ≤ P . On the other hand
implies P ≤P , thus P =P . We conclude that P ∈ R β . Since Ω β is separable for R β , P Ω β = 0 implies P = 0. It follows that there exists some t ∈ IR such that
Now consider the projection P ξ onto the one-dimensional subspace I C · ξ and assume there exists some δ > 0 such that
with s ∈ IR fixed. Set P ξ (s) = e isH β P ξ e −isH β . Then P ξ (s) = P ξ (s) 2 = P ξ (s) * is a projection and
Lemma 2.1 implies that
in contradiction to (51). Thus the set {t ∈ IR : Ee itH β ξ = 0} does not contain any open intervall. Consequently it is dense in IR.
⊔ ⊓
Theorem 2.4. (Schlieder property). Let O andÔ denote two open (not necessarily bounded) space-time regions such that
It follows that 0 = A ∈ R β (O) and 0 = B ∈ R β (Ô) implies AB = 0.
Proof. Let A ∈ R β (O) and B ∈ R β (Ô) ′ . We have to show that AB = 0 implies A = 0 or B = 0. From AB = 0 we infer that both A and B can not be unitary. It follows that one of the expressions A * A or AA * is unequal to l 1. The same is true for B * B or BB * . Without loss of generality we assume that A * A = l 1 and BB * = l 1. With A * A also the spectral projections of A * A belong to R β (O) and with BB * also the spectral projections
implies F E = 0 for all spectral projections E ∈ R β (O), F ∈ R β (Ô) ′ from the spectral resolution of A * A and BB * , respectively. By locality,
Lemma 2.1 implies
and from Lemma 2.2 it follows that EΩ β = 0 or F Ω β = 0. Finally, Ω β is separating for both R β (O) and R β (Ô) ′ . Thus E = 0 or F = 0. ⊔ ⊓ Remark. The Schlieder property implies that R β (O) is almost a factor, namely
This can be seen as follows: assume
It follows that there exists a non-trivial projection P such that both
Set A = P and B = ( l 1 − P ). The Schlieder property implies P = 0 or l 1 − P = 0, in contradiction to the assumption that P is a non-trivial projection.
Since R β has a cyclic and separating vector, any normal state is a vector state [Sa, 2.7 .9] and according to assumption iv) the set of state vectors which show long range correlations form a dense set in H β . Therefore it is not at all obvious that one can prepare † any state on R β (O) independently of the preparation of the state on R β (Ô) ′ . The Schlieder property is a first step towards the 'statistical independence' of R β (O) and R β (Ô)
′ . Several precise conditions for 'statistical independence' have been proposed; an overview can be found in [S] . Florig and Summers have collected a list of properties which are equivalent to the Schlieder property [FS] :
Corollary 2.5. (Florig and Summers) 
and every normal state ω 2 on R β (Ô) ′ there exists a normal state ω on R β such that
(iv) The ordered pair R β (O), R β (Ô) ′ is strictly local; i.e., for any nonzero projection E ∈ R β (O) and any state ω ∈ R β (Ô)
such that φ(E) = 1 and φ |R β (Ô) ′ = ω. † Observables localized in two space-like separated regions O 1 , O 2 commute with each other, but it is well known that this property is logically independent from the existence of uncorrelated states (see lit. cited in [FS] ).
(v) For any nontrivial projections
′ are statistically independent in the sense of Haag and Kastler; i.e., for every state ω 1 on R β (O) and every state ω 2 on R β (Ô) ′ there exists a state ω on R such that
(viii) The von Neumann algebras R β (O) and R β (Ô) ′ , are algebraically independent; i.e., given two arbitrary sets {A i : i = 1, . . . , m} and {B i : i = 1, . . . , n} of linear independent elements of R β (O) and R β (Ô) ′ , respectively, the collection
is an isomorphism continuous in the minimal C * -cross norm on the algebraic tensor product
′ and can therefore be continuously extended to a surjective
Remark. If R β (O) is a factor of type III acting on a separable Hilbert space, then Corollary 2.5 remains valid, if we replace
It is remarkable that for such a pair all normal partial states have normal extensions, none of which is allowed to be a product state, and also all partial states have extensions to product states, none of which can be normal.
Theorem 2.6. (Borchers property). Let O andÔ denote two open and bounded spacetime regions such that
Given a nonzero projection E ∈ R β (O), there exists a partial isometry V ∈ R β (Ô) such that V * V = l 1 and V V * = E.
Proof. Once the Schlieder property is proven for R β (O) and R β (Ô) ′ , the Borchers property follows by standard arguments (see [Bo] [D'A] for the corresponding result in the vacuum sector). We present them here for the sake of completeness only. By assumption the spacelike complementÔ ′ ofÔ is not empty. Thus any vector Φ ∈ D τ is cyclic for R β (Ô) ′ ⊃ R β (Ô ′ ). We show that EΦ is separating for R β (Ô) ′ : choose a region O • such that
and consider some B ∈ R β (Ô) ′ such that BEΦ = 0. Locality implies that BECΦ = 0 for any C ∈ R β (O • ). By the Reeh-Schlieder property the set {CΦ : C ∈ R β (O • )} is dense in H β and therefore BE = 0. Now the Schlieder property for R β (O) and R β (Ô) ′ implies B = 0, since by assumption E = 0. We conclude that EΦ is separating for R β (Ô) ′ . Hence, the normal state B → (EΦ , BEΦ)
is faithful on R β (Ô) ′ and there exists a vector Ψ ∈ H β cyclic for R β (Ô) ′ such that (EΦ , BEΦ) = (Ψ , BΨ) ∀B ∈ R β (Ô) ′ .
It follows that V : H β → H β , given by
defines an isometry. Both Φ and Ψ are cyclic for R β (Ô) ′ , thus V is densely defined and its range spans EH β . Moreover,
Thus V commutes with all C ∈ R β (Ô) ′ on the dense set {BΨ : B ∈ R β (Ô) ′ } ⊂ H β and therefore V ∈ R β (Ô).
⊔ ⊓
Remark. The Borchers property has interesting consequences for the actual preparation of states: Given an arbitrary state ω on R β (O) ∨ R β (Ô) ′ , we set
Then ω V (E) = ω(V * V V * V ) = l 1 and ω V ( l 1 − E) = 0.
Moreover, ω V (B) = ω(V * BV ) = ω(B) ∀B ∈ R(Ô) ′ .
This demonstrates that the Borchers property allows us to prepare a state ω V which satisfies the properties (71) and (72) by a strictly local operation. The state given remains completely unchanged in the spatial complement ofÔ. This is a remarkable difference to the usual collapse of the wave-function type of preparation.
