In this paper we define Courant algebroids in a purely algebraic way and study their deformation theory by using two different but equivalent graded Poisson algebras of degree −2.
Introduction
In differential geometry, a Courant algebroid is vector bundle together with a not necessarily positive definite non-degenerate fiber metric, with a bracket on the sections of the bundle, and with a bundle map into the tangent bundle of the base manifold such that certain compatibility conditions are fulfilled. This definition is a generalization of the canonical Courant algebroid structure on T M ⊕ T * M which was introduced in [5] . Courant algebroids have increasingly gained interest in various contexts like generalized geometries, see e.g. [9] , reduction, see e.g. [3] , and symplectic super-manifolds, see e.g. [20] [21] [22] , to mention only a few instances.
Since Courant algebroids can be viewed to go beyond the structure of a Lie algebroid and since for Lie algebroids there is an entirely algebraic notion, namely that of Lie-Rinehart algebra (or Lie-Rinehart pair), see [11, 17] , it seems desirable to cast the theory of Courant algebroids also in a purely algebraic framework. Partially, this has been achieved in the language of super-manifolds by Roytenberg in [20, 21] . One reason for such a purely algebraic formulation is the fact that in the reduction procedures of Courant algebroids one typically obtains quotients which will be no longer smooth manifolds. Depending on the precise situation, orbifold singularities or even "worse" can appear. Thus, an algebraic framework is necessary in order to speak of Courant algebroids also in this context.
Moreover, the deformation theory of Lie algebroids as established by Crainic and Moerdijk in [6] has a completely algebraic formulation not referring to the underlying geometry. Thus a deformation theory for Courant algebroids along the lines of [6] should be possible. A supermanifold approach to deformation theory can be found in [21] using the language of derived brackets, see e.g. [15] . Here the deformation theory is still purely classical: Courant structures should be deformed into Courant algebroids. However, the lessons from various formality theorems like [14] tell that the classical deformation theory is intimately linked to the deformation theory in the sense of quantizations. Though the later has not been achieved in a satisfying way yet, we believe that a good understanding of the classical deformation theory will provide guidelines for the quantizations.
In this work we propose a definition of a Courant algebroid in purely algebraic terms for a commutative associative unital algebra A and a finitely generated projective module with a full and strongly nondegenerate inner product. Our definition comes along with a complex controlling the deformation theory, very much in the spirit of [6] . We show that this complex is actually a graded Poisson algebra of degree −2 and elements m of degree 3 with [m, m] = 0 correspond to Courant algebroid structures on the pair (A, E). Having this ambient Poisson algebra, the usual deformation theory based on graded Lie algebras as established in [8, 16] can easily be adapted to this situation. In addition to this rather naturally defined complex we propose a second, seemingly different complex based on the Rothstein algebra: Here we use the symmetric algebra over the derivations of A together with the Grassmann algebra over E and define a graded Poisson structure of degree −2 by means of a connection. In the differential geometric context this is a particular case of the Rothstein bracket [18] and has been used already in [12, 13] to discuss the deformation theory of Dirac structures inside Courant algebroids. Having this purely algebraic definition of the Rothstein algebra we can establish an Poisson monomorphism which geometrically corresponds to a symbol calculus for the maps in the before mentioned complex. Under certain conditions, satisfied for smooth manifolds, this monomorphism is even an isomorphism. In the general case, we can use it to replace the bigger complex by the Rothstein algebra: this has the advantage that certain "unpleasant" symmetric multiderivations are shown to be irrelevant for the deformation problem.
Moreover, the symbol calculus gives a derived bracket picture of Courant algebroids also in the Rothstein approach. Since the Rothstein picture seems to be much simpler it may be a good starting point for any sort of deformation quantization of Courant algebroids based on the use of a connection. For this, one can rely on the construction of Bordemann [2] with the additional requirement to find also a nilpotent deformation of the Courant algebroid structure m.
The paper is organized as follows: In Section 2 we state the algebraic definition of a Courant algebroid and specify the category of such Courant algebroids. In Section 3 the complex C • (E) is defined and the graded Poisson algebra structure on C • (E) is constructed in detail. Section 4 contains the construction of the Rothstein algebra while Section 5 establishes the relation between the two approaches. Acknowledgments: We would like to thank Johannes Huebschmann for valuable suggestions.
Algebraic Definition of Courant Algebroids
Let A be a commutative, unital algebra over a ring R ⊇ É and let E be a projective, finitely generated module over A. Let further E be endowed with a symmetric, strongly nondegenerate, full A-bilinear form ·, · :
Recall that a bilinear form is strongly nondegenerate if and only if the induced map E −→ E ′ = Hom A (E, A) is an isomorphism. Moreover, a bilinear form is called full if and only if the module homomorphism
induced by ·, · is surjective, i.e. if every a ∈ A can be written as a finite sum a = i x i , y i with x i , y i ∈ E. Such a bilinear form will also be called a full A-valued inner product.
Remark 2.1 As a consequence of fullness, our module E is also faithful, i.e. ae = 0 for all e ∈ E implies a = 0. To see this, write the unit element 1 ∈ A as a finite sum 1 = i x i , y i with x i , y i ∈ E. If now a ∈ A with ae = 0 ∀ e ∈ E, then follows
The existence of such a strongly non-degenerate and full inner product is a rather strong requirement. In fact, in the framework of * -algebras over a ring C = R(i) with i 2 = −1 where R is ordered, such a bilinear form makes E a strong Morita equivalence bimodule with respect to A and End A (E), see e.g. [4] .
called Courant bracket, together with a map
such that for all x, y, z ∈ E and a ∈ A we have: 5) iii.)
Due to fullness we can write every a ∈ A as a finite sum a = i x i , y i with x i , y i ∈ E. Using equation (2.6) we get then
hence the map σ for a given Courant algebroid structure is uniquely determined. It follows that σ is an A-module homomorphism.
Example 2.4 Consider the space of sections Γ ∞ (E) of a smooth (finite dimensional) vector bundle E −→ M over a manifold M with non-zero fiber dimension. By the Serre-Swan-Theorem, Γ ∞ (E) is a projective, finitely generated module over C ∞ (M ), and every non-degenerate fibre metric is known to induce a strongly non-degenerate and full C ∞ (M )-valued inner product on Γ ∞ (E). The definition of a Courant algebroid structure on Γ ∞ (E) coincides then with the usual (non-skewsymmetric) definition of a Courant algebroid given in [20] .
One can show that [·, ·] C satisfies a Leibniz rule in the second argument, i.e. that
for all x, y ∈ E and a ∈ A. The proof is the same as in the vector bundle case, see [23] . Using the faithfulness of our module one can further show that σ : E −→ Der(A) is a homomorphism of Leibniz algebras. i.e. an action of the Leibniz algebra E on A via derivations. Definition 2.3 generalizes the concept of a Courant algebroid structure on a vector bundle like Lie-Rinehart pairs generalize Lie algebroids, see [10, 17] . In fact, if L ⊂ E is a coisotropic submodule which is closed under the Courant bracket, then (A, L) is a Lie-Rinehart pair.
Since we require the bilinear form ·, · to be non-degenerate, a Courant bracket is skewsymmetric if and only if σ(x) = 0 for all x ∈ E. In this case E is a Lie algebra over A. 
Definition 2.5 (Morphisms of Courant Algebroids
ii.) We have ψ(ax) = φ(a)ψ(x) for all a ∈ A and x ∈ E. In other words, ψ is a A 1 -module morphism, where
iv.) (φ, ψ) is a morphism of the actions σ 1 and σ 2 , i.e. φ(σ 1 (x)a) = σ 2 (ψ(x))φ(a) for all a ∈ A 1 and x ∈ E 1 .
v.) (φ, ψ) is a morphism of the inner products, i.e. φ( x, y 1 ) = ψ(x), ψ(y) 2 for all x, y ∈ E 1 . 3 The Poisson Algebra C
• (E)
In this section we construct a graded Poisson algebra of degree −2 containing all candidates for Courant algebroids structures on the given module E for a fixed choice of the inner product.
consists of all elements C for which there exists an R-multilinear map
called the symbol of C, fulfilling the following conditions:
i.) For all x 1 , . . . , x r−2 , u, w ∈ E we have
ii.) For r ≥ 3 and for all x 1 , . . . , x r−1 , u ∈ E and 1 ≤ i ≤ r − 2 we have that
Furthermore, we define C 0 (E) = A and C 1 (E) = E and set
It is obvious from the definition that C • (E) is a graded A-module. Moreover, an element m ∈ C 3 (E) is a Courant algebroid structure on E if and only if m satisfies the Jacobi identity, i. for all x, y, z ∈ E.
Remark 3.2 In analogy to the terminology for higher Lie brackets (see e.g. [7, 24] ) elements in C r (E) could be called quasi-r-Courant brackets. An r-Courant bracket would then be an element C ∈ C r (E) which satisfies
for all x 1 , . . . , x r−2 , y 1 , . . . , y r−1 ∈ E.
Corollary 3.3
The symbol σ C of C ∈ C r (E) is uniquely determined by C.
Proof: This is an easy consequence of the fullness of ·, · and Equation (3.2).
For C ∈ C r (E) with r ≥ 3 and a = i u i , v i the condition (3.3) implies
Hence the map σ C is A-linear in the last argument. Thus, we have a well-defined map
Note that we use here the isomorphism Der(A, E) ∼ = Der(A) ⊗ A E, which holds since E is supposed to be projective and finitely generated.
for all x 1 , . . . , x r−1 ∈ E and a ∈ A.
Proof: The proof can be done analogously to [23] .
Sometimes it is more convenient not to work with elements C ∈ C r (E) but with R-multilinear
This motivates the following definition:
consists of all elements ω fulfilling the following conditions:
for all a ∈ A.
ii.) For r ≥ 2 there exists an R-multilinear map σ ω ∈ Hom R (
There is an isomorphism of graded A-modules
given by ω C (x 1 , . . . , x r ) = C(x 1 , . . . , x r−1 ), x r (3.14)
for r ≥ 1 and by the identity on A = C 0 (E) = Ω 0 C (E). 
Definition 3.7 For an A-module F we define
In fact, any P ∈ Der sym 2 (A) provides an element C ∈ C 4 (A) where we consider A as A-module in the usual way and use the canonical inner product a, b = ab. It is an easy exercise to show that
satisfies all requirements where explicitly σ C (x, y)a = P (x, a)y and d C (x)a = P (x, a). In Section 5, such symmetric biderivations will show unpleasant features unless they factorize into symmetric tensor products of derivations. The main purpose of the construction of the Rothstein algebra in Section 4 will be to show that they do not contribute to the deformation problem.
Then there exist unique maps
Proof: We prove the proposition by induction over p. By definition π
ω is a derivation. Denote by i x ω the map which is obtained by inserting x ∈ E in the first argument of ω. Then clearly i x ω ∈ Ω r−1
C (E)) by fullness of the scalar product. Suppose now that we have already found π
and by fullness we conclude that π
is derivative and symmetric in the first p arguments. To show the symmetry in the last two arguments let u, v, w, z ∈ E. Then
and fullness implies now that π
Definition 3.10 Let C ∈ C r (E) with r ≥ 3. Then define maps
where a 1 , . . . , a p ∈ A and x 1 , . . . , x r−2p ∈ E, and ω C ∈ Ω r C (E) is given by (3.14) .
Note that we have δ
For C ∈ C r (E) with r ≥ 2 we denote by i x C the map with one argument less which is obtained by inserting x in the first argument of C. It follows then immediately from the definition of C r (E) that i x C ∈ C r−1 (E).
Lemma 3.11 Let C ∈ C r (E), x ∈ E, and a ∈ A. Then for r = 3 we have 20) while for r ≥ 4 we get
Proof: This follows directly from the definition of C • (E) by some easy calculations.
Proposition 3.12 i.) There exists a unique R-bilinear graded skew-symmetric map
uniquely defined by
where a, b ∈ A, x, y ∈ E, D ∈ C 2 (E) and C ∈ C r (E) for r ≥ 2, and by the recursion
ii.) The bracket [·, ·] satisfies the graded Jacobi identity, i.e. for all C 1 ∈ C r (E), C 2 ∈ C s (E) and
Proof: We first show that the recursion (3.28) is consistent with the above definitions for the low degrees. Due to the grading, the only thing to check is the consistency with Definition (3.27). But if D ∈ C 2 (E) and x, y ∈ E, then
hence (3.28) and fullness imply that [C, a] = d C a. This is still consistent since
By construction it is clear that for C 1 ∈ C r (E) and
It is further obvious that the bracket is graded skew-symmetric.
What remains to show is that [C 1 , C 2 ] is an element in C r+s−2 (E). We will prove this, together with the formula
by induction over N = r + s. For N = 1, 2, 3 there is nothing more to show. Consider the case
, and moreover
(3.32)
For x ∈ E and C ∈ C 3 (E) we have [C, x] = i x C ∈ C 2 (E) and further
by Equation (3.31). By a direct calculation we find further that for
So let C 1 ∈ C r (E) and C 2 ∈ C s (E) with r + s ≥ 5. By (3.28) we have
and by induction we conclude that [[C 1 , C 2 ], x] ∈ C r+s−3 (E) for all x ∈ E and further that
for all a ∈ A. Consider now the map h : A −→ C r+s−4 (E) defined by
We know that the map
for all a, b ∈ A and x ∈ E. But since the degree of h(a) is at least one, this implies that
for all a, b ∈ A, i.e. h ∈ Der(A, C r+s−4 (E)). By construction we have
for all x 1 , . . . , x r+s−1 , u, v ∈ E and 2 ≤ i ≤ r + s − 2. It remains to show the last equation also for i = 1. But by the recursion rule we find that
and hence
Consider now the Jacobiator
with C 1 ∈ C r (E), C 2 ∈ C s (E) and C 3 ∈ C t (E). We will show by induction over N = r + s + t that the Jacobiator vanishes. Because of skew-symmetry we can assume that r ≤ s ≤ t. Since [·, ·] is of degree −2, there is nothing to prove for N = 0, 1, 2, 3. With the case N = 4 we are already done due to the identities (3.30), (3.31), (3.32) and (3.33). Using (3.28) we further get
for all x ∈ E, and induction yields now [J(C 1 , C 2 , C 3 ), x] = 0 for all x ∈ E. Since for N ≥ 5 the Jacobiator J(C 1 , C 2 , C 3 ) is at least of degree one, we conclude that also J(C 1 , C 2 , C 3 ) = 0.
coincides with the bracket defined in [1, 19] restricted to r≥2 C r (E).
Proof: The proof is obtained by an inductive argument.
The bracket defined in Proposition 3.12 makes C • (E) to a graded Lie algebra. The more explicit formulas from [1, 19] will not be needed in the sequel. In a next step we define an associative, graded commutative product ∧ on C • (E):
Proposition 3.14 There exists an associative, graded commutative R-bilinear product ∧ of degree zero on C • (E) uniquely defined by the equations
for all a, b ∈ A and x ∈ E, and by the recursion rule
for all C 1 ∈ C r (E), C 2 ∈ C s (E) and x ∈ E.
Proof: Clearly the recursion rule (3.36) is consistent with the definitions (3.34) and (3.35). Moreover, if ∧ exists, it must be homogeneous of degree zero and graded commutative. We prove now by induction over N = r + s that the map
is an element in C r+s (E) and that
for all a ∈ A. For N = 0, 1 there is nothing to show. If a ∈ A and D ∈ C 2 (E), then (3.36) implies that
. For x, y, z ∈ E we get i z (x ∧ y) = − x, z y + x y, z , whence x ∧ y ∈ C 2 (E) with vanishing symbol and thus
. Suppose now N = r + s ≥ 3. By induction we find that
is also a derivation. We have to show that h is the map d C 1 ∧C 2 . By construction we already know that [h(a), x] = d ix(C 1 ∧C 2 ) a. With a short calculation using the recursion rule we further find that
The associativity can now easily be proven by induction in a similar way we have proven the Jacobi identity for [·, ·] in Theorem 3.12
Corollary 3.15 Let C 1 ∈ C r (E), C 2 ∈ C s (E) with r, s ≥ 1. Then C 1 ∧ C 2 is given by
where S p,q denotes the (p, q)-shuffle permutations.
Proof: The proof can be done by induction over N = r + s.
, we can transport the product ∧ to Ω • C (E) with the isomorphism given in Lemma 3.6, i.e. we set
A little computation yields then to the next corollary.
Corollary 3.16
Let ω 1 ∈ Ω r C (E) and ω 2 ∈ Ω s C (E) with r, s ≥ 1, then ω 1 ∧ ω 2 is given by ω 1 ∧ ω 2 (x 1 , . . . , x r+s ) = (−1) rs π∈Sr,s sign(π)ω 1 (x π(1) , . . . , x π(r) )ω 2 (x π(r+1) . . . , x π(r+s) ).
(3.39)
We can now formulate the main theorem of this section:
Theorem 3.17 The triple (C • (E), [·, ·], ∧) is a graded Poisson algebra of degree −2.
Proof: It remains to proof the Leibniz rule
for C 1 ∈ C r (E), C 2 ∈ C s (E) and C 3 ∈ C t (E). We will do this by induction over N = r + s + t. For N = 0, 1 there is nothing to show. For N = 2 we have the following identities, where a, b ∈ A, x, y ∈ E and D ∈ C 2 (E):
We can now finish the proof by induction using the equations (3.28) and (3.36). in the sense of [15] . Recall that a morphism of graded Poisson algebras A = i∈ A i and B = i∈ B i is a homogeneous map Φ : A −→ B of degree zero which is compatible with the associative products and the Poisson brackets. Given two finitely generated projective modules E and F over algebras A and B, respectively, with full, strongly non-degenerate inner products ·, · E and ·, · F , a morphism
is then defined as a morphism of the associated graded Poisson algebras. The next corollary is clear. 
of the cohomologies.
Suppose now we are given an invertible algebra morphism φ : A −→ B and a R-linear module map Φ : E −→ F along φ, i.e. Φ satisfies Φ(ax) = φ(a)Φ(x) for a ∈ A and x ∈ E. Moreover, suppose that Φ is isometric, which means that
is satisfied for all x, y ∈ E. Using the strongly non-degenerate inner product we can define a left inverse Ψ :
Define now the push forward Φ * :
for a ∈ A and x ∈ E, and further for C ∈ C r (E) with r ≥ 2 by (Φ * C)(y 1 , . . . , y r−1 ) = Φ C(Ψ(y 1 ), . . . , Ψ(y r−1 )) (3.48) for all y 1 , . . . , y r−1 ∈ F. Clearly the map Φ is injective, since it has a left inverse. If we assume that Φ is even bijective, then a short calculation shows that Φ * C is in fact an element in C • (F) with σ Φ * C given by σ Φ * C (y 1 , . . . , y r−2 )b = φ σ C (Ψ(y 1 ), . . . , Ψ(y r−2 ))φ −1 (b) (3.49)
for y 1 , . . . , y r−2 ∈ F and b ∈ B.
Proposition 3.21 Let Φ : E −→ F be an R-linear isometric bijection along an algebra isomorphism φ. Then the push-forward Φ * :
an isomorphism of graded Poisson algebras.
Proof: If Φ is bijective with inverse Ψ, then it is clear from (3.48) that Φ * is an isomorphism with inverse Ψ * . We next show that Φ * is a Lie algebra morphism, i.e. that Φ([ for all C ∈ C • (E) and y ∈ F. Using this and the recursion rule (3.28), we can now continue by induction over N = r + s. In a similar way we show that Φ * is a morphism of the ∧-products.
Remark 3.22 Analogous to (3.48) we can also define the pull back Φ * :
which yields a well defined module morphism, even without requiring that Φ is bijective. However, Φ * can only be a morphism of graded Lie algebras if Φ * | F = Ψ is isometric, which is the case if and only if Φ is bijective.
The Rothstein Algebra R • (E)
In this section we shall now describe a completely different approach to the complex C • (E) by establishing a kind of "symbol calculus" for it. To this end, we have to choose an additional structure, a connection, to construct the Rothstein algebra. Consider the symmetric multi-derivations Der sym • (A) of A and the symmetric tensor product S
• Der(A) over A of the derivations of A. Clearly, we have a canonical embedding
which, however, might not be surjective in general. To simplify things, we shall work with S
• A Der(A) in the following. In nice geometric contexts, the difference is absent: 
for all a ∈ A, D ∈ Der(A), and x ∈ E. If ·, · :
for all x, y ∈ E.
The following lemma is well-known and provides us a metric connection for the module E:
3 If E is finitely generated and projective then it allows for a connection ∇. If E has in addition a strongly non-degenerate inner product ·, · , then ∇ can be chosen to be a metric connection.
is a connection where D is applied componentwise to x ∈ A n . Moreover, if∇ is any connection and ·, · is strongly nondegenerate then ∇ defined by
is easily shown to be a metric connection. Note that fullness is not needed here.
We can now define the Rothstein algebra as associative algebra as follows. Note that as usual S 
Definition 4.4 (Rothstein algebra) The Rothstein algebra is defined by
where the tensor product is taken over A, with the canonical product ∧ defined on factorizing elements by
With this definition, the following properties are immediate. Note that the associative algebra structure of R • (E) does not yet depend on the inner product.
Proposition 4.5 The Rothstein algebra R
• (E) with the product (4.6) is an associative and graded commutative algebra with R 0 (E) = A as sub-algebra. Moreover,
Using a metric connection we can define a graded Poisson bracket of degree −2 on the Rothstein algebra. To this end we have to introduce the curvature of ∇. First it is clear that a given connection ∇ for E extends to Λ
• A E by imposing the Leibniz rule with respect to the ∧-product. Thus we can consider
for D, E ∈ Der(A) and ξ ∈ Λ
• A (E). The usual computation shows that R(·, ·)· is A-linear in all three arguments. Thus it defines an element
in the A-linear endomorphisms of Λ
• A E. Moreover, it clearly preserves the anti-symmetric degree of Λ
• A E whence it is homogeneous of degree 0. Finally, R(D, E) is a derivation of the ∧-product as the commutator of derivations is a derivation. Restricting R(D, E) to E gives a A-linear map R(D, E) : E −→ E. Since ∇ is metric, it follows that 9) whence the map (x, y) → R(D, E)x, y is A-bilinear and anti-symmetric. Using the strongly non-degenerate inner product ·, · on E this allows to define r(D, E) ∈ Λ 2 A E by
Directly from the definition of the curvature we obtain the Bianchi identity
, which reads for r as
With this preparation the Poisson structure can now be defined analogously to the case of vector bundles.
Theorem 4.6 Let ∇ be a metric connection on E. Then there exists a unique graded Poisson structure {·, ·} R on R
• (E) of degree −2 such that for a, b ∈ A = R 0 (E), x, y ∈ E = R 1 (E), and D, E ∈ Der(A) ⊆ R 2 (E).
Proof: Since the Rothstein algebra is generated by the elements of degree 0, 1 and 2, it will be sufficient to specify the Poisson bracket on these elements, which immediately gives uniqueness. The required graded version of the Leibniz rule is {φ, ψ ∧ χ} R = {φ, ψ} R ∧ χ + (−1) rs ψ ∧ {φ, χ} R for φ ∈ R r (E) and ψ ∈ R s (E). Clearly, this Leibniz rule is consistent with the definitions (4.13) whence enforcing graded antisymmetry {φ, ψ} R = −(−1) rs {ψ, φ} R and the Leibniz rule extends {·, ·} R to all of R
• (E). It remains to show the graded Jacobi identity, which reads
for general elements. But clearly (4.18) is fulfilled on generators thanks to metricity of the connection and the Bianchi identity for the curvature r.
The Rothstein bracket depends therefore on the connection. However, the next theorem says that this dependence is not crucial. To this end, let ∇ and ∇ ′ be metric connections on E. Define for D ∈ Der(A) the module endomorphism T D ∈ End A (E) by
for all x ∈ E. Then T D x, y = − T D y, x for all x, y ∈ E, hence we get a well defined A-linear map t : Der(A) −→ Λ 2 A E by the requirement t(D), x ∧ y = T D x, y . We extend this map to the whole algebra R
• (E) by t(a) = 0, t(x) = 0 for a ∈ A, x ∈ E, and by enforcing the Leibniz rule with respect to ∧. 
is an homogeneous isomorphism of degree zero of graded Poisson algebras.
Proof: First of all notice that exp(t) is well defined since t lowers the symmetric degree in S p A Der(A) by one. By definition t :
is homogeneous of degree zero and a derivation of the ∧-product. Hence exp(t) is also homogeneous of degree zero but now an automorphism of ∧. To prove that exp(t) maps {·, ·} R to {·, ·} ′ R , it suffices to show this on generators, which follows by straightforward computations.
The construction of the Rothstein algebra enjoys some nice functorial properties: Let F be another finitely generated, projective module over an algebra B, together with a full, strongly nondegenerate inner product ·, · F and a metric connection whence we obtain a Rothstein algebra R
• (F). Now, let be g : A −→ B an invertible algebra morphism and G : E −→ F a R-linear isometric module map along g, i.e. G satisfies G(ax) = g(a)G(x) and
for all a ∈ A and x, y ∈ E. As before we define a left inverse H :
Since g is invertible we further have a map g * :
Proposition 4.8 Let G : E −→ F be an R-linear isometric bijection along an algebra isomorphism g : A −→ B. Then G lifts to a morphism
of Poisson algebras such that G * (a) = g(a) and G * (x) = G(x) for all a ∈ A and x ∈ E.
Proof: Suppose first that we also have
) for all D ∈ Der(A) and x ∈ E. Then we define G * (a) = g(a), G * (x) = G(x) and G * (D) = g * (D) for a ∈ A, x ∈ E and D ∈ Der(A) and extend G * to the whole algebra R
• (E) by enforcing it to be a algebra morphism with respect to the ∧-products. It follows that G * is a morphism of Poisson algebras as this is true on generators. For the general case define on F another metric connection
and y ∈ F, where H is given by (4.22). Since we assume G to be bijective we have G −1 = H, and one easily shows that ∇ ′ is in fact a well defined metric connection for F. Moreover
) for all D ∈ Der(A) and we hence get a Poisson morphism R
where R ′• (F) denotes the Rothstein algebra together with the graded Poisson bracket constructed using ∇ ′ . Since by Theorem 4.7 we have a canonical isomorphism R ′• (F) −→ R • (F) of graded Poisson algebras, the proof is complete.
The Symbol Calculus for C • (E)
In this section we find the relation between the two Poisson algebras C • (E) and R
• (E). In particular, we will simplify the cohomology for the deformation theory of Courant algebroid structures from Remark 3.19. for a ∈ A, x ∈ E and D ∈ Der(A), and extended to all degrees as homomorphism of ∧.
Proposition 5.2 The map J is a homomorphism of Poisson algebras.
Proof: This is obviously true for generators and hence for all elements in R • (E).
for all x 1 , . . . , x r−1 ∈ E.
Proof:
, we can proof this easily by induction over r. 
Then λ is injective. Moreover, if {φ, a} R = 0 for all a ∈ A, then φ = 0.
but for a projective and finitely generated module E it can be shown that this map is injective. If now {φ, a} R = 0 for all a ∈ A, then λ(φ) = 0, and hence φ = 0.
for all x 1 , . . . , x r ∈ E if and only if φ = 0.
Proof: Since the bilinear form ·, · = {·, ·} R | E×E is non-degenerate, the lemma is true for r = 1. For φ ∈ R r (E) with r ≥ 2, we have {φ, x 1 } R ∈ R r−1 (E), and we get by induction that (5.5) is true for all x 1 , . . . , x r ∈ E if and only if {φ, x} R = 0 for all x ∈ E. Hence {φ, x, y } R = {φ, {x, y} R } R = {{φ, x} R , y} R + (−1) r {x, {φ, y} R } R = 0
for all x, y ∈ E, and due to fullness we conclude that also {φ, a} R = 0 for all a ∈ A. Now write φ as a sum φ = 2p+k=r φ p with φ p ∈ S for all x ∈ E, hence D ∈ J(R 2 (E)) and therefore C 2 (E) ∼ = R 2 (E). Since J is a homomorphism with respect to the ∧-products, the rest follows now immediately.
Remark 5.7 It follows again that Rothstein algebras to different connections are isomorphic since they are all isomorphic toĈ • (E).
The following easy observation is crucial to simplify the deformation theory of Courant algebroids drastically:
Lemma 5.8 We haveĈ 3 (E) = C 3 (E).
Proof: Let C ∈ C 3 (E) and let d C ∈ Der(A, E) be given by d C a, x = σ C (x)a. Since E is projective and finitely generated, we can find D 1 , . . . , D n ∈ Der(A) and e 1 , . . . , e n ∈ E such that d C (a) = D i (a)e i . It follows that σ C (x)a = d C a, x = D i (a) e i , x , i.e. σ C (x) = e i , x D i . Let ∇ be a metric connection for E and define T ∈ C 3 (E) by T = C − ∇ D i ∧ e i . Then T (x, y), z = C(x, y), z − ∇ D i x, y e i , z + ∇ D i x, z e i , y − ∇ D i y, z e i , x = C(x, y), z − ∇ σ C (z) x, y + ∇ σ C (y) x, z − ∇ σ C (x) y, z , and one easily shows that ϑ = T (·, ·), · is skew-symmetric and A-linear. Hence C ∈ Λ 3 A C 1 (E) ⊕ C 1 (E) ∧ A C 2 (E) .
Since J respects the ∧-product we have also found the inverse image of C ∈ C 3 (E) in the Rothstein algebra: Use the strongly non-degenerate inner product to get the element ϑ ♯ ∈ Λ SinceĈ • (E) is closed under the bracket, the right hand side of (5.9) is an element in ker(δ m : C 4 (E) −→Ĉ 5 (E)), whence the obstructions for finding m k+1 ∈ C 3 (E) =Ĉ 3 (E) are in H 4 (Ĉ(E), δ m ). We therefore can restrict ourselves to the smaller algebraĈ • (E) to study the deformation theory of a given Courant algebroid structure m. (3.16) at the beginning of Section 3 we see that the complexĈ • (E) typically is strictly smaller than C • (E). Thus the map J is only an injection but not surjective in general. Hence the deformation problem of Courant algebroids is simplified significantly by replacing C • (E) withĈ • (E). This shows the advantage of the formulation of the deformation problem using the Rothstein algebra in Theorem 5.9 compared to the more naive version in Remark 3.19. Moreover, even in the case of smooth manifolds, where the map J is an isomorphism, the approach with the Rothstein algebra seems to be simpler thanks to the easier characterization of the underlying A-modules R
• (E) compared to C • (E).
