ABSTRACT: We consider lattice dynamics methods for calculation of the free energy of clathrate hydrate phases, specifically the cubic structure I (sI), cubic structure II (sII), and hexagonal structure H (sH) phases, in the absence of guest molecules; water molecules are modeled with the TIP4P potential. We examine in particular the effects of finite size and proton disorder on the calculated free energies and consider these in the context of the free-energy differences between the phases. We find that at 300 K, the finite-size, proton-disorder, and quantum effects between phases are, respectively, on the order of 0.4, 0.03, and 0.1 kJ/ mol. Details of the calculations are provided, with emphasis on efficiencies developed to handle various aspects related to rigidmolecule lattice dynamics with electrostatic interactions in large crystalline systems.
INTRODUCTION
Clathrate hydrates are crystalline compounds formed from water and small hydrophobic solutes (e.g., methane) in which the water molecules form a lattice of hydrogen-bonded polyhedral cages, each surrounding one or perhaps a few of the solute (guest) molecules. 1, 2 Clathrates are important for both technological and environmental reasons. From a technological standpoint, the formation of clathrates is a major concern in the oil and gas industry, where undesired formation in pipelines produces solid plugs that halt flow. Consequently, significant effort is directed toward flow assurance by prevention or control of the formation of clathrate hydrates. A more positive technological issue is in the exploration of clathrates as a means for storage and transport of gaseous fuels, particularly methane and even hydrogen, 3−5 or for sequestration of pollutants and greenhouse gases, especially carbon dioxide. 6 Natural stores of methane in permafrost or seafloor hydrates are huge, 7 and recovery of this resource, particularly in conjunction with a complementary process to sequester CO 2 , could provide a long-term energy source to meet worldwide demand. Other uses envisioned for clathrate hydrates include gas separation, 8 desalination, 9 and refrigeration. 10, 11 Clathrate compounds are nonstoichiometric, in that some of the cages may be vacant or have multiple occupancy at equilibrium. The lattice of empty cages is mechanically stable, but there is a minimum occupancy required for thermodynamic stability. Hydrates appear in several structures, each of which combines two or more cage types to form a unit cell, and differing in the size, shape, and number of cages in the repeat unit. The most common structures 2, 12 are structure I (sI, with 2 small + 6 large cages formed from 46 water molecules in the unit cell), 13 structure II (sII, 16 + 8 cages from 136 water molecules), 14 and (less common) structure H (sH, 3 + 2+1 cages from 34 waters). 15 The structure adopted by a clathrate hydrate generally depends on the size of the solute molecule.
Given their practical importance, it is not surprising that these compounds have received an intense amount of attention from the research community. They have been studied by experiment for centuries. 1 It has been found that thermodynamic behavior is for many purposes adequately described by the van der Waals−Platteeuw (vdWP) model. 16, 17 This is a statistical-mechanical theory that treats the hydrate as individual cages housing guest molecules that do not interact across cages. It further assumes single occupancy of the cages, that occupancy of one cage has no effect on others, and that quantum effects can be neglected. Various extensions have relaxed one or more of these assumptions. However, selective removal of approximations might in fact be counterproductive, as molecular simulation studies 18−20 have found that the vdWP model gains some accuracy through a cancellation of errors. The ability of molecularly detailed modeling to provide insights such as this, coupled with many advances in methods, models, and computing hardware in recent years, has led to increasing interest in these approaches as a route to understand, predict, and manipulate clathrate behavior.
Of central importance to all modeling studies is knowledge of the thermodynamic phase behavior of the system being modeled. Often this information is useful as an end in itself, for example when the study aims to gauge the number of guest molecules that can occupy the cages of a given clathrate structure under different conditions. 21−26 Knowledge of the phase behavior is important also as a backdrop for other studies, such as those relating to nucleation and growth. 27 Interpretation of molecular simulation data for these processes cannot be made conclusive without knowledge of the stability boundary and thermodynamic forces driving the behavior. Inasmuch as thermodynamic properties for different molecular models do not in general coincide with each other (or with experimental behavior), it is necessary to gather these data for the specific molecular model underlying the (for example) nucleation studies.
Free-energy calculations in molecular simulation are often problematic or computationally expensive, although they are becoming routine. Still, applications to clathrate hydrate structures introduce special difficulties, and relatively few rigorous absolute free-energy calculations have been conducted for these systems 18, [28] [29] [30] [31] 33, 34 (we exclude here free-energy calculations and grand-canonical simulations that yield cageoccupancy statistics, given the clathrate structure). Much more common are studies employing harmonic 35, 36 and quasiharmonic 22−24,37−39 treatments based in lattice dynamics. These approaches are approximate and are limited to the range of (low) temperatures where the harmonic approximation is correct. Nevertheless, they represent an important component in the collection of methods available for the modeling of clathrate systems, and indeed crystalline water (ice) 40−43 phases in general: they are much faster than molecular simulation in yielding values of thermodynamic properties; they have no difficulty capturing the quantum nature of oscillation that prevails at low temperatures; they provide a suitable starting point for more rigorous molecular simulation studies. 44 In particular, thermodynamic integration from a low-temperature state, where the harmonic treatment is accurate, provides a convenient route to the free energy at an arbitrary condition of interest. Moreover, it has been observed 45−48 that finite-size effects inherent in molecular simulations of solids are largely due to the harmonic behavior of the crystal. This means that molecular simulation methods that isolate anharmonic effects can be applied to measure properties for relatively small systems without incurring finitesize errors, and the infinite-system harmonic behavior can be added afterward to yield the full behavior in the thermodynamic limit.
The assumption that the energy can be modeled using a harmonic expansion about a minimum-energy configuration is not the only approximation inherent in practical latticedynamics calculations of hydrates and ice phases. Given the foundational role held by lattice dynamics methods for the study of these systems, it is worthwhile to examine some of these other approximations. First, it is well-known that crystalline structures of water are often proton-disordered, meaning that the orientations of the water molecules are not uniquely specified as part of the crystal structure. 49 Within certain constraints, there are many possible structural isomers, each differing in the way that the water molecules are each oriented. The usual practice is to select a low-energy isomer with near-zero dipole moment and perform lattice dynamics calculations using this single structure. Sometimes multiple structures are used, and properties are averaged in a simple manner. In the present work, we examine the suitability of such approaches. Second, we consider finite-size effects and how the free energy extrapolates to the thermodynamic limit. Such understanding is needed if we aim to use the harmonic system as a reference that captures the large-system behavior when coupled to (small-system) molecular simulations that correct for anharmonic effects. Finally, some studies 50−52 make use of a more approximate local-harmonic approach, which is a meanfield treatment in which each molecule oscillates in a field imposed by the others, effectively forming an Einstein crystal with anisotropic force constants determined by interactions with the other molecules. The suitability of this approximation is easily tested as part of the overall study. This paper is organized as follows. In the following section we describe the models and methods used for the harmonic free-energy calculations. In section 3, we present the results of the calculations, and in section 4 we provide a summary and conclusions. We also include additional details about the lattice dynamics calculations in the Supporting Information.
THEORY AND METHODS
2.1. Harmonic Analysis of Rigid Molecules. In this section, we review the framework for estimating the free energy, under the assumption that the intermolecular interactions can be approximated by a harmonic potential. We develop the methods for application to a single proton-disordered structure, which we take as given. Approaches for accounting for proton disordering will be described in section 2.2.
The normal modes of motion of flexible molecules are classified into "external" (translation and rotation of the whole molecule) and "internal" (internal vibrations and bending). In this work, we use a rigid model for the water molecule, for which only external modes are present. Accordingly, we focus our review on the harmonic analysis of the external modes of nonlinear rigid molecules. The concepts and methods are all well established, 53−56 so we will not attempt to be complete. Instead we will highlight the key steps in the treatment needed to understand the contributions made in this work, while pointing out some novel features in our implementation.
For nonlinear rigid molecules, in addition to the three translational degrees of freedom (dof), three angular dof per molecule are required to fully describe the system configuration. The linear and angular displacements of a molecule κ in cell l along the α direction will be denoted by u α t (lκ) and u α r (lκ), respectively. u α t (lκ) represents the translational deviation of molecule κ's center of mass (CM) from its equilibrium position. Concerning rotation, there are several choices for an appropriate definition of u α r (lκ); the only requirement is to be able to use them to expand the potential energy. The most common choice is the angle of rotation around α axis (adopting the right-hand rule) with respect to its nominal orientation in the crystal. For small rotations, the rotation can be decomposed into three rotations around x, y, and z axes (θ x , θ y , and θ z ), respectively.
In the sums that follow, κ goes over all n molecules in unit cell l; α and β go over all coordinate directions, x, y, z; i goes over t and r for translation and rotation; and l goes over N c replicas of the unit cell (all having the same proton-disordered structure), forming a supercell. The number of molecules in the supercell, N, equals nN c . Primes on each of these indices are used to form a second set of sums.
The potential energy U includes interactions among all of the N molecules of the supercell and may (as it does here) include interactions of these N molecules with an (in principle) infinite periodic system surrounding it (evaluated in practice via a combination of lattice and Ewald sums). One of our interests in this work is how the free energy approaches the thermodynamic limit with increasing N when U is estimated via a harmonic potential. Accordingly, U is approximated via a Taylor expansion in molecular displacements (both linear and angular) as follows: 55 (1) which is truncated at second order. We omit the terms linear in u α i (lκ) because the derivatives are evaluated with all molecules at their respective equilibrium (minimum energy, U 0 ) positions and orientations, and consequently all first derivatives with respect to both linear and angular displacements (i.e., forces and torques) vanish. We are left here with only the secondorder contribution, representing the harmonic approximation to the energy, U harm (defined in excess of U 0 ). The harmonic energy can be written more compactly in terms of generalized force-constant coefficients, φ αβ ii′ (lκ;l′κ′), defined by
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as follows
With the energy approximated as in eq 3, we are left with a system of coupled harmonic oscillators, for which the dynamics and thermodynamics can be evaluated analytically. The conventional approach is to solve for the dynamical behavior, which yields a set of frequencies ω j for what are effectively a set of independent harmonic oscillators, each describing some collective motion of the molecules. The partition function of a harmonic oscillator can be easily evaluated for both the quantum and classical cases, 57 and from these expressions the free energy can be written as a sum of contributions over all frequencies. Thus, classically,
CM rot (4) and for the quantum oscillator,
where k B is Boltzmann's constant, T is the temperature, β = 1/ k B T, ℏ = h/2π with h Planck's constant, s rot is the number of proper rotations of the molecule (2 for H 2 O), and A CM is the center-of-mass correction to the free energy, which is given by
in which d = 3 is the number of spatial dimensions, and ρ is the molecule number density. The number of frequencies in the sum is 6N − 3, which is the total dof of the system, minus those corresponding to translation of the whole supercell in the three coordinate directions. We now review the procedure for evaluation of the frequencies ω j . The process begins with the equations of motion for the displacements u α i (lκ), expressing the change in linear and angular momenta in terms of the forces and torques that correspond to eq 3. The lattice symmetry dictates a planewave solution, which when substituted into the equations of motion yields a determinantal equation for the frequencies:
where D(k) is the 6n × 6n dynamical matrix with elements
(note that i in the exponential here is (−1) 1/2 ). The 6n × 6n matrix M in eq 7 has the molecule masses and 3 × 3 inertia tensors on its diagonal. 55, 56 The vector l′ is the Cartesian position (with respect to an origin at l = 0) of the lattice site indexed by l′. It is interesting to mention here that one can reach the same classical free energy result using a different route that avoids computing M while diagonalizing the force constant matrix directly. Elsewhere, 58 we demonstrate mathematically and numerically the equivalence between the two approaches. However, this alternative approach cannot be used in the quantum treatment; i.e. one must always solve eq 7.
The wave vectors k are those allowed from the first Brillouin zone of the supercell. That is, if we have a supercell formed from n c1 × n c2 × n c3 unit cells in the respective lattice-vector directions (a 1 ,a 2 ,a 3 For each k, the solution of eq 7 yields 6n values of the frequency ω i . We need not perform the eigenvalue calculation for all allowable wave vectors, because we can exploit the Hermiticity of the dynamical matrix, from which we know that ω(−k) = ω(k). 59 It should also be noted that the calculation of the derivatives φ αβ ii′ (0κ; l′κ′)each of which involves convergence of a lattice sum of Lennard-Jones interactions and an Ewald sumneed be performed just once for each (αβκκ′ii′l′), and in particular they do not have to be recomputed for each of the wave vectors. This economy provides a significant computational advantage over an approach that includes the wave vector k in the lattice and Ewald sums for φ.
56
Additional detail regarding the lattice dynamics calculations may be found in the Supporting Information.
2.2. Proton Disorder. As mentioned above, the crystal structure of a clathrate hydrate specifies the positions of only the oxygen atoms. The hydrogen (proton) positions are not specified, but their arrangement nominally must satisfy the Bernal−Fowler ice rules. 60, 61 These rules state that each oxygen is covalently bonded to two hydrogens, each oxygen forms two hydrogen bonds to two other oxygens, and there exists exactly one hydrogen between a pair of neighboring oxygens (violations of these rules are known as Bjerrum defects 62 ). In addition, it is usually taken that the water molecules must orient such that the structure as a whole has negligible dipole moment, because the bulk crystal has no dipole.
Absent any defects, the proton-disordered isomers may be treated as independent components of the overall partition function, such that the total free energy can be given as a sum over all isomers. 61 If we use ν to index the isomers, so that the free energy of the system constrained to isomer ν is A(ν), then the full free energy of the system is given by the sum over isomers:
where we separate A into its contributions from the static lattice energy and the harmonic vibrations, to emphasize that each depends on the isomer ν. Topologically identical proton arrangements are each represented in the sum; an alternative is to sum over distinct isomers and multiply by a degeneracy factor. It is not a trivial task to evaluate the number of isomers that comply with the ice rules, but Pauling estimated 63 the number of isomers as (3/2) N , and this has been shown to be accurate enough for many purposes. Thus, the sH structure, which with 34 water molecules has the smallest unit cell, has about 1 million isomers for the single unit cell. Many of these will have a non-negligible dipole moment, and would be excluded on that basis, but this would not be known until they were generated and examined. With such a number, consideration of all possible isomers is not feasible; so instead we can sample them, using M samples. Accordingly, we estimate the protondisordered free energy as
which uses Pauling's value for the total number of terms in the sum represented by the sample; we use ⟨...⟩ exp to represent the exponential average. In many cases, a single sample ν i is used, typically the one having the lowest energy and a negligible dipole. Effectively, the assumption is that the free energy is the same for all terms in the sum over ν, and eq 9 becomes
It has been observed 61 that A harm varies less than U 0 does across different isomers, leading to an approximation in which U 0 is averaged while a single representative value is used for A harm :
One also sees this approach employed but using instead a simple arithmetic average of U 0 :
2.3. Computational Details. Three different empty crystalline structures were considered, viz., sI, sII, and sH. sI is a cubic system with the Pm3n space group and contains 46 H 2 O molecules per unit cell; sII is a face-centered cubic system with the Fd3m space group and contains 136 H 2 O molecules per unit cell; and sH is a hexagonal system with the P6/mmm space group and contains 34 H 2 O molecules per unit cell. The lattice parameters of the sI and sII cubic systems used here are 12.03 Å, and 17.31 Å, respectively. 1, 49 We combine two sH hexagonal unit cells to form an orthorhombic 68-molecule unit cell with dimensions 12.21 Å × 21.15 Å × 10.14 Å. 1, 49 The coordinates of the oxygen atoms in the hydrate structures are determined by X-ray diffraction; 13 in this work we used the oxygen positions given in ref 49 as initial (unminimized) coordinates. The positions of protons (hydrogen atoms) are generated using the algorithm described by Buch et al., 64 which satisfies the ice rules. 60 The TIP4P force-field model 65 was employed for the intermolecular interactions between the H 2 O molecules. TIP4P is a rigid four-site model: three charged sites (on H 1 , H 2 , and M) and one 12−6 Lennard-Jones (LJ) site (on O). Table 1 shows the TIP4P parameters.
Lattice sums were evaluated for the LJ interactions between the oxygen atoms. The LJ cutoff (R cut ) is set equal to 400 Å for both sI and sII and 500 Å for sH, to make sure that the truncation error in the energy is less than 10 −6 kJ/mol. We employed a plain Ewald summation (ES) technique 66 for the long-range Coulomb interactions. We set the ES real (r cut ) and reciprocal (k cut ) cutoffs such that the truncation errors in the real and reciprocal energies are on the same order of magnitude and less than 10 −6 kJ/mol based on the Kolafa and Perram 67 formula for the truncation errors. Table 2 shows the specific cutoffs for different structures and supercell sizes used in this study. The force-constant matrix for the local-harmonic approximation 68 is exactly the same as that for the full harmonic analysis, except that only the 3 × 3 block matrices (self-linear and angular interactions) along the diagonal of the full matrix are kept, while other interaction energies are set to zero. Hence there is no need to compute any other terms to implement this approximation.
RESULTS AND DISCUSSION
3.1. Structures Generation and Relaxation. Using Buch et al.'s algorithm, 64 5000 proton-disordered structures were generated for each hydrate structure. Figure 1 shows the relationship between the potential energy and the net dipole moment of those structures. The average values of the potential energy are −53.3301, −54.5052, and −53.5343 kJ/mol for sI, sII, and sH, respectively. The dipole moments fall into bands that are in agreement with those computed by Takeuchi. 49 For each structure, 100 of the 5000 H-isomers with the smallest dipole moment (regardless of energy) were chosen to compute the free energy.
For the purpose of harmonic analysis, all molecules must be at their respective minimum-energy positions and orientations. We employed the steepest descent method to relax the molecular coordinates for the 100 H-isomer structures of each hydrate. Several minimization steps (∼200) were performed until the forces and torques on all molecules were on the order of 10 −4 (in units of Å, Dalton, and ps). Among the 100 Hisomers, the structure with the minimum lattice energy was selected for computing the free energy as will be shown below. Those Since both the lattice and the harmonic free energies enter into the exponential averaging formula, eq 9, the variation in both quantities affect the final free-energy results. We found that the standard deviations of U 0 are ∼0.03, 0.01, 0.02 kJ/mol, and those of A harm are ∼2.31 × 10 −5 T, 7.06 × 10 −6 T, and 2.86 × 10 −5 T kJ/mol (where T is in K) for sI, sII, and sH, respectively: the variation in U 0 dominates over that of A harm , and hence, it is reasonable to consider only one isomer for the harmonic free energy and average over the potential energy (i.e., the approximation given by eq 12). Figure 2 shows the free-energy error (relative to the full exponential average of 100 isomers, eq 10) resulting from different approximations using the lowest-energy (solid line, i = 1) or second-lowest-energy (dashed line, i = 2) H-isomers of 1 × 1 × 1 sI hydrates. For the temperature range studied here (0 to 400 K), considering i = 1, exponential averaging of U 0 with a single-isomer A harm (magenta curve, eq 12) produced the smallest error (<0.025 kJ/mol), while using a single isomer for U 0 (blue curve, eq 11) incurs larger error (∼0.07 kJ/mol for T > 100 K). The approximation based on the arithmetic average of the lattice energy, denoted by ⟨...⟩, (red curve, eq 13), 41 produces large error at lower temperatures and approaches (as expected) the full exponential average at higher temperatures.
Comparison of the curves for the two isomers indicates that, given that the selected isomer is among those having the lowest energy, the free energy is less sensitive to the choice of isomer than to the choice of approximation.
3.3. Finite-Size Effects: Thermodynamic Limit. We perform extrapolation to the thermodynamic limit by computing free energies for supercells of increasing size N Figure 1 . Potential energy versus the net dipole moment of the proton-disordered sI, sII, and sH hydrate structures generated in this study. Figure 2 . The 1 × 1 × 1 sI harmonic free energy using various approximations (viz. eq 11 (blue), eq 12 (magenta), and eq 13 (red)) expressed as a difference from the full exponential average (eq 10). Approximations using two isomer choices are shown: the i = 1 Hisomer (solid lines) is the structure with the minimum lattice energy, and i = 2 is the second-lowest one (dashed lines). The green line (labeled 2 × 2 × 2) is the same as the blue solid line but using a 2 × 2 × 2 supercell and with the single isomer being a replica of the i = 1 unit cell. and examining the limit as 1/N → 0. The supercell sizes used for each clathrate structure are given in Table 2 . In principle, the free energy computed for each supercell size should employ averaging over isomers, as described in the previous section. Moreover, rather than use a supercell formed from replicas of a common proton-disordered unit cell, we should use a "unitsupercell" in which proton disordering is performed across the entire structure. We will use "exponential-average correction" (EAC) to refer to the difference between the free energy for the proper isomer-averaged treatment, and that for the single (nonaveraged) replicated-isomer supercell used for the extrapolation. The computational expense involved in computing the EAC grows considerably with N, which has led us to instead use an approximation. Specifically, we estimate the free energy in the thermodynamic limit by extrapolating the free energy of supercells of increasing size (each formed from the same H-isomer), and we apply to all system sizes (including the thermodynamic limit) the EAC that is computed for the smallest system; that is, we assume the EAC is independent of N.
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We can gauge the error introduced by this approximation by computing the EAC for a 2 × 2 × 2 (n c = 2) supercell. The result is included in Figure 2 as the green line labeled "2 × 2 × 2 supercell." This difference should be compared to the EAC for the 1 × 1 × 1 (n c = 1) supercell, given in the figure by the blue solid line labeled "U 0,i + A harm,i ." The comparison shows that for T above about 150 K, the EACs differ by about ∼10% of the EAC itself. The EAC is in turn only 25% as large as the finite-size effect in going from the n c = 1 to the n c = 2 supercell (described below). Another factor to consider is the use of a finite number of samples (100) in computing the exponential averages. This leads to an uncertainty of about 5% in the n c = 1 EAC (blue curve) ∼0.007 (and 0.003 kJ/mol for T = 100 and 300 K, respectively), which may account for some of the difference with the n c = 2 EAC. In sum, the results suggest that for T > 150 K, it is reasonable to use the n c = 1 EAC as a surrogate for the corresponding correction at each system size, including the thermodynamic limit.
The summation over ln ω i in eq 4 is the only nontrivial Ndependent term of the classical harmonic free energy. According to Hoover, 69 the leading N dependence of this summation should be lnN/N, so in subtracting this contribution from the sum in eq 4 we should produce a system-size dependence that is closer to linear in 1/N. Hoover's conclusion was based on observations of the analytic behavior for a 1D harmonic system, and numerical results for systems in 2D and 3D, both involving only translational degrees of freedom. Figure 3 confirms that his analysis is correct also for molecular systems, in that the data are clearly more linear in 1/ N when lnN/N is subtracted (C = 1). This suggests that the general trend observed by Hoover, viz., that the lnN/N leading term of the free energy is independent of the number of dof per molecule, persists even with rotational motions included. In addition, although the extrapolation to infinite system size (1/ N → 0) yields a different intercept for each structure, the slopes are nearly equal (differing by from each other by less than 0.5%).
For the quantum system, unlike the classical treatment, the extrapolation to infinite system size depends on the temperature (see eq 5). Moreover, since the quantum and classical behavior are the same only for high temperatures, we can count on lnN/N to be the leading term only under those conditions. We performed fits of the harmonic free energy with the lnN/N contribution removed (as with the classical case), regressing a new curve for each temperature. We find that the linear fit is inadequate at lower temperatures, but that a quadratic form (in 1/N) was effective in describing the data. The fit matches the data to within 10 −6 kJ/mol, which is on the same order as the convergence tolerance in the lattice and Ewald sums. We do not show plots of the fits and instead just present the N → ∞ values in the next section. (including the EAC correction) in the thermodynamic limit versus temperature. In the whole temperature range (100 to 300 K), sII has the lowest free energy according to both treatments; however, it is almost indistinguishable from sI according to the quantum treatment while, classically, the difference is noticeable. The systems are not all at the same density (differing from each other by about 1%), so we cannot draw conclusions about relative stability from these data, and such conclusions are not the goals of this study. Regardless, it is known that the empty lattices are all unstable relative to ice phases. 70, 71 The nearly equal slopes of the harmonic free energy with 1/ N (cf. Figure 3) suggest that finite-size effects impact all crystal structures nearly equally, so if the interest is only in computing differences between the structures, then a small system would suffice. However, in many studies the comparison is made for convenience between systems of the same number of unit cells N c , not the same number of molecules N. To demonstrate the effect of comparing free energies in this manner, Figures 4 and 5 show free energy curves based on calculation for a single unit cell. In both the quantum and classical treatments, differences in free energy between structures decrease markedly when using only one unit cell, and the effect is strong enough to affect the ordering of the curves. For the quantum treatment, the free energies of the sI and sII structures when each are described by a single unit cell are indistinguishable around 100 K before they become different for high temperature; for the infinite system, their relative behavior is in fact the opposite of this trend.
Our single unit cell results show a qualitative agreement with that of Tanaka et al. 70, 71 for empty sI and sII structures. We do not expect an exact agreement, for several reasons: they averaged (in an unspecified manner) their results over only six proton-disordered structures; we used a different technique to calculate the long-range Coulomb interactions and employed much larger cutoffs for the dispersion interactions; also, they did not include the s rot contribution (eqs 4 and 5).
3.5. Phonon Density of States. Figure 6 shows the phonon density-of-states (PDOS) for the largest system sizes studied in this work. The high-resolution, high-precision histogram was built using at least 100 000 normal modes for each of the three empty clathrate structures, with narrow-width (σ = 4 cm ) Gaussian smearing used to smooth the data. One common feature of all structures is the existence of a large gap separating two different bands. Based on eigenvector arguments, the lower and upper bands are mostly for translation and rotation modes, respectively. 22, 23, 37 Our PDOS results show good agreement with previous work. 22,23,35,37,71−73 3.6. Accuracy of the Local-Harmonic Approximation. Although results for the local-harmonic approximation (LHA) were reported previously for different clathrate hydrates, 50−52 comparison with the full harmonic free energy was not performed. Figure 7 shows such a comparison for our three structures in the thermodynamic limit. In this temperature range, the absolute free energies differ by at least 0.8 kJ/mol. Although this difference increases with the temperature, the relative ordering of the structures is preserved.
CONCLUSIONS
The analysis performed here aims to demonstrate the significance of finite-size effects and proton disorder when performing lattice dynamics calculations to estimate the free energy of clathrate structures. Although the development involves the evaluation and comparison of free energies for different structures, we do not mean for these results to be interpreted in regard to the relative stability of the structures, nor to identify a phase transition. We do not, for example, include guest molecules at all, and we do not attempt to ensure that the systems are at a common pressure or even at the same density. Instead, the comparisons are made to provide a sense of the variation of the free energy between structures, so as to provide a scale for gauging the magnitude of the effects under study. Relative stability based on classical free energies of single Hisomer (the minimum), in the thermodynamic limit, of sI, sII, and sH structures using full and local harmonic (LHA) methods. Within this context, the results demonstrate that the effects involved can be significant. We can summarize some of the key considerations (some of which are already known and thus were not detailed above), keeping in mind that the scale of the difference in free energies between the empty structures is at most 0.2 kJ/mol.
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Finite size effects (one unit cell versus the infinite system) are, at 300 K, in the range of 0.15 to 0.5 kJ/mol, depending on crystal structure. Of particular importance is the need to compare systems having equal (or nearly equal) numbers of molecules, rather than comparing systems having the same number of unit cells (which often is only a single cell). The error in the free-energy difference between structures incurred by using a single unit cell can be on the order of 0.4 kJ/mol.
Proton disorder (as measured by the exponential-averaging correction) affects the free energy by about 0.03 to 0.06 kJ/mol, again depending on crystal structure.
Quantum effects are on the order of 5 kJ/mol and differ between structures by about 0.1 kJ/mol.
Point defects, including vacancies, interstitials, and Bjerrum defects are stable at equilibrium and can affect the free energy. We do not have data regarding defects in clathrates, but calculations have been performed for ice structures (e.g., ref 74) .
We also wish to point out the usefulness of the wellestablished methodology for analytic evaluation of orientational derivatives of rigid molecules, which can be used to avoid numerical differentiation; the relevant equations are summarized in the Supporting Information. We mention this because, while some researchers do perform derivative evaluations in the same manner that we have, it is also not unusual to encounter studies that use numerical evaluation of derivatives. Such an approach can be computationally expensive when also doing Ewald and lattice sums. In this regard, our formulation for the elements of the dynamical matrix, eq 8, is particularly efficient when studying systems requiring Ewald summation. Also of note is the observation that the leading-order finite-size correction for classical molecular systems is −lnN/N, as is known for monatomic molecules.
It would be of interest to extend these studies to put them in the context of occupied clathrate systems. It would also be worthwhile to conduct a similar study for the various phases of ice. With the development of very efficient methods for evaluation of anharmonic contributions to the free energy, 46, 47 we may soon find that proton disorder and finite-size effects will prove to be the limiting factor in obtaining accurate free energies. These effects can be efficiently handled with latticedynamics methods, which ultimately will be used as a key part of an analytical + simulation strategy for the calculation of solidstate phase diagrams from first principles.
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