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Abstract
We consider two-dimensional attractive Bose-Einstein condensates in a trap V (x) rotat-
ing at the velocity Ω, which can be described by the complex-valued Gross-Pitaevskii energy
functional. We prove that there exists a critical rotational velocity 0 < Ω∗ := Ω∗(V ) ≤
∞, depending on the general potential V (x), such that for any small rotational velocity
0 ≤ Ω < Ω∗, minimizers exist if and only if the attractive interaction strength a satisfies
a < a
∗ = ‖w‖22, where w is the unique positive radial solution of ∆w − w + w
3 = 0 in R2.
For any 0 < Ω < Ω∗, we also analyze the limit behavior of the minimizers as aր a∗, where
all the mass concentrates at a global minimum point of VΩ(x) := V (x)−
Ω
2
4
|x|2. Specially,
if V (x) = |x|2 and 0 < Ω < Ω∗(= 2), we further prove that, up to the phase rotation, all
minimizers are real-valued, unique and free of vortices as aր a∗.
Key words: Bose-Einstein condensates; rotational velocity; Gross-Pitaevskii functional; mass
concentration
1 Introduction
In physical experiments of Bose-Einstein condensation (BEC), a large number of (bosonic) atoms
are confined cf. [4, 15] to a trap and cooled to very low temperatures. The condensation of a
large fraction of particles into the same one-particle state can be observed when the temperature
is below the critical value. These Bose-Einstein condensates display various interesting quantum
phenomena, such as the superfluidity and the appearance of quantized vortices in rotating traps
[1, 8, 16, 53], the effective lower dimensional behavior in strongly elongated traps, etc. When
the forces between the cold atoms in the condensates are attractive, the mass concentration
phenomenon occurs and the system then collapses as the number of the cold atoms increases
beyond the critical value, see [10, 9, 27, 30, 45] or [15, Sec. III.B] for more backgrounds on
attractive BEC.
Two-dimensional attractive BEC in a rotating trap can be described (cf. [7, 19, 20, 43]) by
the following complex-valued variational problem:
eF (a) := inf{u∈H, ‖u‖22=1}
Fa(u) , (1.1)
where the Gross-Pitaevskii (GP) functional Fa(u) is given by
Fa(u) :=
∫
R2
(|∇u|2 + V (x)|u|2)dx− a
2
∫
R2
|u|4dx− Ω
∫
R2
x⊥ · (iu, ∇u)dx, u ∈ H, (1.2)
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and the space H is defined as
H :=
{
u ∈ H1(R2,C) :
∫
R2
V (x)|u|2dx <∞
}
. (1.3)
Here x⊥ = (−x2, x1) with x = (x1, x2) ∈ R2, and (iu, ∇u) = i(u∇u¯ − u¯∇u)/2. The parameter
a > 0 in (1.2) characterizes the strengthen of attractive interactions between the cold atoms, and
Ω ≥ 0 describes the rotational velocity of the rotating trap V (x). Alternatively, one may want
to impose the constraint
∫
R2
|u(x)|2dx = N > 0, where N denotes the particle number of cold
atoms in the condensates, but this latter case can be easily reduced to the previous one with
a being replaced by a/N . Therefore, in this paper we prefer to work with (1.1) instead. Our
main interest of investigating (1.1) is on two folds: on one side, we provide an accurate limit
description of minimizers for (1.1) with more general potentials V (x). On the other hand, up to
a phase rotation, more importantly we shall prove that all minimizers of (1.1) are real valued,
unique and free of vortices for some special case. As far as we know, it seems that this is the
first work addressing the nonexistence of vortices for rotating BEC with attractive interactions.
When there is no rotation for the trap, i.e. Ω = 0, the existence, uniqueness and limit behavior,
and some other analytical properties of real-valued constraint minimizers for eF (a) were studied
recently in [22, 23, 24, 25, 51, 52] and references therein, see also Theorem 2.1 below for some
details. For the non-rotational case, it turns out that the analysis of eF (a) is deeply connected
with the following nonlinear scalar field equation
−∆u+ u− u3 = 0 in R2, where u ∈ H1(R2,R). (1.4)
Recall from [33, 50] that, up to the translations, the ground state of (1.4) is a positive radially
symmetric solution, denoted by w. Note also from [14, Lemma 8.1.2] that w = w(|x|) > 0 satisfies∫
R2
|∇w|2dx =
∫
R2
w2dx =
1
2
∫
R2
w4dx. (1.5)
Moreover, it has been proved in [50] that the equal sign of the following Gagliardo-Nirenberg
inequality ∫
R2
|u(x)|4dx ≤ 2‖w‖22
∫
R2
|∇u(x)|2dx
∫
R2
|u(x)|2dx, u ∈ H1(R2,R) (1.6)
is achieved for u(x) = w(x).
More recently, the variational problem eF (a) under the rotation Ω > 0 was discussed in
[7, 5, 34], where the authors addressed the existence, non-existence and the limit behavior of
complex-valued minimizers mainly for the case V (x) = |x|2. In this paper, we shall consider more
general trapping potentials V (x), for which we assume that the function 0 ≤ V (x) ∈ L∞loc(R2)
satisfies
lim|x|→∞
V (x)
|x|2 > 0. (1.7)
We also define the critical rotational velocity Ω∗ by
Ω∗ := sup
{
Ω > 0 : V (x) − Ω
2
4
|x|2 →∞ as |x| → ∞
}
. (1.8)
Hence, under the assumption (1.7), Ω∗ exists and satisfies 0 < Ω∗ ≤ ∞. It is easy to check
that both 0 < Ω∗ < ∞ and Ω∗ = ∞ can happen for different classes of V (x). Applying the
inequalities (1.6) and (2.5) below, we shall prove the following existence and nonexistence under
more general assumption (1.7).
Theorem 1.1. Let w be the unique positive radial solution of (1.4). Suppose V ∈ L∞loc(R2)
satisfies (1.7). Then
1. If 0 ≤ Ω < Ω∗ and 0 ≤ a < a∗ := ‖w‖22, there exists at least one minimizer for eF (a).
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2. If 0 ≤ Ω < Ω∗ and a ≥ a∗ := ‖w‖22, there is no minimizer for eF (a).
3. If Ω > Ω∗, then for any a ≥ 0, there is no minimizer for eF (a).
Moreover, eF (a) > infR2 VΩ(x) for 0 ≤ Ω < Ω∗ and a < a∗, lima→a∗ eF (a) = eF (a∗) =
infR2 VΩ(x) for 0 ≤ Ω < Ω∗, and eF (a) = −∞ for Ω ≥ 0 and a > a∗, where
VΩ(x) := V (x) − Ω
2
4
|x|2. (1.9)
Theorem 1.1 shows that the existence and nonexistence of minimizers for eF (a) is the same
as the case without rotation, provided that the rotating velocity Ω of the trap is smaller than
the critical value Ω∗. To complete the classification of Theorem 1.1, we note from Remark 2.1
below that for the case Ω = Ω∗ < ∞, the existence and nonexistence of minimizers for eF (a)
are very complicated, which depend sensitively on the exact trapping profile of V (x). Actually,
even for the most typical harmonic trapping profile V (x) = |x|2, which admits Ω∗ = 2, one can
derive that if Ω = Ω∗, there are infinitely many minimizers at either a = 0 or a∗, while there is
no minimizer at any other values of a.
If u is a minimizer of eF (a), then there exists a Lagrange multiplier µ = µ(a,Ω) ∈ R such
that u is a complex-valued solution of the following elliptic equation
−∆u+ V (x)u + iΩ (x⊥ · ∇u) = µu+ a|u|2u in R2. (1.10)
Furthermore, the proof of Theorem 1.1 implies that if ua is a minimizer of eF (a), then we have
the following singularity
‖ua‖∞ →∞ and
∫
R2
VΩ(x)|ua|2dx→ VΩ(x0) := inf
x∈R2
VΩ(x) as aր a∗, (1.11)
where VΩ(x) is as in (1.9). This motivates us to investigate the limit behavior of minimizers for
eF (a) as aր a∗, for which we define
Definition 1.1. The function h(x) ≥ 0 in R2 is homogeneous of degree p ∈ R+ (with respect to
the origin), if there exists some p > 0 such that
h(tx) = tph(x) in R2 for any t > 0. (1.12)
Following [21, Remark 3.2], the above definition implies that the homogeneous function h(x) ∈
C(R2) of degree p > 0 satisfies
0 ≤ h(x) ≤ C|x|p in R2, where C = maxx∈∂B1(0) h(x). (1.13)
Under the assumptions that V ∈ L∞loc(R2) satisfies (1.7) and Ω∗ > 0 defined in (1.8) holds
true, we next assume that VΩ(x) = V (x)− Ω24 |x|2 satisfies additionally the following conditions:
(V ). VΩ(x) ≥ 0, {x ∈ R2 : VΩ(x) = 0} = {0}, VΩ(x) = [1 + o(1)]h(x) as x → 0, where
h(x) ∈ Cα(R2) is homogeneous of degree p > 0 with 0 < α < min{p, 1} and H(y) =∫
R2
h(x+ y)w2(x)dx admits a global minimum point y0 ∈ R2.
Following the above assumption (V ), we also define λ ∈ (0,∞] satisfying
λ =


[p
2
∫
R2
h(x+ y0)w
2(x)dx
] 1
2+p
, if 0 < p < 2;
[ ∫
R2
(
h(x+ y0) +
Ω2
4
|x|2
)
w2(x)dx
] 1
4
, if p = 2;
[Ω2
4
∫
R2
|x|2w2(x)dx
] 1
4
, if p > 2;
(1.14)
where the point y0 ∈ R2 is the same as that of the assumption (V ). Under the assumptions (1.7)
and (V ) for some p > 0, we shall establish the following limit behavior.
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Theorem 1.2. Suppose V ∈ L∞loc(R2) satisfies (1.7) and (V ) for some p > 0, and assume
0 < Ω < Ω∗, where Ω∗ > 0 is defined as in (1.8). Let ua be a minimizer of eF (a), then we have
wa(x) :=
(a∗ − a) 12+γ
λ
ua
( (a∗ − a) 12+γ
λ
x+ xa
)
e−i
(
Ω
2λ (a
∗−a)
1
2+γ x·x⊥a −θa
)
→ w(x)√
a∗
as aր a∗
(1.15)
uniformly in R2, where γ = min{p, 2} > 0 and θa ∈ [0, 2π) is a properly chosen constant. Here
xa ∈ R2 is the global maximal point of |ua|.
The proof of Theorem 1.2 relies heavily on the non-degenerancy of w and the delicate en-
ergy estimates of eF (a) as well. As mentioned in [34, Remark 2.2], the method of [34] is ap-
plicable to general trapping potentials attaining their minimum at the origin and behaving at
least quadratically at zero and at infinity as well, for instance the quartic-quadratic potential
V (x) = |x|2 + k|x|4 for k ≥ 0. Compared with the results in [34], it is interesting to remark that
our Theorem 1.2 is applicable to more general trapping potentials attaining their minimum at
the origin and behaving only at least quadratically at infinity, for instance the quartic-quadratic
potential V (x) = |x|2 + k|x|q for k ≥ 0 and q > 0.
Based on Theorem 1.2, we finally focus on the more refined limit behavior of minimizers for
eF (a) as aր a∗ when V (x) = |x|2. In this case, it is not difficult to see that Ω∗ = 2. To achieve
our goal, stimulated by (1.15) we shall consider
wa(x) := εaua
(
εax+ xa
)
e−iΩ
(
εa
2 x·x⊥a −θa
)
:=
w(x)√
a∗
+ Rˆa(x) + iIa(x), εa :=
(∫
R2
|∇ua|2dx
)− 12
> 0,
(1.16)
where θa ∈ [0, 2π) is chosen properly as in (1.15), and xa ∈ R2 is the global maximal point of
|ua|. Here Rˆa and Ia are real-valued functions in H1(R2). By further making full use of the
non-degeneracy of w, together with the theory of linearized operators, we shall derive the refined
quantitative estimates of Rˆa and Ia as a ր a∗ in Sections 4 and 5. Following these refined
estimates we are able to show that the imaginary part Ia vanishes provided that a
∗ − a is a
sufficiently small positive number. More precisely, we shall prove the following main result of the
present paper.
Theorem 1.3. Suppose V (x) = |x|2 and 0 < Ω < Ω∗ = 2. Then, up to the phase rotation, all
minimizers of eF (a) are real-valued, unique and free of vortices as a is sufficiently close to a
∗
from below.
We remark that Theorem 1.3 can be generalized to the case V (x) = |x − a|2 for some a =
(a1, a2) ∈ R2. This follows directly by transform v(x) = u(x + 4a4−Ω2 )e
−i 2Ω
4−Ω2 x·a
⊥
, where a⊥ =
(−a2, a1).
Theorem 1.3 and [22, Theorem 1.2] yield immediately that the minimizer ua of eF (a), up to
a phase θa ∈ [0, 2π), satisfies
ua(x) = e
−iθau0a(x) ≈
λ
‖w‖2 e
−iθa
{ 1
(a∗ − a) 14 w
( λ|x|
(a∗ − a) 14
)
+ (a∗ − a) 34ψ
( λ|x|
(a∗ − a) 14
)
+ (a∗ − a) 74φ0
( λ|x|
(a∗ − a) 14
)
+ o
(
(a∗ − a) 74 )} as aր a∗,
(1.17)
where u0a(x) > 0 is the unique real minimizer of eF (a) at Ω = 0, and λ > 0 is defined by (1.14)
with p = 2. Here the real-valued radially symmetric functions ψ, φ0 ∈ C2(R2) ∩ L∞(R2) are
unique and independent of the choice of ua. Therefore, the expansion (1.17) gives a positive
answer for the question raised soon after [34, Theorem 2.1]. It deserves to remark that the
similar results of Theorem 1.3 were proved earlier in [3, 28, 29] for repulsive BEC by different
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arguments, where the authors employ mainly the weighted Jacobian estimates and investigate
where the vortices may occur by splitting the energy.
This paper is organized as follows: in Section 2 we shall prove Theorem 1.1 on the existence
and nonexistence of minimizers for eF (a) under more general potentials satisfying (1.7). The
proof of Theorem 1.2 is then complete in Section 3 by employing energy methods and blow-up
analysis. Section 4 is devoted to the refined limit behavior of minimizers for eF (a) as a ր a∗,
based on which we shall complete the proof of Theorem 1.3 in Section 5. The proofs of Lemma
4.1 and Proposition 5.1 are finally given in Appendix A.
2 Existence of minimizers
In this section we shall prove Theorem 1.1 on the existence and nonexistence of minimizers for
eF (a). Recall that w > 0 is the unique positive radial solution of (1.4), and
1
2
∫
R2
w2dx is the
minimum of the energy functional
I(u) =
∫
R2
|∇u(x)|2dx ∫
R2
|u(x)|2dx∫
R2
|u(x)|4dx , where u ∈ H
1(R2,R). (2.1)
The function w strictly decreases in |x| (cf. [17, Proposition 4.1]), and admits the following
exponential decay
w(x) , |∇w(x)| = O(|x|− 12 e−|x|) as |x| → ∞. (2.2)
We next recall some results and notations from [23] on the minimizers of eF (a) in the special
case where Ω = 0. Equivalently, we consider the following Gross-Pitaevskii energy functional
Ea(u) :=
∫
R2
(|∇u|2 + V (x)|u|2)dx− a
2
∫
R2
|u|4dx, u ∈ H (2.3)
under the unit mass constraint
∫
R2
|u|2dx = 1, i.e.,
e(a) := inf
{u∈H and ∫
R2
|u|2dx=1}
Ea(u), (2.4)
where H is defined as in (5.1).
One can note that Ea(|u|) ≤ Ea(u) holds for any u ∈ H. This property and [23, Theorem 1]
yield immediately the following existence and nonexistence:
Theorem 2.1. Let w be the unique positive radial solution of (1.4). Suppose V ∈ L∞loc(R2)
satisfies lim|x|→∞ V (x) =∞. Then
1. If 0 ≤ a < a∗ := ‖w‖22, there exists at least one minimizer for (2.4).
2. If a ≥ a∗ := ‖w‖22, there is no minimizer for (2.4).
2.1 Minimizers under the rotation
In this subsection, we complete the proof of Theorem 1.1 on the existence and nonexistence of
minimizers in the rotational case where Ω > 0. We first note (cf. [35]) the following Diamagnetic
inequality: for A = Ω2 x⊥,
|∇u|2−Ωx⊥·(iu, ∇u) = |(∇−iA)u|2−Ω
2
4
|x|2|u|2 ≥ ∣∣∇|u|∣∣2−Ω2
4
|x|2|u|2, u ∈ H1(R2,C). (2.5)
For any given function u = |u|eiΩS ∈ H, where S = S(x) : R2 → R, the above identity holds at
a unique point where S(x) satisfies
∇S(x) = 1
2
x⊥. (2.6)
5
Define the critical rotational velocity Ω∗ as in (1.8), such that if V (x) satisfies (1.7), then Ω∗
exists and satisfies 0 < Ω∗ ≤ ∞. Suppose V (x) = |x|s with s ≥ 2, then we have
Ω∗ :=
{
2, if s = 2;
∞, if s > 2, (2.7)
which shows that depending on V (x), both 0 < Ω∗ < ∞ and Ω∗ = ∞ can happen. Since
the following compactness lemma can be proved by the arguments similar to those in [51] and
references therein, we omit the proof for simplicity.
Lemma 2.2. Suppose V ∈ L∞loc(R2) and lim|x|→∞ V (x) =∞. If 2 ≤ q <∞, then the embedding
H →֒ Lq(R2,C) is compact.
Together with the Gagliardo-Nirenberg inequality (1.6), the above compactness property al-
lows us to prove the following existence.
Theorem 2.3. Let w = w(|x|) be the unique positive radial solution of (1.4). Suppose V (x)
satisfies (1.7), and Ω∗ > 0 is defined as in (1.8). Then for any 0 ≤ Ω < Ω∗ and 0 ≤ a < a∗ :=
‖w‖22, there exists at least one minimizer for eF (a).
Proof. In view of Theorem 2.1, we only need to consider the case where 0 < Ω < Ω∗ and
0 ≤ a < a∗ are arbitrary. Let {un} ∈ H be a minimizing sequence of eF (a). Hence,
eF (a) + 1 ≥
∫
R2
|∇un|2dx− Ω
∫
R2
x⊥ · (iun, ∇un)dx+
∫
R2
V (x)|un|2dx− a
2
∫
R2
|un|4dx. (2.8)
Applying (2.8), the inequalities (1.6) and (2.5) yield that for any 0 < Ω < Ω∗,
eF (a) + 1 ≥
∫
R2
|(∇− iA)un|2dx− a
2
∫
R2
|un|4dx+
∫
R2
(
V (x)− Ω
2
4
|x|2
)
|un|2dx
≥ a
∗ − a
2
∫
R2
|un|4dx+
∫
R2
(
V (x) − Ω
2
4
|x|2
)
|un|2dx,
(2.9)
where A = Ω2 x⊥. We then derive from the definition of Ω∗ that
lim
|x|→∞
[
V (x)− Ω
2
4
|x|2
]
=∞. (2.10)
Since V (x) ∈ L∞loc(R2), it follows from (2.10) that there exists some constant M > 0 such
that V (x) − Ω
2
4
|x|2 > −M holds in R2, which implies that ∫
R2
(
V (x) − Ω
2
4
|x|2)|un|2dx > −M.
Following this estimate, we derive from (2.9) that
eF (a) + 1 ≥ a
∗ − a
2
∫
R2
|un|4dx−M. (2.11)
This implies that for any given 0 ≤ a < a∗ and 0 < Ω < Ω∗, there exists a constant 0 < K =
K(a,Ω) <∞, independent of n, such that∫
R2
|un|4dx < 2K and
∫
R2
(
V (x) − Ω
2
4
|x|2
)
|un|2dx < K uniformly for large n > 0. (2.12)
We thus deduce from (2.8) and (2.12) that for large n > 0,
eF (a) + 1 + aK ≥
∫
R2
|∇un|2dx− Ω
∫
R2
x⊥ · (iun, ∇un)dx. (2.13)
Since 0 < Ω < Ω∗ is fixed, the definition (1.8) of Ω∗ implies that
|x|2 ≤ C(Ω)
(
V (x)− Ω
2
4
|x|2
)
for sufficiently large |x| > 0. (2.14)
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By the Cauchy-Schwarz inequality, we then obtain from (2.12) and (2.14) that for sufficiently
large R > 0 and n > 0,∣∣∣Ω ∫
R2
x⊥ · (iun, ∇un)dx
∣∣∣
≤ 1
2
∫
R2
|∇un|2dx+ Ω
2
2
∫
R2
|x|2|un|2dx
≤ 1
2
∫
R2
|∇un|2dx+ Ω
2
2
[
C(R)
∫
BR(0)
|un|2dx+ C1(Ω)
∫
Bc
R
(
V (x)− Ω
2
4
|x|2
)
|un|2dx
]
≤ 1
2
∫
R2
|∇un|2dx+ C2(Ω, R),
(2.15)
where C2(Ω, R) > 0 is a constant. Thus, we conclude from (2.13) and (2.15) that for sufficiently
large R > 0 and n > 0,
eF (a) + 1 + aK ≥ 1
2
∫
R2
|∇un|2dx− C2(Ω, R),
which therefore implies that for any given 0 ≤ a < a∗ and 0 < Ω < Ω∗, ∫
R2
|∇un|2dx is also
bounded uniformly for sufficiently large n > 0.
We hence deduce that for any given 0 ≤ a < a∗ and 0 < Ω < Ω∗, the sequence {un}∞m+1 is
bounded uniformly in H. By the compactness of Lemma 2.2, we then obtain that, after passing
to a subsequence if necessary, there exists u ∈ H such that
un ⇀ u weakly in H, un → u strongly in Lq(R2,C),
where 2 ≤ q <∞ is arbitrary. Therefore, by the weak lower semicontinuity, we further conclude
that
∫
R2
|u|2dx = 1 and Fa(u) = eF (a). This implies that for any given 0 ≤ a < a∗ and
0 < Ω < Ω∗, there exists at least one minimizer of eF (a), and the proof is therefore complete.
We now make the following observation: by applying (1.6), the second inequality of (2.9)
yields that
Fa(u) ≥
(
1− a
a∗
) ∫
R2
∣∣∇|u|∣∣2dx+ ∫
R2
VΩ(x)|u|2dx, u ∈ H, (2.16)
where VΩ(x) = V (x) − Ω24 |x|2. Stimulated by the above estimate, we next derive the following
nonexistence result, combining with Theorems 2.1 and 2.3, which then completes the proof of
Theorem 1.1.
Theorem 2.4. Let w = w(|x|) be the unique positive radial solution of (1.4). Suppose V (x)
satisfies (1.7) such that Ω∗ > 0 exists, where Ω∗ is defined as in (1.8). Then there is no minimizer
for eF (a), provided that either
1. 0 ≤ Ω < Ω∗ and a ≥ a∗ := ‖w‖22, or
2. Ω > Ω∗ and a ≥ 0.
Moreover, eF (a) > infR2 VΩ(x) for 0 ≤ Ω < Ω∗ and a < a∗, limaրa∗ eF (a) = eF (a∗) =
infR2 VΩ(x) for 0 ≤ Ω < Ω∗, and e(a) = −∞ for Ω ≥ 0 and a > a∗.
Proof. 1. We first consider the case where 0 ≤ Ω < Ω∗ and a ≥ a∗ := ‖w‖22. Choose a
non-negative function ϕ ∈ C∞0 (R2) such that ϕ(x) = 1 for |x| ≤ 1. For any τ > 0, define
wτ (x) = Aτ
τ
‖w‖2ϕ(x− x0)w
(
τ(x − x0)
)
eiΩS(x) , (2.17)
where x0 ∈ R2 is to be determined later, S(x) = 12x ·x⊥0 is chosen such that ∇S(x) ≡ 12x⊥0 in R2,
and Aτ > 0 is chosen so that
∫
R2
|w(x)|2dx = 1. By scaling, Aτ > 0 satisfies limτ→∞Aτ = 1. In
fact,
1
A2τ
=
1
‖w‖22
∫
R2
w(x)2ϕ(x/τ)2dx = 1 +O(τ−∞) as τ →∞, (2.18)
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due to the exponential decay of w in Eq. (2.2). Here and below we always use the notation
f(t) = O(t−∞) for any function f satisfying limt→∞ |f(t)|ts = 0 for all s > 0.
Direct calculations give that for A := Ω2 x⊥,
Cτ (wτ ) : =
∫
R2
(
|∇wτ |2 − Ωx⊥ · (iwτ , ∇wτ ) + Ω
2
4
|x|2|wτ |2
)
dx− a
2
∫
R2
|wτ |4dx
=
∫
R2
|(∇− iA)wτ |2dx − a
2
∫
R2
|wτ |4dx
=
τ2
‖w‖22
{∫
R2
∣∣∣∇w(x) + i Ω
2τ2
w(x)x⊥
∣∣∣2dx− a
2a∗
∫
R2
w4dx+O(τ−∞)
}
as τ →∞. We then reduce from (1.6) and above that
Cτ (wτ ) =
τ2
2‖w‖22
[(
1− a
a∗
)∫
R2
w4dx+O(τ−4)
]
as τ →∞. (2.19)
On the other hand, since the function x 7→ VΩ(x)ϕ2(x−x0) is bounded and has compact support,
the convergence
lim
τ→∞
∫
R2
VΩ(x)|wτ (x)|2dx = VΩ(x0) (2.20)
holds for almost every x0 ∈ R2, see [35]. Therefore, we conclude from above that
Fa(wτ ) = VΩ(x0) +
τ2
2‖w‖22
(
1− a
a∗
) ∫
R2
w4dx+O(τ−2) as τ →∞. (2.21)
We are now ready to prove the nonexistence of minimizers as follows:
(a). If 0 ≤ Ω < Ω∗ and a > a∗, then it follows from (2.21) that
eF (a) ≤ Fa(wτ ) = −Cτ2 as τ →∞,
where C > 0 and x0 ∈ R2 in (2.17) can be chosen arbitrarily. This implies that in this case, eF (a)
is unbounded from below, and the nonexistence of minimizers for eF (a) is therefore proved.
(b). If 0 ≤ Ω < Ω∗ and a = a∗, we take x0 ∈ R2 for (2.17) such that VΩ(x0) = infx∈R2 VΩ(x).
We then obtain from (2.21) that eF (a
∗) ≤ infx∈R2 VΩ(x). Applying (2.16), we thus have
eF (a
∗) = inf
x∈R2
VΩ(x). (2.22)
On the other hand, however, if there exists a minimizer u∗ at a = a∗, then we deduce from (2.16)
that
eF (a
∗) = Fa∗(u∗) > VΩ(x0) := inf
x∈R2
VΩ(x),
a contradiction to (2.22). This proves the nonexistence of minimizers for this case.
2. We next consider the case where Ω > Ω∗, provided that Ω∗ < ∞. In this case, the
definition of Ω∗ implies that infx∈R2 VΩ(x) = −∞. For any fixed and sufficiently large τ > 0,
take a point x0 ∈ R2 such that VΩ(x0) = − τ
2
∫
R2
w4dx∫
R2
w2dx
. For the above τ > 0, let w > 0 be the
same test function as that of (2.17). The same argument as in (1) then yields that for any a ≥ 0,
Fa(w) = VΩ(x0) +
τ2
2‖w‖22
(
1− a‖w‖22
)∫
R2
w4dx+O(τ−2)
≤ −τ
2
∫
R2
w4dx∫
R2
w2dx
+
τ2
2‖w‖22
∫
R2
w4dx +O(τ−2) ≤ − τ
2
4‖w‖22
∫
R2
w4dx
as τ → ∞. Since τ > 0 is arbitrary, the above estimate implies that eF (a) is also unbounded
from below in this case. This therefore gives the nonexistence of minimizers for the case where
Ω > Ω∗ and a ≥ 0 are arbitrary.
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3. To prove the stated properties of the GP energy eF (a), note first from (2.16) that eF (a) >
infR2 VΩ(x) holds for 0 ≤ Ω < Ω∗ and a < a∗ = ‖w‖22. Further, the above analysis gives that
eF (a
∗) = infR2 VΩ(x) for 0 ≤ Ω < Ω∗, and eF (a) = −∞ for Ω ≥ 0 and a > a∗. Finally, consider
(2.21) by first taking a ր a∗ and then setting τ → ∞, where x0 ∈ R2 is chosen such that
VΩ(x0) = infx∈R2 VΩ(x). We then conclude from (2.16) that limaրa∗ eF (a) = infR2 VΩ(x) for
0 ≤ Ω < Ω∗, which therefore completes the proof of the theorem.
Remark 2.1. As the completion of Theorem 1.1, we now remark that the existence and nonexis-
tence of minimizers in the case where Ω = Ω∗ <∞ are very complicated, which depend greatly
on a and the exact trapping profile of V (x). Actually, even for the most typical harmonic case
V (x) = |x|2, which admits Ω∗ = 2, one can use the argument of Theorem 2.4 to derive that when
Ω = Ω∗, there are infinitely many minimizers for eF (a) at either a = 0 or a = a∗, whereas there
is no minimizer for eF (a) at either 0 < a < a
∗ or a > a∗.
3 Mass Concentration as aր a∗
By employing energy methods and blow-up analysis, the main purpose of this section is to
establish Theorem 1.2 on the limit behavior of minimizers for eF (a) as a ր a∗. Recall from
Theorem 1.1 that eF (a) admits minimizers and eF (a) → infR2 VΩ(x) as a ր a∗, where VΩ(x)
satisfies the assumption (V ) for any p > 0, and eF (a) is the GP energy defined in (1.1). To prove
Theorem 1.2, we first address the following energy estimates of eF (a) as aր a∗.
Lemma 3.1. Suppose V (x) ∈ L∞loc(R2) satisfies (1.7) and (V ) for some p > 0, and assume
0 < Ω < Ω∗, where Ω∗ > 0 is defined as in (1.8). Then there exist two positive constants m and
M , independent of 0 < a < a∗, such that
0 < m(a∗ − a) pp+2 ≤ eF (a) ≤M(a∗ − a)
γ
γ+2 as aր a∗, (3.1)
where γ = min{p, 2} > 0.
Proof. By applying (2.16), we first note that a similar proof of [23, Lemma 3] gives the lower
bound of (3.1), and we leave the details of the proof to the interested reader.
To prove the upper estimate of (3.1), similar to the proof of Theorem 2.4, we use a trial
function wτ of the form (2.17), where S(x) ≡ 0. Under the assumptions of (V ) for some p > 0,
choose R > 0 small enough so that VΩ(x) ≤ C0|x|p for |x| ≤ R, where VΩ(x) is defined as in
(1.9). In view of this fact, we have∫
R2
VΩ(x)|wτ (x)|2dx ≤ C0A
2
τ
τp
∫
R2
|x|pw2(x)dx as τ →∞ ,
where Aτ > 0 satisfies (2.18). We then obtain from (2.17)–(2.19) that
Cτ (wτ ) : =
∫
R2
(
|∇wτ |2 − Ωx⊥ · (iwτ , ∇wτ ) + Ω
2
4
|x|2|wτ |2
)
dx− a
2
∫
R2
|wτ |4dx
=
τ2
2‖w‖22
(
1− a
a∗
) ∫
R2
w4(x)dx +
Ω2
4‖w‖22τ2
∫
R2
|x|2w2(x)dx +O(τ−∞)
as τ →∞. Thus, we conclude from above that
eF (a) ≤ τ
2
2(a∗)2
(a∗ − a)
∫
R2
w4(x)dx +
C0
τp
∫
R2
|x|pw2(x)dx
+
Ω2
4‖w‖22τ2
∫
R2
|x|2w2(x)dx +O(τ−∞) as τ →∞.
(3.2)
Optimizing the right hand side of (3.2) by taking
τ = (a∗ − a)− 1γ+2 , where γ := min{p, 2} > 0,
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we arrive at the desired upper bound of (3.1), and the proof is therefore complete.
Given a fixed 0 < Ω < Ω∗, if ua is a minimizer of eF (a) for 0 < a < a∗, then ua is a solution
of the following elliptic equation
−∆ua + V (x)ua + iΩ (x⊥ · ∇ua) = µaua + a|ua|2ua in R2, (3.3)
where µa ∈ R is a Lagrange multiplier. One can check that µa satisfies
µa = eF (a)− a
2
∫
R2
|ua|4dx, 0 < a < a∗. (3.4)
The following lemma gives the refined estimates of ua and µa as aր a∗.
Lemma 3.2. Under the assumptions of Theorem 1.2, define εa > 0 by
εa :=
( ∫
R2
|∇ua|2dx
)− 12
> 0, (3.5)
where ua is a minimizer of eF (a). Then we have
1. εa > 0 satisfies εa → 0 and µaε2a → −1 as aր a∗.
2. Define the normalized function as follows:
wa(x) := εaua
(
εax+ xa
)
e−i(
εaΩ
2 x·x⊥a −θa), (3.6)
where xa is a global maximal point of |ua| and θa ∈ [0, 2π) is a properly constant. Then
there exists a constant η > 0, independent of 0 < a < a∗, such that∫
B2(0)
|wa(x)|2dx ≥ η > 0 as aր a∗. (3.7)
3. The global maximal point xa of |ua| satisfies limaրa∗ VΩ(xa) = 0, and wa(x) satisfies
lim
aրa∗
wa(x) =
w(x)√
a∗
strongly in H1(R2). (3.8)
Proof. 1. On the contrary, suppose that εa 9 0 as aր a∗. By the definition of eF (a), then we
derive from (1.6) and the Diamagnetic inequality (2.5) that
eF (a) =
∫
R2
|(∇− iA)ua|2dx− a
2
∫
R2
|ua|4dx+
∫
R2
(
V (x)− Ω
2
4
|x|2
)
|ua|2dx
≥
∫
R2
(
V (x)− Ω
2
4
|x|2
)
|ua|2dx.
(3.9)
Following the upper estimate of eF (a) in (3.1), we deduce from the above inequality that the
minimizer ua is bounded uniformly in H. Further, similar to Lemma 2.3, we obtain that there
exists a subsequence, still denoted by {ua}, of {ua} such that
ua ⇀ u0 weakly in H, ua → u0 strongly in Lq(R2,C)
for some u0 ∈ H, where 2 ≤ q <∞ is arbitrary. Since ua → u0 strongly in L2(R2,C) as aր a∗,
we now have ‖u0‖22 = 1. However, it follows from (3.1) and (3.9) that
0 = limaրa∗ eF (a) ≥ lim infaրa∗
∫
R2
(
V (x) − Ω
2
4
|x|2
)
|ua|2dx
≥
∫
R2
(
V (x) − Ω
2
4
|x|2
)
|u0|2dx ≥ 0,
(3.10)
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which implies that u0 ≡ 0 in R2 by the assumption (V ), a contradiction. Therefore, we have
εa → 0 as aր a∗.
We next prove that µaε
2
a → −1 as a ր a∗. Actually, since 0 < Ω < Ω∗ is fixed, by applying
(2.14) we obtain from (3.1) and (3.9) that for any given constant M > 0,∫
R2
Ω2|x|2
4
|ua|2dx =
∫
|x|≤M
Ω2|x|2
4
|ua|2dx +
∫
|x|>M
Ω2|x|2
4
|ua|2dx
≤ C + C(Ω)
∫
|x|>M
VΩ(x)|ua|2dx ≤ C.
(3.11)
It then follows from above that for any given σ > 0,
Ω
∣∣∣ ∫
R2
x⊥ · (iua,∇ua)dx
∣∣∣ ≤ σ
2
∫
R2
|∇ua|2dx+ Ω
2
2σ
∫
R2
|x|2|ua|2dx
≤ σ
2
∫
R2
|∇ua|2dx+ C(σ).
(3.12)
By the Gagliardo-Nirenberg inequality (1.6) and Lemma 3.1, we also have
lim
aրa∗
a
2
∫
R2
|ua|4dx− eF (a)∫
R2
|∇ua|2dx ≤ 1.
Suppose now that µaε
2
a 9 −1 as a ր a∗. By taking a subsequence if necessary, we then obtain
from above and (3.4) that there exists some constant γ0 > 0 such that
− lim
aրa∗
µaε
2
a = lim
aրa∗
a
2
∫
R2
|ua|4dx− eF (a)∫
R2
|∇ua|2dx ≤ 1− γ0. (3.13)
Applying (3.10)–(3.12), we thus deduce that
eF (a) =
∫
R2
|∇ua|2dx− a
2
∫
R2
|ua|4dx+
∫
R2
VΩ(x)|ua|2dx
+
∫
R2
Ω2
4
|x|2|ua|2dx+Ω
∫
R2
x⊥ · (iua,∇ua)
≥
∫
R2
|∇ua|2dx− a
2
∫
R2
|ua|4dx− σ
2
∫
R2
|∇ua|2dx− C(σ)
≥ (γ0 − σ
2
) ∫
R2
|∇ua|2dx− C(σ) = γ0
2
∫
R2
|∇ua|2dx− C(σ),
where we take σ = γ0 > 0 in the last identity. However, the above inequality contradicts to
Lemma 3.1. This completes the proof of (1).
2. Denote w¯a(x) = εaua
(
εax+xa
)
e−i(
εaΩ
2 x·x⊥a ) and wa(x) := w¯a(x)eiθa , where the parameter
θa ∈ [0, 2π) is chosen properly such that∥∥∥wa − w√
a∗
∥∥∥
L2(R2)
= min
θ∈[0,2pi)
∥∥∥eiθw¯a − w√
a∗
∥∥∥
L2(R2)
. (3.14)
Rewrite wa(x) = Ra(x) + iIa(x), where Ra(x) denotes the real part of wa(x) and Ia(x) denotes
the imaginary part of wa(x). By (3.14), we obtain the following orthogonality condition∫
R2
w(x)Ia(x)dx = 0. (3.15)
Following (3.3), the definition of wa(x) gives that wa(x) satisfies the following Euler-Lagrange
equation
−△wa+ iε2aΩ
(
x⊥ ·∇wa
)
+
[ε4aΩ2
4
|x|2+ ε2aVΩ(εax+xa)− ε2aµa− a|wa|2
]
wa = 0 in R
2, (3.16)
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where wa is bounded uniformly in H
1(R2, C). Define Wa(x) = |wa(x)|2 ≥ 0 in R2. We then
derive from (3.16) that
−1
2
△Wa + |∇wa|2 − ε2aΩx⊥ · (iwa,∇wa)
+
[ε4aΩ2
4
|x|2 + ε2aVΩ(εax+ xa)− ε2aµa − aWa
]
Wa = 0 in R
2.
(3.17)
Since
|∇wa|2 − ε2aΩx⊥ · (iwa,∇wa) +
ε4aΩ
2
4
|x|2Wa ≥ 0 in R2,
which is due to the Diamagnetic inequality (2.5), we have
−1
2
△Wa − ε2aµaWa − aW 2a ≤ 0 in R2. (3.18)
Since the origin 0 is a global maximal point of Wa(x) for all a < a
∗, we have −△Wa(0) ≥ 0 for
all a < a∗. Combining the fact that ε2aµa → −1 as a ր a∗, we then get that Wa(0) ≥ β > 0
holds uniformly in a for some positive constant β. Following De Giorgi-Nash-Moser theory [26,
Theorem 4.1], we thus deduce from (3.18) that∫
B2(0)
W 2a dx ≥ C max
x∈B1(0)
Wa(x) ≥ C(β) as aր a∗. (3.19)
Moreover, since wa is bounded uniformly in H
1(R2, C), we obtain from (3.19) that
Wa(0) = max
x∈R2
Wa(x) ≤ C
∫
B2(0)
W 2a dx ≤ C. (3.20)
Combining (3.19) and (3.20) then yields that∫
B2(0)
|wa|2dx ≥
∫
B2(0)
W 2a
maxx∈R2 Wa(x)
dx ≥ C(β) > 0, (3.21)
which completes the proof of (3.7).
3. Since |wa| is bounded uniformly in H1(R2), we may assume that up to a subsequence if
necessary, |wa| converges to w0 weakly in H1(R2) as a ր a∗ for some 0 ≤ w0 ∈ H1(R2). Note
from (3.21) that w0 6≡ 0 in R2. By the weak convergence, we may assume that |wa| → w0 almost
everywhere in R2 as aր a∗. Applying Bre´zis-Lieb lemma gives that
‖wa‖qq = ‖w0‖qq +
∥∥|wa| − w0∥∥qq + o(1) as aր a∗, where 2 ≤ q <∞, (3.22)
and ∥∥∇|wa|∥∥22 = ∥∥∇w0∥∥22 + ∥∥∇(|wa| − w0)∥∥22 + o(1) as aր a∗. (3.23)
This also implies that
∥∥|wa| − w0∥∥22 ≤ 1 holds uniformly as a ր a∗. Recall from (3.10) that
eF (a)→ 0 as aր a∗, and note also that
1 = − lim
aրa∗
µaε
2
a = lim
aրa∗
a
2
∫
R2
|ua|4dx − eF (a)∫
R2
|∇ua|2dx .
By the definition of wa(x), we therefore get that
lim
aրa∗
∫
R2
|wa|4dx = 2
a∗
. (3.24)
Thus, we have
lim
aրa∗
{∫
R2
∣∣∇|wa|∣∣2dx− a∗
2
∫
R2
|wa|4dx
}
≤ lim
aրa∗
{∫
R2
∣∣∇wa∣∣2dx− a∗
2
∫
R2
|wa|4dx
}
= 0.
(3.25)
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By the Gagliardo-Nirenberg inequality (1.6), we then get from (3.22), (3.23) and (3.25) that
0 ≥ lim
aրa∗
{∫
R2
∣∣∇|wa|∣∣2dx− a∗
2
∫
R2
|wa|4dx
}
=
∫
R2
|∇w0|2dx− a
∗
2
∫
R2
|w0|4dx
+ lim
aրa∗
{∫
R2
∣∣∇(|wa| − w0)∣∣2dx− a∗
2
∫
R2
∣∣|wa| − w0∣∣4dx}
≥
∫
R2
|∇w0|2dx− a
∗
2
∫
R2
|w0|4dx
+
a∗
2
lim
aրa∗
(∥∥|wa| − w0∥∥−22 − 1
)∫
R2
∣∣|wa| − w0∣∣4dx ≥ 0.
Using (1.6) again, the above inequality implies that ‖w0‖22 = 1 and
|wa| → w0 strongly in L2(R2) as aր a∗. (3.26)
Due to the uniform boundedness of |wa| in H1(R2), we obtain that |wa| → w0 strongly in L4(R2)
as a ր a∗. By the weak lower semicontinuity and (1.6), we further get that ∇|wa| → ∇w0
strongly in L2(R2) as aր a∗. Therefore,√a∗w0 must be an optimizer of the Gagliardo-Nirenberg
inequality (1.6), and there exists y0 ∈ R2 such that up to a subsequence if necessary,
|wa(x)| → w0(x) = w(x + y0)√
a∗
strongly in H1(R2) as aր a∗.
Since the origin is a global maximal point of |wa| for all a ∈ (0, a∗), it must be a global maximal
point of w(x + y0), which implies that y0 = 0 and
|wa(x)| → w(x)√
a∗
strongly in H1(R2) as aր a∗. (3.27)
Moreover, because the convergence (3.27) is independent of the subsequence {|wa|}, we conclude
that (3.27) holds for the whole sequence.
On the other hand, since wa is bounded uniformly in H
1(R2, C), we may assume that up to
a subsequence if necessary,
wa ⇀ w1 weakly in H
1(R2, C) as aր a∗
holds for some w1 ∈ H1(R2, C). We then obtain from (3.27) that ‖w1‖22 = 1, which thus yields
that
lim
aրa∗
wa = w1 strongly in L
2(R2),
and hence
lim
aրa∗
wa = w1 strongly in L
q(R2), where q ∈ [2,∞). (3.28)
In view of (3.24), this further implies that∫
R2
|w1|4dx = lim
aրa∗
∫
R2
|wa|4dx = 2
a∗
. (3.29)
By the Gagliardo-Nirenberg inequality (1.6), we now deduce from (3.29) that
1 = lim
aրa∗
∫
R2
|∇wa|2dx ≥
∫
R2
|∇w1|2dx ≥ a
∗
2
∫
R2
|w1|4dx = 1,
which implies that
lim
aրa∗
∫
R2
|∇wa|2dx =
∫
R2
|∇w1|2dx, (3.30)
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and ∫
R2
|∇w1|2dx =
∫
R2
∣∣∇|w1|∣∣2dx, i.e., ∣∣∇w1∣∣ = ∣∣∇|w1|∣∣ a.e. in R2, (3.31)
due to (3.27). We thus conclude from (3.28) and (3.30) that
lim
aրa∗
wa = w1 strongly in H
1(R2). (3.32)
Finally, by (3.27), (3.30) and (3.31), w1 must satisfy w1 = |w1|eiσ = w√a∗ eiσ for some σ ∈ R.
Moreover, because the limit function w1 =
w√
a∗
is independent of the subsequence that we
choose, we deduce that (3.32) holds essentially true for the whole sequence. Following (3.1), we
also obtain that limaրa∗ eF (a) = 0, and hence limaրa∗ VΩ(xa) = 0 in view of (3.9) and (3.32).
This then completes the proof of Lemma 3.2.
Proposition 3.3. Under the assumptions of Theorem 1.2, let ua be a minimizer of eF (a), and
consider the sequence {wa} defined in Lemma 3.2. Then we have
(i). There exists a large constant R > 0 such that as aր a∗,
|wa(x)| ≤ Ce− 23 |x| in R2/BR(0). (3.33)
(ii). The following estimate holds
Ω
∫
R2
x⊥
(
iwa(x),∇wa(x)
)
dx = o(ε
1+ γ2
a ) as aր a∗, (3.34)
where εa = εa > 0 is as in Lemma 3.2 and γ = min{p, 2} > 0.
Proof. 1. Since ua satisfies (3.3), we note from (3.6) that the function wa satisfies
−△wa + iε2aΩ(x⊥ · ∇wa)
+
[ε4aΩ2
4
|x|2 + ε2aVΩ(εax+ xa)− ε2aµa − a|wa|2
]
wa = 0 in R
2,
(3.35)
where εa > 0 is as in Lemma 3.2. Similar to (3.18), by setting Wa = |wa|2 we derive from (3.35)
that as aր a∗,
−1
2
△Wa +
(− ε2aµa − aWa)Wa ≤ 0 in R2, (3.36)
where −ε2aµa → 1 as a ր a∗. Recall from (3.27) that Wa → 1a∗w2(|x|) strongly in L2(R2) as
aր a∗. Applying De Giorgi-Nash-Moser theory [26, Theorem 4.1] to (3.36), then there exists a
sufficiently large R > 0 such that
Wa(x) ≤ 1
18a∗
in R2/BR(0) (3.37)
holds uniformly as aր a∗. By Lemma 3.2, we then derive from (3.36) that for sufficiently large
R > 0,
−△Wa(x) + 16
9
Wa(x) ≤ 0 in R2/BR(0), (3.38)
due to the fact that −ε2aµa → 1 as a ր a∗. Applying the comparison principle to (3.38) thus
yields immediately that (3.33) holds true.
2. Following (3.8) and the exponential decay (3.33) of |wa|, a standard bootstrap argument
yields that
wa(x) = Ra(x) + iIa(x)→ w√
a∗
uniformly in R2 as aր a∗. (3.39)
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By the definition of eF (a), we obtain from Lemma 3.2 that
eF (a) = Fa(ua) = Fa
(
1
εa
ei(
Ω
2 x·x⊥a −θ)wa
(
x−xa
εa
))
=
1
ε2a
∫
R2
|∇wa(x)|2dx− a
2ε2a
∫
R2
|wa(x)|4dx+ ε
2
aΩ
2
4
∫
R2
|x|2|wa(x)|2dx
+
∫
R2
VΩ(εax+ xa)|wa(x)|2dx− Ω
∫
R2
x⊥ ·
(
iwa(x),∇wa(x)
)
dx.
(3.40)
Applying the convergence (3.8) and the exponential decay (3.33), we have
Ω
∫
R2
x⊥ ·
(
iwa(x),∇wa(x)
)
dx = Ω
∫
R2
x⊥ ·
(
Ra∇Ia − Ia∇Ra
)
dx
= 2Ω
∫
R2
x⊥ ·
(
Ra∇Ia
)
dx ≤ C‖∇Ia‖L2 .
We then derive from above that
ε2aeF (a) ≥
∫
R2
(|∇Ra|2 + |∇Ia|2)dx− a
∗
2
∫
R2
(R4a + I
4
a + 2R
2
aI
2
a)dx− Cε2a‖∇Ia‖L2 . (3.41)
Since Ra → w√a∗ and Ia → 0 uniformly in R2 as aր a∗, we now have∫
R2
|∇Ra|2dx− a
∗
2
∫
R2
(
R4a + I
4
a + 2R
2
aI
2
a
)
dx
≥
∫
R2
|∇Ra|2dx
(
1−
∫
R2
|Ra|2dx
)
− a
∗
2
∫
R2
(
I2a + 2R
2
a
)
I2adx
=
(
1 + o(1)
) ∫
R2
I2adx−
(
1 + o(1)
) ∫
R2
w2I2adx as aր a∗,
where the Gagliardo-Nirenberg inequality (1.6) is used in the inequality. Hence, we derive from
(3.41) that
ε2aeF (a) ≥
∫
R2
|∇Ia|2dx+
∫
R2
I2adx−
∫
R2
w2I2adx− o(1)
∫
R2
I2adx− Cε2a‖∇Ia‖L2
=
(LIa, Ia)− o(1)
∫
R2
I2adx − Cε2a‖∇Ia‖L2 as aր a∗,
(3.42)
where the operator L is defined by
L := −△− w2 + 1 in L2(R2). (3.43)
Note from [35, Corollary 11.9 and Theorem 11.8] that (0, w(x)) is the first eigenpair of L
and ker(L) = {w}. Moreover, since the essential spectrum of the operator L satisfies σess(L) =
[1,+∞), we have 0 ∈ σd(L), where σd denotes its discrete spectrum. Because Ia is orthogonal to
w(x) by (3.15), we deduce that there exists a positive constant κ > 0 such that(LIa, Ia) ≥ κ‖Ia‖2L2(R2) as aր a∗. (3.44)
On the other hand, we obtain from (3.43) that
(LIa, Ia) ≥ ‖∇Ia‖2L2(R2) − ‖w‖2L∞‖Ia‖2L2(R2). (3.45)
We thus deduce from (3.44) and (3.45) that there exists a constant ρ(κ) > 0 such that as aր a∗,
(LIa, Ia) ≥ ρ(κ)‖Ia‖2H1(R2). (3.46)
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Inserting (3.46) into (3.42), we have
ε2aeF (a) ≥
ρ(κ)
2
‖Ia‖2H1(R2) − Cε2a‖∇Ia‖L2(R2) as aր a∗. (3.47)
Similar to (3.9), applying Lemma 3.1 yields that for γ = min{p, 2} > 0,
M(a∗ − a) γγ+2 ≥ eF (a)
=
∫
R2
|(∇− iA)ua|2dx− a
2
∫
R2
|ua|4dx+
∫
R2
VΩ(x)|ua|2dx
≥
∫
R2
∣∣∇|ua|∣∣2dx− a
2
∫
R2
|ua|4dx ≥
(
1− a
a∗
)∫
R2
∣∣∇|ua|∣∣2dx
≥ 1
2
(
1− a
a∗
)
ε−2a as aր a∗,
where we have also used (3.39) in the last inequality. This further implies that
(a∗ − a) 1γ+2 ≤ Cεa, eF (a) ≤M(a∗ − a)
γ
γ+2 ≤ Cεγa as aր a∗. (3.48)
Following (3.47) and (3.48), we obtain that
‖Ia‖H1(R2) ≤ Cε1+
γ
2
a as aր a∗. (3.49)
Applying (3.33) and (3.49) now yields that∫
R2
x⊥ ·
(
iwa(x),∇wa(x)
)
dx
=2
∫
R2
x⊥ · (Ra∇Ia)dx = 2
∫
R2
x⊥ ·
(w(x)√
a∗
∇Ia
)
dx+ o(ε
1+ γ2
a )
=− 2
∫
R2
x⊥ ·
(
Ia∇w(x)√
a∗
)
dx+ o(ε
1+ γ2
a ) = o(ε
1+ γ2
a ) as aր a∗,
(3.50)
where the convergence (3.8) is also used. The proof of Proposition 3.3 is therefore complete.
Completion of the proof for Theorem 1.2. In view of (3.6) and (3.39), to establish Theorem
1.2, the rest is to prove that
εa :=
( ∫
R2
|∇ua|2dx
)− 12
=
(a∗ − a) 12+γ
λ
+ o
(
(a∗ − a) 12+γ ) > 0 as aր a∗, (3.51)
where γ = min{2, p} > 0 and λ > 0 is as in (1.14).
For proving (3.51), we take
uβ(x) =
β
‖w‖2(a∗ − a) 12+γ
w
( β|x|
(a∗ − a) 12+γ
)
,
where β ∈ (0,∞) is to be determined later, as a trial function of the energy eF (a) as a ր a∗,
and minimize it over β > 0. By the similar calculations of Lemma 3.1, one then gets that
eF (a) ≤ min
β∈(0,∞)
Fa(uβ) =
(
1 +
2
γ
)λ2
a∗
(
a∗ − a)γ/(2+γ) as aր a∗. (3.52)
On the other hand, following (3.40) and (3.34), we derive from Lemma 3.2 that
eF (a) = Fa(ua)
=
1
ε2a
[ ∫
R2
∣∣∇wa(x)∣∣2dx− a∗
2
∫
R2
|wa(x)|4dx
]
+
a∗ − a
2ε2a
∫
R2
|wa(x)|4dx
+
ε2aΩ
2
4
∫
R2
|x|2|wa(x)|2dx+
∫
R2
VΩ(εax+ xa)|wa(x)|2dx
− Ω
∫
R2
x⊥
(
iwa(x),∇wa(x)
)
dx.
(3.53)
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The term in the square bracket is non-negative and can be dropped for a lower bound of eF (a).
Moreover, we infer from (3.34) that as aր a∗,
Ω
∫
R2
x⊥
(
iwa(x),∇wa(x)
)
dx =
{
o(εpa), if 0 < p ≤ 2;
o(ε2a), if p > 2.
Because wa → w√a∗ uniformly in R2 as aր a∗, we get from the exponential decay (3.33) that
a∗ − a
2ε2a
∫
R2
|wa(x)|4dx =
[
1 + o(1)
] a∗ − a
2(a∗)2ε2a
∫
R2
|w|4dx as aր a∗,
ε2aΩ
2
4
∫
R2
|x|2|wa(x)|2dx =
[
1 + o(1)
]ε2aΩ2
4a∗
∫
R2
|x|2|w(x)|2dx as aր a∗,
and ∫
R2
VΩ(εax+ xa)|wa(x)|2dx
=
∫
B 1√
εa
VΩ(εax+ xa)|wa(x)|2dx+
∫
R2/B 1√
εa
VΩ(εax+ xa)|wa(x)|2dx
= εpa
∫
B 1√
εa
h(x+ ε−1a xa)|wa(x)|2dx+ o(εpa)
=
[
1 + o(1)
] εpa
a∗
∫
R2
h(x+ ε−1a xa)|w(x)|2dx as aր a∗.
Note that for p = 2,
a∗ − a
2(a∗)2ε2a
∫
R2
|w|4dx+ ε
2
aΩ
2
4a∗
∫
R2
|x|2|w(x)|2dx+ ε
p
a
a∗
∫
R2
h(x+ ε−1a xa)|w(x)|2dx
≥
(
1 +
2
γ
)λ2
a∗
(a∗ − a)γ/(2+γ) as aր a∗,
(3.54)
where the identity holds if and only if (3.51) holds true. Applying (3.52), we then conclude from
above that for p = 2,
eF (a) ≈
(
1 +
2
γ
)λ2
a∗
(a∗ − a)γ/(2+γ) as aր a∗,
and (3.51) is hence true for p = 2. Similarly, one can also obtain from above that (3.51) holds
true for the cases where p 6= 2. This completes the proof of Theorem 1.2.
Before ending this section, we remark that the proof of Theorem 1.2 implies for all p > 0,
εa :=
( ∫
R2
|∇ua|2dx
)− 12
=
(a∗ − a) 12+γ
λ
+ o
(
(a∗ − a) 12+γ ) > 0 as aր a∗, (3.55)
0 <
1
ε2a
[ ∫
R2
∣∣∇wa(x)∣∣2dx− a∗
2
∫
R2
|wa(x)|4dx
]
= o(εγa) as aր a∗, (3.56)
and
lim
aրa∗
xa
εa
= y0, if 0 < p ≤ 2, (3.57)
where y0 is a global minimum point of H(y) =
∫
R2
h(x + y)w2(x)dx defined in the assumption
(V ).
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4 Refined Limit Profiles
Following Theorem 1.2, the main purpose of this section is to derive Proposition 4.3 on the refined
limit profiles of minimizers for eF (a) as a ր a∗. Towards this aim, in this section we always
assume 0 < Ω < Ω∗, where Ω∗ > 0 is defined as in (1.8), and suppose V (x) ∈ L∞loc(R2) satisfying
(1.7) and
(V1). VΩ(x) = V (x) − Ω24 |x|2 ≥ 0, VΩ(x) ∈ C2(R2) is a homogeneous function of degree 2 and
H(y) =
∫
R2
VΩ(x+ y)w
2(x)dx admits a unique critical point y0 ∈ R2.
We also let ua be a minimizer of eF (a) as aր a∗. Set
wa(x) := εaua
(
εax+ xa
)
e−i
(
εaΩ
2 x·x⊥a −θa
)
:= Ra(x) + iIa(x) =
w(x)√
a∗
+ Rˆa(x) + iIa(x), εa :=
(∫
R2
|∇ua|2dx
)− 12
> 0,
(4.1)
where θa ∈ [0, 2π) is chosen properly such that (3.14) holds and λ > 0 is as in (1.14), and xa ∈ R2
is the global maximal point of |ua|. Here Ra, Rˆa and Ia are real-valued functions in H1(R2).
Applying Theorem 1.2, we reduce from (3.15) and (3.39) that∫
R2
wIadx ≡ 0, Rˆa → 0 and Ia → 0 uniformly in R2 as aր a∗. (4.2)
Because ∇|wa(0)| ≡ 0 holds for all a ∈ (0, a∗), we deduce from (4.1) that
∇Rˆa(0) = − Ia(0)∇Ia(0)w(0)√
a∗
+ Rˆa(0)
→ 0 uniformly in R2 as aր a∗. (4.3)
Without any further notations, we always assume εa > 0 to be as in (4.1) throughout the whole
section.
Recall from (3.35) that wa satisfies the following equation
−△wa + iε2aΩ(x⊥ · ∇wa) +
[ε4aΩ2
4
|x|2 + ε2aVΩ(εax+ xa)− µaε2a − a|wa|2
]
wa = 0 in R
2, (4.4)
where εa > 0 is as in (4.1), and µa ∈ R is a Lagrange multiplier. Note from Lemma 3.2 that
µa ∈ R satisfies µaε2a → −1 as aր a∗. For simplicity, we denote the operator La by
La := −△+
(ε4aΩ2
4
|x|2 + ε2aVΩ(εax+ xa)− ε2aµa − a|wa|2
)
. (4.5)
Note from (4.4) that (Ra, Ia) satisfies the following system{
LaRa = ε2aΩ(x⊥ · ∇Ia) in R2,
LaIa = −ε2aΩ(x⊥ · ∇Ra) in R2.
(4.6)
We start with the following estimates, whose proof is left to Appendix A:
Lemma 4.1. Suppose V (x) satisfies (1.7) and (V1), and assume 0 < Ω < Ω
∗, where Ω∗ > 0 is
defined as in (1.8). Let ua be a minimizer of eF (a). Then we have
1. There exists a constant C > 0, independent of 0 < a < a∗, such that as aր a∗,
|∇Ra(x)|, |∇Ia(x)| ≤ Ce− 23 |x| in R2, (4.7)
where Ra and Ia are defined by (4.1).
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2. The Lagrange multiplier µa of (4.4) satisfies∣∣1 + µaε2a∣∣ ≤ Cε4a as aր a∗, (4.8)
where εa > 0 is as in (4.1) and C > 0 is independent of 0 < a < a
∗.
In order to derive the refined estimates of Ra and Ia as aր a∗, we next establish the following
iteration results.
Lemma 4.2. Under the assumptions of Lemma 4.1, for any α ≥ 0 suppose there exists a constant
C(α) > 0, independent of 0 < a < a∗, such that as aր a∗,
|x⊥ · ∇Ra(x)| ≤ C(α)εαa e−
1
4 |x| in R2. (4.9)
Then as aր a∗,
|Ia(x)|, |∇Ia(x)| ≤ CC(α)ε2+αa e−
1
8 |x| in R2, (4.10)
where the constant C > 0 is independent of 0 < a < a∗ and α ≥ 0.
Proof. Recall from before that Ia satisfies
LaIa(x) = −ε2aΩ
(
x⊥ · ∇Ra
)
in R2,
∫
R2
Ia(x)w(x)dx = 0. (4.11)
Multiplying (4.11) by Ia and integrating over R
2, we obtain from (4.9) that∫
R2
(LaIa)Iadx = −ε2aΩ
∫
R2
(x⊥ · ∇Ra)Iadx ≤ CC(α)ε2+αa ‖Ia‖L∞(R2). (4.12)
Following (3.46), we also get that∫
R2
(LaIa)Iadx ≥
∫
R2
(LIa)Iadx−
(
1 + ε2aµa
) ∫
R2
I2adx −
∫
R2
(
a|wa|2 − w2
)
I2adx
=
∫
R2
(LIa)Iadx+ o(1)
∫
R2
I2adx ≥
ρ(κ)
2
‖Ia‖2H1(R2),
(4.13)
where the constant ρ(κ) > 0 given in (3.46) is independent of 0 < a < a∗. Thus, we infer from
(4.12) and (4.13) that
‖Ia‖L2(R2) ≤ ‖Ia‖H1(R2) ≤ C[C(α)] 12 ε
2+α
2
a ‖Ia‖
1
2
L∞(R2). (4.14)
By Lp−estimates of elliptic equations, we deduce from (4.9), (4.11) and (4.14) that
‖Ia‖H2(BR) ≤ C
(
‖Ia‖L2(BR+1) + ε2a‖x⊥ · ∇Rˆa‖L2(BR+1)
)
≤ C
(
[C(α)]
1
2 ε
2+α
2
a ‖Ia‖
1
2
L∞(R2) + C(α)ε
2+α
a
)
,
(4.15)
where we denote BR := BR(0). We then deduce from (4.15) that
‖Ia‖L∞(BR) ≤ C‖Ia‖H2(BR) ≤ C
(
[C(α)]
1
2 ε
2+α
2
a ‖Ia‖
1
2
L∞(R2) + C(α)ε
2+α
a
)
,
which further implies that
‖Ia‖L∞(BR) ≤ CC(α)ε2+αa . (4.16)
On the other hand, by the comparison principle, similar to (A.4) one can get from (4.9) and
(4.11) that
|Ia(x)| ≤ CC(α)ε2+αa e−
1
4 |x| in R2/BR. (4.17)
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Furthermore, we derive from (4.16) and (4.17) that there exists a constant C := C(R) > 0 such
that
|Ia(x)| ≤ CC(α)ε2+αa e−
1
4 |x| in R2.
Moreover, applying gradient estimates (see (3.15) in [18]), we then conclude from (4.6) that
|∇Ia(x)| ≤ CC(α)ε2+αa e−
1
8 |x| in R2, (4.18)
which therefore completes the proof of Lemma 4.2.
Applying above two lemmas, we now establish the following main results of this section.
Proposition 4.3. Suppose V (x) satisfies (1.7) and (V1), and assume 0 < Ω < Ω
∗, where Ω∗ > 0
is defined as in (1.8). Suppose ua is a minimizer of eF (a), and let Rˆa and Ia be defined by (4.1).
Then there exists a constant C > 0, independent of 0 < a < a∗, such that as aր a∗,
(i). |Rˆa(x)|, |∇Rˆa(x)| ≤ Cε4ae−
1
2 |x| in R2,
(ii). |Ia(x)|, |∇Ia(x)| ≤ Cε6ae−
1
8 |x| in R2,
where εa > 0 is as in (4.1).
Proof. Note from (4.1) and (4.6) that (Rˆa, Ia) satisfies the following system{(La − w2 −√a∗Raw)Rˆa = Fa(x) + ε2aΩ(x⊥ · ∇Ia) in R2,
LaIa = −ε2aΩ(x⊥ · ∇Rˆa) in R2,
(4.19)
where Fa(x) is defined by
Fa(x) := −
[ε4aΩ2
4
|x|2 + ε2aVΩ(εax+ xa)− ε2aµa − 1− a|Ia|2 + (a∗ − a)R2a
] w√
a∗
. (4.20)
We shall follow (4.19) to finish the proof.
1. Firstly, we address the following C1 estimates of Rˆa and Ia as aր a∗:
‖Rˆa‖C1(R2), ‖Ia‖C1(R2) ≤ Cε2a, (4.21)
where C > 0 is independent of 0 < a < a∗. To prove (4.21), we first claim that
‖Rˆa‖L∞(R2) ≤ Cε2a, (4.22)
where C > 0 is independent of 0 < a < a∗. Suppose that the above claim is false, i.e.,
lim
aրa∗
‖Rˆa‖L∞(R2)
ε2a
=∞.
Set R¯a =
Rˆa
‖Rˆa‖L∞(R2)
. Then by (4.19), R¯a satisfies
(
La − w2 −
√
a∗Raw
)
R¯a =
Fa(x) + ε
2
aΩ
(
x⊥ · ∇Ia
)
‖Rˆa‖L∞(R2)
in R2. (4.23)
Recall from Lemmas 4.1 and 4.2 that
|Ia(x)|, |∇Ia(x)| ≤ Cε2ae−
1
8 |x| in R2, (4.24)
which implies that the right hand side of (4.23) satisfies
∣∣∣Fa(x) + ε2aΩ
(
x⊥ · ∇Ia
)
‖Rˆa‖L∞(R2)
∣∣∣ ≤ e− 116 |x| in R2/BR,
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where R > 0 is large enough. By the comparison principle, we then obtain from (4.23) that
|R¯a(x)| ≤ e R16− 116 |x| in R2/BR.
Let za ∈ R2 be the global maximal point of R¯a. We then have |za| ≤ 2R uniformly in 0 < a < a∗
for sufficiently large R > 0. Applying the elliptic regularity theory, there exists a subsequence,
still denoted by {R¯a}, such that R¯a(x)→ R0(x) in C1loc(R2) as aր a∗. Hence, R0 satisfies
−△R0 + (1− 3w2)R0 = 0 in R2,
which implies that R0 =
∑2
i=1 ci
∂w
∂xi
. On the other hand, by (4.3) and (4.24), we have
∣∣∇R0(0)∣∣ = lim
aրa∗
∣∣∣∣∣ −Ia(0)∇Ia(0)[w(0)√
a∗
+ Rˆa(0)
]‖Rˆa‖L∞(R2)
∣∣∣∣∣ = 0.
Because ∇R0(0) = 0, by the non-degeneracy of w(x) at the origin, we get that c1 = c2 = 0 and
hence R0 ≡ 0, which however contradicts to the fact that 1 = R¯a(za) → R0(z0) = 1 for some
z0 ∈ R2. Thus, the claim (4.22) holds true.
Applying (4.22), by the comparison principle one can get from (4.19) that Rˆa satisfies the
following exponential decay
|Rˆa(x)| ≤ Cε2ae−
1
16 |x| in R2/BR, (4.25)
where R > 0 is large enough. Further, using gradient estimates (see (3.15) in [18]) again, it
follows from (4.22) and (4.25) that
‖∇Rˆa‖L∞(R2) ≤ Cε2a. (4.26)
Combining (4.22), (4.24) and (4.26), we conclude that (4.21) holds true.
2. We secondly prove that there exists a constant C > 0, independent of 0 < a < a∗, such
that as aր a∗,
|wˆa(x)|, |∇wˆa(x)| ≤ Cε2ae−
1
2 |x| in R2. (4.27)
where wˆa = Rˆa + iIa. To prove (4.27), we first claim that
|wˆa| ≤ Cε2ae−
1
2 |x| in R2/BR, (4.28)
where R > 0 is large enough. Actually, note from (4.4) that wˆa satisfies
−∆wˆa +
(ε4aΩ2
4
|x|2 + ε2aVΩ(εax+ xa)− ε2aµa − a|wa|2
)
wˆa + iε
2
aΩ
(
x⊥ · wˆa
)
= Fa(x) +
(
w2 +
√
a∗Raw
)
Rˆa in R
2.
(4.29)
Multiplying (4.29) by wˆa, where wˆa denotes the conjugate of wˆa, we obtain that
− 1
2
∆|wˆa|2 + |∇wˆa|2 − ε2aΩx⊥ · (iwˆa,∇wˆa)
+
(ε4aΩ2
4
|x|2 + ε2aVΩ(εax+ xa)− ε2aµa − a|wa|2
)
|wˆa|2
= Fa(x)Rˆa +
(
w2 +
√
a∗Raw
)
Rˆ2a in R
2.
(4.30)
Applying the estimates (4.8), (4.21), (4.24) and (4.25), we get that∣∣∣Fa(x)Rˆa + (w2 +√a∗Raw)Rˆ2a∣∣∣ ≤ Cε4ae−|x| in R2/BR,
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where R > 0 is large enough. By deriving the Diamagnetic inequality of the type (A.3), we
therefore infer from (4.30) that
(
−∆+ 4
3
I
)
|wˆa|2 ≤ Cε4ae−|x| in R2/BR. (4.31)
Following (4.21) and the comparison principle, we then conclude from (4.31) that (4.28) holds
true.
We next claim that ∇wˆa satisfies
|∇wˆa| ≤ Cε2ae−
1
2 |x| in R2/BR, (4.32)
where R > 0 is also large enough. Essentially, for wˆa,xj =
∂wˆa
∂xj
(j = 1, 2), we derive from (4.29)
that for i 6= j,
− 1
2
∆|wˆa,xj |2 + |∇wˆa,xj |2 + (−1)j+1ε2aΩ(iwˆa,xl , wˆa,xj )− ε2aΩx⊥(iwˆa,xj ,∇wˆa,xj )
+
(ε4aΩ2
4
|x|2 + ε2aVΩ(εax+ xa)− ε2aµa − a|wa|2
)
|wˆa,xj |2
+
(ε4aΩ2
2
xj + ε
2
a
∂VΩ(εax+ xa)
∂xj
)
(wˆa, wˆa,xj )− 2a(∂jwa, wa)(wˆa,xj , wˆa)
=∂jFa∂jRˆa + ∂j
[(
w2 +
√
a∗Raw
)
Rˆa
]
∂jRˆa in R
2, j, l = 1, 2.
(4.33)
Since the right hand side of (4.33) satisfies∣∣∣∂jFa∂jRˆa + ∂j[(w2 +√a∗Raw)Rˆa]∂jRˆa∣∣∣ ≤ Cε4ae−|x| in R2/BR,
where R > 0 is large enough, similar to (4.31) we further deduce from (4.33) that
(
−∆+ 4
3
I
)
|∇wˆa|2 ≤ Cε4ae−|x| in R2/BR. (4.34)
By the comparison principle, together with (4.21) and (4.34), we then deduce that (4.32) holds
true.
In view of (4.21), the estimate (4.27) now follows immediately from (4.28) and (4.32).
3. Due to the estimates (4.8) and (4.27), repeating the arguments of above 1 and 2 yields
that
|wˆa(x)|, |∇wˆa(x)| ≤ Cε4ae−
1
2 |x| in R2, (4.35)
where C > 0 is independent of 0 < a < a∗. Furthermore, we infer from (4.35) and Lemma 4.2
that
|Ia(x)|, |∇Ia(x)| ≤ Cε6ae−
1
8 |x| in R2, (4.36)
where C > 0 is also independent of 0 < a < a∗. This completes the proof of Proposition 4.3.
As an application of Proposition 4.3, before ending this section we address the refined estimate
of xa ∈ R2, where xa denotes the maximal point of |ua|.
Lemma 4.4. Suppose V (x) satisfies (1.7) and (V1), and assume 0 < Ω < Ω
∗, where Ω∗ > 0 is
defined as in (1.8). Let ua be a minimizer of eF (a) and assume y0 ∈ R2 defined by (V1) is also
non-degenerate. Then ∣∣∣xa
εa
− y0
∣∣∣ ≤ Cε4a as aր a∗, (4.37)
where C > 0 is independent of 0 < a < a∗.
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Proof. Multiplying the first equation of (4.19) by ∂iw :=
∂w
∂xi
and then integrating over R2, we
obtain that for i = 1, 2,∫
R2
∂iw
(
La − w2 −
√
a∗Raw
)
Rˆa =
∫
R2
(g1a + g2a)∂iw, (4.38)
where g1a and g2a satisfy
g1a(x) = −
[ε4aΩ2
4
|x|2 + ε2aVΩ(εax+ xa)− ε2aµa − 1 + (a∗ − a)R2a
] w√
a∗
,
g2a(x) =
aw|Ia|2√
a∗
+ ε2aΩ
(
x⊥ · ∇Ia
)
.
Applying Proposition 4.3 gives that as aր a∗,∣∣∣ ∫
R2
g2a(x)∂iw(x)dx
∣∣∣ ≤ Cε8a, (4.39)
where C > 0 is independent of 0 < a < a∗. As for
∫
R2
g1a∂iw, we have as aր a∗,∫
R2
g1a∂iw = −
∫
R2
∂iw
[ε4aΩ2
4
|x|2 + ε2aVΩ(εax+ xa)− ε2aµa − 1 + (a∗ − a)R2a
] w√
a∗
= −ε4a
∫
R2
∂iw
[
VΩ
(
x+
xa
εa
)− VΩ(x + y0)] w√
a∗
−
∫
R2
∂iw
[
(a∗ − a)(Ra + w√
a∗
)
Rˆa
] w√
a∗
= −ε4a
∫
R2
[
1 + o(1)
] ∂iw2
2
√
a∗
(xa
εa
− y0
)
· ∇VΩ(x+ y0)
−
∫
R2
∂iw
[
(a∗ − a)(Ra + w√
a∗
)Rˆa
] w√
a∗
:= −ε4a
∫
R2
[
1 + o(1)
] ∂iw2
2
√
a∗
(xa
εa
− y0
)
· ∇VΩ(x+ y0)− I,
(4.40)
where the assumption (V1) is used in the second equality. Note from Proposition 4.3 that as
aր a∗,
|I| :=
∣∣∣ ∫
R2
∂iw
[
(a∗ − a)(Ra + w√
a∗
)
Rˆa
] w√
a∗
∣∣∣ ≤ Cε8a.
On the other hand, denoting the operator
Lˆ := −∆+ 1− 3w2 in R2,
we have
II : =
∫
R2
∂iw
(
La − w2 −
√
a∗Raw
)
Rˆa
=
∫
R2
∂iwLˆRˆa +
∫
R2
∂iw
(
La − w2 −
√
a∗Raw − Lˆ
)
Rˆa
=
∫
R2
∂iw
[ε4aΩ2
4
|x|2 + ε2aVΩ(εax+ xa)− ε2aµa − 1 + 2w2
− a|wa|2 −
√
a∗Raw
]
Rˆa.
Hence, we obtain from above that as aր a∗,
|II| :=
∣∣∣ ∫
R2
∂iw
(
La − w2 −
√
a∗Raw
)
Rˆa
∣∣∣ ≤ Cε8a, (4.41)
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where (4.8) and Proposition 4.3 are used. Therefore, we derive from (4.38)–(4.41) that as aր a∗,
∣∣∣ε4a
∫
R2
∂iw
2
2
√
a∗
(xa
εa
− y0
)
· ∇VΩ(x+ y0)dx
∣∣∣ ≤ Cε8a, i = 1, 2,
which further implies that (4.37) holds true by the non-degenerancy of H(y) at y0 ∈ R2. The
proof of Lemma 4.4 is therefore complete.
5 Minimizers under the Potential V (x) = |x|2
Following the previous section’s notations and results, in this section we shall mainly complete
the proof of Theorem 1.3 for the case where V (x) = |x|2 and 0 < Ω < Ω∗. In this case, one can
check that Ω∗ = 2 and y0 = (0, 0) is a unique and non-degenerate critical point of H1(y), see
the assumption (V1) in Section 4, and therefore Proposition 4.3 and Lemma 4.4 are applicable.
In order to prove Theorem 1.3, we need to estimate the difference of ua and vˆa, where ua is a
complex-valued minimizer of eF (a), and vˆa > 0 is a radially symmetric real-valued minimizer of
the following functional
ea = inf{u∈H, ‖u‖22=1}
Ea(u),
where the space H is defined by
H :=
{
u ∈ H1(R2) :
∫
R2
|x|2u2dx <∞
}
, (5.1)
and Ea(u) satisfies
Ea(u) =
∫
R2
(|∇u|2 + |x|2u2)− a
2
∫
R2
u4dx.
Since vˆa > 0 is a minimizer of ea, it satisfies the following Euler-Lagrange equation
−∆vˆa(x) + |x|2vˆa(x) = βavˆa(x) + avˆ3a(x) in R2, (5.2)
where βa ∈ R is a Lagrange multiplier. Note from [23] that βa satisfies
βa = ea − a
2
∫
R2
vˆ4adx < 0 as aր a∗, (5.3)
where vˆa > 0 is a unique positive minimizer of ea as aր a∗ in view of [22, Theorem 1.3].
Denote
va(x) = εavˆa(εax), εa :=
(∫
R2
|∇ua|2dx
)− 12
> 0. (5.4)
It then follows from (5.2) that va > 0 satisfies
−∆va(x) + ε4a|x|2va(x) = ε2aβava(x) + av3a(x) in R2. (5.5)
Moreover, since εa > 0 satisfies (5.4), we obtain from (3.55) that
εa = αa + o(αa) as aր a∗, where αa := (a
∗ − a) 14
λ
> 0. (5.6)
We now analyze the following estimates of εa − αa and Ra − va:
Proposition 5.1. Under the assumptions of Theorem 1.3, let εa > 0 and αa > 0 be defined by
(5.4) and (5.6), respectively. Then as aր a∗,
(i). |εa − αa| ≤ Cα3a;
(ii). ε2a|βa − µa| ≤ Cα2a;
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(iii). |Ra − va|, |∇(Ra − va)| ≤ Cα2ae−
1
2 |x| in R2,
where Ra = Ra(x) is defined by (4.1) and µa ∈ R satisfies (3.4).
The proof of Proposition 5.1 is left to Appendix A for the simplicity of this section. In view
of (5.5), we define the linearized operator Na : D(Na) ⊂ L2(R2) 7−→ L2(R2) as
Na := −∆+
(
ε4a|x|2 − ε2aβa − 3av2a
)
, (5.7)
where va > 0 and εa > 0 are defined by (5.4), and the domain D(Na) satisfies
D(Na) = H2(R2) ∩
{
u ∈ L2(R2) :
∫
R2
|x|4u2dx <∞
}
. (5.8)
It then follows from [11, Corollary 1.5] that Na is non-degenerate and ker(Na) = {0}. Following
Proposition 5.1, motivated by [41, Lemma 4.2] we next establish the following theorem.
Theorem 5.2. Under the assumptions of Theorem 1.3, we have
(i). N−1a : L2(R2) 7−→ L2(R2) exists and is a linear continuous operator. Moreover, the follow-
ing estimate holds true:
‖ψ(x)‖H2(R2) ≤ C‖Naψ(x)‖L2(R2), if ψ ∈
{
∂w
∂x1
, ∂w∂x2
}⊥
, (5.9)
where C > 0 is a constant independent of 0 < a < a∗.
(ii). If φ(x) ∈ L2(R2) is radially symmetric, then ψ(x) = N−1a φ(x) ∈ D(Na) is also radially
symmetric, where the space D(Na) is defined by (5.8).
Proof. (i). For any given f(x) ∈ L2(R2), consider the following equation
−∆u+ (ε4a|x|2 − ε2aβa − 3av2a)u = f in R2. (5.10)
By [42, Theorem 4.1] or [44, Theorem XIII.67], the operator
(−∆+(ε4a|x|2−ε2aβa))−1 is compact
from L2(R2) onto L2(R2). Hence, the equation (5.10) is solvable, if and only if the following holds
u− 3a
(
−∆+ (ε4a|x|2 − ε2aβa))−1(v2au) = (−∆+ (ε4a|x|2 − ε2aβa))−1f. (5.11)
One can obtain from Proposition 5.1(iii) that va ∈ L∞(R2), which further implies that
(−∆+
(ε4a|x|2 − ε2aβa)
)−1 ◦ v2a is a compact operator. By Riesz-Fredholm theory of compact linear
operators, we thus deduce that the equation (5.11) is solvable, if and only if kerNa = {0}, but
the latter is true in view of [11, Corally 1.5]. This gives that N−1a exists. Therefore, Na is a
one-to-one and continuous linear mapping from D(Na) onto L2(R2), which implies that N−1a is
also continuous by the open mapping theorem.
We next prove the estimate (5.9). By the above argument, for any given φ(x) ∈ L2(R2),
assume ψ ∈ D(Na) is the unique solution of the following equation
Naψ(x) = φ(x) in R2. (5.12)
For simplicity, we denote
da(x) = −ε2aβa − 1 + 3w2 − 3av2a, Lˆ = −∆+ 1− 3w2 in R2,
so that
Na = Lˆ+ ε4a|x|2 + da(x).
By Lemma 3.2(1) and Proposition 5.1 (ii) and (iii), we obtain that
‖da‖C1(R2) → 0 as aր a∗.
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Thus, we infer from (5.12) that∫
R2
|φ(x)|2dx =
∫
R2
(Lˆψ)2dx+ ∫
R2
(
ε4a|x|2ψ + daψ
)2
dx+ 2
∫
R2
Lˆψ(ε4a|x|2ψ + daψ)dx
= I1 + I2 + I3.
(5.13)
We obtain from [41, Lemma 4.2] that I1 satisfies
I1 :=
∫
R2
(Lˆψ)2dx ≥ δ‖ψ‖2H2(R2), if ψ ∈ { ∂w∂x1 , ∂w∂x2}⊥.
We also derive that I2 :=
∫
R2
(
ε4a|x|2ψ + daψ
)2
dx ≥ 0, and however I3 satisfies
I3 : =
∫
R2
2Lˆψ(ε4a|x|2ψ + daψ)dx
=
∫
R2
{
2ε4a
(|x|2|∇ψ|2 + 2ψx · ∇ψ)+ 2da|∇ψ|2 + 2ψ∇ψ∇da
+ 2(1− 3w2)(ε4a|x|2 + da)ψ2}dx
≥
∫
R2
[− 4ε4a|ψ|2 − 2|da||∇ψ|2 − |∇da|(|ψ|2 + |∇ψ|2)− 2|da|(1 − 3w2)ψ2]dx
+
∫
{1−3w2≤0}
2ε4a(1− 3w2)|x|2ψ2dx
≥ −
∫
R2
[
Cmax
{
ε4a, |∇da|, |da|
}
ψ2 +
(
2|da|+ |∇da|
)|∇ψ|2]dx
≥ − δ
2
‖ψ‖2H2(R2) as aր a∗.
By applying above estimates, we conclude from (5.13) that if ψ ∈ { ∂w∂x1 , ∂w∂x2}⊥, then as aր a∗,∫
R2
|φ(x)|2dx =
∫
R2
(Lˆψ + ε4a|x|2ψ + daψ)2dx ≥ δ2‖ψ‖2H2(R2),
which thus implies that (5.9) holds true.
(ii). Set ψ¯(x) = 12pi|x|
∫
|y|=|x| ψ(y)dy for x 6= (0, 0), and ψ¯(x) = ψ(0) for x = (0, 0), where ψ
satisfies (5.12). It is then obvious that ψ¯(x) = ψ¯(|x|) is radially symmetric and
−∆ψ(x) = −∆ψ¯(x) in R2.
If φ(x) ∈ L2(R2) is radially symmetric, then we obtain from (5.12) that ψ¯(x) ∈ D(Na) satisfies
Naψ¯(x) = Naψ(x) = φ¯(x) = φ(x) = Naψ(x) in R2,
due to the radial symmetry of va. We thus derive from the non-degeneracy of Na (cf. [11,
Corollary 1.5]) that
Na
(
ψ(x) − ψ¯(x)) = 0 in R2 =⇒ ψ(x) ≡ ψ¯(x) in R2,
which implies that ψ(x) is also radially symmetric. This completes the proof of Theorem 5.2.
Applying Theorem 5.2, we next give the following estimates.
Lemma 5.3. For any α ≥ 0, suppose Tα,a ∈ D(Na) is the unique solution of the following
problem
NaTα,a = fα,a(x) ∈ L2(R2), (5.14)
|∇Tα,a(0)| ≤ C(α)ε2αa , |fα,a(x)| ≤ C(α)ε2αa e−
1
16 |x| in R2, (5.15)
where C(α) > 0 depends only on α ≥ 0. Then there exists a positive constant C > 0, independent
of α and a, such that as aր a∗,
|Tα,a(x)|, |∇Tα,a(x)| ≤ CC(α)ε2αa e−
1
32 |x| in R2.
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Proof. Choose properly constants aα,a and bα,a such that
Tα,a = aα,a∂1w + bα,a∂2w + Tˆα,a,
∫
R2
Tˆα,a∂iw = 0 for i = 1, 2, (5.16)
where and below we denote ∂iw =
∂w
∂xi
for i = 1 and 2. Without loss of generality, we may
assume |aα,a| ≥ |bα,a|.
We first claim that
|bα,a| ≤ |aα,a| ≤ CC(α)ε2αa . (5.17)
Indeed, following (5.16), we have
NaTˆα,a = fα,a −Na(aα,a∂1w + bα,a∂2w)
= fα,a +
(− ε4a|x|2 + ε2aβa + 1− 3w2 + 3av2a)(aα,a∂1w + bα,a∂2w) in R2.
By (5.9) and (5.15), we infer from the above equation that as aր a∗,∥∥Tˆα,a∥∥L∞(R2) ≤ C∥∥Tˆα,a∥∥H2(R2)
≤ C∥∥fα,a + (−ε4a|x|2 + ε2aβa + 1− 3w2 + 3av2a)(aα,a∂1w + bα,a∂2w)∥∥L2(R2)
≤ C‖fα,a‖L2(R2) + Cε2a
(|aα,a|+ |bα,a|)
≤ CC(α)ε2αa + Cε2a|aα,a|,
(5.18)
where Proposition 5.1 and Lemma A.1 are also used in the second inequality. By gradient
estimates, we then obtain from (5.15) and (5.18) that as aր a∗,
|∇Tˆα,a(0)|
≤ C∥∥fα,a + (−ε4a|x|2 + ε2aβa + 1− 3w2 + 3av2a)(aα,a∂1w + bα,a∂2w)∥∥L∞(B1)
+ C
∥∥Tˆα,a∥∥L∞(∂B1)
≤ CC(α)ε2αa + Cε2a|aα,a|.
(5.19)
On the other hand, we have for λα,a :=
bα,a
aα,a
,
∣∣∇(aα,a∂1w + bα,a∂2w)(0)∣∣
= |aα,a|
√[
∂1∂1w(0) + λα,a∂1∂2w(0)
]2
+
[
∂1∂2w(0) + λα,a∂2∂2w(0)
]2
≥ |aα,a|
∣∣∂1∂1w(0)∂2∂2w(0)− [∂1∂2w(0)]2∣∣√
[∂1∂2w(0)]2 + [∂2∂2w(0)]2
:= η|aα,a|,
(5.20)
where the constant η > 0 is independent of α ≥ 0 and 0 < a < a∗. Since w(0) is non-degenerate,
i.e.,
∂1∂1w(0)∂2∂2w(0) − [∂1∂2w(0)]2 6= 0,
we have η > 0. Therefore, we deduce from (5.19) and (5.20) that
|∇Tα,a(0)| =
∣∣∇Tˆα,a(0) +∇(aα,a∂1w + bα,a∂2w)(0)∣∣
≥ ∣∣∇(aα,a∂1w + bα,a∂2w)(0)∣∣ − ∣∣∇Tˆα,a(0)∣∣
≥ η
2
|aα,a| − CC(α)ε2αa .
Under the assumption (5.15), we therefore infer from the above inequality that (5.17) holds true.
Under the assumption (5.15), we now obtain from (5.16)–(5.18) that
‖Tα,a‖L∞(R2) ≤ C|aα,a|+ ‖Tˆα,a‖L∞(R2) ≤ CC(α)ε2αa . (5.21)
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Note from (5.14) and (5.15) that Tα,a satisfies
|NaTα,a| ≤ CC(α)ε2αa e−
1
16 |x| in R2/BR,
where R > 0 is large enough. Since −ε2aβa → 1 as aր a∗, by the comparison principle we then
deduce from (5.21) and Proposition 5.1 (iii) that as aր a∗,
|Tα,a(x)| ≤ CC(α)ε2αa e−
1
16 |x| in R2/BR.
By gradient estimates, together with (5.21), we further conclude from above that as aր a∗,
|∇Tα,a(x)| ≤ CC(α)ε2αa e−
1
32 |x| in R2,
which completes the proof.
5.1 Proof of Theorem 1.3
The main purpose of this subsection is to complete the proof of Theorem 1.3. Recall first that
Ra(x) and va(x) are defined in (4.1) and (5.4), respectively. We start with the following iteration.
Lemma 5.4. Under the assumptions of Theorem 1.3, for any m ≥ 2 suppose Ra(x)− va(x) can
be decomposed as
Qa(x) := Ra(x)− va(x) = ψm,a(|x|) + Tm,a(x), (5.22)
|Tm,a(x)|, |∇Tm,a(x)| ≤ Amε2ma e−
1
2 |x| in R2 as aր a∗, (5.23)
where ψm,a(|x|) is radially symmetric and the constant A > 0 is independent of m and 0 < a < a∗.
Then the decomposition of (5.22) and (5.23) holds for m+ 1.
Proof. Under the assumptions of Theorem 1.3, suppose Ra = va + ψm,a + Tm,a holds for some
m ≥ 2, where va and ψm,a(|x|) are radially symmetric, and Tm,a satisfies (5.23). For convenience,
we always use the symbol C to denote some positive constant independent of A > 0, m ≥ 2 and
0 < a < a∗. We also consider sufficiently small εa > 0 so that 0 < Aεa < 1.
For any m ≥ 2, by Proposition 5.1, we obtain from (5.22) and (5.23) that
|ψm,a(x)|, |∇ψm,a(x)| ≤ CAmε2ma e−
1
2 |x| + Cε2ae
− 12 |x|
≤ Cεma e−
1
2 |x| + Cε2ae
− 12 |x|
≤ Cε2ae−
1
2 |x| in R2.
(5.24)
Since va(|x|) + ψm,a(|x|) is radially symmetric, we derive from (5.22) and (5.23) that for any
m ≥ 2, ∣∣x⊥ · ∇Ra∣∣ = ∣∣x⊥ · ∇Tm,a∣∣ ≤ CAmε2ma e− 14 |x| in R2.
We then obtain from Lemma 4.2 that
|Ia(x)|, |∇Ia(x)| ≤ CAmε2(m+1)a e−
1
8 |x| in R2. (5.25)
Because Ra = va + ψm,a + Tm,a, the definition of Na in (5.7) yields from (4.6) that
NaQa : = (4 − Ω
2)ε4a
4
(|x|2 − |x+ ε−1a xa|2)Ra − ε2a(βa − µa)Ra
+ a(Ra + 2va)Q
2
a + ε
2
aΩ
(
x⊥ · ∇Ia
)
+ aI2aRa
= ε2aΩ
(
x⊥ · ∇Ia
)
+ aI2aRa +B1,a(x) +B2,a(x) in R
2,
(5.26)
where the radially symmetric function B1,a(x) satisfies
B1,a(x) = −ε2a(βa − µa)(va + ψm,a) + a(ψ3m,a + 3vaψ2m,a), (5.27)
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and the non-radially symmetric function B2,a(x) satisfies
B2,a(x) =
(4 − Ω2)ε4a
4
(|x|2 − |x+ ε−1a xa|2)Ra − ε2a(βa − µa)Tm,a
+ a(3ψ2m,a + 3ψm,aTm,a + T
2
m,a + 6vaψm,a + 3vaTm,a)Tm,a.
(5.28)
Following Theorem 5.2 and (5.27), there exists a unique function ψm+1,a ∈ C2(R2) ∩ L∞(R2) of
Naψm+1,a = B1,a(x) in R2, (5.29)
and moreover, ψm+1,a is also radially symmetric. We now define
Tm+1,a(x) := Qa(x)− ψm+1,a(x), (5.30)
so that Tm+1,a(x) satisfies
NaTm+1,a = ε2aΩ
(
x⊥ · ∇Ia
)
+ aI2aRa +B2,a in R
2, (5.31)
due to (5.26). Therefore, under the decomposition of (5.30), the rest is to prove that (5.23) holds
for m+ 1.
1. We first prove that
|xa| ≤ CAmε2m−1a as aր a∗, (5.32)
where xa is a maximal point of |ua| in R2. Indeed, since B1,a(x) defined in (5.27) is radially
symmetric, we infer from (5.26) that∫
R2
∂iwNaQa = Ωε2a
∫
R2
∂iw
(
x⊥ · ∇Ia
)
+ a
∫
R2
∂iwI
2
aRa +
∫
R2
∂iwB2,a. (5.33)
Following (5.28) and (5.33) yields that∫
R2
(4− Ω2)ε4a
4
∂iw
(|x|2 − |x+ ε−1a xa|2)Ra
=
∫
R2
∂iwNaQa − Ωε2a
∫
R2
∂iw
(
x⊥ · ∇Ia
)− a ∫
R2
∂iwI
2
aRa
−
∫
R2
∂iw
[
ε2a(µa − βa)Tm,a + a
(
3ψ2m,a + 3ψm,aTm,a
+ T 2m,a + 6vaψm,a + 3vaTm,a
)
Tm,a
]
.
(5.34)
We obtain from (5.30) that for Lˆ = −∆+ 1− 3w2,∫
R2
∂iwNaQa =
∫
R2
∂iwLˆQa +
∫
R2
∂iw(Na − Lˆ)Qa
=
∫
R2
∂iw
[
ε4a|x|2 − ε2aβa − 1 + 3w2 − 3av2a
]
Qa
=
∫
R2
∂iw
[
ε4a|x|2 − ε2aβa − 1 + 3w2 − 3av2a
]
Tm,a.
(5.35)
By Proposition 5.1 and Lemma A.1, we get from (5.23) and (5.35) that as aր a∗,∣∣∣ ∫
R2
∂iwNaQa
∣∣∣ = ∣∣∣ ∫
R2
∂iw
(
ε4a|x|2 − ε2aβa − 1 + 3w2 − 3av2a
)
Tm,a
∣∣∣ ≤ CAmε2(m+1)a .
Note from Proposition 5.1 and (5.23) that as aր a∗,∣∣∣ε2a(µa − βa)
∫
R2
∂iwTm,a
∣∣∣ ≤ CAmε2(m+1)a .
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Because εa > 0 is small enough such that 0 < Aεa < 1, we also have as aր a∗,
a
∣∣∣ ∫
R2
∂iwI
2
aRa
∣∣∣ ≤ CAmε2(m+1)a ,
and
a
∣∣∣ ∫
R2
∂iw
(
3ψ2m,a + 3ψm,aTm,a + T
2
m,a + 6vaψm,a + 3vaTm,a
)
Tm,a
∣∣∣ ≤ CAmε2(m+1)a ,
due to (5.24) and (5.25). Using above estimates, we then conclude from (5.25) and (5.34) that
as aր a∗, ∣∣∣ ∫
R2
(4 − Ω2)ε4a
4
∂iw
(|x|2 − |x+ ε−1a xa|2)Ra∣∣∣ ≤ CAmε2(m+1)a . (5.36)
By the fact that∫
R2
(4 − Ω2)ε4a
4
∂iw
(|x|2 − |x+ ε−1a xa|2)Ra = −
∫
R2
(4− Ω2)ε3a
2
∂iw
[
1 + o(1)
]
(xa · x)Ra
=
∫
R2
(4− Ω2)ε3a
4
w2
[
1 + o(1)
]
x(i)a , i = 1, 2,
where xa = (x
(1)
a , x
(2)
a ), we further deduce from (5.36) that the claim (5.32) holds true.
2. Following (5.32), we obtain from (5.23), (3.33) and (5.28) that as aր a∗,
|B2,a(x)|, |∇B2,a(x)| ≤ CAmε2(m+1)a e−
1
2 |x| in R2. (5.37)
Because
Tm+1,a(x) = Qa(x)− ψm+1,a(x) = Ra(x) − [va(x) + ψm+1,a(x)],
where va(x) + ψm+1,a(x) is radially symmetric, we obtain from (5.25) that as aր a∗,
|∇Tm+1,a(0)| = |∇Ra(0)| =
∣∣∣− Ia(0)∇Ia(0)
Ra(0)
∣∣∣ ≤ CA2(m+1)ε2(m+1)a . (5.38)
In view of (5.25), (5.37) and (5.38), applying Lemma 5.3 we therefore conclude from (5.31) that
as aր a∗,
|Tm+1,a|, |∇Tm+1,a| ≤ CAmε2(m+1)a e−
1
32 |x| in R2. (5.39)
3. Based on (5.39), we next prove that (5.23) holds for m+ 1. Recall from (4.6), (5.30) and
(5.31) that (Ia, Tm+1,a) satisfies the following system{
NaTm+1,a = ε2aΩ
(
x⊥ · ∇Ia
)
+ aI2aRa +B2,a(x) in R
2,
LaIa = −ε2aΩ(x⊥ · ∇Tm+1,a) in R2.
(5.40)
Multiplying the first equation of (5.40) by Tm+1,a and the second of (5.40) by Ia, respectively,
we have

− 1
2
∆|Tm+1,a|2 + |∇Tm+1,a|2 +
[
ε4a|x|2 − ε2aβa − 3av2a
]
|Tm+1,a|2
=
[
ε2aΩ
(
x⊥ · ∇Ia
)
+ aI2aRa +B2,a
]
Tm+1,a in R
2,
− 1
2
∆|Ia|2 + |∇Ia|2 +
[ε4aΩ2|x|2
4
+
(4− Ω2)ε4a
4
|x+ ε−1a xa|2 − ε2aµa − a|wa|2
]
|Ia|2
= −ε2aΩ(x⊥ · ∇Tm+1,a)Ia in R2.
By the Diamagnetic inequality, we have
|∇Tm+1,a|2 + ε
4
aΩ
2|x|2
4
|Ia|2 + ε2aΩ(x⊥ · ∇Tm+1,a)Ia ≥ 0 in R2, (5.41)
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and
|∇Ia|2 + ε
4
aΩ
2|x|2
4
|Tm+1,a|2 − ε2aΩ(x⊥ · ∇Ia)Tm+1,a ≥ 0 in R2.
By the exponential decay (3.33) of |wa|, we also get from (5.25) and (5.37) that as aր a∗,
(
aI2aRa +B2,a
)
Tm+1,a ≤ 1
4
|Tm+1,a|2 +
(
aI2aRa +B2,a
)2
≤ 1
4
|Tm+1,a|2 + Cε4(m+1)a A2me−|x| in R2/BR,
where and below R > 0 is large enough. Since −ε2aβa → 1 and −ε2aµa → 1 as a ր a∗, we then
obtain from above that as aր a∗,
−1
2
∆
(|Tm+1,a|2 + |Ia|2)+ 2
3
(|Tm+1,a|2 + |Ia|2) ≤ CA2mε4(m+1)a e−|x| in R2/BR. (5.42)
Moreover, we infer from (5.25) and (5.39) that there exists a large constant C := C(R) > 0 such
that as aր a∗,
|Tm+1,a(x)|, |Ia(x)| ≤ CAmε2(m+1)a e−
1
2 |x| on ∂BR,
where R > 0 is large enough. By the comparison principle, we then derive from (5.42) that as
aր a∗,
|Tm+1,a(x)|, |Ia(x)| ≤ CAmε2(m+1)a e−
1
2 |x| in R2/BR. (5.43)
Note from (5.40) that ∂iTm+1,a :=
∂Tm+1,a
∂xi
(i = 1, 2) satisfies
Na∂iTm+1,a +
[
2ε4axi − 6a(∂iva)va
]
Tm+1,a
= ∂i
[
ε2aΩ
(
x⊥ · ∇Ia
)
+ aI2aRa +B2,a(x)
]
in R2.
Multiplying the above equation by ∂iTm+1,a and summing it from 1 to 2, we obtain that
− 1
2
∆|∇Tm+1,a|2 +
[
ε4a|x|2 − ε2aβa − 3av2a
]
|∇Tm+1,a|2
+
2∑
i=1
|∇∂iTm+1,a|2 +
2∑
i=1
[
2ε4axi − 6a(∂iva)va
]
Tm+1,a∂iTm+1,a
=
2∑
i=1
∂i
[
ε2aΩ
(
x⊥ · ∇Ia
)
+ aI2aRa +B2,a(x)
]
∂iTm+1,a in R
2.
(5.44)
By the exponential decay of va and Ra, we calculate from (5.39) and (5.43) that as aր a∗,
2∑
i=1
[
2ε4axi − 6a(∂iva)va
]
Tm+1,a∂iTm+1,a
≤
2∑
i=1
[
ε8ax
2
i + 9a
2(∂iva)
2v2a
]
|∂iTm+1,a|2 + 4|Tm+1,a|2
≤
(
ε8a|x|2 +
1
16
)
|∇Tm+1,a|2 + CA2mε4(m+1)a e−|x| in R2/BR,
and
2∑
i=1
∂i
[
aI2aRa +B2,a(x)
]
∂iTm+1,a
≤
2∑
i=1
1
8
|∂iTm+1,a|2 +
2∑
i=1
2
[
∂i(aI
2
aRa +B2,a)
]2
≤ 1
8
|∇Tm+1,a|2 + CA2mε4(m+1)a e−|x| in R2/BR,
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which further imply from (5.44) that as aր a∗,
− 1
2
∆|∇Tm+1,a|2 +
(3
4
+
ε4aΩ
2|x|2
4
)
|∇Tm+1,a|2 +
2∑
i=1
|∇∂iTm+1,a|2
≤
2∑
i=1
∂i
[
ε2aΩ
(
x⊥ · ∇Ia
)]
∂iTm+1,a + CA
2mε4(m+1)a e
−|x| in R2/BR.
(5.45)
Similar to (5.45), we also have as aր a∗,
− 1
2
∆|∇Ia|2 +
[3
4
+
ε4aΩ
2|x|2
4
]
|∇Ia|2 +
2∑
i=1
|∇∂iIa|2
≤ −
2∑
i=1
∂i
[
ε2aΩ
(
x⊥ · ∇Tm+1,a
)]
∂iIa + CA
2mε4(m+1)a e
−|x| in R2/BR.
(5.46)
By the Diamagnetic inequality as in (5.41), we thus derive from (5.45) and (5.46) that as aր a∗,
−1
2
∆
(
|∇Ia|2 + |∇Tm+1,a|2
)
+
2
3
(
|∇Ia|2 + |∇Tm+1,a|2
)
≤ CA2mε4(m+1)a e−|x| in R2/BR.
By the comparison principle, we then derive from above that as aր a∗,
|∇Ia|, |∇Tm+1,a| ≤ CAmε2(m+1)a e−
1
2 |x| in R2/BR. (5.47)
Therefore, we conclude from (5.43) and (5.47) that there exists a sufficiently large C > 0 such
that
|Tm+1,a(x)|, |∇Tm+1,a(x)| ≤ CAmε2(m+1)a e−
1
2 |x| in R2, (5.48)
Because the positive constant C in (5.48) is independent of A > 0, m ≥ 2 and 0 < a < a∗, one
can choose a sufficiently large constant A such that A > C. Therefore, (5.23) holds for m+ 1 in
view of (5.48), and the proof is complete.
Following Lemma 5.4, we are now ready to finish the proof of main results in this paper.
Proof of Theorem 1.3. Set T1,a(x) := Ra(x) − va(x), where Ra(x) and va(x) are defined in
(4.1) and (5.4), respectively. We then obtain from Proposition 5.1(iii) that
|T1,a(x)|, |∇T1,a(x)| ≤ C1ε2ae−
1
2 |x| in R2, (5.49)
where C1 > 0 is independent of 0 < a < a
∗. Let ψ2,a ∈ C2(R2)∩L∞(R2) be the unique solution
of the following equation
Naψ2,a = −ε2a(βa − µa)va in R2,
and set T2,a := Ra − va − ψ2,a. Theorem 5.2(ii) then gives that ψ2,a(|x|) is radially symmetric.
Moreover, based on (5.49), the same argument of proving Lemma 5.4 gives that there exists a
constant C2 > 0, independent of 0 < a < a
∗, so that
|T2,a(x)|, |∇T2,a(x)| ≤ C2ε4ae−
1
2 |x| in R2 as aր a∗.
Take A > 0 large enough that A2 > C2, by which we then have
|T2,a(x)|, |∇T2,a(x)| ≤ A2ε4ae−
1
2 |x| in R2 as aր a∗. (5.50)
By Lemma 5.4, we thus deduce from (5.50) that for any m ≥ 2,
|Tm,a(x)|, |∇Tm,a(x)| ≤ Amε2ma e−
1
2 |x| in R2 as aր a∗.
Recall from (5.22) that Ra(x) = [va(x)+ψm,a(|x|)]+Tm,a(x), where va(x)+ψm,a(|x|) is radially
symmetric. Applying Lemma 4.2, we then derive from above that for any m ≥ 2,
|Ia(x)|, |∇Ia(x)| ≤ CAmε2m+2a e−
1
8 |x| in R2 as aր a∗. (5.51)
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Moreover, the proof of Lemma 5.4, see (5.32), gives that for any m ≥ 2,
|xa| ≤ CAmε2m−1a as aր a∗, (5.52)
where xa is a maximal point of |ua| in R2. Finally, let a ր a∗ such that 0 < Aεa < 1, we
conclude from (5.51) and (5.52) that for any m ≥ 2,
‖Ia‖C1(R2) ≤ Cεm+2a in R2 and |xa| ≤ Cεm−1a as aր a∗,
which therefore implies that both Ia(x) ≡ 0 and xa ≡ 0 hold as a ր a∗, due to the arbitrary of
m ≥ 2.
Since both Ia(x) ≡ 0 and xa ≡ 0 hold as a ր a∗, we obtain from (4.1) and (4.6) that
Ra := εaua(εax)e
iθa is a real-valued function and satisfies
−△Ra +
(
ε4a|x|2 − ε2aµa − aR2a
)
Ra = 0 in R
2. (5.53)
This also gives the absence of vortices for ua as a ր a∗. Following (5.53), the same argument
of [22, Theorem 1.3] gives the uniqueness of Ra as aր a∗, which then implies the uniqueness of
ua, up to the phase. This completes the proof of Theorem 1.3.
A Appendix
In this appendix, we shall address the proofs of Lemma 4.1 and Proposition 5.1.
Proof of Lemma 4.1. 1. We first claim that for any fixed constant R > 0,
|∇Ra|, |∇Ia| ≤ CR2 in BR, (A.1)
where BR := BR(0), and C > 0 is independent of 0 < a < a
∗ and R > 0. Since Ra and Ia are
bounded uniformly in H1(R2) for a ∈ (0, a∗), we get that
‖x⊥ · ∇Ia‖L2(BR), ‖x⊥ · ∇Ra‖L2(BR) ≤ CR.
By L2−estimates, we then derive from (4.6) that Ia and Ra satisfy
‖Ia‖W 2,2(BR), ‖Ra‖W 2,2(BR) ≤ CR.
Using Sobolev embedding, we thus obtain that
‖x⊥ · ∇Ia‖L5(BR), ‖x⊥ · ∇Ra‖L5(BR) ≤ CR2.
Applying Lp−estimates to (4.6) therefore yields that
‖Ia‖W 2,5(BR), ‖Ra‖W 2,5(BR) ≤ CR2.
By Sobolev embeddingW 2,5(BR) →֒ C1(BR), we conclude from above that the claim (A.1) holds
true.
We next prove that (4.7) holds true. Following from (4.4) that wa,xj :=
∂wa
∂xj
(j = 1, 2) satisfies
−∆wa,xj + (−1)j+1iε2aΩwa,xl + iε2aΩ(x⊥ · ∇wa,xj )
+
[ε4aΩ2
2
xj + ε
2
a
∂VΩ(εax+ xa)
∂xj
− awa,xj w¯a − awaw¯a,xj
]
wa
+
(ε4aΩ2
4
|x|2 + ε2aVΩ(εax+ xa)− ε2aµa − a|wa|2
)
wa,xj = 0 in R
2, l 6= j,
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we derive that for l 6= j,
− 1
2
∆|wa,xj |2 + |∇wa,xj |2 + (−1)j+1ε2aΩ(iwa,xl , wa,xj )− ε2aΩx⊥ · (iwa,xj ,∇wa,xj )
+
[ε4aΩ2
4
|x|2 + ε2aVΩ(εax+ xa)− ε2aµa − a|wa|2
]
|wa,xj |2
+
(ε4aΩ2
2
xj + ε
2
a
∂VΩ(εax+ xa)
∂xj
)
(wa, wa,xj )− 2a(wa,xj , wa)2 = 0 in R2, j = 1, 2.
(A.2)
By the Diamagnetic inequality (2.5), we have
|∇wa,xj |2 − ε2aΩx⊥ · (iwa,xj ,∇wa,xj ) +
ε4aΩ
2
4
|x|2|wa,xj |2 ≥ |∇|wa,xj ||2 ≥ 0 in R2, j = 1, 2.
(A.3)
Under the assumption (V1), since VΩ(x) is homogeneous of degree 2, we derive from (3.33) that
∣∣∣(ε4aΩ2
2
xj + ε
2
a
∂VΩ(εax+ xa)
∂xj
)
(wa, wa,xj )
∣∣∣
≤ 1
2
(ε4aΩ2
2
xj + ε
2
a
∂VΩ(εax+ xa)
∂xj
)2
|wa,xj |2 +
1
2
|wa|2
≤ Cε8aVΩ
(
x+
xa
εa
)
|wa,xj |2 + Ce−
4
3 |x| in R2/BR,
and
− ε2aµa
(|wa,x1 |2 + |wa,x2 |2)− a|wa|2(|wa,x1 |2 + |wa,x2 |2)
− 2a[(wa,x1 , wa)2 + (wa,x2 , wa)2]+ ε2aΩ(iwa,x2 , wa,x1)− ε2aΩ(iwa,x1 , wa,x2)
≥17
18
(|wa,x1 |2 + |wa,x2 |2) in R2/BR,
where R > 0 is sufficiently large. Combining all the above information, we get that as aր a∗
−∆(|wa,x1 |2 + |wa,x2 |2)+ 179 (|wa,x1 |2 + |wa,x2 |2) ≤ Ce− 43 |x| in R2/BR, (A.4)
where R > 0 is sufficiently large as before. By (A.1), applying the comparison principle to (A.4)
yields that as aր a∗,
|∇wa| ≤ Ce− 23 |x| in R2/BR,
where R > 0 is sufficiently large. The estimate (4.7) is therefore proved by (A.1) and the above
estimate.
2. Denoting uˆa(x) := εaua(εax+ xa), we have ‖∇uˆa‖22 = 1 and∫
R2
|∇wa(x)|2dx =
∫
R2
∣∣∣∇(uˆa(x)e−i(Ωεax·x⊥a2 −θa))∣∣∣2dx
=
∫
R2
∣∣∣∇uˆa(x)e−i(Ωεax·x⊥a2 −θa) − iΩεax⊥a
2
uˆa(x)e
−i
(
Ωεax·x⊥a
2 −θa
)∣∣∣2dx
=
∫
R2
∣∣∣∇uˆa(x)− iΩεax⊥a
2
uˆa(x)
∣∣∣2dx
=
∫
R2
{
|∇uˆa|2 + ε
2
aΩ
2|xa|2
4
|uˆa|2 − Ωεax⊥a · (iuˆa,∇uˆa)
}
dx
=
∫
R2
|∇uˆa|2dx− III = 1− III.
(A.5)
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We obtain from (3.34) and (3.57) that as aր a∗,
|III| : =
∣∣∣ ∫
R2
{ε2aΩ2|xa|2
4
|uˆa|2 − Ωεax⊥a · (iuˆa,∇uˆa)
}
dx
∣∣∣
≤ Cε4a + εa
∣∣∣ ∫
R2
Ωx⊥a · (iuˆa,∇uˆa)dx
∣∣∣
≤ Cε4a + εa
∣∣∣ ∫
R2
Ωx⊥a · (iwa,∇wa)dx
∣∣∣+ Ω2|xa|2ε2a
2
∫
R2
|wa|2dx ≤ Cε4a.
(A.6)
On the other hand, we infer from (3.4) and (3.6) that
ε2aµa = ε
2
aeF (a)−
a
2
ε2a
∫
R2
|ua|4dx = ε2aeF (a)−
a
2
∫
R2
|wa|4dx. (A.7)
We thus derive from (A.5)-(A.7) and (3.52) that as aր a∗,
|1 + ε2aµa| =
∣∣∣ ∫
R2
|∇wa|2 + III + ε2aeF (a)−
a
2
∫
R2
|wa|4dx
∣∣∣
≤
∣∣∣ ∫
R2
|∇wa|2 − a
∗
2
∫
R2
|wa|4dx+ a
∗ − a
2
∫
R2
|wa|4dx
∣∣∣ + Cε4a ≤ Cε4a,
(A.8)
where the estimate (3.56) is also used in the last inequality. Therefore, the estimate (4.8) is
proved. This completes the proof of Lemma 4.1.
The rest part of this appendix is devoted to the proof of Proposition 5.1, for which we consider
the following minimization problem
ea = inf{u∈H, ‖u‖22=1}
Ea(u), (A.9)
where H :=
{
u ∈ H1(R2) : ∫
R2
|x|2u2dx <∞}, and Ea(u) is defined by
Ea(u) =
∫
R2
(|∇u|2 + |x|2u2)dx − a
2
∫
R2
u4dx, a > 0. (A.10)
As stated in Theorem 2.1, ea admits minimizers if and only if 0 < a < a
∗ = ‖w‖22. Let vˆa > 0 be
a minimizer of ea as aր a∗. Then vˆa > 0 satisfies the following Euler-Lagrange equation
−∆vˆa + |x|2vˆa = βavˆa + avˆ3a in R2, (A.11)
where βa ∈ R is the Lagrange multiplier and satisfies
βa = ea − a
2
∫
R2
vˆ4a < 0 as aր a∗.
We also denote
αa =
(a∗ − a) 14
λ
> 0.
The following lemma gives the estimates of βa and vˆa as aր a∗:
Lemma A.1. Let vˆa > 0 be a minimizer of ea. Then as aր a∗, we have
(i). 1 + α2aβa = O(α
4
a);
(ii).
∣∣αavˆa(αax)∣∣ ≤ Ce− 34 |x|, ∣∣∣∇(αavˆa(αax))∣∣∣ ≤ Ce− 23 |x| in R2;
(iii). maxi,j=1,2
∣∣∣∂i∂j(αavˆa(αax))∣∣∣ ≤ Ce− 712 |x| in R2;
(iv).
∣∣∣αavˆa(αax) − w(x)√a∗
∣∣∣ ≤ Cα4ae− 23 |x|, ∣∣∣∇(αavˆa(αax)− w(x)√a∗
)∣∣∣ ≤ Cα4ae− 12 |x| in R2;
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All above constants C > 0 are independent of 0 < a < a∗.
The estimate (i) of Lemma A.1 follows directly from [22, Proposition 3.6]. By applying the
comparison principle, the estimates (ii)–(iv) of Lemma A.1 can be proved in a similar way of [24,
Lemma 3.1] and [22, Proposition 2.1]. We leave the detailed proof to the interested reader.
Proof of Proposition 5.1. 1. On the contrary, suppose Proposition 5.1(i) is false. Then, there
exists a constant C(a) > 0, where C(a)→∞ as aր a∗, such that
|εa − αa| ≥ C(a)α3a as aր a∗. (A.12)
Set wτ (x) :=
τw
(
τx
)
‖w‖2 , where τ > 0. By the exponential decay of w, we derive that
eF (a) ≤
∫
R2
(|∇wτ |2 + |x|2|wτ |2)dx− a
2
∫
R2
|wτ |4dx = 2λ
2(a∗ − a) 12
a∗
as aր a∗, (A.13)
where we have chosen τ = λ(a∗−a)− 14 . On the other hand, we infer from Proposition 4.3, (3.40),
(4.37) and (A.12) that
eF (a) ≥ 1
ε2a
∫
R2
∣∣∇wa(x)∣∣2dx− a
2ε2a
∫
R2
|wa(x)|4dx
+ ε2a
∫
R2
(Ω2
4
|x|2 + 4− Ω
2
4
∣∣∣x+ xa
εa
∣∣∣2)|wa(x)|2dx− Cε10a
≥ a
∗ − a
2ε2a
∫
R2
|wa(x)|4dx+ ε2a
∫
R2
|x|2|wa(x)|2dx− Cε6a
≥ a
∗ − a
2ε2a
∫
R2
∣∣∣ w√
a∗
∣∣∣4dx+ ε2a
∫
R2
|x|2∣∣ w√
a∗
∣∣2dx− Cε6a
≥ 2λ
2(a∗ − a) 12
a∗
+
(
8λ4C(a)− C)(a∗ − a) 32
λ6
+ o
(
(a∗ − a) 32 ) as aր a∗,
which however contradicts to (A.13), due to the fact that C(a) → ∞ as a ր a∗. Therefore,
Proposition 5.1 (i) is proved.
2. Following Proposition 5.1(i) and Lemma A.1(i), one can deduce from (4.8) that as aր a∗,
|ε2a(βa − µa)| ≤ |1 + ε2aβa|+ |1 + ε2aµa| ≤ |1 + (αa − Cα3a)2βa|+ Cα4a ≤ Cα2a,
which then implies that Proposition 5.1(ii) holds true.
3. By Lemma A.1, we deduce from Proposition 4.3 that as aր a∗,∣∣∣Ra(x)− va(x)∣∣∣
≤
∣∣∣Ra(x) − w(x)√
a∗
∣∣∣+ ∣∣∣w(x)√
a∗
− αavˆ(αax)
∣∣∣+ |αavˆ(αax)− va(x)|
≤ Cε4ae−
1
2 |x| + Cα4ae
− 23 |x| + C
∣∣∣ (αa − εa)
αa
αavˆ(αax)
∣∣∣+ C∣∣∣ (αa − εa)x
αa
∣∣∣∣∣∣∇(αavˆa(αax))∣∣∣
≤ Cε2ae−
1
2 |x| in R2.
Similarly, one can obtain the similar estimate of ∇(Ra−va) as aր a∗. This completes the proof
of Proposition 5.1.
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