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ABSTRACT 
A variety of physical problems give rise to special cases of the matrix equation 
A + FRB’ + FERB + CFRB + CFER = 0, (*) 
where it is required to determine the solution matrix R. One important special case, 
obtained by setting T= FRB and E=O in (*), is the matrix equation 23 + CT= -A. 
In this article we suggest an algorithm for solving the latter matrix equation, and we 
extend the ideas behind this algorithm to solve (*) for R. Some suggestions for the 
efficient implementation of the algorithms are also given. 
1. INTRODUCTION 
The matrix equation 
A+FRB’+FERB+CFRB+CFER=O (1) 
is of considerable importance, since it includes as special cases numerous 
matrix equations which occur in the analysis of physics and engineering 
problems. Usually B, C, E, F are known non-singular square matrices, A is a 
given rectangular matrix, and it is required to find the solution matrix 
R(which has the same dimensions as A). If 
F = I (the identity matrix), 
E = C, 
then Eq. (1) becomes 
RB2+2CRB+ C2R = -A, (2) 
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which arises in the finite difference discretization of the biharmonic equation 
[Z, p. 961. If 
E = 0 (the zero matrix), 
FRB = T, 
then Eq. (1) becomes 
TB+ CT= -A, (3) 
which arises in the finite difference discretization of some elliptic partial 
differential equations. Such partial differential equations may be of the form 
and occur, for example, when finding the stress in a helical spring (see 
Collatz [7, p. 357]), or in potential theory (see [7, p. 445]), in which case Eq. 
(3) arises when Poisson’s equation is discretized. 
C=BT 
in Eq. (3), then the Lyapunov matrix equation 
TB+BTT= -A 
is obtained, which occurs frequently in control theory [l, 3, 61. Equation (1) 
is thus interesting, as it represents a convenient generalization of matrix 
equations which are of practical value. 
2. THE MATRIX EQUATION A + TB + CT = 0 
Equation (3) can be represented in terms of a two element block vector 
and a 2 x 2 block matrix as follows: 
(T I)( 
THE MATRIX EQUATION 23 + CT= -A 
Let 
then 
(T I)( $) =o. 
Therefore 
so 
TZ = - W, 
or 
leading finally to 
Now 
( --c-l j - - - _I_ - 0 i -c;yc’)( -g -;) = (; y); 
hence for non-singular Z it follows from (4) that 
( -c-l j - - - _I_ _ 0 i -E;“11)( ;) = ( gz-l. 
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(5) 
Equations (4) and (5) can be written as 
MV= VZ, 
M-IV= VZ-l< 
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Consider the iterative scheme 
M k+l = akMk + BkMk-‘, 
z k+l = ‘tkzk+,8kzk-‘, 
k=O,l,... . 
M,, = M, 
z,=z, 
(6) 
(7) 
Now 
M - ck+, k+l = 0 
where 
c,,, = (ykck + &ck-l, co = c, 
&+I = @$ + &Bk-l, B, = B, 
A, + 1 = “kA, + ,$ ck- ‘A& ‘3 A,=A, 
k=O,l,... . 
For appropriate choices of ‘Ye and pk, and if - C, -B are Hurwitzian, it 
follows that (cf. [4]) 
F% C, = 1, 
-+ 
lim Bk = I, 
k+cc 
khmm Z, = I. 
+ 
Suitable choices of tik and & are [4, 51 
(1) a,=&=;, 
(2) ak=kk/(l+ G )‘, &=akbkak, where 
a, = min(l/llCk-lll,l/IIBk-lll), 
bk = max(~~Ckl~~ liBki& 
any convenient norm being suitable, since an overestimate of the spectral 
radius is required. 
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Application of the iterative scheme (6), (7) to Eq. (4) with appropriate 
choices of ~yk,& leads to the limiting form 
thus 
3. THE MATRIX EQUATION RB2+2CRB+C2R+A=0 
Equation (2) can be rewritten as 
Let 
(RB+CR)B+C(RB+CR)= -A. (8) 
then (8) becomes 
T=RB+CR; (9) 
I?3+ CT= -A, (10) 
and the solution matrix R can be found by first solving (10) for T and then 
solving (9) as discussed in Sec. 2, provided that - B and - C are Hurwitzian. 
4. THE MATRIXEQUATION A+FRB2+FERB+CFRB+CFER=0 
The method of solution for Eq. (3) as discussed in Sec. 2 can be extended 
for the solution of Eq. (1). Consider the block matrix eigenvalue expression 
-E F-' 0 R R 
0 -C -A 
Iii I! 
T = TZ, 
0 0 B  Z 
from which it follows that 
-ER+F-IT= RZ, 
-CT-A=lZ, 
B > = Z. 
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ER-F-?+RB=O, (11) 
TB+CT+A=O. (12) 
Elimination of T from Eq. (11) and (12) produces (1). It is easily verified that 
-E F-’ G -E-l -E-lF-lC-l _E-‘F-‘C-‘AB-‘_E-‘GB-’ 
0 -C -A 0 -c-l -C-‘AB-’ 
0 0 I3 0 0 B-l 
I 0 0 
= 0 IO. ( ) 0 0 I 
An analysis similar to that of Sec. 2 now leads to the iterative scheme 
M k+ 1 = akMk + PkMk- ‘, M,= M, 
Z k+l = akzk + pkzk-‘, z,= z, 
k=O,l,... , 
where 
MV = VZ, 
0 0 B 
i 
-E/c+1 Fk+l Gk+l 
M k+l = 0 -ck+, -Ak+l 9 
0 0 B k+l I 
(13) 
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with 
E k+l = akEk + PkEk- ‘9 E, = E, 
c k+l = akck + pkck-‘? co = c, 
B k+l = C.l’kBk + ,bkBk-I, B, = B, 
F k+l = $Fk - &E,-lFkc,-‘, F,, = F-’ 
G+l = ak& - a,(Ek-lFkkck-lAkB;l-Ek_l~B;l), G, = 0, 
A k+l = akAk + ,6&c,- ‘A&- ‘, A, = A, 
k=O,l,... . 
The same choices for (Ye, Pk as in Sec. 2 can be made, but with 
a, = min(l/~~Ek-lII~l/I/ck-ll~~l/~IBk-lII), 
bk = m=(ll%lL iickb llBkii)* 
The limiting form of Eq. (13) is 
thUS 
T=+L, 
R = #T+K), 
It can be observed that in the case of the matrix equation (2), Eq. (14) 
becomes 
I 
- ck+, Fk+l G+l 
M k+l = 0 -ck+, -Ak+l 3 
I 
(15) 
0 0 B k+l 
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where 
F k+l = @k - @kc,-‘F&k-‘9 F,, = I, 
and Ak+i, Bk+r, C,,, are as before. 
5. CONCLUSION 
It is clear that the preceding results involve only a limited number of 
matrix inversions and multiplications. Since matrix inversion and multiplica- 
tion routines are easily available to many computer installations, the methods 
discussed are convenient for machine computation, It will be observed that 
the computation time can be reduced by forming the matrix products in a 
certain order, e.g., when using (14) it is advantageous to form the matrix 
products in the following order: 
Ek- ‘Fk c,- ‘, AkBk- ‘, Ek- 'Fk C,- 'Ak Bk- I, Ek-t$Bk-? 
The use of (15) rather than (8)-(10) for the solution of (2) has the following 
advantage: If k iterations are required for 
C k+l = (Ykck + ,8&k- ‘, 
B k+l = CXkBk + ,8kBk- 1, 
to converge to matrices which are sufficiently close to the identity matrix, 
then a process involving Eq. (15) requires only k iterations, whereas a 
process involving (8)-(10) q re uires 2k iterations. The difference in the total 
computation time is, however, not significant. The preceding results are 
suitable for parallel processing, since 
(1) the matrix inversions B<l, ck-‘, EL ’ can be performed simulta- 
neously, 
(2) the matrix products Ek- ‘Fkr Ak Bk- ‘, Eke ‘G can be performed simuha- 
neousl y, 
(3) the matrix products (Ek-‘Fk)CkP’, (EkPIG)Bk-i can be performed 
simultaneously. 
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