Third Generation (3G) wireless networks all support a shared high-speed downlink channel for efficient transport of data. These channels use several common techniques (fast link rate adaptation, Hybrid ARQ, fast cell selection and fast scheduling) to improve performance. In addition, future 3G networks must provide the necessary framework to allow operators to offer Quality of Service (QoS) based applications. Service differentiation will also become necessary so that operators can provide differing service levels based on user classes. Pricing will be based on these user classes so that the operators can optimize their revenue. Typically, the shared forward link channel will be the bottleneck resource and hence usage of this resource must be optimally managed. This means that admission controls must be used to ensure that admitted users receive their QoS guarantees for the duration of their connection. If Class-Based Grade of Service (GoS) is offered then the admission control algorithm must also provide class dependent connection blocking rates. In this paper we present a framework that allows an operator to provide Class-Based connection admissions.
Introduction
Third Generation wireless networks all support some form of a shared high-speed downlink channel for efficient transport of data (the Forward Packet Data Channel or F-PDCH in the case of 1X-EVDV and HRPD networks and the High Speed Downlink Shared Channel or HS-DSCH in the case of WCDMA networks). These channels all use several common techniques (fast link rate adaptation, Hybrid ARQ, fast cell selection and fast scheduling) to improve the throughput and delay performance for data applications. In addition, these networks must provide a flexible framework to allow operators to offer QoS based services (e.g., streaming, gaming, Voice over IP). Service differentiation will also become necessary so that operators can provide differentiated levels of service based on the subscription plan of the user and seek to maximize revenue. This all implies that a flexible framework is needed to allow for sophisticated pricing plans.
In practice, the shared forward link channel will be the bottleneck resource. This must therefore be carefully managed through (a) optimal scheduling to ensure that users attain their subscribed service levels and the corresponding QoS level guarantees, (b) optimal congestion control to ensure that system performance does not degrade under congestion and that during these overload periods resources are distributed based on class levels and (c) optimal admission control to ensure that sufficient resources are reserved for already admitted users so that their QoS guarantees can be maintained and also ensure that blocking and dropping rates are class dependent. In a wireless environment, the stochastic capacity available to users together with the bursty nature of the user applications complicates the scheduling, congestion control and admission control algorithms.
These three resource management algorithms must be jointly designed for optimal system performance. In this paper we present an admission control algorithm for a generic shared high-speed forward packet data channel. This algorithm tries to maintain the QoS guarantees of the admitted users and also provide connection blocking and dropping rates based on user classes. Since the admission control algorithm depends on the optimization framework used by the scheduler, we first provide an overview of the corresponding scheduler. We then present the admission control algorithm together with a simple illustrative example. Although congestion controls are not addressed in this paper it is important that such controls also be implemented.
Many papers have been written on call admission control algorithms for both TDMA and CDMA based wireless networks where a constant rate, dedicated channel is provided to the user. In such cases the management of resources for QoS services is well understood since it is quite similar to the wired network environment (e.g., see We follow the problem formulation of Kelly 6 as follows:
where, K = the number of active (transmitting) users, r i = the average throughput of user i, C = the channel capacity, U i (r i ) = the utility function of user i.
If we assume the utility function of each user is strictly concave and differentiable, then the same also holds for the objective function F . Since the feasible region is compact then an optimal solution exists, is unique and can be found by Lagrangian Methods. We assume that the downlink rate that can be supported by each mobile (denoted by d i (n) for the nth decision period) is periodically reported to the base station. If a maximum gradient ascent algorithm is applied to the above optimization problem then one can show (see Hosein 7 ) that at each scheduling decision point the optimal choice is the user for which d j (n)U i (r j (n)) is maximum.
For example, assume that the provider charges based on the number of bits delivered to the user. In this case the utility function, U , is a linear function of the average throughout of a user and hence U (r) = αr for some constant α. The resulting scheduler will pick the user for which:
which essentially means pick the user with the highest achievable bit rate. This results in maximum sector throughput and hence maximum revenue.
In order to provide QoS guarantees as well as take advantage of multi-user diversity gains, we introduce the notion of a barrier function. The utility function now consists of a base function (i.e. the desired optimization criterion when all QoS guarantees are satisfied) plus a "barrier" function that is used to maintain a user's QoS levels by introducing a penalty based on the degree of violation. The resulting scheduling problem is again solved using a maximum gradient ascent algorithm. In this paper we focus on throughput constraints but the approach can also be applied to other types of QoS constraints. We use the maximum throughput function U (r) = r as the base function though others (such as the proportional fair function U (r) = log(r)) can also be used.
Assume that a minimum throughput must be maintained for a particular connection. We introduce an exponential barrier function to incur a penalty for dropping below the minimum throughput r min . The resulting utility function (base plus barrier) is given by:
As long as the throughput exceeds the minimum value then this is approximately the maximum throughput objective function. When r drops below the minimum value then the utility function rapidly decreases. Hence the scheduler would be forced to serve users with throughputs below the minimum (since the gradient rapidly increases). The parameter β determines the rate at which the penalty for violating the constraint increases. This value should be based on the Service Class of the user (e.g., Gold, Silver and Bronze services). Figure 1 provides an example of this utility function for different values of β. Each user requires a minimum throughput of 60 kbps. As long as bandwidth is available then this requirement can be satisfied for all users. If not, a small penalty is incurred for violating the throughput constraints of Bronze users but a much larger penalty is incurred for Gold users. Hence Gold users continue to be given higher scheduling priority over the Silver users even when insufficient resources are available. In this case the gradient ascent algorithm picks the user for which d U (r) is maximal where
We can similarly determine appropriate barrier functions for delay constraints, jitter constraints and queue length (buffer occupancy) constraints. The sum of these barrier functions plus the base function will constitute the user's overall utility function. The user is referred to Hosein 7 for further details. In this section we use the framework in the previous section to develop the proposed admission control algorithm. Let U i (r) represent the utility function of user i. Denote the base and barrier functions of user i by G i (r) and B i (r) respectively. The barrier function imposes a penalty which we denote by the penalty function P i (r) ≡ −B i (r). As long as resources are sufficient then all users will lie outside of the regions affected by their barrier function (this is enforced by the scheduler) resulting in P i (r) ≈ 0 for all users. When radio resources become exhausted then all users incur penalties. The degree of the penalty incurred will depend on the user's barrier function which in turn depends on the application and class of the corresponding user. Therefore, the total user penalty given by,
reflects the degree by which users' QoS constraints are being violated. Note that this metric takes into account the fact that high priority users (e.g., Gold users) are more sensitive to congestion than the low priority users. We therefore use this metric to (a) detect when forward link capacity is exhausted and (b) determine which new users should be allowed to enter the system. When a new user requests a connection a we must first estimate the resource needs of the connection. We assume that, as part of the connection request, the throughput requirements of the connection are provided through the QoS request message. Note that we are focusing on throughput (as opposed to other QoS metrics) since it is the most resource intensive. Given the throughput requirement we then estimate the penalty that would be experienced if the connection was accepted. We assume that the total sector capacity remains the same even if the new user is accepted. In reality the capacity may go up because of user diversity gains or it may go down because of congestion. If we have any geometry information for the user at the connection request stage then we can use this to obtain an estimate of the request rate of the user otherwise the user's request rate is taken as the average request rate over all admitted usersd = K i=1 d i /K. where d i is the most recent request rate of user i. Assuming that the system is in steady state then we have
a Note that the Admission Controller must take into account many other system resources. The algorithm described in this paper is performed in addition to the other resource usage controls.
for some constant Γ since all user gradients tend to some constant value. If the new user is admitted then the rates for all users will decrease. The decrease for a particular user will depend on his channel conditions and his priority. For the new user letd denote his expected request rate and letr denote his "guaranteed" b throughput. Note that the user's barrier function (and hence penalty function) will be a function ofr. We denote the new user's base and penalty functions byĜ andP respectively. Denote the (expected) steady state rates if the user is accepted by r * i for the presently admitted users andr * for the new user. Then we must compute {r * i } andr * such that
The constraint is due to the fixed sector capacity assumption. Once these equations are solved we can now obtain the expected penaltỹ
if the new user is admitted. We can now compare this to a threshold to determine admittance. In order to provide differentiated blocking probabilities based on user class, we make these thresholds class dependent. For each User Class j (or GoS specification) we associate a penalty threshold γ j . This threshold will be less stringent (higher) for the high priority users (or those needing a lower blocking probability). The new connection will then be accepted ifP < γ j where j is the class of the owner of the requested connection.
An Illustrative Example
In this section we illustrate the admission control algorithm with a simple example. Assume that an operator provides three service levels (Gold, Silver and Bronze) and that the blocking probability of Gold users must be less than that of Silver users which in turn must be less than that of the Bronze users. If possible, all users are provided with a minimum rate of 64 kbps. If this is not possible then the Bronze users are the first ones to have their rate limit constraint violated followed by the Silver users and finally the Gold users. The primary objective of the operator is to provide this minimum rate but, once this constraint is satisfied for all users, a secondary objective is to maximize sector throughput. This would correspond to an operator who charges a fixed monthly rate (which is highest for the Gold then Silver then Bronze users) for a certain amount of transfered data (e.g. 20MB per month) and also a fixed rate per MB (for all users) above this minimum allocation.
In this case the base function is given by G(r) = r for all users. We use an exponential barrier function so that all users have the same utility function given by,
where the subscript j is used to denote the class of the user. Suppose that the system is presently running with 8 Gold, 8 Silver and 8 Bronze users and that the sector throughput is 1560 kbps. For simplicity, we also assume that all users are experiencing similar channel conditions so that they all have the same request rates d i = d. Furthermore, assume that β is 0.040, 0.035, 0.030 for the Gold, Silver and Bronze users respectively. For admission, we use penalty thresholds of 1.5, 1.0 and 0.5 for the Gold, Silver and Bronze users respectively. In this way the blocking rate of Gold users will be lower than that of Silver users which will be lower than that of Bronze users, as required. Recall that the maximum gradient ascent algorithm attempts to equalize the gradients for all users. We can therefore find the steady state rates by setting all gradients to be equal and solving for the resulting rates. This would result in average throughputs of 68.7, 65.6 and 60.7 kbps for the Gold, Silver and Bronze users respectively. Note that the Gold and Silver users all achieve their minimum rates but not the Bronze users. The associated penalty cost is given by Note that the penalty is negative because of the fact that the Gold and Silver users far exceed their minimum throughput constraints. Now assume that a new Gold user requests a 64 kbps connection. We can estimate the penalty that would be incurred if this user was admitted by using the approach outlined in the previous section. If we do this we find that the throughputs for the Gold, Silver and Bronze users now becomes 66.3, 62.8 and 57.5 kbps respectively resulting in a penaltỹ Since the penalty is below the 1.5 threshold set for Gold users then the user is admitted. Suppose instead that a Bronze user had requested a 64 kbps connection then, if this user is accepted the resulting throughputs are 66.6, 63.2 and 57.9 for the Gold, Silver and Bronze users respectively and the resulting penalty is given bỹ Since this exceeds the penalty threshold set for Bronze users then the connection is rejected. Note that this framework allows for pre-emptive service. For example, suppose that a Gold user requests a new connection and we find that the penalty exceeds the threshold set for Gold users. Since the potential revenue from this user is higher than that of a Bronze user, one can determine the expected penalty if a Bronze user was dropped and the new Gold user was added. If this penalty is within the specified threshold then a swap is made instead. Note that this decreases the blocking probability of the Gold users at the expense of an increased dropping probability for Bronze users.
Summary and Conclusions
Future 3G networks will be required to support QoS services over their shared forward high speed packet data channel. In this paper we presented a flexible framework within which a wireless operator can provide these QoS services and at the same time give users priority (in terms of adherence to QoS guarantees as well as blocking and dropping probabilities) based on their subscription plans. This framework allows the operator to fine tune their pricing scheme in order to maximize revenue. We also presented a simple example to illustrate the approach. The issue of congestion control (e.g., see Hosein 8 ), although not addressed in this paper, must also be properly addressed for efficient operation of the network.
