Through the Fractional Calculus and following the method used by Dirac to obtain his well-known equation from the Klein-Gordon one, a possible interpolation between the Dirac, diffusion and wave equations in one space dimension can be derived, that we named fractional evolution-diffusion equation Dirac like. Such an equation contains a fractional derivative of order α varying in (0, 1] in time and a first order partial derivative in space. It can be seen as one of the two roots that we would obtain operating a kind of square root of the time fractional diffusion equation in one space dimension, with fractional derivative in time of order α ∈ [1, 2]. Solutions of this equation could model the diffusion of particles whose behavior depends not only on the space and time coordinates, but also on their internal structures. A numerical scheme based on convolution quadrature formula is given for solving this equation and the associated stability bounds are checked in some concrete case.
Introduction
The Fractional Calculus (see [1] or [2] , for example) represents a natural instrument to model nonlocal phenomena either in space or time that involve different scales. There are several pathways to the use of fractional models in different applied fields; for instance, see [3] and [4] . In particular, in the case when mathematical models are connected with anomalous diffusion, we could use the CTRW approach introduced by [5] , or operate through the Langevin equation approach (see [6] ) involving the generalized central limit theorem and the Lévy stable distributions, or by generalization of the classical first Fick's law combined with the conservation law (for example, see [7] ) and others.
In this paper, we present a generalization of the linear one-dimensional diffusion and wave equations obtained by combining the fractional derivatives and the internal degrees of freedom associated to the system. Actually, taking into account that the free Dirac equation is, in some sense, the square root of the Klein-Gordon equation (see, for instance, [8] ), in a similar way we can operate a kind of square root of the time fractional diffusion equation in one space dimension (see [9] , [3] , [10] , [11] , [12] ) given by 
where 0 < α ≤ 1, through the system of fractional evolution-diffusion equations Dirac like
with 0 < α ≤ 1 and where A and B are 2 × 2 matrices satisfying Pauli's algebra, this is:
being I the identity operator. System (2) has been previously introduced in the references [13] , [14] , [15] and [16] . Each component of ψ(t, x) satisfies (1) while the index property ∂ t α ∂ t α u = ∂ t 2α u holds. Thus, in the interval 1/2 < α < 1, the system of fractional evolution equations Dirac like (2) represents a fractional interpolation between the diffusion (α = 1/2) and wave (α = 1) equations.
Solutions of this system could model the diffusion of particles whose behavior depends not only on the space and time coordinates, but also on their internal structures. Now, if we shrink the study to the pure real matrices of Pauli's type leading to a system (2) of separated equations, we reduce to the pair:
Substituting (3) into (2), it reduces to the following system of equations
where 0 < α ≤ 1. This paper is devoted to the construction of numerical schemes solving each component of the system (4) when it is written as the specific fractional evolution-diffusion equation
and together with initial and boundary conditions
u(t, a+) = r(t), t > 0,
where a ∈ R, u 0 (x) and r(t) are known functions, C 0 D α t is the Caputo fractional derivative of order α, with 0 < α ≤ 1, and λ ∈ R, λ = 0.
Given the Riemann-Liouville derivative of order α > 0 (see [1] for example),
with x > a, n = −[−α], the Caputo fractional derivative can be considered as a regularised version of this fractional differential operator since it takes the form
There exists the following relation between the above definitions
and, a condition under which both derivatives hold is that f ∈ AC n−1 (a, ∞). Equivalence (10) allows to use pure initial conditions of the classical type when dealing with fractional equations involving Riemann-Liouville or Caputo derivatives. As well, relation (10) justify to restrict the attention on just one definition of the fractional derivative, among the two ones given above, when we look for a corresponding finite difference formula.
In the literature, numerical formulas approximating the fractional derivative are typically obtained for the Riemann-Liouville one.
In our case, we employ a convolution quadrature formula proposed by K. Diethelm [17] for approximating this time fractional derivative and usual finite difference formulas for the space partial derivative. The stability bounds of this scheme, resulting from a previous discrete von Neumann type analysis, are checked in some representative examples when we know the underlying exact analytical results.
Solution of the initial-boundary value problem
In order to solve the initial boundary-value problem given by equation (5) together with initial and boundary conditions (6) and (7), we look for a solution u(t, x) in the space of functions whose Laplace transform in time,
exists for any fixed x ∈ [a, +∞). The inverse Laplace transform with respect to s is given by:
with a fixed γ ∈ R, and the following relation holds:
We use the following formula for the Laplace transform of Caputo derivative (9)
where 0 < α ≤ 1, s α is understood, as usually, as the corresponding value of the main branch of the analytic function s α in the complex plane s with the cut along the positive half-axis R + . Note that (14) yields the known formula for the Laplace transform of the usual derivative when α = 1. Then, applying the Laplace transform (11) to the equation (5) and taking the condition u(0+, x) = g(x) into account, we have:
Multiplying this expression by e xs α /λ and integrating in x between a and x, it results:
being (L t u)(s, a+) = (L t r)(s). Now, we can obtain the explicit formula for the solution u(t, x) by specifying the form of initial and boundary conditions in (16). Let we realize it for the particular initial condition: u 0 (x) = e −µx , where µ > 0 is a constant. If we insert this function in (16), then we obtain, when x > a:
Before applying the inverse Laplace transform (12) to (17), we need to introduce the following special functions ([18, Section 18.1], [2] ): the biparametric MittagLeffler function E α,β (z) defined for {z, α, β} ∈ C by
and the Wright function
defined for z ∈ C and parameters α > −1, β > 0. It can be shown [2, Sec.1.2.] that, when t > 0, the following properties hold :
As well, it can be proved that
when γ = 0, 0 < α < 1 and
where δ(t) is the generalized delta function. So, inverting equation (17) we have, when x > a and 0 < α < 1:
When α = 1, taking into account that µλtE 1,2 (µλt) = e µλt − 1 and completing the solution given by (23) when α → 1 with initial and boundary conditions, it results
for λ > 0 and
for λ < 0. In order to be this solution continuous, it has to turn out that r(0) = e −µa . Now, if we observe that
we can rewrite solution (23), where x > a and 0 < α < 1, as follows:
then, when r(t) = e −µa E α,1 (µλt α ), the solution is reduced to be:
for all x ≥ a and t ≥ 0.
Construction of the numerical schemes
The most important feature of a fractional differential derivative that has to be taken into account when constructing a numerical scheme is its non-local property. This feature leads to discretizations consisting of a lower triangular matrix instead of a multi-diagonal matrix like in the case of classical derivatives of integer order.
In fact, if we suppose that t ∈ [0, T ] and x ∈ [a, b], and we introduce the equispaced temporal nodes t n = n∆t, where n = 0, ..., N , t 0 = 0, t N = T , and the equispaced spatial nodes x l = a + l∆x where l = 0, ..., M , x 0 = a and x M = b, then the Riemann-Liouville fractional derivative (
In an equivalent form, it can be written that the value of the Riemann-Liouville derivative for each time-space point (t n , x l ) can be approximated by
where u n l is the numerical approximation of u(t n , x l ) and it results u n 0 = u(t n , a) = r(t n ) and u 0 l = u(0, x l ) = u 0 (x l ), being r(t) a given function as well as u 0 (x). Due to (10) , the corresponding approximation of the Caputo derivative is
In this paper we employ the convolution quadrature formula (28) with the weights ω n,j proposed by K. Diethelm [17] :
It has been shown that the convergence order associated to this formula is O(∆t) 2−α .
In combination with the discrete formula (28) with Diethelm's weight for the time fractional derivative, we employed a classical forward Euler formula to approximate the first order space derivative:
Then, if we write the fractional evolution-diffusion equation (5) by means of the following integral equation with a strongly singular kernel
the corresponding finite difference equation, when we use formula (28) with weights (30) instead of the time fractional derivative and formula (31) for the space derivative, will be:
for all l = 0, ..., M and n = 1, ..., N , and the associated error is O(∆t)
A discrete von Neumann type analysis of stability of the scheme (33) together with the initial and boundary conditions (35) [19] highlights that a necessary condition for this scheme being stable for all α, where 0 < α < 1, is:
Now, we can show the numerical results emerging from the simulations of the evolution-diffusion equation (5) together with the initial-boundary value problem
where a ∈ R, µ > 0 and 0 < α < 1, performed by means of the scheme (33), in order to check the stability bounds (34). The analytical solution (27) of this problem, according with the properties of the Mittag-Leffler function, takes the specific form
when α = 1/2, and it reduces to
when α = 1. In practice, being E α,1 (µλt α ) the exact solution of the ordinary differential equation (
with the initial condition u(0) = 1, the values of this series are obtained solving numerically this problem. 
Results and conclusions
To perform the all mentioned numerical simulations, we used the software Matlab7.0 working in double precision. An interesting example confirming that the condition (34) over the time and space steps of the finite scheme (33) is necessary in order to have stability, is the following: if we calculate the maximum of the absolute errors resulting between the values of the exact solution (27), numerically calculated over the space-time grid points, and the approximated ones produced by the implementation of the difference scheme (33) when µ = λ = 1, x ∈ [1 , 3.5], ∆x = 0.025, t ∈ [0, 2], ∆t = 0.0125, we observe that its value is 0.1189 when α = 0.1, 0.00241 when α = 0.5 and that it is unbounded when α = 0.9. The result concerning α = 0.9, is due to the breaking of condition (34). In fact, relation (∆x/(∆t α Γ(2 − α))) ≤ 1 comes true if α = 0.1 and α = 0.5, whereas it is not fulfilled when α = 0.9, being ∆x = 0.025, ∆t 0.9 = 0.0194 and Γ(1.1) = 0.9513. Now, if we simulate the same solutions when µ = 1, x ∈ [1 , 3.5], ∆x = 0.025, t ∈ [0, 2], ∆t = 0.0125, but λ = −1, we find that the scheme (33) converges only when α = 0.1 and it diverges for α = 0.5 and α = 0.9. Table 1 collects the results we obtained concerning the simulations of exact and approximated solution of equation (5) facing with a ∆t of order 10 −1 implies the convergence of the scheme (33) for all the values of α such that 0 < α < 1; in order to have such a small space step we have been obliged to work in a very narrow interval [a, b], due to the limitations of the memory size of the same software we used.
The wide number of simulations we performed for different values of α, ∆x, ∆t and λ, indicates that a necessary and sufficient condition for the stability of the difference scheme (33) be ensured should be almost stronger than the pure necessary condition we give in (34). 
