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ABSTRACT
Written development discussions occurring over different com-
munication means (e.g. issue trackers, development mailing
lists, or IRC chats) represent a precious source of informa-
tion for developers, as well as for researchers interested to
build recommender systems. Such discussions contain text
having different purposes, e.g. discussing feature requests,
bugs to fix etc. In this context, the manual classification
or filtering of such discussions in according to their purpose
would be a daunting and time-consuming task.
In this demo we present DECA (Development Emails Con-
tent Analyzer), a tool which uses Natural Language Parsing
to classify the content of development emails according to
their purpose, identifying email fragments that can be used
for specific maintenance tasks. We applied DECA on the
discussions occurring on the development mailing lists re-
lated to Qt and Ubuntu projects. The results highlight a
high precision (90%) and recall (70%) of DECA in classify-
ing email content providing useful information to developers
interested in accomplishing specific development tasks.
Demo URL: https://youtu.be/FmwBuBaW6Sk
Demo Web Page:
http://www.ifi.uzh.ch/seal/people/panichella/tools/DECA.html
Categories and Subject Descriptors
D.2.7 [ Software Engineering]: Distribution, Maintenance,
and Enhancement
Keywords
Unstructured Data Mining, Natural Language Processing,
Recommender System
1. INTRODUCTION
When developers have to accomplish their working activi-
ties, they often analyze discussions appearing in development-
specific communication means such as mailing lists, issue
trackers and chats [10]. These means are useful for keep-
ing track of development issues, possible problem solutions,
or decisions taken [2, 11]. Generally speaking, they contain
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information and knowledge that can be decisive in making
decision process.
The manual analysis of these discussions is time-consuming
for several reasons: (i) a development email or a post on is-
sue tracker contains a mix of structured, semi-structured,
and unstructured information [1], (ii) the messages posted
on such communication means may have different purposes
(e.g., an issue report may relate to a feature request, a bug,
or just to a project managment discussion, while such a clas-
sification can even be inaccurate [6]), (iii) sometimes emails
or discussions are too long and the reader gets lost in un-
necessary details, or (iv) pieces of information regarding the
same topic are scattered among different sources (posts and
emails) [10].
To help developers discarding unnecessary information,
previous literature proposed approaches to classify emails’
content (source code, text, stack traces, etc.) [1], as well as
approaches aimed at generating summaries of emails [7, 13]
and bug reports [15, 14]. However, none of the aforemen-
tioned approaches is able to classify paragraphs contained
in developers’ communication according to the developers’
intent, and therefore filtering paragraphs useful for specific
maintenance tasks, e.g., fixing bugs, adding new features, or
improve existing ones.
This paper proposes a tool, named DECA (Development
Email Content Analyzer), that uses Natural Language Pars-
ing to automatically capture linguistic patterns and classify
emails’ content according to developers’ intentions, such as
asking/providing help, proposing a new feature, or report-
ing/discussing a bug. Specifically, the tool implements a
mining approach defined in our previous work [4], which was
originally conceived to mine useful information from mailing
lists, but it can be also used to analyze development com-
munication occurring in issue trackers and IRC chat logs.
Moreover, DECA is available either in a Graphical User In-
terface (GUI) version, or as a Java library.
Our empirical evaluation indicated that DECA exhibits
a high precision (90%) and recall (70%) overcoming perfor-
mances of traditional approaches based on machine learning
techniques [4].
Paper structure. Section 2 briefly describes the mining
approach proposed in our previous paper [4] and its imple-
mentation. Section 3 shows how DECA works, while Section
4 provides some information about the performances of the
tool. Finally, Section 5 concludes the paper.
2. OVERVIEW OF THE APPROACH
This section summarizes the approach behind DECA. Fur-
ther details about the approach and its validation can be
Figure 1: Implementation of a NLP heuristic
found in our previous research paper [4].
Table 1: Sentence Categories
DECA classifies development emails content according to
six categories describing the “intent” of the writer: feature
request, opinion asking, problem discovery, solution proposal,
information seeking and information giving. As described in
[4], these categories were identified by a manual inspection
of a sample of 100 emails, which have been firstly grouped
according to the categories defined by Guzzi et al. in [5].
For each group of emails, significant sentences evoking, or
suggesting the intent of the writer have been extracted and
categories of sentences have been defined by using grounded
theory.
For each category, Table 1 provides (i) a description and
(ii) an example sentence. These categories are designed to
capture the kind of information generally contained in mes-
sages regarding the development concerns.
When developers write about existing bugs, suggest fea-
tures or solutions, ask for information or update other users
about the project issues, within development email mes-
sages, they tend to use some recurrent linguistic patterns.
These patterns present well defined predicate-argument struc-
tures related to intentions. DECA exploits these structures
to automatically detect and categorize relevant text frag-
ments for developers, within emails’ content. Specifically,
the tool analyzes messages at the sentence-level granu-
larity because within a raw mail message some sentences
could be relevant for software development purposes, while
others could be not.
DECA has two main modules: the Parser and the Clas-
sifier. The Parser aims at preparing the text for the anal-
ysis. Firstly, it performs sentence splitting and tokenization,
relying on the Stanford CoreNLP API [8]. Once the text
is divided into sentences, the Parser creates, for each sen-
tence, the Stanford Dependencies (SD) representation [3].
The Stanford Dependencies parser represents dependencies
between individual words contained in sentences and labels
each dependency with a specific grammatical relation (e.g.,
subject or direct/indirect object).
Such a representation is exploited by the Classifier to
perform its analysis. We identified a set of 231 linguistic
patterns 1 related to the sentence categories of Table 1. For
each pattern, the Classifier implements a NLP heuristic
to recognize it. Each NLP heuristic tries to detect the pres-
ence of a text structure that may be connected to one of the
development categories, looking for the occurrences of spe-
cific keywords in precise grammatical roles and/or specific
grammatical structures.
Figure 1 describes how the Classifier performs the clas-
sification for an example of sentence reported in the Ubuntu’s
development mailing list. The figure depicts the SD repre-
sentation of the sentence (on the left-side) and the imple-
mentation of the NLP heuristic (on the right-side) able to
detect the structure indicating (in the majority of cases) the
disclosure of a problem/bug. The NLP heuristic has to an-
alyze few typed dependencies (in the example of Figure 1,
the code checks only the underlined dependencies) to de-
tect the presence of a linguistic pattern. Once recognized
a pattern, the Classifier returns the classification result
to the Parser, which adds the result to a collection and
provides the SD representation of the next sentence to the
Classifier. The Classifier labels only the sentences that
present known structures assuming that all other sentences
are too generic or have negligible contents. At the end of
this process, results are provided as output.
3. DECA IN ACTION
This section describes DECA’s main features and provides
examples of its usage.
The first version of DECA provides a practical GUI, which
can be found in the zipped file DECA_GUI.zip available from
the tool’s webpage. The README.txt contained in the zipped
file provides all the information to run the tool’s GUI. To
analyze discussions or messages the users can paste them in
the text area of the GUI or alternatively, load them from a
text file and press the Recognize button. When the recog-
nition process is complete, DECA highlights all recognized
sentences using different colors for different categories. Fig-
ure 2 shows the tool’s GUI with an example of output. It
is important to point out that DECA classifies exclusively
the natural language fragments contained in the messages,
since the Classifier can start its elaboration only when
1http://www.ifi.uzh.ch/seal/people/
panichella/DECA Implemented Heuristics.pdf
the Parser is able to construct the SD representation for
the sentence under analysis. Figure 3 depicts the tool’s be-
havior for two examples of text fragments: the first one (on
the top) contains a code snippet (for which the Parser is not
able to construct the SD representation), while the second
fragment (on the bottom) exhibits an error log containing
some text in a natural language form (recognized by the
Parser which can identify the dependencies structure).
Figure 2: DECA’s Interface
Figure 3: DECA’s output in presence of code snip-
pets and error logs
The second version of DECA is a Java API that provides
an easy way to integrate our classifier in Java projects. Fig-
ure 4 shows an example of Java code that integrates the
DECA’s capabilities. To use it, it is necessary to down-
load the DECA_API.zip from the tool’s Web page, unzip it,
and import the library DECA_API.jar as well as the Stan-
ford CoreNLP libraries (which can be found in the lib folder
contained in DECA_API.zip) in the build path of our Java
project. Then, to use the DECA classifier, it is sufficent to
import the classes org.emailClassifier.Parser and org.
emailClassifier.Result, and instantiate the Parser
through the method getInstance. The method extract of
the class Parser represents the entry point to access to the
tool’s classification. This method accepts in input a String
containing the text to classify and returns in output a col-
lection of objects of the Result class. The Result class
provides all the methods to access to DECA’s classification
results.
Figure 4: Using DECA as a Java library.
4. PERFORMANCE EVALUATION
Table 2: Results for Experiment I
Table 3: Results for Experiment II
Table 4: Results for Experiment III
We designed three experiments for a progressive assess-
ment of the DECA’s performances. In each experiment we
increased the number of the implemented heuristics by using
the false negatives obtained in the previous experiment. For
more details see [4]. For assessing the tool’s capabilities we
rely on widely adopted metrics in the Information Retrieval
field: precision, recall and F-measure. Tables 2, 3 and 4
show results achieved in the three experiments.
In the first experiment, we implemented 87 NLP heuris-
tics to classify a test set of 100 emails randomly selected
among messages exchanged by developers in May 2014, in
the development mailing list of the Qt Project2. In the sec-
ond experiment, we implemented 82 new NLP heuristics to
classify a test set of 100 emails randomly selected among
messages sent by developers in the development mailing list
of the Qt Project during the year 2014. In the last experi-
ment, we further implemented 62 new heuristics and used as
2http://qt-project.org
test set 100 emails randomly selected among messages sent
from September 2004 to January 2005 from the development
mailing list of the Ubuntu Linux distribution3 achieving a
global precision of 90% and a global recall of 70%. The ex-
perimental results show how the addition of new heuristics
improves the effectiveness of DECA along the various ex-
periments. Specifically, while the precision is always very
high (it ranges between 87% and 90%) and stable for all the
experiments, the recall increases with the addition of new
heuristics from 34% to 70% (i.e., around two times) [4].
5. CONCLUSIONS
In this paper we presented DECA, a tool to automatically
classify the content of development communication (e.g.,
emails) according to developers’ likely intentions, such as
requesting a feature, asking for an opinion, providing solu-
tions, etc.. We built the tool on top of the Stanford English
natural language parser [3, 8], applying a set of heuristics
that have been defined on several training sets. DECA’s
performances have been assessed through an empirical study
involving 300 messages from two different mailing lists: 200
emails from the QT project and 100 emails from the Ubuntu
Linux distribution.
Results indicate that DECA achieves high levels of preci-
sion (90%) and recall (70%). Our experiments also demon-
strate that implemented heuristics are able to classify intent
of messages from mailing lists of different projects (both
within-project and cross-project validations). As demon-
strated in our previous work [4], DECA was also success-
fully used to improve the effectiveness of approaches aimed
at mining source code documentation from developers com-
munication [9, 16]. Moreover, DECA can be successfully
used, in combination with Textual and Sentiment Analysis
techniques, to retrieve feedback in user reviews of mobile
app that are important for maintenance perspective (e.g.
feature requests and all the requests to fix a bug) [12].
DECA could be used as a preprocessing support to discard
irrelevant sentences within emails or bug reports summa-
rization approaches. Furthermore, DECA could be used in
combination with topic models for retrieving contents pre-
senting the same intentions and treating the same topics
in different kinds of development discussions, e.g., mailing
lists, issue trackers and IRC chat logs. For example, such a
combination could enable the possibility for a developer to
retrieve all feature requests related to a given topic from dif-
ferent communication means in order to plan a set of change
activities.
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