Abstract-This paper considers the joint linear transceiver design problem for the downlink multiuser multiple-input-multiple-output (MIMO) systems with coordinated base stations (BSs). We consider maximization of the weighted sum rate with per BS antenna power constraint problem. We propose novel centralized and computationally efficient distributed iterative algorithms that achieve local optimum to the latter problem. These algorithms are described as follows. First, by introducing additional optimization variables, we reformulate the original problem into a new problem. Second, for the given precoder matrices of all users, the optimal receivers are computed using minimum mean-square-error (MMSE) method and the optimal introduced variables are obtained in closed form expressions. Third, by keeping the introduced variables and receivers constant, the precoder matrices of all users are optimized by using second-order-cone programming (SOCP) and matrix fractional minimization approaches for the centralized and distributed algorithms, respectively. Finally, the second and third steps are repeated until these algorithms converge. We have shown that the proposed algorithms are guaranteed to converge. We also show that the proposed algorithms require less computational cost than that of the existing linear algorithm. All simulation results demonstrate that our distributed algorithm achieves the same performance as that of the centralized algorithm. Moreover, the proposed algorithms outperform the existing linear algorithm. In particular, when each of the users has single antenna, we have observed that the proposed algorithms achieve the global optimum.
I. INTRODUCTION

M
ULTIPLE-INPUT-MULTIPLE-OUTPUT
(MIMO) systems have been proven to enhance the spectral efficiency of wireless systems. This performance improvement is achieved by employing signal processing at the transmitters (precoder) and receivers (decoders). In [1] , the achievable sum rate of the broadcast channel (BC) obtained by dirty paper coding (DPC) technique has been characterized for MIMO systems. The authors of [2] and [3] have shown that DPC achieves the capacity region of BC channels. However, due to the nonlinear characteristics of DPC, practical realization of it has appeared to be difficult. Given the drawbacks of DPC, linear processing is motivated as it exhibits good performance versus complexity tradeoff. However, finding linear processing schemes that achieve the capacity of BC channels is still an open issue.
In [4] , the linear processing method that employs channel block-diagonalization is suggested. The latter method suffers from noise enhancement and has a restriction on the number of transmit and receive antennas. In [5] , a weighted sum rate maximization problem for the downlink multiuser MIMO system is formulated as the problem of minimizing the geometric product of minimum mean-square-errors (MMSE). This paper solves its problem with a per BS antenna power constraint. The latter problem has also been examined in [6] with a total BS power constraint. To solve the optimization problem, an iterative approach which uses mean-square-error (MSE) uplink-downlink duality is suggested. Minimizing the product of all users MMSE matrix determinants is proposed as an equivalent formulation for the sum rate maximization problem of the downlink multiuser MIMO systems [7] . This problem is nonconvex and it is solved by employing sequential quadratic programming. The work of [7] has been extended to the robust case in [8] . The latter paper formulates the robust problem using the worst-case robust design approach, and utilizes MSE uplink-downlink duality approach to solve the sum rate maximization problem.
All of the aforementioned papers examine their problems for conventional downlink systems. In these systems, BSs from different cells communicate with their respective remote terminals independently. Hence, intercell interference is obliged to be considered as a background noise. Recently, it has been shown that BS coordination communication is a promising technique to significantly improve the capacity of wireless channels by mitigating (or possibly canceling) intercell interference [9] - [11] . The BS coordination can be performed by two approaches. In the first approach, BSs are coordinated at the beamforming (precoder) level. In such kind of BS coordination, the system is termed as "multicell system" [10] . In the second approach, BS coordination takes place at both the signal and beamforming (precoder) levels. When BSs are coordinated in this approach, the system is termed as "network MIMO system" [9] , [11] . It is well know that the latter coordination approach has better performance gain compared to the former one [11] , [12] . This performance improvement, however, requires additional signal coordination. In the current paper, we focus on the second BS coordination approach. In [13] , we examine the joint optimization of the precoders to maximize the total sum rate with per BS antenna power constraint for the downlink multiuser systems with coordinated BSs. The latter paper assumes that the BSs are equipped with multiple antennas and mobile stations (MSs) are equipped with single antenna. In [14] , four MSE-based linear transceiver optimization problems have been considered for the downlink multiuser MIMO systems with coordinated BSs. These problems are examined by assuming that the total power of each BS or the individual power of each BS antenna (group of antennas) is constrained. The problems of [14] are solved as follows. First, by keeping the receivers constant, optimization of the precoder matrices are formulated as a second-order-cone program (SOCP) problem (SOCP problems are convex and can be solved by using existing convex optimization tools). Second, for the given BS precoders, the receiver of each user is optimized by MMSE technique. These two steps are repeated iteratively to jointly optimize the transmitters and receivers. In [14] , the receiver of each user can be optimized independently and distributively. However, the joint optimization of the precoders of [14] has been carried out by a centralized algorithm. When the number of users and/or BSs increase, the computational cost of the joint precoder design also increases [15] . Consequently, solving the precoder optimization problem in a centralized manner, especially for large-scale coordinated networks, is not a computationally efficient approach. This motivates us to develop distributed algorithms to solve MSE-based problems for downlink coordinated BS systems with per BS antenna power constraint in [16] . This paper solves its optimization problems distributively by applying the Lagrangian dual decomposition, modified matrix fractional minimization and an iterative technique.
In the current paper, we extend the work of [13] to the case where both the BSs and MSs are equipped with multiple antennas. For this scenario, we design the transmitters and receivers of all users to maximize the weighted sum rate with per BS antenna power constraint problem. 1 We propose novel centralized and computationally efficient distributed iterative algorithms that achieve local optimum to the latter problem. These algorithms are described as follows. First, by introducing additional optimization variables, we reformulate the original problem into a new problem. Second, for the given precoder matrices of all users, the optimal receivers are computed using MMSE method and the optimal introduced variables are obtained in closed form expressions. Third, by keeping the introduced variables and receivers constant, the precoder matrices of all users are optimized by using SOCP and matrix fractional minimization approaches for the centralized and distributed algorithms, respectively. Finally, the second and third steps are repeated until these algorithms converge. We have 1 According to [17] , in a multiantenna BS systems, each BS antenna has its own power amplifier and the maximum power of each BS antenna is limited by some value. This motivates us to consider the power constraint of each BS antenna. On the other hand, in some scenario, a per BS power constraint has practical interest. As will be clear later, our proposed algorithm can be extended straightforwardly to handle the latter power constraint and the sum power constraint of the whole network or groups of antennas.
shown that the proposed algorithms are guaranteed to converge. All simulation results show that our proposed distributed algorithm achieve the same performance as that of the centralized algorithm. Moreover, the proposed algorithms outperform the existing algorithm. In particular, when each of the users has single antenna, we have observed that the proposed algorithms achieve the global optimum. The contribution of this paper is thus summarized as follows.
1) We propose novel centralized and computationally efficient distributed iterative algorithms to jointly optimize the transceivers of all users to maximize the weighted sum rate with a per BS antenna power constraint problem. Our proposed algorithms can be used for the case where the constraint of this problem is modified to sum power constraint of the whole network or groups of antennas. As will be clear later, we also show that the proposed algorithms can be applied to examine weighted sum rate optimization problem for multicell systems. 2) For the aforementioned problem, we have demonstrated that the proposed distributed algorithm has the same performance as that of the centralized algorithm. 3) As will be shown later, our problem has exactly the same mathematical structure as that of in [5] where weighted sum rate maximization with per antenna power constraint problem is considered for conventional downlink MIMO systems. The latter paper, however, solves the optimization problem by constraining that the power allocated for each symbol is always positive. In other words, the algorithm proposed in [5] can not handle inactive symbols. Our proposed algorithms have four major advantages compared to the algorithm in [5] . First, the proposed algorithms constrained the powers of each symbol to be nonnegative. 2 Second, simulation results show that our algorithm has better weighted sum rate compared to that of [5] . Third, as will be clear later in Section IV, our centralized and distributed algorithms require less computational cost compared to that of [5] . Fourth, the proposed algorithms have faster convergence speed than that of [5] . 4) When each of the users has single antenna, the global optimal solution of weighted sum rate maximization problem can be obtained with the framework of monotonic global optimization (MGO) algorithm as in [18] . For this case, in all of our simulation results, we have observed that the proposed centralized and distributed algorithms achieve the global optimum. The remaining part of this paper is organized as follows. We present the downlink multiuser MIMO coordinated BS system model in Section II. The problem formulation is discussed in Section III. The existing centralized, and the proposed centralized and distributed algorithms are presented in Section IV. The extensions of our centralized and distributed algorithms for multicell systems are discussed in Section V. In Section VI, computer simulations are used to compare the performance of the centralized and distributed algorithms, and our proposed algo-rithms with that of the other existing algorithms. Finally, conclusions are drawn in Section VII.
Notations: The following notations are used throughout this paper. Upper/lower case boldface letters denote matrices/column vectors. and denote the (i,j) element, trace, transpose, conjugate transpose and expected value of , respectively.
is an identity matrix of size (appropriate size) and represents spaces of matrices with complex entries. The diagonal and block-diagonal matrices are represented by and , respectively. Subject to is denoted by and denotes optimal solution. Vectorization of a matrix is represented by and is the th norm of a vector .
II. SYSTEM MODEL
We consider a downlink multiuser MIMO coordinated BS system as shown in Fig. 1 where BSs are serving decentralized multiantenna MSs. The th BS and th MS are equipped with and antennas, respectively. The total number of BS and MS antennas are thus and , respectively. By denoting the symbol intended for the th user as and , the entire symbol can be written in a data vector as . The th BS precodes into an length vector by using its overall precoder matrix , where is the precoder vector of the th BS for the th MS th symbol. The th symbol of the th MS employs a receiver to estimate its symbol . We follow the same channel matrix notations as in [19] . The estimate of the th MS th symbol is given by (1) where is the channel vector between the th BS and the th MS, and is the additive noise at the th MS. As can be seen from (1), the th user decodes its symbol independently with the receiver . As will be clear later, our paper applies MMSE approach to design . On the other hand, the th user can decode its symbol by first canceling known interference (i.e., successive interference cancelation) and then applying MMSE receiver as in [20] . According to [20] , the latter decoding approach achieves less symbol-error-probability (SEP) compared to that of the former one. However, since the latter approach is nonlinear [6] , the current paper focuses on the former decoding approach which is linear.
It is clearly seen that the last expression of (1) has exactly the same form as the estimate of for the downlink multiuser MIMO system where a BS equipped with transmit antennas is serving decentralized multiantenna MSs. Hence, we can interpret coordinated BS system as a one giant downlink system [14] , [15] . It is assumed that the entries of are independent and identically distributed (i.i.d) zero-mean circularly symmetric complex Gaussian (ZMCSCG) random variables with the variance , i.e., . We also assume that the symbol consists of ZMCSCG random variables with unit variance and is independent of and noise , i.e., and . For this system model, the MSE between and is given by
For notational convenience, we represent by by , and the channel matrix and noise variance corresponding to the th symbol is denoted by and , respectively. 3 By doing so, the MSE of the th symbol is given by (3) When perfect CSI is available at the BS and MSs, the MMSE receiver of the th symbol is given as (4) Plugging this equation into (3), we get the MMSE of the th symbol as (5) When each of the symbols is decoded individually independent of each other using a minimum Euclidean distance decoding rule, the achievable rate of the th symbol can be expressed as [5] , [6] , [21] .
III. PROBLEM FORMULATION
Mathematically, the weighted sum rate maximization problem can be formulated as (6) where is the maximum allocated power to the th BS antenna and is the rate weighting factor of the th symbol. The antenna numbers are assigned from the first antenna of (which corresponds to antenna 1) to the last antenna of (which corresponds to antenna ).
In a multimedia communication, different types of information (for example, audio and video information) can be sent to a user simultaneously [22] . In such a case, for successful transmission, more priority could be given to symbols corresponding to the video information. Consequently, the symbols of a user (all users) can have different priorities. This motivates us to examine the joint transmitter and receiver design for symbol wise weighted sum rate maximization problem. However, as will be clear later, the proposed algorithms can be applied to get the suboptimal solution for user wise weighted (unweighted) sum rate optimization problem. Without loss of generality, we assume that . After straightforward mathematical manipulations, problem (6) can be equivalently expressed as (7) Note that although (6) and (7) are equivalent problems, the optimal (suboptimal) values of these problems are not necessarily equal. Solving the latter problem in its current form has appeared to be intractable. Due to this, we introduce the receivers and then reformulate the above problem as (see Appendix A) (8) where .
IV. EXISTING AND PROPOSED SOLUTIONS
The above optimization problem is nonconvex. Thus, convex optimization techniques can not be applied. In this section, we present the exiting centralized, and the proposed centralized and distributed algorithms for (8) . This problem has been examined in [5] for the case where the power of each symbol is strictly positive. The paper proposes an iterative algorithm that achieves a local optimum to (8) . Assuming , the complexity of each iteration is given by (9) where is the complexity of the Geometric Program (GP) problem of [5] . In general, depends on different parameter settings and solution methods (see Appendix B for the details).
In the following, we present our novel centralized and distributed iterative algorithms that achieve local optimum to (8) . The proposed algorithms require less computational cost per iteration than that of the algorithm in [5] (i.e., ). As will be clear later in Section VI, the proposed algorithms also have faster convergence speed than that of the algorithm in [5] . As a result, our algorithms require less overall computational complexities than that of the algorithm in [5] . To this end, we consider the following Lemma.
Lemma 1: The optimal/suboptimal of (8) can be obtained by solving the following problem: (10) Moreover, for fixed , the optimal of this problem is given by (11) Proof: See Appendix C. From the proof of this Lemma, one can realize that the optimal/suboptimal solution of (10) satisfies and . Thus, the objective function of (10) can be replaced by . This is due to the fact that is equivalent to for any and positive integer [23] . Consequently, (10) can be equivalently expressed as (12) Due to terms in the objective function of (12), getting the suboptimal solution of this problem is not trivial. To simplify the latter problem, we present Lemma 2.
Lemma 2: For any strictly positive real numbers and , and , the following holds true:
where and . Proof: The optimal of can be obtained by using the first order derivative of with respect to as (14) Substituting (14) in , we get (15) Following Lemma 2, it can be shown that of (12) can be optimized by solving (16) (16) where and . The above problem is nonconvex. Thus, convex optimization can not be applied. Next, we present our centralized and distributed iterative algorithms that achieve local optimum to this problem.
A. Proposed Centralized Algorithm
The key step of this centralized algorithm is the utilization of Lemma 1 and Lemma 2 which help us to transform the intractable problem (8) to a more convenient problem (16) . In this subsection, we present our centralized iterative algorithm for the latter problem as follows. First, keeping the precoders of all symbols constant, the optimal can be obtained by using MMSE receiver approach (4) and are optimized by solving the following problem: (17) The above optimization problem is a GP for which global optimal solution can be obtained by existing optimization tools [24] . However, here we provide closed form expressions for the optimal of this problem. For fixed , the optimal of (17) can be obtained by applying the first order derivative of (17) with respect to and are given as (18) Substituting these back into the objective function of (17) we get (19) It can be easily seen that the latter problem and (46) has the same optimal solution. Thus, the global optimal of (19) is given by (11) . Second, for fixed , the optimal of (16) can be obtained by solving the following problem: (20) where . The objective function of the above problem can be expressed as (21) where as the decoder matrix of the th MS and . By applying (21) , problem (20) can be reexpressed as (22) where as the th row of . As we can see, (22) is a SOCP problem for which the global optimal solution is obtained by existing convex optimization tools [23] . Finally, the first and second steps are repeated iteratively until convergence is achieved. Our centralized iterative algorithm that achieves a local optimum to (6) is summarized as shown in Algorithm I.
Algorithm I: Centralized iterative algorithm for problem (6)
Initialization: Set as the first vectors of and the maximum number of iterations as . Then, normalize such that each BS antenna power constraint is satisfied with equality. repeat 1) With the current and are updated using (4), (11) and (18), respectively. 2) With the current are optimized by solving (22) .
3) Compute the objective function of (6).
Until convergence.
Convergence:-For fixed and , the global minimum of (16) can be achieved by optimizing with (22) . Moreover, for fixed , the global minimum of (16) can be achieved by optimizing and with (4), (11) and (18), respectively. As a result, is satisfied, where is the objective function of (16) at step of the th iteration [6] , [8] . At the th iteration, we achieve . These discussions reveal the fact that the objective function of (16) is nonincreasing at each step. Which implies that the objective function of (6) also nondecreasing. On the other hand, the objective function of the latter problem is upper bounded by a positive finite value. These two facts show that the proposed iterative algorithm is always guaranteed to converge. However, since problem (6) is nonconvex, we are not able to show the global optimality of Algorithm I analytically. Initialization:-In general, different initializations affect the convergence speed and optimal weighted sum rate of Algorithm I. In most of our simulations, we observe faster convergence speed and better weighted sum rate when the initialization is performed as in Algorithm I. Nonetheless, getting the best initialization that results the fastest convergence speed and best weighted sum rate of Algorithm I is an open research topic.
Computational complexity:-The main computational load of Algorithm I arises from solving (4) and (22) . For the assumption discussed in Section IV, (4) can be performed with [25] . It can be shown that problem (22) has second-order-cone (SOC) constraints where each of them consists of real dimensions, one SOC constraint with real dimensions and real optimization variables. According to [26] (see page 196 of [26] ), the computational complexity of the latter problem in terms of number of iterations is upper bounded by where the complexity of each iteration is on the order of . Thus, the total computational complexity of (22) is given by . Therefore, in one iteration, Algorithm I requires operations. This shows that our proposed centralized algorithm requires less computational cost per iteration than that of the algorithm in [5] (i.e., ). However, although , we still believe that for largescale networks, is very large computational load and hence it is not suitable for practical realization. This motivates us to develop a distributed algorithm that achieves a local optimum to (6) with less computational cost than that of our centralized algorithm.
B. Proposed Distributed Algorithm
We have shown in the previous subsection that (6) can be solved equivalently by using (16) . As can be seen from Algorithm I, the optimal of (16) can be solved independently and distributively. However, the optimal solution of (20) is computed using a centralized algorithm. In this subsection, we present our distributed algorithm for (20) . The Lagrangian dual decomposition technique is applied to solve this problem distributively. 4 To this end, we first express the Lagrangian function associated with (20) as (23) where are the Lagrangian multipliers corresponding to the constraint sets of (20) and . Thus, the dual function of (20) is (24) where the third equality is obtained after substituting the optimal of (24) which is given by (25) where is obtained by with and . As can be seen from (25) , for a given , the precoder vector of each symbol can be optimized independently. The optimal of (23) can be obtained by solving the dual optimization problem of (20) which is given by (26) By employing the eigenvalue decompositions of and , problem (26) can be written as (27) where and . The above optimization problem can be cast as a semidefinite programming (SDP) problem where the global solution can be found by existing convex optimization tools [23] . The computational complexity of this problem is on the order of [26] . However, here our aim is to obtain the optimal values of distributively with less computational load than that of the SDP method. In this regard, we present the following Lemma.
Lemma 3: The optimal of the above optimization problem can be obtained by solving the following problem: (28) where is the th column of .
Proof: By keeping constant, the Lagrangian function of (28) is given by where is the Lagrangian multiplier associated with the th equality constraint of (28) . Differentiation of with respect to yield and . By substituting these in the equality constraint of (28), we get . It follows (29) Plugging (29) into the objective function of (28) yields (30) The above equation is the same as the objective function of the original optimization problem (27) . It follows that (27) and (28) are equivalent problems. Note that Lemma 3 is proved by modifying the idea of matrix fractional minimization (see [16] and [23] ). It can be shown that (28) is a convex optimization problem [23] .
To develop distributed algorithm for (28), we reexpress as , where is the th row of . By doing so, of (29) can also be written as , where (31) and is the th row of . Now, problem (28) can be solved distributively as follows. First, keeping constant, the optimal can be computed independently using (31), i.e.,
, where the superscripts and represent the current and previous values, respectively. Then, is computed by (32) where . As we can see from the above expression is always nonnegative. Furthermore, from (31) and (32), one can observe that can be updated in parallel by using only . Thus, for our problem, the computation of is not required. To summarize, problem (27) can be solved iteratively in a distributed manner as shown in Algorithm II.
Algorithm II: Iterative algorithm to solve (27) 1) Initialization: Set . Repeat 2) With the current , compute using (31) and update with (32). 3) Share the latter among all BSs/processors. 4) Calculate the objective function of (27) .
Convergence:
The convergence of this algorithm can be studied like that of Algorithm I. Here, although we are not able to show the global optimality of Algorithm II analytically, in all simulation results we observe that the optimal of (27) obtained by Algorithm II and the SDP method are the same. Computational complexity: The major computational task of Algorithm II arises from matrix inversion which has a complexity on the order of [25] . Thus, Algorithm II requires per iteration. As will be shown later in Section VI, in all our simulations, Algorithm II converges to an optimal solution in less than 10 iterations. This shows that the proposed distributed algorithm significantly reduces the computational complexity of (20) . Therefore, for (6), the distributed algorithm requires less overall computational cost than that of the centralized algorithm.
Using of Algorithm III, the suboptimal of (6) can be computed by (25) . With these , the introduced variables and , and the receiver of the th symbol are updated by using (4), (6) and (18), respectively. In summary, the suboptimal solution of (6) can be obtained distributively as shown in Algorithm III.
Algorithm III: Distributed algorithm for problem (6).
Initialization: Set like in Algorithm I and the maximum number of iterations as .
Repeat
1) With the current
, optimize and using (4), (11) and (18), respectively. 2) Using the latter , compute the optimal with Algorithm II.
3) Solve for , using (25). 4) Compute the objective function of (6) .
Convergence:
It can be shown that at each step the weighted sum rate of (6) is nondecreasing. Hence the algorithm is always convergent.
Implementation of Algorithm III:
This algorithm can be implemented distributively by two approaches. To be convenient for explanation, we assume and , i.e., . First approach: In this approach, it is assumed that the problem is examined in a central controller which has as many parallel processors as the number of optimization variables. Algorithm III can be implemented distributively as follows.
Initialization: The th processor sets as in Algorithm III and . 1) The current are shared among all processors. Once again, using these precoders, the th processor computes its and using (4), (11) and (18), respectively, and then are shared to all processors. 2) With the current and , the th processor computes using (31) and updates its by (32) . Then, are shared among all processors. The latter two steps are repeated until are found to be optimal.
3) Using of step 2, the th processor computes the optimal by (25). 4) Steps (1), (2) , and (3) are repeated until Algorithm III converges.
5) The controller finally sends the optimal precoders and decoders to the corresponding BSs and MSs, respectively. Second approach: In this approach, we assume that each BS obtain the channel of all users trough the feedback channel prior to optimization. Here we do not consider any central controller. This is motivated by the fact that each BS is responsible to design its precoder matrix independently by exchanging limited information with the other BSs. In our case, each BS is allowed to exchange , and (three scalars for the aforementioned assumption) with all other BSs to jointly design the transceivers of all users. In such approach, Algorithm III is implemented distributively as given below.
Initialization: Each BS sets as in Algorithm III and . 1) Using the current precoders, the th BS computes its , and using (4), (11), and (18), respectively, and then are shared to all BSs. 2) With the current and , the th BS computes using (31) and updates with (32) . Then, the latter are shared among all BSs. These two steps are repeated until are found to be optimal. 3) Using the current , the th BS computes using (25) . 5 4) Steps (1), (2), and (3) are repeated until Algorithm III converges. 5) Once Algorithm III converges, each BS uses its precoder matrix to precode the data symbols of all users, and also transmits to those users near to this BS. 6 Note: We would like to point out that the un-weighted sum rate optimization problem can be examined with our algorithms either by using (12) with or employing (16) with and . It can be clearly seen that our centralized and distributed algorithms are able to handle both of these cases. Furthermore, it is clearly seen that the proposed centralized and distributed algorithms can be extended straightforwardly for the case where the constraint of (6) is modified to sum power constraint of the whole network or groups of antennas.
The computational complexities per iteration of the proposed centralized and distributed algorithms, and the algorithm in [5] for problem (6) when are summarized in Table I .
V. EXTENSION OF THE PROPOSED ALGORITHMS FOR MULTICELL SYSTEMS
So far, we have examined the weighted sum rate maximization problem for multiuser MIMO coordinated BS systems where coordination takes place at both the beamforming and signal levels (i.e., "network MIMO system") [9] , [11] . In this section, we present the extension of our proposed algorithms to the weighted sum rate maximization problem for multiuser MIMO coordinated BS systems where coordination takes place at the beamforming level only (i.e., "multicell system") [10] . In 5 In this equation, since the precoders of all users depend on a common matrix inversion , the precoders of all users can be obtained at each BS without significant additional cost. 6 Note that in a practical scenario, the backhaul capacity is accurate and fast enough to exchange and between BSs (i.e., three scalars for our example setup since ). Moreover, since users are not expected to design their receivers, the knowledge of is not required at the receiver side (this reduces the bandwidth requirement of the downlink channel). such a coordination, each MS is served by a subset of BSs. For better exposition of our centralized and distributed algorithms for the latter kind of BS coordination, we consider a multiuser MIMO coordinated BS system with BSs, where the th BS serves the th MS only. For this system, if we apply the same channel matrix and symbol vector notations as in Section II, the estimate of the th MS th symbol is given by (33) where is the precoder matrix of the th MS and is the receiver vector of the th MS th symbol. The MSE between and is thus given by (34) When perfect CSI is available at the BSs and MSs, the MMSE receiver of the th user th symbol is given as It follows, the weighted sum rate maximization constrained with each BS antenna power problem for our multicell system can be formulated as (37) where is the rate weighting factor of the th MS th symbol and is the available power at the th BS th antenna. Like in (8) , problem can be expressed as
With the help of Lemma 1 and Lemma 2, the above problem can be equivalently reformulated as (39) where and . Like in (16) , for fixed , the optimal of the above problem is given by (35), and the optimal and are expressed as (40) where . Next, for given and , the optimal of (39) can be obtained by solving the following problem:
where . To employ our centralized and distributed algorithms for the above problem, we reexpress its objective function as (42) where and . It follows, problem (41) can be reformulated as (43) Since are not coupled in both the objective and constraint functions of (43), the above optimization problem is separable [27] . As a result, each of can be optimized independently by (44) This optimization problem can be examined with our centralized and distributed algorithms like that of (20) . The details are omitted for conciseness. Note that the analysis of this section can be extended straightforwardly for the scenario where each MS is served by a subset of two or more BSs.
VI. SIMULATION RESULTS
In this section, we present the simulation results for problem (6) (i.e., ). All of our simulation results are averaged over 100 randomly chosen channel realizations. The channel between all BS and each MS consists of ZMCSCG entries with unit variance. It is assumed that the noise variances of all users are the same, i.e.,
. The signal-to-noise ratio (SNR) is defined as and it is controlled by varying , where is the total sum power utilized by all antennas.
A. Comparison of Our Centralized and Distributed
Algorithms, and the Algorithm Proposed in [5] For the comparison of these three algorithms, we consider a system with BSs where each BS has 4 antennas, and MSs where each MS has 2 antennas. It is assumed that and . First, we compare these three algorithms based on their powers utilized at each antenna when . For this system setup, all of these three algorithms utilize the maximum available powers at each BS antenna. 7 Second, we compare the performance of the aforementioned algorithms based on their total achievable weighted sum rate. Fig. 2 shows that the proposed distributed algorithm achieves the same weighted sum rate as that of the centralized algorithm. Moreover, our proposed algorithms outperform the algorithm proposed in [5] .
Next, we compare the performances of the proposed algorithms and the algorithm in [5] for different rate weighting factors. The comparison is based on the total weighted sum rate. For this purpose we use two sets of rate weighting factors and as and . For these weighting factors, the weighted sum rates of the proposed algorithms and thealgorithm in [5] are plotted in Fig. 3 . As can be seen from this figure, the proposed algorithms outperform the algorithm in [5] .
From Figs. 2 and 3, we can observe that the performance gap between the proposed algorithms and the algorithm in [5] depends on the weighting factors. Here, we would like to mention that for more than 90% of our channel realizations, we have noticed that the proposed algorithms achieve at least the same weighted sum rate as that of [5] . [5] In Section IV, the computational complexities of the proposed centralized and distributed algorithms, and the algorithm in [5] is discussed for a single iteration only. Therefore, to compare the overall computational complexities of our algorithms and the algorithm in [5] , the convergence speed of these algorithms should be examined. In this simulation, we examine the convergence speed of our algorithms and the algorithm proposed in [5] for the initialization as presented in Algorithm I. We have used the same simulation parameters as in the first paragraph of Section VI.A. As can be seen from Fig. 4 , the proposed Fig. 4 . Comparison of the convergence characteristics of our algorithms and the algorithm in [5] when .
B. Convergence Characteristics of the Proposed Algorithms and the Algorithm in
algorithms have faster convergence speed and higher weighted sum rate than that of the algorithm proposed in [5] .
C. Convergence Characteristics of Algorithm II
To demonstrate the computational advantage of our distributed algorithm over the centralized algorithm, we examine the convergence characteristics of Algorithm II for both small-scale and large-scale networks.
1) Small-Scale Network:
In this simulation we demonstrate the convergence characteristics of Algorithm II for a system with coordinated BSs where each of them has two antennas and MSs where each MS is equipped with 2 antennas. For this system Fig. 5 shows the convergence characteristics of Algorithm II at different iterative stages of Algorithm III (i.e., for different ). As can be seen from (45), shown at the bottom of the page, Algorithm II converges to an optimal solution in less than 10 iterations.
2) Large-Scale Network: Next we examine the convergence characteristics of Algorithm II for large-scale networks. We consider a system with coordinated BSs where each of them has four antennas and MSs where each MS is equipped with 2 antennas. For simplicity, we assume that and . 8 The weighting factor of the th symbol is chosen from a uniform distribution with . For these settings, we examine the convergence characteristics of Algorithm II at different iterative stages of Algorithm III. As can be seen from Fig. 6 , Algorithm II converges to an optimal solution within few iterations. 8 Similar behavior is observed for the other .
(45) Fig. 7 . Comparison of the proposed algorithms, MGO algorithm of [18] , IZF algorithm of [29] and the algorithm in [5] . (a) For the rate weighting factor . (b) For the rate weighting factor .
D. Simulation Results for Problem (6) When
When each MS has single antenna, the global optimal solution of (6) can be obtained with the framework of MGO algorithm as discussed in [18] . The MGO algorithm requires solving a feasibility problem to get the upper boundary feasible points of a monotonic optimization problem (see also [28] for more details about MGO and upper boundary feasible points of a monotonic optimization problem). For our case, this feasibility problem (i.e., rate feasibility problem) can be solved by the phase rotation technique of [17] . According to [18] , the computational complexity of MGO algorithm grows quickly with the number of users. Thus, the MGO algorithm serves as a benchmark for suboptimal less complex algorithms. On the other hand, a simple improved zero-forcing (IZF) solution for (6) with can be obtained by the approach of [29] (see Section V.B of [29] ). These findings motivate us to compare our proposed algorithms with that of MGO, IZF and the algorithm of [5] when . The comparison of these algorithms is based on the total weighted sum rate of all users when , the rate weighting factors and , and all the other settings are the same as the first paragraph of Section VI. For the MGO algorithm, we have used the following tolerance which is analogous to of [28] .
Here, we have employed the weighting factors to differentiate from the weighting factors which are used in Sections VI.A-VI.C for . As can be seen from Fig. 7(a)-(b) , the proposed algorithms achieve global optimum, whereas the algorithms in [5] and [29] do not achieve the global optimum. As expected, at high SNR regions, the weighted sum rate achieved by the IZF algorithm of [29] approaches the optimal weighted sum rate. However, the exact SNR value at which the weighted sum rate achieved by the latter algorithm approaches the optimal weighted sum rate is not necessarily the same for all rate weighting factors.
We would like to mention here that the performance characteristics of our proposed algorithms, the algorithm of [5] , the IZF algorithm of [29] and the MGO algorithm of [18] for are like that of . Due to this reason, we omit the simulation results of these algorithms for .
VII. CONCLUSION
This paper considers the joint linear transceiver design problem for downlink multiuser MIMO systems with coordinated BSs. We examine maximization of the total weighted sum rate with per BS antenna power constraint problem. We propose novel centralized and computationally efficient distributed iterative algorithms that achieve local optimum to the latter problem. These algorithms are described as follows. First, by introducing additional optimization variables, we reformulate the original problem into a new problem. Second, for the given precoder matrices of all users, the optimal receivers are computed using MMSE method and the optimal introduced variables are obtained in closed form expressions. Third, by keeping the introduced variables and receivers constant, the precoder matrices of all users are optimized by using SOCP and matrix fractional minimization approaches for the centralized and distributed algorithms, respectively. Finally, the second and third steps are repeated until these algorithms converge. We have shown that the proposed algorithms require less computational cost than that of the existing algorithm. Moreover, the proposed algorithms achieve higher weighted sum rate than that of the existing linear algorithm. All simulation results show that the proposed distributed algorithm achieve the same performance as that of the centralized algorithm. In particular, when each of the users has single antenna, we have observed that the proposed algorithms achieve the global optimum.
APPENDIX A PROOF OF THE EQUIVALENCE OF (7) AND (8) Since the constraint functions of (8) do not depend on , the receivers of (8) can be optimized by applying standard first order differentiation of with respect to
. By doing so, we get where the last equality follows from the fact that is always positive for any with . Now, by substituting the above into (8), we get (7).
APPENDIX B COMPUTATION OF
Problem (8) has been examined in [5] for the case where the power of each symbol is strictly positive. In [5] , the transmitters are decomposed into a product of unity norm filter and square root of power allocation matrices, and the receiver matrix of each user is decomposed as a product of the inverse of the square root of power allocation, unity norm filter and diagonal scaling factor matrices (see Section 2 of [5] ). Upon doing so, the weighted sum rate maximization problem is formulated as in (2) of [5] . Then, for (2) of [5] , this paper utilizes Algorithm 1 of Table I . Here, we summarize the computational cost required to perform one iteration of Algorithm 1 in [5] by using the system model parameter settings as discussed in Section II of our paper. For simplicity, we assume that . The major computational cost of Algorithm 1 of [5] comes from the steps 5, 6, 7 and 8. The steps 5 and 7 of the latter algorithm contain matrix inversion. According to [25] , matrix inversion can be performed with a complexity of . The computational load of step 8 is on the order of [26] (see page 196 of [26] for the details). In general, the computational complexity of step 6 depends on different parameter settings and solution methods. The detail analysis on the computational complexity of GP problems (i.e., step 6) can be found in [23] , [30] (see page 36 of [30] for the Barrier method of solving GP problems). Therefore, the computational complexity of Algorithm 1 in [5] per iteration is given by , where is the computational cost of the GP in [5] .
APPENDIX C PROOF OF Lemma 1
Proof: For fixed , optimizing of (10) can be expressed as
The above problem is GP for which global optimality is guaranteed. Clearly, the optimal solution of (46) satisfy , and the objective and constraint functions of this problem are continuously differentiable. Moreover, by replacing , the equality constraint of the latter problem can be removed. These two facts show that the optimal of the above problem are regular [31] , [32] . 9 9 For the inequality constrained optimization problems, a feasible point is said to be regular if all the inequality constraints are inactive at this point [31] , [32] .
Thus, the global optimal solution of (46) can be obtained by choosing that satisfy the Karush-Kuhn-Tucker (KKT) optimality conditions which are given by [23] (47) (48) (49) where and are the Lagrangian multipliers corresponding to the constraints and , respectively. Multiplying (47) by , and employing and (48) results (50) By summing the equalities of (50), can be determined by (51) Substituting of (51) into (50), and noting that we obtain (52)
Multiplying the equalities of (52) and utilizing yields
The above expression shows that the optimal/suboptimal solution of (8) can be equivalently obtained by solving (10) . By employing (52) and (53), it can be shown that the optimal of (46) can be expressed as in (11) [13] , and [32] .
