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a b s t r a c t
In image restoration, the so-called edge-preserving regularization method is used to
solve an optimization problem whose objective function has a data fidelity term and a
regularization term, the two terms are balanced by a parameter λ. In some aspect, the value
of λ determines the quality of images. In this paper, we establish a new model to estimate
the parameter and propose an algorithm to solve the problem. In order to improve the
quality of images, in our algorithm, an image is divided into some blocks. On each block, a
corresponding value of λ has to be determined. Numerical experiments are reportedwhich
show efficiency of our method.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
In many computed imaging applications, the observed image Y can be expressed by a linear model of the form:
Y = H ◦ X∗ + η,
where X∗ is original data, η is noise with mean µ and variance σ and H is a linear operator which represents a point spread
function (PSF). Herewe only consider that the image is contaminated bywhite Gaussian noise, i.e.H is the identical operator.
Reconstructing the image X from the observed image Y is often an ill posed problem and must be regularized. The edge-
preserving regularization [1,6,9,10] was proposed to remove the noise from the observed image and preserve the edge at
the same time. The method is to estimate xˆ ∈ Rn by minimizing a cost function Fy,λ : Rn → R,
Fy,λ = ‖x− y‖2 + λΦ(x),
where n = M × N for the image with M × N pixels, and the elements of y are taken columnwise from Y . ‖x − y‖2 and
Φ(x) are data fidelity term and regularization term respectively. λ > 0 is a parameter, which balances the data fidelity and
the amount of the regularization to the observed image y. Generally nonquadratic differentiable convex function [3,4,17,
20] and non-differentiable total variation (TV) regularization function [2,16,22] are two kinds of the regularization function
Φ(x).
Removing noise and preserving edges are two goals of image restoration. The trade-off between them is controlled by the
parameter λ. When the value of parameter λ becomes larger, the restoration image becomes smoother, and more noise is
removed, but at the same time more edges are lost. On the contrary, smaller value of λmakes less noise removed and more
edges preserved. So in the edge-preserving regularizationmethod choosing a proper value of parameter λ is very important.
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There are some methods to estimate λ, when the variance σ of noise is known. For example, a method to select the
regularization parameter in TV based regularization is given in [18]. How to choose the parameter λ when σ is unknown?
If the regularization function is quadratic, proper λ can be achieved by some statistic methods [13,21,5]. In the convex
regularization function case, the method of parameter selection was proposed in [11], but it required to estimate the
maximum noise amplitude of the image, which itself is complicated. In this paper we propose a new model to estimate
the parameter λ for nonquadratic function based regularization, with simple estimation of the mean µ and the variance σ
of the noise, and an algorithm is given to solve the problem efficiently and stably. In order to improve the quality of images,
in our algorithm, an image is divided into several rectangular blocks with the same size, and the parameter λ is evaluated
on each block. In other words, the parameter λ is spatially and partially invariant. In such a way, better results could be
expected.
This paper is arranged as follows.We recall the edge-preserving regularization scheme and an algorithm based on quasi-
Newton method in Section 2. In Section 3, our model and a related algorithm are established. In Section 4 we give a number
of numerical results to demonstrate the performance of our method. Finally, conclusions are made in Section 5.
2. The edge-preserving regularization
2.1. Recalling the edge-preserving regularization scheme
In 1984, a method, based on a regularization method of the inverse problem, was proposed in [6]. Since then, a lot of
work in this aspect has been done [7,11,14,18]. The method is to find the solution xˆ, an estimated image, of the following
problem:
xˆ = argmin
x
Fy,λ(x), (1)
where
Fy,λ(x) = ‖x− y‖2 + λΦ(x). (2)
The item ‖x− y‖2 is called data fidelity term, andΦ(x) is the regularization term.
Φ(x) =
r∑
i=1
φ(gTi x), (3)
where φ is called a potential function, and gi ∈ Rp, i = 1, . . . , r , are difference operators between pixel (i, j) and its
neighborhood. As examples, 8-neighborhood and 4-neighborhood are shown in Fig. 1. For example, Φ(x) with first-order
difference operator and 4-neighborhood inM × N two-dimensional image has the following form:
Φ(x) =
M∑
i=1
N∑
j=1
(φhl(x〈i,j〉)+ φhr(x〈i,j〉))+
M∑
i=1
N∑
j=1
(φvu(x〈i,j〉)+ φvd(x〈i,j〉)), (4)
where
φhl(x〈i,j〉) = φ(x〈i,j〉 − x〈i,j−1〉),
φhr(x〈i,j〉) = φ(x〈i,j〉 − x〈i,j+1〉),
φvu(x〈i,j〉) = φ(x〈i,j〉 − x〈i−1,j〉),
φvd(x〈i,j〉) = φ(x〈i,j〉 − x〈i+1,j〉),
and x〈i,j〉 denotes the ((i− 1)× N + j)th element of x. Symmetric boundary conditions are used when the borders are met,
they are
φhl(x〈i,1〉) = φ(x〈i,1〉 − x〈i,1〉),
φhr(x〈i,N〉) = φ(x〈i,N〉 − x〈i,N〉),
φvu(x〈1,j〉) = φ(x〈1,j〉 − x〈1,j〉),
φvd(x〈M,j〉) = φ(x〈M,j〉 − x〈M,j〉).
Generally, potential functionφ(t) in the regularization termΦ(x)must satisfy someproperties to ensure the preservation
of edges (see [3,23]). In this paper, we consider that φ(t) ∈ S and satisfies these properties, where
S = {f (t) ∈ C1(R) | f (t) is convex on R and nonquadratic}.
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Fig. 1. 8-neighborhood and 4-neighborhood at pixel (i, j).
Examples of smooth and convex edge-preserving potential functions in [3,14] are given below:
φ(t) = |t|α, 1 < α ≤ 2, (5)
φ(t) =
√
α + t2, (6)
φ(t) = 1+ |t|/α − log(1+ |t|/α), (7)
φ(t) = log(cosh(t/α)), (8)
φ(t) =
 t
2
2α
|t| ≤ α,
|t| otherwise.
(9)
In Section 4, we will show images restored by edge-preserving regularization method with these potential functions.
There are two parameters λ and α in (1) when the potential functions above are used. α effects the shape of potential
function and λ is the trade-off between the fidelity term and the regularization term. When α is given, the value of λ effects
the quality of images restored by (1) directly. We will discuss how to choose the parameter λ in next section.
2.2. The algorithm based on quasi-Newton method for partial separability
In (1), some convex potential functions are not twice differentiable. The quasi-Newton method for minimizing
unconstrained problems requires only gradients of objective functions, but produces superlinear convergence, so it is
suitable for solving the problem (1) nomatter the potential functions are twice differentiable or not. In addition, the objective
function has a special structure, which benefits the quasi-Newton approximation to the Hessianmatrix ofFy,λ(x). After just
a few iterations, the full quasi-Newton approximation Bk will tend to be a very good approximation to ∇2Fy,λ(x).
Definition 2.1 (See Chap. 9 in [15]). The invariant subspace Ni of a function f (x) : Rn → R is the largest subspace in Rn
such that for allw ∈ Ni, we have f (x+w) = f (x)whenever x and x+w are in the domain of f .
Definition 2.2 (See Chap. 9 in [15]). A function f (x) : Rn → R is said to be partially separable if it is the sum of element
functions, f (x) = ∑nei=1 fi(x), where each fi has a large invariant subspace. In other words, f can be written in the form
f (x) = ∑nei=1 φ(Uix), where the matrices Ui (whose null spaces coincide with the invariant subspaces Ni) have dimension
ni × n, with ni  n.
It is obvious that Fy,λ(x) is partially separable since the difference of x〈i,j〉 in (3) is related only with its neighborhood. For
example, whenΦ(x) is of the form in (4),
Fy,λ(x) =
∑
i,j
(fi,j + λφhl(x〈i,j〉)+ λφhr(x〈i,j〉)+ λφvu(x〈i,j〉)+ λφvd(x〈i,j〉)),
where
fi,j = (x〈i,j〉 − y〈i,j〉)2.
Each fi,j, λφhl(x〈i,j〉), λφhr(x〈i,j〉), λφvu(x〈i,j〉) and λφvd(x〈i,j〉) are its element functions. The invariant subspace of fi,j and
φhl(x〈i,j〉)with their corresponding dimensions are
Nfi,j = {w ∈ RM×N |wi,j = 0}, dimension(Nfi,j) = MN − 1,
and
Nφhl(x〈i,j〉) = {w ∈ RM×N |wi,j = wi,j−1}, dimension(φhl(x〈i,j〉)) = MN − 1
respectively. The invariant subspaces of other element functions can be obtained in the same way. All element functions of
Fy,λ(x) have large invariant subspaces, soFy,λ(x) is partially separable by the definition. Each element function depends on
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only one internal variable (for example, (x〈i,j〉− y〈i,j〉) is the internal variable of fi,j), so each Hessian approximation is a 1×1
matrix. After a few iterations, an accurate Hessian approximation for each element function can be obtained.
The approximation to the Hessian matrix for the partially separable function was depicted in [15]. For simplicity, the
Hessianmatrices of the element functions of the objective function are approximated separately rather than the full Hessian
matrix of the objective function itself. The details of the method are not discussed here (in Chap. 9 of [15], the method was
dwelt on), and we only give its framework. In Algorithm I, Bk represents the Hessian matrix approximation of Fy,λ(x) at xk.
Algorithm I
Step 1: Given initial x0, B0, λ > 0, k = 0, ε > 0.
Step 2: Compute a search direction dk satisfying
Bkdk = −∇Fy,λ(xk). (10)
The equations are solved by Conjugate Gradient (CG) method, which starts from d0k = 0, and terminates when
‖rk‖ ≤ min(0.5,
√‖∇Fy,λ(xk)‖)‖∇Fy,λ(xk)‖,
dk = djk
or (djk)
TBkd
j
k ≤ 0, where djk is the jth iterative point in solving (10)
dk = d(j−1)k ,
and rk = Bkdk +∇Fy,λ(xk).
Step 3: xk+1 = xk + αkdk, where αk satisfies the Wolf conditions or the Goldstein conditions (Chap. 3 in [15]).
Step 4: If ‖xk+1− xk‖ < ε, stop and output xk+1. Otherwise k := k+ 1, and update Bk by SR1 updating or the BFGS method
for partially separable functions, and turn to Step 2.
In addition, dk is a descent direction of Fy,λ(x) at the kth iterate xk. When αk satisfies the Wolfe conditions, the
Algorithm I has global convergence for problem (1).
3. A method for the regularization parameter estimation based on the reference set
In this section, we will establish a model to estimate the parameter λ, and an algorithm is proposed to solve the model.
3.1. The model for the regularization parameter estimation
Our model is established based on the following conclusion. When λ is a variable, the solution xˆ of problem (1) is a
function of λ, which is proved in the following theorem. We denote it as ˆx(λ).
Lemma 3.1. When f (x) : Rn → R is strictly convex and C1 on Rn,∇f (x) = 0 has unique solution x∗, which is the minimizer of
f (x).
Proof. If x∗ satisfies
∇f (x∗) = 0,
then it is a global minimizer of f (x) in [15].
Now we prove the uniqueness. If there is another minimizer xˆ of f (x) satisfying f (x∗) = f (xˆ), consider the line segment
that joins x∗ and xˆ, that is,
z = βx∗ + (1− β)xˆ,
for some β ∈ (0, 1]. By the strictly convexity property, we have
f (z) < βf (x∗)+ (1− β)f (xˆ) = f (x∗).
It is in contradiction to that x∗ is a minimizer of f (x), so the conclusion is obtained. 
Lemma 3.2. Suppose that φ(x) is strictly convex. Then Fy,λ is strictly convex.
Proof. From (3) and linearity of difference operators, we get thatΦ(x) is strictly convex. For any x1, x2 and some β ∈ (0, 1],
z = βx1 + (1− β)x2,
φ(gTi z) < βφ(g
T
i x1)+ (1− β)φ(gTi x2).
That means
Φ(z) < βΦ(x1)+ (1− β)Φ(x2).
In other wordsΦ(x) is strictly convex.
Since the item ‖x− y‖2 of Fy,λ is convex andΦ(x) is strictly convex, Fy,λ is strictly convex. 
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Theorem 3.3. Suppose φ(t): R→ R in (3) is strictly convex, C1 on R. Then x(λ) of (1) is one-to-one correspondence, otherwise
x(λ) = y on [0,+∞).
Proof. If existing λ1 > 0, λ2 > 0, λ1 6= λ2, and
x(λ1) = x(λ2), (c)
for first-order necessary conditions, we have
2(x(λ1)− y)+ λ1∇Φ(x(λ1)) = 0, (l1)
2(x(λ2)− y)+ λ2∇Φ(x(λ2)) = 0. (l2)
(l1) subtracted from (l2) gives that
(λ1 − λ2)∇Φ(x(λ1)) = 0. (l3)
From (l3), we obtain that
∇Φ(x(λ1)) = 0. (l4)
That means x(λ1) is unique minimizer ofΦ(x) because of Lemmas 3.1 and 3.2.
From (l3) and (l4), we know that
2(x(λ1)− y) = 0.
That is x(λ1) = y.
Now we prove that for any λ, x(λ) = y is a solution of (1).
It is straightforward to see that for any λ and x,
‖x− y‖2 + λΦ(x) > λΦ(y),
so y is a unique solution of (1) for any λ. That is x(λ) = y. 
Definition 3.4. Suppose minx F(x),minx G(x; λ) are two models for problem A, where λ is a parameter of G, and x˜, xˆ(λ)
are their corresponding solutions. We call x˜ a reference set of xˆ(λ), when it is used to compute λ in
min
λ
‖x˜− xˆ(λ)‖2. (11)
For the given reference set x˜, there exists a solution λ∗ of (11), where xˆ(λ) is obtained by solving the problem (1). So the
problem to estimate λ could be expressed as
Problem P:
min
λ
‖x(λ)− x˜‖2 (12)
subject to 2(x(λ)− y)+ λ∇Φ(x) = 0. (13)
By the first-order necessary condition and Lemma 3.1, the constraints (13) are equivalent to the problem (1), which
ensures that xˆ(λ) is the solution of the problem (1).
If the reference set x˜ is a good approximation to the original image, we can get a proper λ∗ in the problem (1), which
controls the noise removal and edge preserving. The ideal case is that the reference set x˜ is the original image, and the best
parameter value λ can be obtained by Problem P. This is impossible since we do not know the original image (with no
noise) at all. The image x˜ restored by a pixelwise Wiener filter in [12] is a good reference set, with which the ‘‘optimal’’
value of λ can be obtained by Problem P. In consequence, the solution of Problem P, x(λ∗), is close to x˜. However, the visual
quality between the reference set x˜ and the image x(λ∗) is different. Our method keeps the image contours as well as the
pixel Wiener filter does, moreover, it does better in removing the noise in the high level gray value smooth region than the
pixelwiseWiener filter.Wewill show the difference in next section. Here the element x˜i,j of x˜ is obtained using thewindows
of sizem× n by
x˜i,j = µi,j +
σ 2i,j − υ2
σ 2i,j
(yi,j − µi,j),
where yi,j is the gray value at pixel (i, j) in the observed image Y ,
µi,j = 1mn
∑
k,l∈Wi,j
yk,l,
X. Gu, L. Gao / Journal of Computational and Applied Mathematics 225 (2009) 478–486 483
σ 2i,j =
1
mn
∑
k,l∈Wi,j
y2k,l − µ2,
υ = 1
MN
∑
i
∑
j
σ 2i,j,
andwi,j is a window of sizem×n centered at pixel (i, j). The image restored by arithmetic mean filter in [8] can be reference
set too, but the value of λ obtained by Problem P with it as reference set is not as good as with the image restored by the
Wiener filter as reference set. The fitness of λ∗ depends on the choice of reference set from the above discussion.
The idea of Problem P is also suitable for choosing the regularization parameter in TV based regularization without
knowing σ , but the constraints of Problem P must be modified since some TV regularization functions are not first-order
differentiable.
3.2. The algorithm for solving the regularization parameter estimation model
Though there are many methods to solve an equality constrained optimization problem, they do not work efficiently
on our problem. Considering the specialties of Problem P, we proposed a method to solve it. The one-dimensional
unconstrained problem (11) with respect to λ is solved by Golden Section Method. In this process of iterations, for each
λ, x(λ) has to be got to satisfy the constraints (13). Considering the identification of (13) and (1), we get x(λ) by minimizing
the problem (1), which is solved as a sub-iteration process by Algorithm I. The algorithm is given below.
Algorithm II
Step 1: Given the reference set x˜, the initial value λ0 > 0 and ε > 0.
Step 2: Find an interval [λ1, λ2], which involves the solution of
min
x
‖x˜− xˆ(λ)‖2,
by the method of advance and retreat (Chap. 2, [19]). That is to say, there exists λ ∈ [λ1, λ2] which satisfied
‖x˜ − xˆ(λ)‖2 ≤ ‖x˜ − xˆ(λ1)‖2 and ‖x˜ − xˆ(λ)‖2 ≤ ‖x˜ − xˆ(λ2)‖2, where xˆ(λ) = argminx Fy,λ(x), and xˆ(λi) =
argminx Fy,λi(x) for i = 1, 2.
Step 3: Reduce the interval [λ1, λ2] and find the solution λ∗ of Problem P by the Golden Section Method (Chap. 2, [19]),
until the length of the interval is less than ε.
Step 4: Output λ∗.
From a large number of tests, we find that ‖x(λ) − x˜‖2 is a unimodal function about λ in Problem P, so the global
minimizer λ∗ of Problem P can be found by Algorithm II.
It is more reasonable that the parameter λ is spatially variant than it is not, but this increases the dimension of λ and the
complexity of solving Problem P notably. Instead, we divide an image into many rectangular blocks averagely, where the
number of rows and columns of the image are supposed not to be a prime number. Our method is implemented on each
block, so the value of λ is variant spatially and partially. For example, we divide aM×N image U into b1× b2 blocks, where
b1 dividesM exactly, and b2 divides N exactly too. Then
U =

U1,1 U1,2 . . . U1,b2
U2,1 U2,2 . . . U2,b2
...
...
. . .
...
Ub1,1 Ub1,2 . . . Ub1,b2
 ,
and Ui,j hasM/b1 × N/b2 pixels for any i ∈ [1, b1], j ∈ [1, b2]. The parameter λ is estimated on each block Ui,j respectively,
and the boundaries of each block are handled by their neighbors in its neighbor blocks. This strategy improves the quality
of the image restored by our method notably.
4. Numerical results
In this paper, the test image is the 8-bit grayscale ‘‘Lena’’ with 512 × 512 pixels. White Gaussian noise is added to the
test images whose gray-level values are normalized. The performance of our results is quantified by the peak-to-signal ratio
(PSNR), which is defined as
PSNR = 10 log10 255
2
1
MN
M∑
i=1
N∑
j=1
(x∗i,j − xˆi,j)2
,
where x∗i,j and xˆi,j denote the pixel values of the original image and restored image respectively. All the experiments are run
on MATLAB 7.4.
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Table 1
PSNR values of two reference sets
AMF PWF
PSNR 28.17 28.80
Table 2
PSNR values of RAMF and RPWF
Function α PSNR values
RAMF RPWF
(5) 1.80 29.36 29.84
(6) 0.50 29.33 29.75
(6) 2.00 29.32 29.74
(7) 0.50 29.33 29.74
(7) 2.00 29.33 29.75
(8) 0.50 29.35 29.80
(8) 2.00 29.33 29.77
(9) 0.50 29.32 29.74
(9) 2.00 29.32 29.74
Table 3
PSNR values of our method with different strategy
Function α PSNR values
1× 1 64× 64
(6) 1.40 28.73 29.75
(6) 10.00 28.73 29.74
(7) 1.40 28.74 29.75
(7) 10.00 28.99 29.76
(8) 1.40 28.78 29.77
(8) 2.0 28.76 29.76
(9) 1.40 28.73 29.74
(9) 2.0 28.73 29.74
In Tables 2 and 3 of this section, function number is the sequence number of potential functions of Section 2. All tests are
performed on the test images corrupted with White Gaussian noise with variance 0.01 in this section.
First we illustrate that the quality of images restored by our method is better than its corresponding reference set, and it
depends on the choice of the reference set. We denote the images restored by the arithmetic mean filter and the pixelwise
Wiener filter by AMF and PWF, and denote the images restored by our method with AMF and PWF as reference set by RAMF
andRPWF respectively. The PSNR values of AMF and PWFare represented in Table 1. Table 2 shows the PSNR values of images
restored by ourmethod, whichwas implemented on 64×64 blocks, with different potential functions, α and reference sets:
AMF and PWF. In quantitative measures of images, PSNR values of RAMF and RPWF are better than the two reference sets,
and RPWF is better than RAMF from Tables 1 and 2. The details of the two reference sets and the images restored by our
method with these reference sets are shown in Fig. 2. Among them, (f) has the best quality of the image restored by our
method based on PWF comparing with the original image (a) in the visual quality. Furthermore it can be seen from Lena’s
faces and hats of (d) and (f) in Fig. 2 that our method has the advantage of the pixelwise Wiener filter in the noise removal
in smooth region and the fine feature preservation.
Thenwe show the effects of the strategy of the image division on ourmethod. The elements of matrixM1 andM2 are the
values of λ on each block corresponding to potential functions (6) and (7) with α = 0.2 in Problem P. We can see that the
parameter λ is different in different blocks and it is spatially variant. In Table 3, the PSNR values of our method with PWF as
reference set on corrupted ‘‘Lena’’ are represented corresponding to 1-block (without division) and 64× 64 blocks. Table 3
and Fig. 3 show that the image restored by our method is improved remarkably by the strategy of image division in both
quantitative measures and the visual quality.
M1 =
0.27 0.31 0.35 0.450.25 0.27 0.37 0.390.21 0.23 0.32 0.38
0.26 0.22 0.26 0.30
 .
M2 =
20.03 16.71 19.32 25.3013.47 15.21 20.96 21.0411.59 12.37 17.90 20.70
13.69 12.44 13.88 16.04
 .
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(a) Original image. (b) Corrupted image.
(c) AMF. (d) PWF.
(e) Our result based on AMF. (f) Our result based on PWF.
Fig. 2. The images restored by the arithmetic mean filter, the pixelwise Wiener filter and our method based on AMF and PWF.
5. Conclusion
In this paper,we consider how to choose the value of parameterλ in edge-preserving regularization for image restoration.
Our first aim is to establish a model, a constrained problem based on a reference set to estimate a proper value of λ. The
restored image by a pixelwise Wiener filter, which only needs to estimate the variance of noise simply, is a good reference
set for our method that the proper λ is achieved by our method. Then we give an efficient algorithm, which is convergent
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(a) On 1 block. (b) On 64× 64 blocks.
Fig. 3. The images restored with our method based on PWF on 1 block and 64× 64 blocks.
globally, to solve our model. The image is divided into several blocks averagely, and the algorithm is implemented on these
blocks respectively. This strategy improves the quality of restored image.
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