1. Introduction.-A necessary attribute of any real control system is that it be stable under perturbations, and the oldest method of designing feedback control systems is based upon making the desired state asymptotically stable in the linear approximation. This dates back to J. C. Maxwell' in 1868 and J. Vyshnegradskii2 in 1876. In more recent optimal control theory, it is well known for infinite time optimal control that the desired state will be asymptotically stable if the integrand of the performance functional is positive definite. Examples are also known of some special control systems, which reduce the error in control to zero in finite time, that have a "strong stability."3 In general, however, there is very little known about stability under perturbations of optimal control systems, particularly when the control is over a finite period of time and the control as a function of the state of the system has discontinuities. Systems which are designed to reduce the error in control to zero in minimum time behave badly (e.g., chattering) when the error is small, because of time delays in switching and other perturbations, and chattering can occur whenever the optimal trajectory runs along a switching surface. Thus near the desired state the system is often designed to switch from optimal control to linear control and modifications are made near switching surfaces.
In this paper, results are presented which indicate that considerable improvement in performance can be expected by first stabilizing the uncontrolled system and by then using a time optimal control to bring the system to a suitably chosen small neighborhood of the desired state. The feedback loop must be such that the system is proper4 (controllable). We are then able to show that the superimposed linear control and the time optimal control have a strong stability under perturbations.
The theory indicates that the advantages of this time optimal control should be as follows: (1) the neighborhood where the optimal control behaves badly is smaller; (2) the time to reach this neighborhood is a minimum; (3) outside the neighborhood the stability under perturbations is stronger; and (4) the computation of optimal control is easier because of the additional transversality condition. There is also considerable freedom in design which can be used to satisfy other requirements on the behavior of the system.
2. Optimality.-The mathematical model for the control system is (x = dx/dt) x = Ax + Bu, (1) where the state of system x is an n-vector, u is the control function and is an r-vector, A is a constant n X n matrix, and B is a constant n X r matrix. We property that u is measurable on finite intervals of [0, co) and is limited in magnitude by Iu(t) < 1 where is the Euclidean norm.
We shall assume that the system is proper4 and that the uncontrolled system is asymptotically stable (the characteristic roots of A have negative real parts). If A is not stable, it can be stabilized by linear feedback control Cx for some matrix C, and the resulting system is still proper.5 We assume that this has already been done. The next step is to choose properly a matrix Q which defines the target set 63 = {x; x'Qx < e2}. Then for each initial state x0 outside 63, there is a control that hits 63 in minimum time (time optimality).
Let T(x) (x X 6M) be the minimum time to go from x to 63 and define 2(t) = {x; T(x) = t4, t . 0. The set :(t) is an isochrone. It is then not difficult to see that (i) 3(t) is the boundary of a strictly convex compact set ((t) for each t > 0.
(ii) If x0 E 2(t) and the optimal control from x0 to 63 hits (B at v, then v'QeAt is an outward normal to a(t) at x0 and 2(t) has a unique support hyperplane at x0.
The following theorem can then be shown. THEOREM 1. On its domain of definition T(xO) is continuously differentiable if Q is a solution of A'Q + QA = -P, where P is any positive definite matrix. 3. Strong Stability.-We want to define now as large a class 4 of admissible feedback controls so(x) as we can which satisfy p(x)j < 1. We will say that s E b if in some sense there is for each x0 outside 63 a uniquely defined solution x(t) of
for all t > 0 which is such that u(t) = (p(x(t)) is an admissible open loop control (u E Q). The time optimal feedback control sp*(x) obtained by synthesizing the above time optimal open loop control u*(t) is clearly a time optimal feedback control. It is then rather easy to show, from the above, that this optimal control has the following strong stability property. Up to now we have suppressed dependence on e. Taking this into account, we replace c(t1) by a(t1, <) and 63 by 63(e). Consider the perturbed system = Ax + B~p*(x) + p(t,x).
(3)
Then we obtain THEOREM 2. Given t1 > 0 and e > 0, there exists p(tj,e) such that if |p(t,x)| < pi < p(ti,e) for all t E [0, cx') and all x E Q(ti,E), then for some T(pi) each solution of (3) starting in at(ti,e) reaches 63(e) in time less than T(pi).
As with an asymptotically stable equilibrium it can happen that p(ti,E) 0 as e -O 0. However, here the time to reach 63(e) approaches t1 as e 0 and a(t1,0) c e(t1,E) for all e > 0. For a proper system, the attainable set a(t1,O) to the origin in time ti contains the origin in its interior but its boundary will, in general, not be smooth.
The general principle behind this result on strong stability applies to much more general situations, and we have presented here the simplest possible case.
