Introduction
Let be a given positive measure with in nite support S( ) and nite moments of all orders. Then there exists a unique family of monic polynomials~ j with Z~ l (x)~ j (x) d (x) = 0 for l < j and Z~ 2 j (x) d (x) = ?2 j > 0; j = 0; 1; : : : (1) ( j is the leading coe cient of the orthonormal polynomial of degree j). They satisfy a three term recurrence relatioñ j+1 (x) = (x ? j )~ j (x) ? j~ j?1 (x) for j = 0; 1; : : : ; ( 2) if we set~ ?1 (x) 0. The value of the coe cient 0 has no meaning for the recurrence relation.
If the support S( ) is a nite set f 1 ; :::; N g, the situation changes (compare the discussion in 8] Introduction] { Gautschi calls this a discrete measure): The family of monic polynomials satisfying the orthogonality conditions (1) is nite, too. It consists of N polynomials~ 0 ; : : : ;~ N?1 . Formally we can calculate from the recurrence relation (2) one more polynomial~ N , but we will have Z~ 2 N (x) d (x) = 0 (see Section 3 below).
As Gautschi 8] explained, the problem of generating orthogonal polynomials is equivalent to the problem of calculating the coe cients j and j in their basic recurrence relation (2). Principially, this task always can be reduced to the case of a discrete measure. To make this more precise, we introduce some notations.
De nition 3 The set of all polynomials of degree d will be denoted by P d . De 
for any q 2 P d .
Now it is known that the coe cients b n ( ) depend only on the moments of order up to 2n?1 (see equations (4) and (5) below) and thus the recursion coe cients b n ( ) and b n ( N ) for the measure and the discretization N of algebraic precision 2n ? 1 coincide. But discretizations of su ciently high algebraic precision trivially exist: If 1 ; :::; N ; 1 ; :::; N are the nodes and weights of a Gauss-Christo el quadrature formula, then N will have algebraic precision 2N ? 1 . In practice, of course, the Gauss-Christo el rule for some measure may be unknown, but discretizations of su ciently high algebraic precision are often available.
Usually, the coe cients b n ( N ) for discrete measures N are calculated with the wellknown Stieltjes procedure, which we analyze in the next section. Paradoxically, the method is reliable in many cases where the discretization N is only an approximation to a continuous measure . But it breaks down completely in some cases where the measure itself is discrete or has discrete components! A striking example for this situation is Gautschi' 
These formulas together with the recurrence relation (2) can be used to calculate recursively as many coe cients j and j (and polynomials~ j ) as desired (compare Gautschi 8, p . 292] or 10, p. 198]): Starting from~ ?1 = 0 and~ 0 = 1 we can compute 0 from (4) with j = 0. Now (2) gives the new polynomial~ 1 allowing to compute 1 from (4) and 1 from (5).
At step k of this algorithm we have calculated b k . Then we use the recurrence relation (2) with j = k ? 1 to compute~ k and from this (via (4) and (5) with j = k) we obtain the new coe cients k and k .
As was mentioned by Gautschi 10, p. 198] , in order to implement this algorithm we have to nd an appropriate codi cation of the polynomials~ j allowing the evaluation of the integrals in (4) and (5) . If the given measure is discrete or has a discretization
of su ciently high algebraic precision, then we can use equation (3) to compute the integrals. In this case, the polynomial~ j will be represented by the vector ~ j ( 1 ); : : : ;~ j ( N )] T . In this form the algorithm is called (discretized) Stieltjes procedure. The stability of the algorithm depends on the stability of the recurrence relation (2). Though we are not able to analyze this di cult question completely, we can say that the recurrence (2) is unstable in isolated mass points x of the measure . We will give rough estimates for the order of magnitude of the resulting error magni cation.
We start from the well-known fact that instability of the recurrence relation (2) is caused by the introduction (via rounding errors) of another independent solution of the recursive equation. Thus we compute not~ j (x), but~ j (x) + "~ j (x), where " is of the order of the machine eps and~ j (x) are the numerator polynomials (see Appendix 
(observe that~ j (x) 2 P j?1 and that x~ j (x) is a monic polynomial 2 P j ). Since we consider measures with bounded support S( ), the error in the recurrence coe cients j and j is characterized by
In the Appendix we will show that the numerator polynomials may grow exponentially with their degree in isolated mass points of the measure (see inequality (49) below).
Proposition 1 If is a mass point with weight , we can expect an error magni cation M n = E n =" in the coe cients b n M n " 2 n~ 2 n ( ): In contrast to this, if the support of the measure has some regularity property, then the error magni cation grows only polynomially with the degree n (see Lemma 8 in the Appendix). 3 3 Adding point masses Nevai 13] Lemma 1 Let be a measure, j the orthonormal polynomials with respect to this measure satisfying the recurrence relation (10) and = + . Then the recurrence coe cients for the orthogonal polynomials with respect to can be computed from
and j ( ) = j
For computational purposes, it is better to work with the monic polynomials in order to avoid the square roots in (10) and (11) . Moreover, if we apply the lemma to a discrete measure = P N i=1 i i , there is a di culty: if all i and are di erent and all i and are positive (i.e. we have really N + 1 mass points) then N ( ) is de ned, but we can't compute it from (11) , since N ( ) is not de ned. For this reasons we rederive the relevant equations here. First, we need some auxiliary results.
Lemma 2 The coe cient of x n?1 in~ n (x) is ? P n?1 j=0 j . 4 This is just 3] Chapter I, Theorem 4.2 (d)]. Now we are able to prove a simple relation for all existing recurrence coe cients j of a discrete measure. (14), we immediately obtain our proposition:
The coe cient of x N?1 in~ N (x) is ? P N?1 j=0 j (see Lemma 2) , and the same coe cient in the right-hand side is ? P N i=1 i , thus (13) is true. 2
After this preparations we can formulate the main result. Now from (5) (for the measure ) and (9) we obtain (16) and (18). 2
Using equations (15) { (18) together with the recurrence relations (2) and (9) it is possible to design a new algorithm which adds point masses one by one and computes the recurrence coe cients of a discrete measure starting from nothing.
Numerical stability of this algorithm obviously depends on stability of the recurrence relations (2), too. If we add points in ascending order, then any new point will be outside the interval of orthogonality of the measure constructed so far, and Lemma 9 will be applicable.
Questions of numerical condition
In this section we investigate the sensitivity of the map H n : 1 ; : : :; N ; 1 ; : : :; N ] T ! b n from the nodes and weights of a discrete measure = P N i=1 i i to the recurrence coe cients b n = b n ( ).
This problem has an interesting history: In his paper 7] Gautschi explained that the inverse map H ?1 n is essentially an eigenvalue problem for the symmetric positive de nite Jacobi matrix and thus should be well-conditioned. However, no estimates for condition numbers were given. In his article 8] Gautschi gave estimates for the condition which (if used as a-posteriori bounds!) seemed to show bad condition in some cases. Unfortunately, his formulas were partially erroneous, and Gautschi corrected his statement in 9, Note added in proof]. But for all we know no correct estimates of the sensitivity of the map H n appeared in the literature.
Our analysis is based on the following rather general result concerning dependence on a parameter. 
due to orthogonality again (recall @~ j @t 2 P j?1 !). Now equation (26) is an immediate consequence of (28) and (31). Remark: The idea of this proof is not new. In the article 5] we analyzed the dependence on modi ed moments with essentially the same method (compare 5, Theorem 1], where the result is formulated in terms of orthonormal polynomials, however). The method can be re ned to be applicable to scalar products of Sobolev type, but this is beyond the scope of the present paper. Now we are able to calculate the partial derivatives of the coe cients j and j with respect to a single node or weight.
Lemma 5 Let be a measure not depending on and and let = + . We denote the monic orthogonal polynomials with respect to by p j (as in the proof of Theorem 1).
Then the following formulas hold: 
for any polynomial q, and obviously we have @l @ (q) = q( ) and @l @ (q) = q 0 ( ): 2
Now we are going to de ne an appropriate condition number condH n . As in 8, Section 3.1] we consider each j and j individually as functions of one particular i or i . However, we feel that relative error is an adequate measure for j or i only. In contrast to this, some node i and even all coe cients j can be zero. Thus we base our condition number on relative error of j and i and on absolute error of j and i , i.e. 
The main result of this section follows immediately from the equations (32) { (35) above.
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Theorem 2 Let = P N i=1 i i be a discrete measure, b n the recurrence coe cients, The orthogonal polynomials are well-known, too. The monic polynomials arẽ n = 2 ?n+1 T n and~ n = 2 ?n+1 U n?1 ; where T n and U n denote Chebyshev polynomials of rst and second kind. From this we can calculate easily cond H n = O(n) uniformly in N. Thus our problem is well-conditioned, but we have to estimate the quantities characterizing the stability of the algorithms stieltj and points. Since E n = " the Stieltjes procedure is expected to be stable. The same is true for the new algorithm points, if points are added in ascending order: The stability is characterized by the bounds in Lemma 9, which grow only polynomially in N.
The results of numerical computations are shown in Table 1 . The error magni cation tabulated there is de ned as the maximum of the absolute errors in the j and the relative errors in the j , divided by the machine eps (of order 1E-19). The gures con rm our expectations concerning the qualitative behaviour of the algorithms. and this is a discretization of algebraic precision M, then 2N has algebraic precision 2M + 1 by Equation (37). But 1 = 0 has algebraic precision 1, since Z x d (x) = 0 due to symmetry of the measure.
The recurrence coe cients b n are not known explicitly, but can be calculated recursively from the equations 1 = ; 2k 2k?1 = k and 2k + 2k+1 = for k 1 (38) (these are Bessis Equations 2, IV.105] in our notations). Of course, we have n 0 due to symmetry. Thus we can compute the actual error magni cation in our algorithms. To see what we have to expect we need some estimates of orthogonal polynomials, of their derivatives and of numerator polynomials on S N .
On the support of the measure we have explicit bounds for the orthonormal polynomials n . Bessis estimate 2, IV.141] is j n (x)j < 1 careful analysis of the proof shows that estimates of the form j n (x)j C( ) k for 2 k?1 n 2 k are valid not only for x 2 K, but also for x 2 T ?k ( ? ; ]), and this set contains T ?k (f0g) = S N for N = 2 k . The same is true for the polynomials 0 n (x) and n (x) (we omit technical details here, see the forthcoming paper 6]). Consequently, the condition of our problem can be bounded by a polynomial in n and N. This fact we could derive from Corollary 2, too: The estimate (39) together with Lemma 9 shows that procedure points should be stable. The same is true for Stieltjes procedure stieltj. The numerical results con rm the expected behaviour of the algorithms. ; 2), and obviously our measure satis es condition (43) with s = ln 3= ln 2. Consequently, S preserves Markov's inequality in L 2 ( ), i.e. S 2 M 2 (M; 2 + s), due to 11, Proposition 1]. Thus, our problem is well-conditioned due to Corollary 1, and procedure stieltj is stable in virtue of Lemma 8. The assumptions of Corollary 2 are satis ed as well (with = ln 3= ln 2 and = 2), and procedure points is stable due to Lemma 9. The numerical results in Table 3 agree with these expectations. i.e. we add a point mass of weight 1 at t = 2 to the measure from Example 1. The recurrence coe cients can be calculated easily from the formulas of Section 3. We obtain 2 0 = 1=2 and 2 j = 2 2j?1 U 2j?2 (2) + 2j + 1 U 2j (2) + 2j + 3 for j 1: The coe cients j can be computed from Equation (9) , and the coe cients j from the equation (2) U 2j (2) + 2j + 3 : A discretization of the measure can be obtained trivially from the discretization N?1 in Example 1 by adding N = 1 and N = 2. The assumptions of Corollary 2 are satis ed, and thus our problem is well-conditioned. The procedure points should be stable by Lemma 9. In the Stieltjes procedure stieltj, however, we can expect instability: The inequalities (48) and (49) show that the ratio~ j (2)=~ j (2) grows exponentially (in fact like (2 + Table 4 indeed show this behaviour. We mention here that instability of Stieltjes procedure in this situation was reported by Gautschi (compare 8, Example 4.8]). ). Consequently, we can expect instable behaviour of the Stieltjes procedure. The problem is well-conditioned, however, and the new algorithm points should be stable, as the estimates in Lemma 9 and Corollary 2 show.
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The numerical results reported in Table 5 con rm our expectations (the instability of the Stieltjes procedure in this case was observed already by Gautschi 
Proof: Under our assumptions = ? is a measure with support S( ) = S( )nf g and we have d( ; S( )) . Thus, the assumptions of the preceding lemma are ful lled, and the monic orthogonal polynomials~ j with respect to satisfy (44). Measure is obtained from measure by adding a point mass at of weight . Now from equations (21) and (24) we obtain easily n ( ) b ? a holds. Squaring both sides and using inequality (48) for the measure we obtain our proposition. 2
The estimate of the condition of our problem given in Theorem 2 requires information about the size of orthogonal polynomials and their derivative in the nodes i . But even if our discrete measure is the discretization of some continuous measure with support S preserving Markov's inequality, this may be not very helpful, since the nodes are not necessarily contained in S. For this reason we give some rough estimates based on the discretization itself.
