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STONE DUALITY AND QUASI-ORBIT SPACES
FOR GENERALISED C*-INCLUSIONS
BARTOSZ KOSMA KWAŚNIEWSKI AND RALF MEYER
Abstract. Let A and B be C˚-algebras with A Ď MpBq. Exploiting Stone
duality and a Galois connection between restriction and induction for ideals in
A and B, we identify conditions that allow to define a quasi-orbit space and
a quasi-orbit map for A Ď MpBq. These objects generalise classical notions
for group actions. We characterise when the quasi-orbit space is an open
quotient of the primitive ideal space of A and when the quasi-orbit map is
open and surjective. We discuss applications of these results to cross section
C˚-algebras of Fell bundles over locally compact groups, regular C˚-inclusions,
tensor products, relative Cuntz–Pimsner algebras, and crossed products for
actions of locally compact Hausdorff groupoids and quantum groups.
1. Introduction
There are many different ways to build a C˚-algebra B as a crossed product for a
C˚-algebra A with some kind of dynamics. The dynamics may be, for instance, an
action of a locally compact group, groupoid, an inverse semigroup, a semigroup or a
quantum group. The theory for each type of crossed product aims at understanding
the structure of B using the dynamics on A. Here we are interested in the ideal
lattice IpBq and the primitive ideal space Bˇ of B. For a locally compact amenable
group G and a separable C˚-dynamical system pA,G, αq, the primitive ideal spaces
of A and of the crossed product B :“ A ¸α G are linked by a quasi-orbit map
̺ : Bˇ Ñ Aˇ{„. Its target is the quasi-orbit space Aˇ{„, where p1 „ p2 for p1, p2 P Aˇ
if and only if G ¨ p1 “ G ¨ p2. Both ̺ and the quotient map Aˇ Ñ Aˇ{„ are open,
continuous and surjective. These are well known results. But even the existence of
the quasi-orbit map is non-trivial. Quasi-orbit spaces are a key ingredient in the
Effros–Hahn Conjecture, see [16,26] (quasi-orbit spaces seem somewhat implicit in
the groupoid version of this conjecture in [49]). And they are interesting objects
in their own right, compare [25]. Moreover, under some freeness assumptions, the
quasi-orbit map is a homeomorphism Bˇ – Aˇ{„; see [16, 26, 27, 39, 53, 56, 59] for
the classical case of group actions, [24, Theorem 3.2] for partial group actions,
[38, Theorem 6.8] for Fell bundles over discrete groups, or [6, Theorem 3.17] for a
recent result for groupoid C˚-algebras of étale groupoids.
In this paper, we provide a general framework for existence and properties of
quasi-orbit spaces and quasi-orbit maps that are indispensable in the study of prim-
itive ideal spaces of various C˚-algebraic constructions. Our main technical tool
is Theorem 3.2, which characterises open and surjective maps in lattice-theoretical
terms. This is a result in pointless topology. It uses Stone duality and is interesting
in its own right. Its proof is inspired by the proof that Aˇ “ PrimpAq for a separable
C˚-algebra A.
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For an ordinary C˚-inclusion A Ď B, it is customary to call J P IpBq induced
from I P IpAq if J “ BIB and to call I the restriction of J if I “ J XA. We allow
the more general situation of a ˚-homomorphism ϕ : A Ñ MpBq to the multiplier
algebra of B. We speak of a generalised C˚-inclusion if ϕ is injective. Let I P IpAq,
J P IpBq. The induction map i : IpAq Ñ IpBq is defined by ipIq “ BϕpIqB as
expected. The restriction map r : IpBq Ñ IpAq is defined so that r and i form a
Galois connection, that is, I Ď rpJq holds if and only if ipIq Ď J . The Galois
connection property has many useful consequences. For instance, the partially
ordered sets IBpAq :“ rpIpBqq Ď IpAq and IApBq :“ ipIpAqq Ď IpBq of restricted
and induced ideals are complete lattices, and the maps i and r restrict to mutually
inverse isomorphisms that yield IBpAq – IApBq. Examples suggest that everything
that can be said about the ideal structure of A and B in this generality follows
from the Galois connection property (see Section 2).
Our main results need PrimeBpAq to be first countable, and we assume this for
the rest of the introduction. A sufficient condition for this is that Aˇ be second
countable. In Section 4, we characterise when the quasi-orbit map and the quasi-
orbit space exist and when the quasi-orbit map is open and surjective. This involves
the following lattice-theoretic conditions:
(JR) joins of restricted ideals remain restricted;
(C1) I X r ˝ ipJq “ r ˝ ipI X Jq for all I P IBpAq and J P IpAq;
(MI)f finite meets of induced ideals are again induced;
(MI) arbitrary meets of induced ideals are again induced;
(C2) I X F pJq “ F pI X Jq for every I P IApBq and J P IpBq, where F pJq is the
meet of all induced ideals that contain J .
We need condition (JR) to define the quasi-orbit space Aˇ{„ of ϕ : A Ñ MpBq.
Namely, (JR) says that the inclusion IBpAq ãÑ IpAq is a morphism of locales. By
Stone duality, this is equivalent to the existence of a continuous map π : Aˇ Ñ
PrimeBpAq, and we let Aˇ{„ be the resulting quotient space. Theorem 3.2 shows
that (C1) holds if and only if π is an open surjection, that is, if and only if
Aˇ{„ – PrimeBpAq for an open equivalence relation on Aˇ. We say that A sepa-
rates ideals in B if r : IpBq Ñ IpAq is injective (i.e. if all ideals in B are induced).
Then PrimeBpAq – PrimepBq, which is equal to Bˇ under our countability assump-
tion. Accordingly, r induces a homeomorphism Bˇ – Aˇ{„ for an open equivalence
relation „ on Aˇ if and only if A separates ideals in B and (JR) and (C1) hold.
Condition (MI)f is needed for the quasi-orbit map ̺ : Bˇ Ñ Aˇ{„ to exist. It holds
if and only if the inclusion IApBq ãÑ IpBq is a morphism of locales. If Aˇ{„ –
PrimeBpAq, this is equivalent to the existence of a continuous map ̺ : Bˇ Ñ Aˇ{„
inducing the inclusion IBpAq ãÑ IpBq. Theorem 3.2 shows that the conditions (MI)
and (C2) characterise when ̺ is open and surjective. We separate the conditions
(MI)f and (MI) because (MI)f is far easier to check. Moreover, as we show below,
already for cross products by group actions it may happen that (MI) fails, even
though (MI)f holds.
In Section 5, we identify an easily checkable condition for ϕ : A Ñ MpBq that
implies (C1) and (MI)f . It also implies (JR) for an ordinary inclusion A Ď B.
Namely, we call ϕ : A Ñ MpBq symmetric, if every restricted ideal I P IBpAq is
symmetric in the sense that ϕpIq ¨B “ B ¨ ϕpIq.
The remaining sections consider examples and applications. We begin with
crossed products for group actions, section C˚-algebras of Fell bundles over groups,
and regular inclusions in Section 6. These are the prototypical examples for our
theory. All these cases lead to a symmetric inclusion where conditions (JR), (C1)
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and (MI)f hold. That is, the quasi-orbit space and the quasi-orbit map exist au-
tomatically. The conditions (MI) and (C2) needed for the quasi-orbit map to be
open and surjective are much more subtle. In fact, (MI) may fail for full crossed
products. We check (MI) and (C2) for reduced crossed products and reduced sec-
tion algebras of Fell bundles, assuming an exactness property. The key idea, taken
from [25], is to use Imai–Takai duality [29] and to identify the induced ideals in
the crossed product with the restricted ideals for the crossed product of the dual
coaction. We generalise this result from crossed products to Fell bundles, using
Morita globalisations, which are studied in [3, 4].
In Section 6.3, we exploit the relationship between regular C˚-inclusions and
gradings on C˚-algebras by inverse semigroups (this is somewhat implicit in [19]).
This allows us to define a groupoid dual to a regular C˚-inclusion A Ď B, which
generalises the Weyl groupoid introduced by Renault in [50] for a Cartan subalgebra.
The quasi-orbit space of A Ď B may be identified with the quasi-orbit space of the
dual groupoid.
Section 7 treats more examples that illustrate our theory. In Section 7.1, we treat
C0pXq-C
˚-algebras, tensor products and skew-commutative tensor products. In
Section 7.2, we consider a relative Cuntz–Pimsner algebra OpJ,Xq for a C˚-corres-
pondence X over a C˚-algebra A. Condition (JR) usually fails for the standard
homomorphism AÑ OpJ,Xq. Thus there is no quasi-orbit space for this inclusion.
There is, however, a quasi-orbit space for the gauge action of T on OpJ,Xq. We
build a continuous open surjection from the primitive ideal space of OpJ,Xq to the
prime ideal space of the lattice of J-pairs of ideals in A. This is a good substitute
for the missing quasi-orbit map. In Section 7.3, we describe induced ideals and
quasi-orbit spaces and quasi-orbit maps for crossed products of actions by locally
compact groupoids. Here the main tool is Renault’s Disintegration Theorem [43,48].
In Section 7.4, we consider reduced crossed products for quantum group coactions.
Here our results are incomplete because we need some technical extra conditions to
check our lattice-theoretic conditions.
2. The Galois connection between induction and restriction of
ideals
We first recall the complete lattice structure on IpAq. Let pIsqsPS be a family of
ideals. Their join
Ž
sPS Is is the smallest ideal that contains all Is; it is equal to
the closed linear span of the ideals Is. Their meet
Ź
sPS Is is the largest ideal that
is contained in all Is; it is equal to the intersection
Ş
sPS Is.
Let B be a C˚-algebra and MpBq its multiplier algebra. Let ϕ : AÑ MpBq be
a ˚-homomorphism. If ϕ is injective, we call it a generalised inclusion. We use the
following construction from [5] to restrict ideals along ϕ. For any J P IpBq, we let
MpB, Jq :“ tm P MpBq :m ¨B `B ¨m Ď Ju.
Lemma 2.1. Let J P IpBq.
(1) MpB, Jq is the largest ideal I in MpBq with I XB Ď J .
(2) MpB, Jq “ tm P MpBq :m ¨ B Ď Ju “ tm P MpBq :B ¨m Ď Ju “ tm P
MpBq :B ¨m ¨ B Ď Ju.
(3) MpB, Jq is the kernel of the canonical ˚-homomorphism MpBq Ñ MpB{Jq.
Proof. The subset MpB, Jq is a closed, two-sided ideal in MpBq because J is a
closed, two-sided ideal in B and m ¨ B ` B ¨m Ď B for all m P MpBq. We have
MpB, Jq X B “ MpB, Jq ¨ B Ď J . Let I P IpMpBqq satisfy I X B Ď J . Then
m ¨ B `B ¨m Ď I X B Ď J for all m P I, that is, I Ď MpB, Jq. Thus MpB, Jq is
the largest ideal in MpBq that intersects B in J .
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Let m P MpBq. Let N be a directed set and let penqnPN be an approximate
unit for B. Since B ¨m Ď B, we have b ¨m “ lim b ¨m ¨ en for all b P B. Hence
B ¨ m ¨ B Ď J implies B ¨ m Ď J . Similarly, it implies m ¨ B Ď J and then
m P MpB, Jq. Conversely, m P MpB, Jq implies both m ¨ B Ď J and B ¨m Ď J ,
and these imply B ¨m ¨ B Ď J because J is a two-sided ideal in B.
If m P MpBq, then m ¨ J ` J ¨m Ď J , so that m descends to a multiplier of B{J .
This is the canonical ˚-homomorphism MpBq Ñ MpB{Jq in (3). Its kernel consists
of those m P MpBq with m ¨ B Ď J . This is MpB, Jq by (2). 
Definition 2.2. The restriction of J P IpBq is
rpJq :“ ϕ´1pMpB, Jqq.
The induced ideal of I P IpAq is
ipIq :“ BϕpIqB “ spantb1ϕpxqb2 : b1, b2 P B, x P Iu.
Remark 2.3. The maps r and i also appear in [27, Proposition 9.(i)]. They coincide
with the maps denoted by Resϕ and Exϕ in [44, Lemma 1.1].
We have ipIq P IpBq for all I P IpAq by construction. Let J P IpBq. Lemma 2.1.(3)
implies that rpJq is the kernel of the composite ˚-homomorphism A Ñ MpBq Ñ
MpB{Jq. So rpJq P IpAq, and ϕ induces an injective ˚-homomorphism
(2.4) ϕJ : A{rpJq ãÑ MpB{Jq.
In particular, rp0q “ kerϕ, which is 0 if and only if ϕ is injective.
Definition 2.5. Let ϕ : A Ñ MpBq be a ˚-homomorphism. We call I P IpAq
restricted if I “ rpJq for some J P IpBq. We call J P IpBq induced if J “ ipIq for
some I P IpAq. Let IBpAq Ď IpAq and IApBq Ď IpBq be the subsets of restricted
and induced ideals.
Remark 2.6. The ˚-homomorphism ϕrp0q : A{rp0q Ñ MpBq as in (2.4) is injec-
tive and we have natural order isomorphisms IBpAq – IBpA{rp0qq and IApBq –
IA{rp0qpBq. Thus in all statements concerning only induced and restricted ideals one
may assume that ϕ : AÑ MpBq is injective, that is, a generalised C˚-inclusion.
Lemma 2.7. Let I P IpAq, J P IpBq. Then I Ď rpJq if and only if ipIq Ď J .
Proof. Since I Ď A, we have I Ď rpJq if and only if ϕpIq Ď MpB, Jq. By
Lemma 2.1, this is equivalent to b1ϕpxqb2 P J for all x P I, b1, b2 P B. And
this is equivalent to ipIq Ď J . 
The relationship between the two maps
r : IpBq Ñ IpAq, i : IpAq Ñ IpBq
in Lemma 2.7 says that they form a (monotone) Galois connection, see [12, Defi-
nition 7.23]. This was already noticed by Green in [27, Proposition 9.(i)]. It has
several useful consequences, which we will list in Proposition 2.8. Before that, we
stress that the maps i and r in a Galois connection determine each other; r is the
upper adjoint of i and i is the lower adjoint of r. More precisely, the Galois con-
nection property dictates that rpJq P IpAq is the join of all I P IpAq with ipIq Ď J ,
whereas ipIq P IpBq is the meet of all J P IpBq with I Ď rpJq.
Proposition 2.8. Let ϕ : AÑ MpBq be a ˚-homomorphism. Then
(1) The maps r : IpBq Ñ IpAq and i : IpAq Ñ IpBq are monotone.
(2) If I P IpAq, then r ˝ ipIq Ě I and i ˝ r ˝ ipIq “ ipIq.
(3) If J P IpBq, then i ˝ rpJq Ď J and r ˝ i ˝ rpJq “ rpJq.
(4) The maps i and r restrict to isomorphisms of partially ordered sets between
IApBq and IBpAq that are inverse to each other.
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(5) The map i preserves joins and r preserves meets.
(6) ip0q “ 0 and rpBq “ A.
(7) Meets of restricted ideals in A remain restricted and joins of induced ideals
in B remain induced.
(8) The isomorphic partially ordered sets IApBq – IBpAq are complete distribu-
tive lattices.
(9) The inclusion IBpAq ãÑ IpAq and the retraction r ˝ i : IpAq Ñ IBpAq form
a Galois connection, that is, I P IpAq and J P IBpAq satisfy I Ď J if and
only if r ˝ ipIq Ď J .
(10) The retraction i ˝ r : IpBq Ñ IApBq and the inclusion IApBq ãÑ IpBq form
a Galois connection, that is, I P IpBq and J P IApBq satisfy J Ď I if and
only if J Ď i ˝ rpIq.
Proof. Statements (1)–(3) are [12, Lemma 7.26]. And (2) and (3) imply (4). State-
ment (5) is [12, Proposition 7.31]. This contains (6) because the minimal and
maximal elements are the join and the meet of the empty family of ideals. All
meets and joins exist in IpAq and IpBq, and restriction preserves meets and in-
duction preserves joins by (5). This implies (7). Statement (8) follows from (4)
and (7).
We prove (9). Let I P IpAq and J P IBpAq, that is, J “ rpKq for some K P IpBq.
If r ˝ ipIq Ď J , then I Ď J because I Ď r ˝ ipIq. Conversely, if I Ď J “ rpKq, then
ipIq Ď K and hence r ˝ ipIq Ď rpKq “ J . This proves (9).
We prove (10). Let I P IpBq and J P IApBq, that is, J “ ipKq for some K P IpAq.
If J Ď i ˝ rpIq, then J Ď I because i ˝ rpIq Ď I. Conversely, if J “ ipKq Ď I, then
K Ď rpIq and hence J “ ipKq Ď i ˝ rpIq. This proves (10). 
The statements (9) and (10) say that r˝ipIq for I P IpAq is the smallest restricted
ideal that contains I, whereas i ˝ rpJq for J P IpBq is the largest induced ideal
contained in J . An inclusion with a lower adjoint such as IBpAq ãÑ IpAq is also
called an upper Galois insertion, whereas an inclusion with an upper adjoint such
as IApBq ãÑ IpBq is called a lower Galois insertion.
Remark 2.9. The subset IBpAq Ď IpAq need not be closed under joins and IApBq Ď
IpBq need not be closed under meets. Nevertheless, the map r ˝ i : IpAq Ñ IBpAq
preserves joins and i ˝ r : IpBq Ñ IApBq preserves meets by [12, Proposition 7.31].
This is no contradiction because here joins and meets are taken in the respective
sublattices. By definition, the join of pIαqαPS in I
BpAq is the smallest element of
IBpAq that contains Iα for all α P S. This is indeed equal to r ˝ i
`Ž
Iα
˘
.
Definition 2.10. Let ϕ : AÑ MpBq be a ˚-homomorphism. We say that A detects
ideals in B if rpJq “ rp0q for J P IpBq implies J “ 0, and A separates ideals in B
if rpJ1q “ rpJ2q for J1, J2 P IpBq implies J1 “ J2.
Proposition 2.11. Let ϕ : A Ñ MpBq be a ˚-homomorphism. Then A detects
ideals in B if and only if any non-zero ideal in B contains a non-zero induced
ideal. And A separates ideals in B if and only if all ideals in B are induced, if and
only if A{rpJq embedded into MpB{Jq using the induced injective ˚-homomorphism
A{rpJq ãÑ MpB{Jq in (2.4) detects ideals for all induced ideals J P IApBq.
Proof. By definition, A detects ideals in B if J ‰ 0 implies rpJq ‰ rp0q. The
statements (2) and (3) in Proposition 2.8 say that i ˝ rpJq Ď J and r ˝ i ˝ r “ r.
Assume first that A detects ideals in B. For each J ‰ 0, the induced ideal i ˝ rpJq
is contained in J , and it is non-zero because rpi ˝ rpJqq “ rpJq ‰ rp0q. Conversely,
assume that any J P IpBq contains a non-zero induced ideal ipIq. Then rpJq Ě
r ˝ ipIq, and r ˝ ipIq ‰ rp0q because ipr ˝ ipIqq “ ipIq and i ˝ rp0q “ 0 differ. This
proves the first statement about detection of ideals.
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By definition, A separates ideals in B if and only if r is injective. If r is not
injective, then neither is i ˝ r. Conversely, if i ˝ r is not injective, then neither is
r ˝ i ˝ r, which is equal to r by Proposition 2.8.(3). Thus A separates ideals in B
if and only i ˝ r is injective. Since i ˝ r is a retraction from IpBq onto IApBq, it is
injective if and only if IApBq “ IpBq.
So there is J P IpBq with i ˝ rpJq ‰ J if (and only if) A does not separate
ideals in B. Proposition 2.8.(3) implies i ˝ rpJq Ď J and rpJq “ rpi ˝ rpJqq. So J
is mapped to a non-zero ideal in B{i ˝ rpJq, which is not detected by the map
A{rpJq Ñ MpB{r ˝ ipIqq. Conversely, if A{rpJq does not detect ideals in B{J for
some induced ideal J P IApBq, then there is an ideal J 1 P IpBq with J Ĺ J 1 and
rpJ 1q “ rpJq. So A does not separate ideals in B. 
The following examples show that, in general, restriction and induction of ideals
do not have more properties than those in Proposition 2.8. Examples 2.12 and 2.13
are very easy cases of a crossed product by the finite group Z{2. Example 2.15 is
related to graph C˚-algebras, see also Example 7.9.
Example 2.12. Let A “ C be embedded unitally into B “ C‘C. Here rpJq “ AXJ ,
and rpC‘ 0q “ 0 “ rp0‘Cq, but rpC‘ 0` 0‘Cq “ rpC‘Cq “ C. So r does not
commute with finite joins.
Example 2.13. Let A “ C ‘ C be embedded diagonally into B “ M2pCq. Here
ipC‘0q “ B “ ip0‘Cq, but ipC‘0X0‘Cq “ ip0‘0q “ 0. So i does not commute
with finite meets.
Example 2.14. Since rp0q “ kerϕ, the map r preserves the minimal elements if
and only if ϕ is injective. Similarly, i preserves the maximal elements if and only
if ipAq “ B, that is, B ¨ ϕpAq ¨ B “ B. This happens, for instance, if ϕ is non-
degenerate.
We will give an example of a meet of two induced ideals that is no longer induced
in Example 7.6. The following example shows a join of two restricted ideals that is
no longer restricted:
Example 2.15. Let B :“ M2pCq ‘ M2pCq and let A Ď B be the commutative
C˚-subalgebra spanned by the orthogonal diagonal projections pE00, 0q, p0, E00q,
and pE11, E11q. Let J1 “ M2pCq ‘ 0 and J2 “ 0 ‘M2pCq. Then I1 :“ J1 X A “
C ¨ pE00, 0q and I2 :“ J2XA “ C ¨ p0, E00q are restricted ideals in A – C
3. The only
other restricted ideals are t0u and A. So the join I1 ` I2 ‰ A of the two restricted
ideals I1 and I2 is not restricted.
3. Stone duality and open surjective maps
We briefly recall Stone duality, which is the key to turn information about ideal
lattices into information about prime and primitive ideal spaces (see [30, 54]).
The category of locales has complete, distributive lattices as objects and maps
that preserve arbitrary joins and finite meets as arrows. If X is a topological space,
then the partially ordered set of open subsets OpXq is a locale. And if f : X Ñ Y
is a continuous map, then f´1 : OpY q Ñ OpXq is a morphism of locales. Thus O is
a contravariant functor from topological spaces to locales. Stone duality says that
it has an adjoint functor P . That is, the functor P maps a locale L to a topological
space P pLq in such a way that continuous mapsX Ñ P pLq for a topological spaceX
are in natural bijection with locale morphisms L Ñ OpXq. Here P may stand for
“points” or for “prime elements.” We recall the equivalence between characters and
prime elements. For a character χ : L Ñ t0, 1u, there is a largest element pχ P L
with χppχq “ 0. Thus χpIq “ 0 for I ď pχ and χpIq “ 1 otherwise by maximality
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of pχ. So pχ is (meet) prime, that is, if I1, I2 P L satisfy I1^ I2 ď pχ, then I1 ď pχ
or I2 ď pχ. Conversely, if p P L is prime, then χppIq :“ 0 for I ď p and χppIq :“ 1
otherwise defines a character χp. Thus characters are equivalent to prime elements.
For I P L, let
UI :“ tχ : LÑ t0, 1u character :χpIq “ 1u – tp P L prime : I ­ď pu.
The map I ÞÑ UI preserves joins and finite meets by the definition of a character.
Hence tUI : I P Lu is a topology on P pLq. Any locale morphism G : RÑ L between
locales R and L induces a continuous map G˚ : P pLq Ñ P pRq by G˚pχq :“ χ ˝G.
Equivalently, if p P L is prime, then G˚ppq is the unique element of R with
(3.1) I ď G˚ppq if and only if GpIq ď p.
The element G˚ppq is the largest element in R with GpG˚ppqq ď p.
The functor P is adjoint to O. The units of the adjunction are the natural maps
UL : L Ñ OpP pLqq, I ÞÑ UI , for a locale L and δ
X : X Ñ P pOpXqq, x ÞÑ δx, for a
topological space X , where δx is the character
δx : OpXq Ñ t0, 1u, U ÞÑ
#
1 if x P U,
0 if x R U.
The character δx corresponds to the prime element Xztxu of OpXq. The in-
duced continuous map pULq˚ : P pOpP pLqqq Ñ P pLq is a homeomorphism with
inverse δP pLq, and the induced locale morphism pδXq´1 : OpP pOpXqqq Ñ OpXq is
a lattice isomorphism with inverse UOpXq. This implies the adjunction between O
and P . A locale morphism G : LÑ OpXq and its adjunct π : X Ñ P pLq are related
by GpIq “ π´1pUIq for all I P L and πpxq “ δ
X
x ˝G
˚ for all x P X .
The map UL is always surjective. A locale is called spatial if UL is injective.
Equivalently, the characters separate elements of L. Let X be a topological space.
The locale OpXq is spatial. The space X is T0 if and only if δ
X is injective. Since
pδXq´1 : OpP pOpXqq Ñ OpXq is a lattice isomorphism, δX is a homeomorphism
once it is bijective. The space X is called sober in this case. This holds if and only
if every irreducible closed set in X is the closure of a singleton. Spaces of points of
locales are always sober.
Let A be a C˚-algebra. Let Aˇ be the primitive ideal space of A. Then IpAq –
OpAˇq, see [46, Theorem 4.1.3]. Hence IpAq is a spatial locale. By definition, P pIpAqq
is the set PrimepAq of prime ideals in A with the hull-kernel topology. The space Aˇ
is T0, see [13, 3.3.8]. Hence Aˇ Ď PrimepAq. The inclusion Aˇ Ď PrimepAq is a
homeomorphism if and only if Aˇ is sober. A C˚-algebra where this fails is built
in [55]. However, Aˇ “ PrimepAq when A is separable, see [46, Proposition 4.3.6].
In fact, the proof in [46] works under the assumption that Aˇ be second countable.
Moreover, since Aˇ is always locally quasi-compact, T0 and Baire (see [13, 3.1.3,
3.4.13]), [28, Proposition 1] implies that Aˇ is sober if Aˇ is second countable or,
more generally, if PrimepAq is first countable (see also Corollary 3.8 below).
Theorem 3.2. Let X be a topological space, let L be a locale, and let G : LÑ OpXq
be a locale morphism. Let the continuous map π : X Ñ P pLq be the adjunct of G.
If π is an open surjection and L is spatial, then G is an upper Galois insertion and
its lower adjoint F : OpXq Ñ L satisfies
(3.3) I ^ F pV q “ F pGpIq X V q for all I P L, V P OpXq.
Conversely, let G be an upper Galois insertion, F its lower adjoint, and as-
sume (3.3). Then L is spatial. And π is an open surjection if
(1) P pLq is first countable or X is second countable, and
(2) all closed subspaces of X are Baire spaces.
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Proof. First we prove the easy assertions in the first paragraph. So assume L to
be spatial and π to be an open surjection. Since L is spatial, the map I ÞÑ UI
is an isomorphism L
„
ÝÑ OpP pLqq. The adjunction between G and π says that
GpIq “ π´1pUIq for all I P L. Since π is open, it defines a map F : OpXq Ñ
OpP pLqq – L, V ÞÑ πpV q. Since πpV q Ď UI if and only if V Ď π
´1pUIq “ GpIq,
the map F is the lower adjoint of G. Since π is surjective, the map G is injective.
And UI X πpV q “ πpπ
´1pUIq X V q for all I P L, V P OpXq. This proves (3.3) and
finishes the proof of the assertions in the first paragraph.
In the converse direction, L is spatial once G : L ãÑ OpXq is injective because
then the points of X separate the elements of L. The proof that π is an open
surjection is more interesting. Most ideas needed for it appear already in the
proof of [46, Proposition 4.3.6] in a more concrete setting. We first discuss our
assumptions.
Lemma 3.4. If X is second countable, then so is P pLq.
Proof. Let pVnqnPN be a countable basis for the topology on X . Let I P L. Then
we may write GpIq P OpXq as GpIq “
Ž
kPS Vk for some S Ď N. Then GpIq “
G ˝ F ˝ GpIq “ G
`Ž
kPS F pVkq
˘
because F preserves joins as it is a lower Galois
adjoint. Since G is injective, this implies I “
Ž
kPS F pVkq. Thus the open subsets
UF pVkq form a countable basis for P pLq. 
Hence our Assumption (1) ensures that P pLq is first countable, that is, any point
has a countable neighbourhood basis. We assume this in the following.
Since G is a locale morphism, GpLq is a topology on X . By the adjunction
between G and π, the topology GpLq consists of all subsets of the form π´1pUIq for
I P L – OpP pLqq. Thus GpLq is equal to the topology on X induced by π.
Lemma 3.5. Let I P L. Then GpIq is dense for the topology GpLq if and only if
it is dense for the topology OpXq.
Proof. The subset GpIq is dense for the topology OpXq if and only if GpIqXV ‰ H
for all V P OpXq with V ‰ H. This is clearly stronger than being dense for the
topology GpIq. Now assume that GpIq is not dense for OpXq. We claim that GpIq
is not dense for GpLq either. By assumption, there is V P OpXq with V ‰ H and
GpIq X V “ H. Then (3.3) implies I ^F pV q “ F pGpIq XV q “ F pHq. Since F is a
lower adjoint, it commutes with arbitrary joins. So does G as a locale morphism. In
particular, both preserve minimal elements. So GpF pHqq “ H. Since G preserves
finite meets,
GpIq XG ˝ F pV q “ GpI ^ F pV qq “ GpF pHqq “ H.
Since G ˝F pV q Ě V ‰ H, this shows that GpIq is not dense for the topology GpLq.

Lemma 3.6. The set X with the topology GpLq is a Baire space.
Proof. Let In P L for n P N be such that GpInq is dense for the topology GpLq
on X . By the previous lemma, GpInq is dense for OpXq. Since X is a Baire space
by assumption (2), the intersection
Ş
GpInq is dense for OpXq. Then it is also
dense for GpLq. 
Now we turn to the key step in the proof. We assume that the minimal element
of L, which we denote here by 0, is prime. We are going to show that 0 “ πpxq for
some point x P X . The point 0 P P pLq is dense, that is, 0 P U for all non-empty
open subsets U Ď P pLq. Equivalently, this holds for UI for all I P Lzt0u. Since
P pLq is first countable, 0 has a countable neighbourhood basis. This is the same
as a decreasing sequence pJnqnPN in Lzt0u such that for every I P Lzt0u there is
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some n P N with Jn ď I. Then Jm ^ I ě Jmaxtn,mu ‰ 0 for all m P N. Since G is
injective, it follows that GpJmq is dense in X for the topology GpLq. Since X with
this topology is a Baire space by Lemma 3.6, the intersectionč
GpJnq “
č
π´1pUJnq “ π
´1
´č
UJn
¯
is dense and hence non-empty. Let x be an element of it. Then πpxq P UJn for all
n P N. So πpxq P UI for all I P Lzt0u. Then πpxq “ 0 because P pLq is T0 and no
open subset of P pLq separates 0 and πpxq.
Now let p be an arbitrary prime element of L. We are going to find x P X with
πpxq “ p. Let
Lěp :“ tJ P L :J ě pu.
This subset of L has the minimal element p and is closed under arbitrary joins
and non-empty meets. So Lěp is a locale. An element of Lěp is prime if and
only if it is prime in L. And the prime elements that do not belong to Lěp are
precisely those in Up. Thus P pLěpq “ P pLqzUp. The topology on P pLěpq is the
subspace topology from P pLq, and I P Lěp corresponds to the (relatively) open
subset UIzUp Ď P pLqzUp. Since π
´1pUpq “ Gppq Ď X , the map π restricts to a
continuous map
πp : XzGppq Ñ P pLěpq,
where XzGppq Ď X also carries the subspace topology. This map is the adjunct of
Gp : Lěp Ñ OpXzGppqq, I ÞÑ GpIqzGppq,
because π´1p pUIzUpq “ π
´1pUIqzGppq “ GpIqzGppq. The map Gp is injective.
Since Gppq is open, a subset V Ď XzGppq is relatively open if and only if V YGppq P
OpXq. Then F pV YGppqq ě F pGppqq “ p, that is, F pV YGppqq P Lěp. Define
Fp : OpXzGppqq Ñ Lěp, V ÞÑ F pV YGppqq.
If I P Lěp, V P OpXzGppqq, then
F pV YGppqq “ FppV q ď I ðñ V YGppq ď GpIq ðñ V ď GpIqzGppq “ GppIq,
I ^ FppV q “ I ^ F pV YGppqq “ F
`
GpIq X pV YGppqq
˘
“ F
`
Gppq Y pGpIq X V q
˘
“ FppGppIq X V q.
Thus Fp is a lower adjoint for Gp, and (3.3) holds for Gp and Fp.
If P pLq is first countable, then so is the subspace P pLěpq. And the closed
subset XzGppq Ď X is a Baire space by the assumption (2). So XzGppq, Lěp, Gp,
πp and Fp satisfy all the assumptions that were used to prove that the minimal
element is in the image of π when it is prime. So the special case treated above
gives x P XzGppq with πpxq “ p. This finishes the proof that π : X Ñ P pLq is
surjective.
To prove that π is open, let V P OpXq. We claim that
(3.7) πpV q “ UF pV q,
which is open in P pLq. So the proof of this claim will finish the proof of the theorem.
The subset LďF pV q Ď L has the maximal element F pV q and is closed under joins
and non-empty meets. So it is a locale. If p is a character on L, then p restricted
to LďF pV q is either a character or the constant function 0. Thus the prime elements
in LďF pV q are exactly those of the form pXF pV q for a prime p in L with F pV q ­ď p.
That is,
P pLďF pV qq – tp P P pLq :F pV q ­ď pu “ UF pV q,
which is an open subset of P pLq. Give V the subspace topology from X . Define
GV : LďF pV q Ñ OpV q, I ÞÑ GpIq X V.
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The map GV is injective because F pGV pIqq “ F pGpIq X V q “ I ^ F pV q “ I for
I ď F pV q by (3.3). The adjunctions between F and G and between G and π imply
V Ď GpF pV qq “ π´1pUF pV qq. That is, πpV q Ď UF pV q “ P pLďF pV qq. And
GV pIq “ π
´1pUIq X V “ pπ|V q
´1pUIq
for all I P LďF pV q. So GV and π|V : V Ñ P pLďF pV qq are adjuncts of each other.
We compute
I ^ F pW q “ F pGpIq XW q “ F pGpIq X V XW q “ F pGV pIq XW q
for all I P LďF pV q and W P OpV q. The subspace P pLďF pV qq Ď P pLq inherits first
countability. The Baire property is hereditary for open subsets. Since any closed
subset in V is open in a closed subset of X , it inherits the Baire property. Thus V ,
LďF pV q, GV , π|V , F |OpV q have all the properties required in the theorem. Hence
π|V : V Ñ P pLďF pV qq “ UF pV q is surjective by what we have already proved. Thus
πpV q “ UF pV q, which is open in P pLq. 
Corollary 3.8. Let A be a C˚-algebra. If PrimepAq is first countable or Aˇ is
second countable, then PrimepAq “ Aˇ.
Proof. Apply the second part of Theorem 3.2 with X “ Aˇ, L “ IpAq, and G “
IdIpAq. 
4. The quasi-orbit space
Throughout this section, we fix a ˚-homomorphism ϕ : AÑ MpBq. Then IpAq,
IpBq, IBpAq and IApBq are locales, and IBpAq – IApBq are isomorphic as locales
by Proposition 2.8.(8). Let PrimeApBq and PrimeBpAq be the topological spaces of
prime elements in IApBq and IBpAq, respectively. Then PrimeBpAq – PrimeApBq.
This space is a candidate for the “quasi-orbit space” of ϕ. Usually, however, the
quasi-orbit space is defined as a quotient of Aˇ, see [6, 16, 24–27, 38, 39, 53, 56, 59].
We shall define a quotient space Aˇ{„ related to PrimeBpAq – PrimeApBq when the
inclusion IBpAq ãÑ IpAq is a locale morphism.
Lemma 4.1. The inclusion map IBpAq ãÑ IpAq is a locale morphism if and only if
(JR) joins of restricted ideals remain restricted.
Then the induced continuous map π : Aˇ Ď PrimepAq Ñ PrimeBpAq is given by
(4.2) πppq is the largest restricted ideal in A that is contained in p.
Proof. The inclusion of a sublattice is a locale morphism if and only if the sublattice
is closed under joins and finite meets. Since IBpAq Ď IpAq is closed under meets
by Proposition 2.8.(7), IBpAq ãÑ IpAq is a locale morphism if and only if joins
of restricted ideals are again restricted. Then there is a unique continuous map
π : PrimepAq Ñ PrimeBpAq that verifies (3.1), that is, I Ď πppq if and only if I Ď p
for I P IBpAq, p P PrimepAq. This and πppq P PrimeBpAq Ď IBpAq imply (4.2). 
Definition 4.3. Let ϕ : A Ñ MpBq be such that (JR) holds. Then the map
π : AˇÑ PrimeBpAq in (4.2) is defined. The quasi-orbit space of ϕ is Aˇ{„ with the
quotient topology, where p „ q if and only if πppq “ πpqq.
Theorem 4.4. Let ϕ : AÑ MpBq be such that (JR) holds. If the continuous map
π : AˇÑ PrimeBpAq defined in (4.2) is open and surjective, then
(C1) I X r ˝ ipJq “ r ˝ ipI X Jq for all I P IBpAq and J P IpAq.
Conversely, if (C1) holds and PrimeBpAq is first countable or Aˇ is second countable,
then the continuous map π is surjective and open and induces a homeomorphism
Aˇ{„ – PrimeApBq.
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Proof. Proposition 2.8.(9) says that the inclusion G : IBpAq ãÑ IpAq – OpAˇq is an
upper Galois insertion with the lower adjoint F :“ r ˝ i : OpAˇq – IpAq Ñ IBpAq. If
I P IBpAq and p P Aˇ, then
p P π´1pUIq ðñ I Ę πppq ðñ I Ę p ðñ p P UGpIq.
Thus π is the adjunct of G. The condition (C1) is equivalent to condition (3.3)
in Theorem 3.2. The locale IBpAq is spatial because it is contained in the spatial
locale IpAq. So Theorem 3.2 implies all assertions except Aˇ{„ – PrimeApBq. This
follows from the definition of the equivalence relation „ whenever π is an open
surjection. 
Proposition 4.5. If A separates ideals in B and PrimeBpAq is first countable, then
Bˇ “ PrimepBq and r : PrimepBq Ñ PrimeBpAq is a homeomorphism.
Proof. If A separates ideals in B, then IpBq “ IApBq by Proposition 2.11. Thus i
and r identify IpBq with IBpAq by Proposition 2.8.(4). So PrimepBq – PrimeBpAq
is first countable. Hence Bˇ “ PrimepBq by Corollary 3.8. 
Corollary 4.6. Let ϕ : A Ñ MpBq. Suppose that PrimeBpAq is first countable.
Identify IpAq and IpBq with OpAˇq and OpBˇq, respectively. There is a continuous
open surjection π : AˇÑ Bˇ with r “ π´1 if and only if A separates ideals in B and
the conditions (JR) and (C1) hold. Then Bˇ – PrimeBpAq – Aˇ{„.
Proof. If r “ π´1 for a continuous open surjection π : Aˇ Ñ Bˇ, then r is injective,
that is, A separates ideals in B. Then Proposition 4.5 implies Bˇ – PrimeBpAq.
Now all assertions follow from Lemma 4.1 and Theorem 4.4. 
Proposition 4.7. The inclusion map IApBq ãÑ IpBq is a locale morphism if and
only if
(MI)f finite meets of induced ideals are again induced.
Then the continuous map PrimepBq Ñ PrimeApBq induced by IApBq ãÑ IpBq is
equal to the restriction of i ˝ r : IpBq Ñ IApBq to PrimepBq. So r : PrimepBq Ñ
PrimeBpAq is a well defined continuous map.
Proof. The inclusion IApBq ãÑ IpBq is a lower Galois insertion by Proposition
2.8.(10). The sublattice IApBq ãÑ IpBq is closed under joins by Proposition 2.8.(7).
So the inclusion is a locale morphism if and only if IApBq is closed under finite meets
in IpBq. Then the inclusion induces a continuous map PrimepBq Ñ PrimeApBq.
By (3.1), it maps p P PrimepBq to the largest induced ideal contained in p. This is
exactly i ˝ rppq. 
Lemma 4.8. Let ϕ : A Ñ MpBq. Then A separates ideals in B if and only if r
restricts to a homeomorphism r : PrimepBq Ñ PrimeBpAq.
Proof. If A separates ideals in B then r : IpBq Ñ IBpAq is a lattice isomorphism.
Hence it restricts to a homeomorphism r : PrimepBq Ñ PrimeBpAq. Conversely, if
r : PrimepBq Ñ PrimeBpAq is a homeomorphism, then r : IpBq Ñ IBpAq is a locale
isomorphism because IpBq – OpPrimepBqq and IBpAq – OpPrimeBpAqq. Then A
separates ideals in B. 
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If we assume conditions (JR) and (MI)f , then we have the following commutative
diagram of continuous maps:
(4.9)
Bˇ Ď PrimepBq PrimeApBq
PrimepAq PrimeBpAq
Aˇ Aˇ{„
i˝r
r
r –
π
i
π˚
Here i ˝ π “ i if and only if π “ r ˝ i if and only if IpAq “ IBpAq. So there is,
in general, no natural map between PrimepBq and PrimepAq. The best substitute
seems to be the map Bˇ Ñ Aˇ{„ that exists when the map π˚ : Aˇ{„ Ñ Prime
BpAq
is a homeomorphism:
Definition 4.10. Let ϕ : AÑ MpBq be such that (JR), (C1), (MI)f are satisfied
and PrimeBpAq is first countable. The quasi-orbit map for ϕ is the continuous map
̺ : Bˇ Ñ Aˇ{„ defined by π´1˚ ˝r, where π˚ : Aˇ{„ Ñ Prime
BpAq is a homeomorphism
by Theorem 4.4 and r : Bˇ Ñ PrimeBpAq is continuous by Proposition 4.7.
Lemma 4.11. Let ϕ : A Ñ MpBq be such that (MI)f holds. The inclusion map
I
ApBq ãÑ IpBq is an upper Galois insertion if and only if
(MI) arbitrary meets of induced ideals are again induced.
Then its lower Galois adjoint F : IpBq ãÑ IApBq is given on J P IpBq by
(4.12) F pJq is the meet of all induced ideals that contain J.
Proof. The inclusion IApBq ãÑ IpBq is an upper Galois insertion if and only if for
every J P IpBq there is a least induced ideal F pJq with J Ď F pJq. If (MI) holds,
then F pJq is the meet of all induced ideals that contain J P IpBq. Conversely, as-
sume that the inclusion IApBq ãÑ IpBq has a lower Galois adjoint F : IpBq ãÑ IApBq.
Then the inclusion preserves all meets by [12, Proposition 7.31]. Equivalently, the
meet of a family of induced ideals is induced. 
Theorem 4.13. Let ϕ : A Ñ MpBq be a ˚-homomorphism. If r : PrimepBq Ñ
PrimeBpAq is a well defined continuous, open and surjective map, then (MI) holds
and the map F : IpBq ãÑ IApBq given by (4.12) satisfies
(C2) I X F pJq “ F pI X Jq for every I P IApBq and J P IpBq.
Conversely, if (MI) and (C2) hold and PrimeBpAq is first countable – which follows
if Aˇ is second countable – then r : Bˇ Ď PrimepBq Ñ PrimeBpAq is a well defined
continuous, open surjection.
Proof. Assume first that r : PrimepBq Ñ PrimeBpAq is a well defined continuous
open surjection. Then i ˝ r : PrimepBq Ñ PrimeApBq is a well defined continuous
open surjection. Since it is adjunct to the inclusion map pi ˝ rq´1 : IApBq ãÑ IpBq,
the inclusion map is a locale morphism. Hence (MI)f holds by Proposition 4.7,
and IApBq is spatial (because IpBq is spatial). By the first part of Theorem 3.2,
the inclusion IApBq ãÑ IpBq is an upper Galois insertion and its lower adjoint
F : IpBq Ñ IApBq satisfies (C2). Lemma 4.11 shows that F is given by (4.12)
and that (MI) holds. Conversely, assume (MI) and (C2) and that PrimeBpAq is
first countable or Bˇ is second countable. By Lemma 4.11, F : IpBq ãÑ IApBq is
lower Galois adjoint to IApBq ãÑ IpBq. The second part of Theorem 3.2 applied to
the upper Galois insertion IApBq ãÑ IpBq shows that the induced continous map
Bˇ Ď PrimepBq Ñ PrimeApBq is surjective and open. This gives the assertion by
Proposition 4.7. 
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Corollary 4.14. Suppose that (JR), (C1) and (MI)f are satisfied and Prime
BpAq
is first countable. The quasi-orbit map ̺ : Bˇ Ñ Aˇ{„ is open and surjective if and
only if (MI) and (C2) are satisfied.
Corollary 4.15. Suppose that (JR) and (C1) are satisfied and PrimeBpAq is first
countable. The quasi-orbit map ̺ : Bˇ Ñ Aˇ{„ exists and is a homeomorphism if and
only if A separates ideals in B.
5. Symmetric ideals
Our next task is to verify the assumptions (JR), (C1) and (MI)f in interesting
cases. Then the quasi-orbit map exists. As we shall see, restricted ideals often
satisfy the equivalent conditions in the following lemma:
Lemma 5.1. Let ϕ : AÑ MpBq and I P IpAq. The following are equivalent:
(1) the map I Ñ MpipIqq induced by ϕ : AÑ MpBq is non-degenerate;
(2) ipIq “ ϕpIqBϕpIq;
(3) ipIq “ ϕpIqB;
(4) ipIq “ BϕpIq;
(5) ϕpIqB “ BϕpIq.
If ϕ : AÑ B is injective and the above equivalent conditions hold, then I P IBpAq.
Proof. If I Ñ MpipIqq is non-degenerate, then ipIq “ ϕpIqipIqϕpIq Ď ϕpIqBϕpIq.
We claim that the reverse inclusion ϕpIqBϕpIq Ď BϕpIqB “ ipIq always holds. Let
penqnPN be an approximate unit in B. Then lim en ¨x ¨en “ x for all x P ϕpIqBϕpIq
because ϕpIqBϕpIq Ď B. Thus x belongs to the norm closure of BϕpIqBϕpIqB Ď
BϕpIqB as asserted. Thus (1) implies (2).
If ipIq “ ϕpIqBϕpIq, then ipIq Ď ϕpIqB. The reverse inclusion ϕpIqB Ď
BϕpIqB “ ipIq always holds, the proof is the same approximate unit argument
as above. Thus (2) implies (3). Since ipIq is self-adjoint, (3) and (4) are equivalent.
Clearly, the equivalent conditions (3) and (4) imply (5). If ϕpIqB “ BϕpIq, then
ipIq “ BϕpIqB “ BϕpIqϕpIqB “ ϕpIqBϕpIqB “ ϕpIqipIq. Hence (5) implies (1).
This proves the first part of the assertion.
Now assume that ϕ : A Ñ B is injective and let I P IpAq satisfy the equivalent
conditions (1)–(5). The inclusion I Ď rpipIqq always holds by Proposition 2.8.(2).
We show the reverse inclusion. Let penqnPN be an approximate unit for I. By
assumption, ipIq “ ϕpIqB. So limϕpenqx “ x holds for all x P ipIq. Since ϕ is
injective and ϕpr ˝ ipIqq Ď ipIq, this implies lim enx “ x for all x P rpipIqq. Thus
rpipIqq Ď I. 
Definition 5.2. We call an ideal I P IpAq symmetric for ϕ : A Ñ MpBq if it
satisfies the equivalent conditions in Lemma 5.1. We call the ˚-homomorphism
ϕ : AÑ MpBq symmetric if all restricted ideals are symmetric.
The name “symmetric” is suggested by condition (5) in Lemma 5.1.
Remark 5.3. For a usual inclusion A Ď B, all symmetric ideals are restricted by
Lemma 5.1. There are, however, important symmetric generalised C˚-inclusions
A Ď MpBq that admit symmetric ideals that are not restricted, see Example 6.2.
Lemma 5.4. If I, J P IpAq and I is symmetric, then ipI X Jq “ ipIq X ipJq and
hence r ˝ ipI X Jq “ r ˝ ipIq X r ˝ ipJq. This is equal to I X r ˝ ipJq if I P IBpAq.
The set of symmetric ideals is closed under joins.
Proof. If ϕpIqB “ BϕpIq, then
ipIq X ipJq “ ipIqipJq “ pϕpIqBqpBϕpJqBq “ ϕpIqBϕpJqB
“ BϕpIqϕpJqB “ BϕpI X JqB “ ipI X Jq.
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Thus r˝ipIXJq “ r˝ipIqXr˝ipJq because r preserves meets by Proposition 2.8.(5).
Let pIαqαPS be symmetric ideals. Then ϕp
Ž
IαqB is the closed linear span of
ϕpIαqB “ BϕpIαq, and this is equal to Bϕp
Ž
Iαq. So
Ž
Iα is symmetric as well. 
Corollary 5.5. If A Ď B is a symmetric inclusion, then conditions (JR), (C1)
and (MI)f are satisfied. If ϕ : A Ñ MpBq is a symmetric
˚-homomorphism, then
conditions (C1) and (MI)f hold.
Proof. Any induced ideal is induced by a restricted ideal by Proposition 2.8.(2).
Therefore, if all restricted ideals are symmetric, then Lemma 5.4 implies conditions
(C1) and (MI)f . If the sets of restricted and symmetric ideals are equal, then the
last part of Lemma 5.4 also yields (JR). The latter is satisfied when A Ď B by the
last part of Lemma 5.1. 
It is unclear whether all symmetric generalised C˚-inclusions satisfy (JR) be-
cause there may be symmetric ideals that are not restricted (see Remark 5.3).
Condition (MI) may fail for symmetric inclusions, see Example 7.2 below.
6. Group actions and regular inclusions
The theory above suggests the following programme to study any type of C˚-inclu-
sion A ãÑ MpBq. First verify the locale-theoretic conditions (JR), (C1) and (MI)f ;
a good Ansatz for this is showing that the inclusion is symmetric. This requires a
good characteristion of the restricted ideals. Usually, they are “invariant” in a suit-
able sense. Then the assumptions needed for Theorem 4.4 and the existence of the
quasi-orbit map ̺ : Bˇ Ñ Aˇ{„ are in place, except for the first or second countabil-
ity assumptions, which remain assumptions in all the following theorems. Secondly,
one may try to verify the conditions (MI) and (C2), which are then equivalent to
openness and surjectivity of the quasi-orbit map, see Corollary 4.14. This in turn
requires a good understanding of induced ideals, which are usually “invariant” in
some dual sense.
In this section, we apply the above programme to some prototypical examples.
We begin with the crossed product for actions of locally compact groups by auto-
morphisms. Here we recover classical results that played a crucial role in the study
of the Effros–Hahn Conjecture and related problems. We generalise these results
to Fell bundles over locally compact groups. We finish this section with the case
of regular inclusions, which we treat by relating them to Fell bundles over inverse
semigroups.
6.1. Crossed products over locally compact groups. Let G be a locally com-
pact group and let α : G Ñ AutpAq be a continuous group action. A crossed
product is a C˚-algebra B with surjective maps A ¸α G ։ B ։ A ¸α,λ G whose
composition is the regular representation λ : A ¸α G ։ A ¸α,λ G. The canonical
˚-homomorphism AÑ MpA¸αGq gives a generalised C
˚-inclusion ϕ : AÑ MpBq
because the canonical ˚-homomorphism AÑ MpA¸α,λ Gq is injective.
Proposition 6.1. Let ϕ : A Ñ MpBq be the canonical generalised C˚-inclusion
of A into a crossed product B.
(1) IBpAq “ IαpAq is the lattice of α-invariant ideals in A;
(2) an ideal J Ÿ B is induced if and only if it is the image of I ¸α|I G in B
for some α-invariant ideal I Ÿ A.
The C˚-inclusion ϕ : AÑ MpBq is symmetric and conditions (JR), (C1) and (MI)f
are satisfied.
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Proof. Statements (1) and (2) are well known to experts, and we prove them in
greater generality in the proof of Proposition 6.9 below. Since the canonical ho-
momorphisms I Ñ MpI ¸α Gq are non-degenerate, statements (1) and (2) imply
that ϕ is symmetric. Thus conditions (C1) and (MI)f follow from Corollary 5.5.
The closed linear span of a family of α-invariant ideals is again α-invariant. So (1)
implies condition (JR). 
If G is discrete, then all symmetric ideals are restricted by Lemma 5.1. This fails
for locally compact G:
Example 6.2. Let G be a locally compact group that is not discrete. Let A “ C0pGq
and let α be the translation action. So B :“ A¸G – KpL2pGqq. Let e P G be, say,
the unit element. The ideal I :“ C0pGzteuq is not invariant and not restricted. The
closed right ideal I ¨B in B “ KpL2pGqq consists of those compact operators whose
image is contained in the closure of I ¨ L2pGq. Now I ¨ L2pGq is dense in L2pGq
because teu is a set of measure zero. Thus I ¨ B “ B. This implies B ¨ I “ B by
taking adjoints. So I is a symmetric ideal that is not restricted.
Let ϕ : A Ñ MpBq be the canonical generalised inclusion into a crossed prod-
uct B. By Proposition 6.1 and Lemma 4.1, there is a continuous map
π : PrimepAq Ñ PrimepIαpAqq
that maps p P PrimepAq to the largest invariant ideal contained in p, that is,
πppq “
č
gPG
αgppq.
The open subset of PrimepAq corresponding to this intersection is the complement
of the closure of the orbitG¨p “ tαgppq : g P Gu. Thus p1 „ p2 for p1, p2 P PrimepAq
if and only if G ¨ p1 “ G ¨ p2. This is the usual definition of the quasi-orbit space
for a group action, compare [53]; when A is commutative or separable, we may
replace PrimepAq by Aˇ. So our definition of the quasi-orbit space for a generalised
C˚-inclusion extends the usual definition for group actions. In particular, our results
yield the canonical quasi-orbit map Bˇ Ñ Aˇ{„ (see, for instance, [53, (3.2)], [27,
pp. 221–223], [26, p. 290], or [25, p. 620]).
Theorem 6.3. Let ϕ : AÑ MpBq be the canonical generalised C˚-inclusion of A
into a crossed product B. The quasi-orbit space for ϕ exists and coincides with the
usual quasi-orbit space for the action α. If PrimepIαpAqq is first countable or Aˇ is
second countable, then the quasi-orbit map exists:
(1) The map π : AˇÑ PrimepIαpAqq, p ÞÑ
Ş
gPG αgppq, is continuous, open and
surjective. It descends to a homeomorphism rπ : Aˇ{„ Ñ PrimepIαpAqq. The
quasi-orbit space Aˇ{„ is a quotient of Aˇ by an open equivalence relation.
(2) There is a continuous map ̺ : Bˇ Ñ Aˇ{„, p ÞÑ rπ´1prppqq. It identifies
Bˇ – Aˇ{„ if and only if A separates ideals in B. And then B “ A¸α,λ G.
Proof. The assertions follow from Theorem 4.4, Proposition 4.7 and the discussion
above. For the last part, compare with Corollary 4.6, and use that if A detects
ideals in B, then the kernel of the surjection B ։ A¸α,λ G has to be trivial. 
The existence of the quasi-orbit map ̺ : Bˇ Ñ Aˇ{„ is established in [25–27,
53] if A is separable and G is second countable and amenable. In fact, under
these assumptions Gootman and Lazar prove that ̺ is open and surjective, see
[25, Theorem 4.8]. As we show in Example 7.3 below (see also Corollary 7.5), the
map ̺ may fail to be open when G is not amenable and B is the full crossed product.
Nevertheless, we manage to improve [25, Theorem 4.8] by applying Corollary 4.14
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to the reduced crossed product B “ A ¸α,λ G. Thus our next goal is to prove
conditions (MI) and (C2) for the inclusion A Ñ MpBq. Here we use Imai–Takai
Duality [29]. This allows us to translate conditions (MI) and (C2) for AÑ MpBq
to conditions (JR) and (C1) for B Ñ MpB ¸pα Gˆq, which are easy to check.
Recall that B “ A ¸α,λ G is equipped with a (reduced) coaction pα : B Ñ B b
C˚λpGq, where b denotes the minimal C
˚-tensor product. This coaction generates
a crossed product B ¸pα Gˆ, which comes with a morphism B Ñ MpB ¸pα Gˆq, and
Imai–Takai Duality [29] identifies
B ¸pα Gˆ – AbKpL2pGqq.
Following [51, Definition 1.5] we call the action α exact if every I P IαpAq induces
a short exact sequence
0Ñ I ¸α|I ,λ GÑ A¸α,λ GÑ A{I ¸α|A{I ,λ GÑ 0.
If G is exact, then all actions of G are exact. Any action α with A¸α,λG “ A¸αG
is exact. So all actions of amenable groups are exact.
Theorem 6.4. Let α be an exact action. Let B :“ A¸α,λ G. Build induction and
restriction maps for the canonical ˚-homomorphisms ϕ : A Ñ MpBq and ψ : B Ñ
MpB ¸pα Gˆq – MpA b Kq with K :“ KpL2pGqq. Then IApBq “ IAbKpBq and the
following diagram commutes:
(6.5)
IApBq IAbKpBq
IBpAq IBpAbKq
r – i –
bK
–
i r
And A Ñ MpBq satisfies (MI) and (C2). Thus, if Aˇ or Bˇ is second countable or,
more generally, PrimepIαpAqq is first countable, then the quasi-orbit map ̺ : Bˇ Ñ
Aˇ{„ is open and surjective, the quasi-orbit space Bˇ{„ for B Ñ MpB ¸pα Gˆq exists,
and there is a homeomorphism Aˇ{„ – Bˇ{„ such that the map Bˇ
̺
ÝÑ Aˇ{„ – Bˇ{„
is the quotient map Bˇ Ñ Bˇ{„.
Remark 6.6. It is known that a diagram similar to (6.5) commutes when i is replaced
by the map Ind given by kernels of the corresponding induced representations, see
[25, Remarks 2.8] or [45, Propositions 2.7, 2.8]. Thus we need to show that Ind
and i coincide on restricted ideals. It is readily seen that Ind and i coincide on
IBpAq “ IαpAq if and only if the action α is exact. Hence this assumption is
necessary for our proof to work. That Ind restricted to IB¸ pαGˆpBq coincides with i
is proved in [25, Proposition 3.14(iii)] if G amenable, see also [45, Proposition
3.1(iii)], where the full crossed products are considered.
The proof of Theorem 6.4 is based on the following two lemmas.
Lemma 6.7. An ideal in AbK is induced from B if and only if it is of the form
I b K for an invariant ideal I P IαpAq, if and only if it is induced from an ideal
in A along ψ ˝ ϕ : AÑ MpAbKq. (This holds for any action α.)
Proof. Let I P IαpAq. The ideal in B induced by I is I ¸λ G, see Proposition 6.1.
Inducing further to an ideal in AbK gives the double crossed product ideal pI ¸λ
Gq ¸ Gˆ – I b K. So ideals of this form are induced. We claim that any ideal in
AbK induced from A along ψ ˝ϕ is of this form. Indeed, if I Ÿ A is arbitrary, then
induction along ψ˝ϕ has the same effect as first inducing along ϕ and then along ψ.
When we induce along ϕ, we get ipIq “ ipI¯q, where I¯ Ÿ A is the α-invariant ideal
generated by I. So I and I¯ induce the same ideal also along ψ ˝ ϕ.
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Now let J Ÿ B be any ideal. It remains to prove that the induced ideal in AbK
is of the form I b K for an α-invariant ideal I Ÿ A. The ˚-homomorphism ψ first
maps J to its image in A ¸λ G. The coaction crossed product C :“ B ¸ Gˆ comes
with non-degenerate, injective ˚-homomorphisms B Ñ MpCq Ð C0pGq such that
B ¨ C0pGq “ C0pGq ¨B “ C.
And it carries a canonical dual action γ : G Ñ AutpCq. The Imai–Takai isomor-
phism is G-equivariant, that is, it intertwines the action γ and the action αbAdpλgq
on A b K “ A b KpL2pGqq. So the ideal in C induced by J Ÿ A ¸λ G has the
desired form if and only if it is γ-invariant. The dual action γ is built as follows.
If x P A ¸λ G, f P C0pGq, then γgpx ¨ fq “ x ¨ λgpfq with the automorphism
λg P AutpGq defined by the left regular representation, pλgfqpxq “ fpg
´1xq. The
ideal in C induced by J is
C ¨ J ¨ C “ C0pGq ¨ B ¨ J ¨ B ¨C0pGq “ C0pGq ¨ J ¨ C0pGq.
If f1, f2 P C0pGq, x P J , then γgpf1 ¨ x ¨ f2q “ λgpf1q ¨ x ¨ λgpf2q again belongs to
C ¨ J ¨ C. Thus C ¨ J ¨ C is invariant. 
Lemma 6.8. Suppose that the action α is exact. An ideal in B “ A ¸λ G is
induced from A if and only if it is restricted from A b K. And the generalised
inclusion ψ : B Ñ MpAbKq is symmetric.
Proof. Let J Ÿ B be restricted from A b K. Then it is the restriction of an
induced ideal by Proposition 2.8.(3). By Lemma 6.7, it is the restriction of I b K
for an invariant ideal I P IαpAq. This is equal to the kernel of the canonical
˚-homomorphism
B “ A¸λ GÑ MpAbKq Ñ M
`
AbK
L
I bK
˘
.
This factors through the canonical injective ˚-homomorphism
pA{Iq ¸λ G ãÑ M
`
pA{Iq bK
˘
“ M
`
AbK
L
I bK
˘
.
So the restricted ideal from I bK is the kernel of the ˚-homomorphism A¸λ GÑ
pA{Iq ¸λG. Since we assume that the action is exact, this is equal to I ¸λG. The
ideals of this form for I P IαpAq are exactly the induced ideals by Proposition 6.1.
Thus an ideal in A¸λG is induced from A if and only if it is restricted from AbK.
It follows that the generalised inclusion ψ is symmetric because
pI ¸λ Gq ¨ pAbKq “ I bK “ pAbKq ¨ pI ¸λ Gq. 
Proof of Theorem 6.4. Lemmas 6.7 and 6.8 show that the diagram (6.5) commutes.
Hence the restricted ideals for ψ are the same as the induced ideals for ϕ. So
conditions (MI) and (C2) for ϕ are equivalent to conditions (JR) and (C1) for ψ.
Moreover, ψ satisfies condition (JR) because joins of induced ideals remain induced
by Proposition 2.8.(7), and ψ satisfies condition (C1) because ψ is symmetric, see
Lemma 6.8 and Corollary 5.5.
Accordingly, the second parts of both Theorems 4.4 and 4.13 apply to ϕ. So ̺
is open and surjective if PrimepIαpAqq “ PrimeBpAq is first countable. And this
follows if Aˇ or Bˇ is second countable. By Lemma 4.1, the quasi-orbit space Bˇ{„
for ψ exists, and p1 „ p2 for p1, p2 P Bˇ if and only if the largest restricted-along-ψ
ideals in p1 and p2 coincide. By (6.5), this holds if and only if the largest induced-
along-ϕ ideals contained in p1 and p2 coincide. Thus
̺pp1q “ ̺pp2q ðñ rpp1q “ rpp2q ðñ pi ˝ rqpp1q “ pi ˝ rqpp2q ðñ p1 „ p2.
Hence the continuous open surjection ̺ : Bˇ Ñ Aˇ{„ factors through a homeomor-
phism Bˇ{„ – Aˇ{„. 
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6.2. Fell bundles over locally compact groups. Fell bundles over a locally
compact group G, introduced in [23], are the most general kinds of “actions” of G
on C˚-algebras. These contain twisted partial actions (see [17]) as a special case.
We may even allow measurable twists for global actions by [21], but this result
seems not to have been extended to partial actions with a measurable twist yet.
Twisted partial actions contain both partial actions and twisted actions and thus
ordinary group actions by automorphisms. The full and reduced crossed products
for a (twisted, partial) action are naturally isomorphic to the full and reduced
section C˚-algebras of the corresponding Fell bundle.
We now explain how to generalise our results above to a Fell bundle A “ pAgqgPG
over G; it comes with multiplication maps Ag ˆAh Ñ Agh for g, h P G, involutions
Ag Ñ Ag´1 for g P G with certain properties, and a topology on
Ů
gPGAg, see
[17, Definitions 2.2 and 3.9] or [14, 15]. In particular, A :“ Ae is a C
˚-algebra and
each Ag becomes a Hilbert A-bimodule. The set CcpG,Aq of continuous, compactly
supported sections of the bundle A “ pAgqgPG over G carries a
˚-algebra structure.
The full section C˚-algebra C˚pAq of A is defined as a completion of CcpG,Aq in the
maximal C˚-norm. For locally compact G, the reduced section C˚-algebra C˚λpAq
is defined in [22] as the range of a regular representation λ : C˚pAq Ñ BpL2epAqq,
where L2epAq is a canonical Hilbert Ae-module. A cross section C
˚-algebra is any
C˚-algebra B with surjective ˚-homomorphisms C˚pAq։ B ։ C˚λpAq whose com-
position is the regular representation λ : C˚pAq։ C˚λpAq.
An ideal I Ÿ A is called A-invariant if it is invariant for every Hilbert bimod-
ule Ag, g P G, that is, if I ¨ Ag “ Ag ¨ I for all g P G. This is equivalent to
Ag ¨ I ¨ Ag´1 Ď I for all g P G. Let I be A-invariant. We may restrict the Fell
bundle structure on pAgqgPG to one on Ig :“ I ¨ Ag “ Ag ¨ I. And it induces a Fell
bundle structure on the quotients pAg{IgqgPG as well. We denote these induced Fell
bundles by A|I and A|A{I , respectively.
Proposition 6.9. Let ϕ : A Ñ MpBq be the canonical generalised C˚-inclusion
of A into a cross section algebra B of a Fell bundle A “ pAgqgPG.
(1) IBpAq is the subset IApAq of A-invariant ideals in A;
(2) an ideal J Ÿ B is induced if and only if it is the image of C˚pA|Iq in B for
some α-invariant ideal I Ÿ A.
The C˚-inclusion ϕ : AÑ MpBq is symmetric, and (JR), (C1) and (MI)f hold.
Proof. First we show that restricted ideals are A-invariant. To this end, let J P IpBq
and put I :“ rpJq We use the canonical maps from the spaces Ag to the multiplier
algebra of C˚pAq. First, x P Ag defines a multiplier on the
˚-algebra CcpG,Aq by
px ¨ fqphq “ x ¨ pfpg´1hqq and pf ¨ xqphq “ pfphg´1qq ¨ x for h P G and f P CcpG,Aq.
This extends to a multiplier on the C˚-completion (see [22, Lemma 1.1]). The maps
Ag Ñ MpC
˚pAqq Ñ MpBq form a Fell bundle representation. Since MpB, Jq is an
ideal in MpBq, an element x P Ag belongs to MpB, Jq if and only if x
˚x P MpB, Jq
if and only if xx˚ P MpB, Jq. Now x˚x and xx˚ belong to A˚g ¨Ag “ Ag´1 ¨Ag Ď Ae
and Ag ¨ A
˚
g “ Ag ¨ Ag´1 Ď Ae. And an element of Ae “ A is in MpB, Jq if and
only if it belongs to rpJq. So x˚x P rpJq if and only if xx˚ P rpJq for all x P Ag.
During the proof of the Rieffel correspondence for the Hilbert bimodule Ag, it is
shown that xx˚ P I if and only if x P I ¨Ag and that x
˚x P I if and only if x P Ag ¨I.
So I ¨ Ag “ Ag ¨ I for all g P G. This finishes the proof that restricted ideals in A
are invariant.
Now let I Ÿ Ae be A-invariant. We claim that I is symmetric. Indeed, the stan-
dard formula for the convolution in CcpG,Aq shows that I ¨CcpG,Aq and CcpG,Aq¨I
are contained in CcpG,A|Iq, the
˚-algebra of continuous, compactly supported sec-
tions of A|I . Moreover, CcpG,A|Iq is non-degenerate as a left or right I-module.
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Since CcpG,Aq is a dense
˚-subalgebra in C˚pAq, we may view it also as a dense
˚-subalgebra of B. Thus taking the closures in the crossed product B, we see that
both I ¨B and B ¨ I are equal to the closure of CcpG,A|Iq in B. Thus I ¨B “ B ¨ I,
that is, I is symmetric.
Next we show that I P IApAq is restricted. We need to prove that r ˝ ipIq “ I.
The inclusion r ˝ ipIq Ě I is already contained in Proposition 2.8.(2). To see the
reverse inclusion, note that the canonical map from C˚pAq to C˚λpA|A{Iq annihilates
CcpG,A|Iq, which is dense in ipIq by the proof above that I is symmetric. Therefore,
every element a P r ˝ ipIq induces the zero multiplier on C˚λpA|A{Iq. The canonical
map from A{I to the multiplier algebra of C˚λpA|A{Iq is injective. So a P r ˝ ipIq is
mapped to 0 in A{I, that is, a P I. Hence r ˝ ipIq Ď I, and I is restriced.
This finishes the proof of (1) and shows that ϕ is symmetric. In particular,
conditions (C1) and (MI)f follow from Corollary 5.5. It is readily seen that the
closed linear span of a family of A-invariant ideals is again A-invariant. So (1)
implies condition (JR).
Any induced ideal in B is obtained by inducing a restricted ideal because ipIq “
ipr ˝ ipIqq for all I P IpAq. Restricted ideals are invariant. The proof above that
invariant ideals are symmetric also shows that the ideal in B induced by an invari-
ant ideal I P IApAq is the closure of the image of CcpG,A|Iq in B. This closure
of CcpG,A|Iq in the full cross section algebra C
˚pAq is isomorphic to C˚pA|Iq.
Thus ipIq is the image of C˚pA|Iq Ÿ C
˚pAq in B. This proves (2). 
Let A “ pAgqgPG be a Fell bundle and recall that each Ag, g P G, is a Hilbert
A-bimodule over A :“ Ae. By the Rieffel correspondence, Ag induces a homeo-
morphism Aˇg between two open subsets of PrimepAq, which we view as a partial
homeomorphism of Aˇ. The associativity of the multiplication in A implies that
pAˇgqgPG is a partial action of G on Aˇ or PrimepAq, see [1, 38]. This action is con-
tinuous by [3, Proposition 5.5]. The orbit of p P Aˇ under this action is the set G ¨ p
of those p1 P Aˇ which lie in the domain of Aˇg for some g P G with Aˇgpp
1q “ p.
Theorem 6.10. Let A “ pAgqgPG be a Fell bundle over a locally compact group G.
Let ϕ : A Ñ MpBq be the canonical generalised C˚-inclusion of A :“ Ae into a
cross section algebra B of A. The relation „ that defines the quasi-orbit space Aˇ{„
for ϕ is p1 „ p2 if and only if G ¨ p1 “ G ¨ p2 as closed subsets of Aˇ. Assume
PrimepIApAqq to be first countable or Aˇ to be second countable. Then the quasi-
orbit map exists. More precisely:
(1) The map π : Aˇ Ñ PrimepIApAqq that sends p to the largest A-invariant
ideal contained in p is continuous, open and surjective. It descends to a
homeomorphism rπ : Aˇ{„ Ñ PrimepIApAqq. The quasi-orbit space Aˇ{„ is a
quotient of Aˇ by an open equivalence relation.
(2) There is a continuous map ̺ : Bˇ Ñ Aˇ{„, p ÞÑ rπ´1prppqq. It identifies
Bˇ – Aˇ{„ if and only if A separates ideals in B. And then B “ A¸α,λ G.
Proof. Let p P Aˇ. Let πppq be the largest A-invariant ideal contained in p. The
open subset of PrimepAq corresponding to πppq is the largest invariant open subset
that does not contain p. So it is the complement of the closure of the orbit of p.
Thus p1 „ p2 for p1, p2 P PrimepAq if and only if G ¨ p1 “ G ¨ p2. The remaining
assertions follow from Proposition 6.9, Theorem 4.4, and Corollary 4.6. 
A Morita enveloping action for a Fell bundle is an ordinary group action that is
equivalent to the Fell bundle in a suitable sense. It implies that the corresponding
full, respectively reduced, C˚-algebras are Morita equivalent. For partial actions,
these have been studied by Abadie [2]. For Fell bundles, they are built by Abadie,
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Buss and Ferraro [3, 4]. They may be used for another proof of Theorem 6.10,
by showing that the properties that we are interested in are preserved by Morita
globalisations. We use this technique to generalise Theorem 6.4. We call a Fell
bundle A “ pAgqgPG exact if for every I P I
ApAq the induced sequence
(6.11) 0Ñ C˚λpA|Iq Ñ C
˚
λpAq Ñ C
˚
λpA|A{Iq Ñ 0
is exact. For instance, Fell bundles with the approximation property introduced
in [22] are exact.
Proposition 6.12. Let A “ pAgqgPG and B “ pBgqgPG be Fell bundles that are
(weakly) equivalent as in [4, Definition 2.6] or [3, Definition 2.6].
(1) The C˚-algebras C˚λpAq and C
˚
λpBq are Morita equivalent.
(2) The induced Rieffel correspondence IpC˚λpAqq – IpC
˚
λpBqq restricts to an
isomorphism IAepC˚λpAqq – I
BepC˚λpBqq between the lattices of G-graded
ideals.
(3) The inclusion Ae Ď MpC
˚
λpAqq satisfies conditions (MI) and (C2) if and
only if Be Ď MpC
˚
λpBqq satisfies them.
(4) A is exact if and only if B is exact.
Proof. Let X “ pXgqgPG be a Hilbert A-B-bundle. By [4, Proposition 4.13], it yields
a C˚λpAq-C
˚
λpBq-equivalence bimodule C
˚
λpX q. This gives (1). Statement (2) follows
in essence from [3, Corollary 4.3], as G-graded ideals are invariant with respect to
dual coactions. In fact, (2) can be checked directly as follows. [4, Lemma 2.7(6)]
implies Bg “ spantxXr |XrgyB : r P Gu for all g P G. Let I be an A-invariant ideal
in Ae. Let
(6.13) J :“ spantxXr | IXryB : r P Gu
Let r, g P G. The basic properties of Hilbert bundles imply
Bg ¨ xXr | IXryB ¨ Bg´1 “ xXrBg´1 | IXrBg´1yB Ď xXrg´1 | IXrg´1yB Ď J.
This implies that J is a B-invariant ideal in Be. Since I is A-invariant, we may
recover I from J . Indeed, for r, s P G, we get
xXr | IXryB ¨ xXs |XsyB “ xXr | IXrxXs |XsyByB “ xXr | I ¨ AxXr |XsyXsyB
Ď xXr | IArs´1XsyB “ xXr |Ars´1IXsyB
“ xAsr´1Xr | IXsyB Ď xXs | IXsyB.
Hence J ¨ xXs |XsyB “ xXs | IXsyB. Thus
AxXs ¨ J |Xsy “ AxXsxXs | IXsyB |Xsy “ AxAxXs |XsyIXs |Xsy
“ I ¨A xXs |Xsy.
This implies I “ spantAxXrJ |Xry : r P Gu. Let r, s P G. Then
xXr | IXsyB “ xXr | I ¨A xXs |XsyXsyB “ xXr |AxXs ¨ J |XsyXsyB
“ xXr |Xs ¨ JxXs |XsyByB “ xXr |XsyB ¨ JxXs |XsyB
Ď Brs´1J.
The latter implies that the Rieffel correspondence R : IpC˚λpAqq
„
ÝÑ IpC˚λpBqq maps
C˚λpA|Iq “ ipIq to an ideal RpipIqq contained in C
˚
λpB|Jq “ ipJq. By symmetry, we
get R´1pipJqq Ď ipIq. Hence RpipIqq “ ipJq. This proves (2).
Statement (3) follows immediately from (2) because conditions (MI) and (C2)
are phrased in terms of induced ideals.
To see (4), let C˚λpA|Iq be the G-graded ideal in C
˚
λpAq corresponding to an
A-invariant ideal I. By (2), the Rieffel correspondence maps C˚λpA|Iq to C
˚
λpB|Jq
for the B-invariant ideal J defined in (6.13). The Hilbert bundle X between A and B
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restricts to a Hilbert bundle X |I between A|I and B|J with pX |Iqg “ I ¨Xg. And
it induces a Hilbert bundle X |A{I between A|A{I and B|B{J with pX |A{Iqg “ Xg{I ¨
Xg. The restricted Hilbert bundles induce Morita equivalences C
˚
λpA|Iq „ C
˚
λpB|Jq
and C˚λpA|A{Iq „ C
˚
λpB|B{Jq. These are obtained by restricting the imprimitivity
bimodule between C˚λpAq and C
˚
λpBq. The sequence (6.11) is exact if and only if
the primitive ideal space of C˚λpAq is the union of the primitive ideal spaces of
C˚λpA|Iq and C
˚
λpA|A{Iq. Since Morita equivalence implies an isomorphism between
the ideal lattices, the Morita equivalence transfers this property from A to B. This
proves (4). 
Theorem 6.14. Suppose that A “ pAgqgPG is an exact Fell bundle over a locally
compact group G. Let ϕ : A Ñ MpBq be the canonical generalised C˚-inclusion
of A :“ Ae into the reduced cross section algebra B :“ C
˚
λpAq of A. If Aˇ or Bˇ
is second countable or, more generally, PrimepIApAqq is first countable, then the
quasi-orbit map ̺ : Bˇ Ñ Aˇ{„ is open and surjective.
Proof. By [3, Theorem 3.4], A is equivalent to a Fell bundle B associated to an
action γ : C Ñ AutpCq on a C˚-algebra C. The Fell bundle B is exact by Proposi-
tion 6.12.(4). Hence the inclusion C Ñ MpC¸α,λGq satisfies (MI) and (C2) by The-
orem 6.4. Thus Ae Ñ MpC
˚
λpAqq satisfies (MI) and (C2) by Proposition 6.12.(3).
Hence the claims follow from Corollary 4.14. Here we may still describe the rela-
tion „ as in Theorem 6.10. 
6.3. Regular inclusions and C˚-algebras graded by inverse semigroups.
The interest in regular C˚-inclusions started with the study of Cartan C˚-subalgebras,
see [19,36,47,50]. They model a large class of examples, including crossed products
of various sorts for actions of discrete groups, inverse semigroups, or étale groupoids.
In order to apply our programme to these inclusions, we first introduce and discuss
C˚-algebras graded by inverse semigroups. Then we translate the corresponding
results to regular inclusions by showing that they are naturally graded by certain
inverse semigroups.
Definition 6.15. Let S be an inverse semigroup with unit element e P S. An
S-graded C˚-algebra is a C˚-algebra B with a family of closed linear subspaces
pBtqtPS such that B
˚
g “ Bg˚ , Bg ¨ Bh Ď Bgh for all g, h P S and Bg Ď Bh if g ď h
in S, and
ř
Bt is dense in B. We call A :“ Be Ď B the unit fibre of the S-grading.
Example 6.16. Any discrete group G may be viewed as an inverse semigroup with
g˚ :“ g´1 for all g P S. Then g ď h for g, h P G only happens for g “ h. Thus
in this case our notion of a G-graded C˚-algebra reduces to the standard one, see
[20, Definition 16.2]. Crossed products for (partial or twisted) G-actions obviously
have this structure, and so do the section C˚-algebras of Fell bundles over G. Here
we may complete the ˚-algebra of sections of a Fell bundle in any C˚-seminorm for
which the map from the unit fibre to the Hausdorff completion remains injective.
Example 6.17. Let G be an étale groupoid with locally compact Hausdorff space of
units G0. A subset U Ď G is called a bisection if it is open and the restrictions of the
source and range maps to U are injective. Bisections of G, with multiplication and
inverse inherited from G, form an inverse semigroup SpGq. Let A “ pAγqγPG be a
Fell bundle over G as in [8, Definition 2.6]. The section C˚-algebra B “ C˚pAq of A
is the completion of a certain convolution ˚-algebra SpAq. For every U P SpGq, the
space AU of continuous sections of A vanishing outside U embeds into SpAq and
further into B, and these subspaces together span a dense subspace of B. These
subspaces are closed because the C˚-norm on B restricts to the supremum norm
on AU , and they satisfy A
˚
U “ AU˚ , AU ¨ AV Ď AUV for all U, V P SpGq and
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AU Ď AV for U Ď V , see [8, Example 2.11]. Thus pAU qUPSpGq forms a grading of B
whose unit fibre A is the C0pG
0q-algebra AG0 of sections of the bundle pAxqxPG0 .
In fact, B is graded by pAU qUPS for any (unital) inverse subsemigroup S Ď SpGq
such that the sets in S form a basis of the topology in G. As in Example 6.16,
the choice of the C˚-seminorm on SpAq is immaterial: if B is any quotient of the
full section C˚-algebra, such that the unit fibre A “ AG0 ãÑ C
˚pAq embeds into B
under the qoutient homomorphism, then the grading pAU qUPS embeds into B.
The conditions B˚g “ Bg˚ , Bg ¨ Bh Ď Bgh and Bg Ď Bh for g ď h in Defini-
tion 6.15 say that the spaces Bg with the multiplication, involution, and norm in-
herited from B form a Fell bundle over S as in [19, Definition 2.1]. These conditions
imply BgB
˚
g “ BgBg˚ “ Bgg˚ Ď Be “ A because gg
˚ ď e. Since ABg`BgA Ď Bg,
we see that Bg for g P S is naturally a Hilbert A-bimodule with the inner products
xxa | byy :“ a ¨ b˚ P A and xa | by :“ a˚ ¨ b P A for a, b P Bg.
The Fell bundle pBtqtPS is saturated if Bg ¨ Bh “ Bgh for every g, h P S. Then
pBtqtPS forms an action of S on A by Hilbert bimodules as in [10, Definition 4.7].
Definition 6.18. Let B “ pBtqtPS be an S-grading of a C
˚-algebra B. We say
that an ideal I P IpAq is B-invariant if BgIB
˚
g Ď I for all g P S, see [1, 38]. Let
IBpAq denote the set of B-invariant ideals.
Proposition 6.19. Let A :“ Be Ď B be the unit fibre of an S-grading pBtqtPS.
For every I P IpAq, the following are equivalent:
(1) I is restricted;
(2) I is B-invariant;
(3) I is Bg-invariant, that is, IBg “ BgI for all g P S;
(4)
ř
gPS IBg is an ideal in B;
(5) I is symmetric.
Thus IBpAq “ IBpAq, A Ď B is symmetric and conditions (JR), (C1) and (MI)f
hold.
Proof. Assume (1), so that I “ r ˝ ipIq “ BIB X A. For every g P S, BgIB
˚
g Ď
BIB X A “ I. Hence (1) implies (2). Assume (2). Since B˚gBg “ xBg |Bgy is a
(closed two-sided) ideal in A, we get
Bg ¨ I “ BgB
˚
gBgI “ BgpB
˚
gBg X Iq “ BgIB
˚
gBg Ď I ¨ Bg.
The same computation for B˚g gives I ¨Bg Ď Bg ¨ I. Thus I is Bg-invariant. Hence
(2) implies (3). To see that (3) implies (4), note that
ř
gPS IBg is a right ideal in B,
and thus in the presence of (3) it is also a left ideal. If (4) holds, then I Ď ipIq “ř
gPS IBg is non-degenerate. Thus (4) implies (5). That (5) implies (1) follows
from Lemma 5.1. Conditions (JR), (C1) and (MI)f follow from Corollary 5.5. 
Proposition 6.20. Let A :“ Be Ď B be the unit fibre of an S-grading pBtqtPS . Let
J P IpBq and put Jg :“ J X Bg for g P S. The spaces pJtqtPS form an S-grading
of i ˝ rpJq “
ř
gPS Jg. In particular, J is induced if and only if J “
ř
gPS Jg is
S-graded.
Proof. Since BhJg Ď Jhg and JhBg Ď Jhg for h, g P S, we conclude that
ř
gPS Jg is
an ideal in B. It is easy to see that pJtqtPS is an S-grading of
ř
gPS Jg. In particular,
every Jg is a Hilbert bimodule over I :“ Je “ J X A and hence Jg “ IJg “ IBg.
Thus
ř
gPS Jg “
ř
gPS IBg “ i ˝ rpJq, see Proposition 6.19. 
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Theorem 6.21. Let A :“ Be Ď B be the unit fibre of an S-grading B “ pBtqtPS.
The quasi-orbit space Aˇ{„ of A Ď B exists. If PrimepIBpAqq is first countable or Aˇ
is second countable, then
(1) there is a continuous, open and surjective map π : AˇÑ PrimepIBpAqq, which
maps p to the largest B-invariant ideal contained in it. It descends to a
homeomorphism rπ : Aˇ{„ Ñ PrimepIBpAqq.
(2) There is a continuous map ̺ : Bˇ Ñ Aˇ{„, p ÞÑ rπ´1prppqq. It identifies
Bˇ – Aˇ{„ if and only if A separates ideals in B.
Proof. This follows from Theorem 4.4 and Propositions 4.7 and 6.19. 
Remark 6.22. If the grading B “ pBtqtPS is saturated, then the induced partial
homeomorphisms pBˇtqtPS form an action of S by partial homeomorphisms on Aˇ,
see [10, Lemma 6.12]. More specifically, for every g P S, Dg :“ B
˚
t Bt is an ideal
in A and the Rieffel correspondence gives homeomorphisms Bˇg : Dˇg
„
ÝÑ Dˇg˚ , where
we treat Dˇg and Dˇg˚ as open subsets of Aˇ. As in [9], we may associate to pBˇtqtPS
the transformation groupoid Aˇ ¸ S, compare [18, Section 4], where this groupoid
is called the groupoid of germs. This is an étale topological groupoid with object
space Aˇ. Arrows are equivalence classes of pairs pt, pq for p P Dˇt Ď Aˇ, where two
pairs pt, pq and pt1, p1q are equivalent if p “ p1 and there is v P S with v ď t, t1 and
p P Dˇv. There is a unique topology on Aˇ¸S for which the source map rt, ps ÞÑ p is
a partial homeomorphism onto Dˇt for each t P S. The subsets Ut :“ trt, ps :p P Dˇtu
form an open covering of Aˇ ¸ S by bisections, see [18, Corollary 4.16]. Then the
range map rt, ps ÞÑ Bˇtppq is also a local homeomorphism. As in the case of Fell
bundles over groups, one concludes that for every p1, p2 P Aˇ
p1 „ p2 if and only if pAˇ¸ Sq ¨ p1 “ pAˇ¸ Sq ¨ p2.
Hence the quasi-orbit space of the C˚-inclusion A “ Be Ď B is the quasi-orbit
space of the transformation groupoid Aˇ¸ S, see also [6].
Remark 6.23. By Corollary 4.14 and Proposition 6.20, the quasi-orbit map ̺ : Bˇ Ñ
Aˇ{„ defined above is open and surjective if and only if intersections of S-graded
ideals are S-graded and the intersection of any S-graded ideal I P IpBq with the
smallest S-graded ideal containing an ideal J P IpBq is the smallest S-graded ideal
containing I X J .
Now we turn to regular C˚-inclusions. In the context of von Neumann algebras
such inclusions were introduced by Dixmier in 1954. Here we will restrict our
considerations to non-degenerate C˚-inclusions.
Definition 6.24. Let A Ď B be a C˚-subalgebra. An element b P B normalises A
if bAb˚ Ď A and b˚Ab Ď A. Then we also call b a normaliser of A. Let NpAq
be the subset of normalisers (see [36]). The inclusion A Ď B is regular if it is
non-degenerate, that is AB “ B, and NpAq generates B as a C˚-algebra (see [50]).
Lemma 6.25. Let A :“ Be Ď B be the unit fibre of an S-grading B “ pBtqtPS.
The C˚-inclusion A Ď B is regular. In fact, Bg Ď NpAq for every g P S.
Proof. That A Ď B is non-degenerate follows from Proposition 6.19 applied to I “
A. For every g P S, geg˚ ď e and so BgBeB
˚
g Ď Bgeg˚ Ď Be. Thus Bg Ď NpAq. 
The spaces Bg Ď NpAq in the above lemma have the special feature that they
are bimodules over A. Exel calls such subspaces of NpAq slices in [19] and proves
a number of facts that allow us to show the converse to Lemma 6.25:
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Proposition 6.26. Let A Ď B be a non-degenerate C˚-subalgebra. Let
SpAq :“ tM Ď NpAq :M is a closed linear space and AM ĎM, MA ĎMu
and define
M ¨N :“ spantnm :n P N,m P mu, M˚ :“ tm˚ :m P mu
for M,N P SpAq. These operations turn SpAq into an inverse semigroup with
unit A P SpAq. And pMqMPSpAq is a (saturated) SpAq-grading on the C
˚-algebrař
MPSpAqM . The C
˚-inclusion A Ď B is regular if and only if B “
ř
MPSpAqM .
Proof. Let M,N P SpAq. We have M ¨N P SpAq by [19, Proposition 13.1]. Clearly,
the multiplication ¨ is associative and M˚ P SpAq. [19, Proposition 10.2] implies
M˚ ¨M Ÿ A and M ¨M˚ Ÿ A. Hence M is naturally a Hilbert A-bimodule. So
M ¨M˚ ¨M “ M and A ¨M “ M ¨ A “ M . Thus SpAq is an inverse semigroup
and A is a unit in SpAq. This implies that
ř
MPSpAqM is a
˚-subalgebra of B. Thenř
MPSpAqM a C
˚-subalgebra. IfM ď N in SpAq, thenM “M ¨M˚N Ď A¨N Ď N .
So pMqMPSpAq is a grading of
ř
MPSpAqM . The Fell bundle pMqMPSpAq is saturated
by definition. By [19, Proposition 10.5], every a P NpAq lies in some M P SpAq.
Thus B “
ř
MPSpAqM if and only if B is generated as a C
˚-algebra by NpAq if and
only if A Ď B is regular. 
Corollary 6.27. A C˚-inclusion A Ď B is regular if and only if B is an S-graded
C˚-algebra with A as the unit fibre for the grading. Moreover, the grading may be
chosen to be saturated.
Proof. Combine Lemma 6.25 and Proposition 6.26. 
The above result has two advantages. Firstly, by passing to a larger inverse
semigroup, every graded C˚-algebra may be viewed as a C˚-algebra with a saturated
grading, see also [7]. Secondly, every regular C˚-inclusion A Ď B may be studied
as a graded C˚-algebra by choosing any inverse subsemigroup S Ď SpAq withř
MPSM “ B. In fact, in certain cases we may even drop the assumption that S
be a semigroup:
Proposition 6.28. Let A Ď B be a regular C˚-subalgebra and let S Ď SpAq be any
subset such that
ř
MPSM is dense in B.
(1) I P IpAq is restricted if and only if I is M -invariant, that is, IM “MI for
all M P S;
(2) J P IpBq is induced if and only if J “
ř
MPS J XM .
Proof. Let S be the semigroup generated by S Ď SpAq. The ideal I P IpAq is
M -invariant for every M P S if and only if I is M -invariant for every M P S.
Hence (1) follows from Proposition 6.19 applied to S. Now let J P IpBq. Clearly,
J “
ř
MPS J XM implies J “
ř
MPS J XM . Hence J is induced by Proposi-
tion 6.20. Conversely, if J is induced, then J “ IB for I :“ rpJq “ JXA because I
is symmetric by Proposition 6.19. Hence J is equal to the closed linear span of
I ¨M Ď J XM for M P S. 
We apply Theorem 6.21 to regular C˚-inclusions using a notion of dual groupoid:
Definition 6.29. Let A Ď B be a regular inclusion. Let SpAq be its inverse
semigroup of slices. We define the dual groupoid to the C˚-inclusion A Ď B as the
transformation groupoid Aˇ¸ SpAq associated to the dual action of SpAq on Aˇ, see
Remark 6.22.
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Remark 6.30. It follows from the construction that Aˇ ¸ SpAq “ Aˇ ¸ S for every
inverse subsemigroup S Ď SpAq with
ř
MPS M “ B. In particular, if B is the
full or reduced C˚-algebra C˚λpG,Σq associated to a twisted étale locally compact
Hausdorff groupoid pG,Σq and A “ C0pG
0q is the subalgebra of functions on the
space of units G0 in G, then the groupoid dual to A Ď B is G. Indeed, we may take
as S the spaces of functions living on bisections of G on which the twist Σ is trivial,
see the proof of [7, Corollary 4.13]. Then G – G0 ¸ S by [18, Proposition 5.4].
Remark 6.31. Let A Ď B be an Abelian regular C˚-subalgebra. Renault intro-
duced the Weyl pseudogroup GpAq and the Weyl groupoid GpAq for A Ď B in
[50, Definition 4.11]. By construction, GpAq Ď pMˇqMPSpAq and the corresponding
transformation groupoids coincide. Thus the Weyl groupoid GpAq is the groupoid
of germs of the action of pMˇqMPSpAq on Aˇ. [50, Proposition 3.2] gives a canonical
surjective groupoid morphism Aˇ ¸ SpAq ։ GpAq, which is an isomorphism if and
only if Aˇ¸ SpAq is essentially principal. [50, Theorem 5.9] and Remark 6.30 imply
that Aˇ ¸ SpAq – GpAq when A is a Cartan subalgebra and B is separable. In
general, Aˇ¸ SpAq carries more information about A Ď B than GpAq.
Theorem 6.32. Let A Ď B be a regular inclusion and let G be its dual groupoid.
The quasi-orbit space Aˇ{„ of A Ď B exists and it coincides with the quasi-orbit
space of G. That is, p1 „ p2 for p1, p2 P Aˇ if and only if G ¨ p1 “ G ¨ p2.
If PrimeBpAq is first countable – which holds when Aˇ is second countable – then
the quasi-orbit map exists:
(1) There is a continuous, open surjection π : AˇÑ PrimeBpAq, p ÞÑ
Ş
p1PG¨p p
1.
It descends to a homeomorphism rπ : Aˇ{„ Ñ PrimeBpAq.
(2) There is a continuous map ̺ : Bˇ Ñ Aˇ{„, p ÞÑ rπ´1prppqq. It identifies
Bˇ – Aˇ{„ if and only if A separates ideals in B.
Proof. The assertion follows from Theorem 6.21 combined with Proposition 6.26
and Remark 6.22. 
7. Further applications and examples
We now apply the theory developed above to several different situations, namely,
commutative and skew-commutative tensor products in Section 7.1, relative Cuntz–
Pimsner algebras of C˚-correspondences in Section 7.2, crossed products for groupoid
actions in Section 7.3, and crossed products for quantum group coactions in Sec-
tion 7.4.
7.1. Tensor products and C0pXq-C
˚-algebras. If all ideals in A are symmetric,
then Lemma 5.4 implies that i commutes with finite intersections. So i is a locale
morphism and induces a continuous map PrimepBq Ñ PrimepAq. We will exhibit
two well known cases where this happens.
Example 7.1. Let B “ AbD be some C˚-tensor product with a C˚-algebra D and
let ϕ : A Ñ MpBq be the canonical non-degenerate ˚-homomorphism. If I P IpAq,
then ipIq is the closure of the algebraic tensor product I dD in A bD, which we
also denote by I bD. Hence I is symmetric. If I, J P IpAq, then
I bD X J bD “ pI bDq ¨ pJ bDq “ pI ¨ Jq bD “ pI X Jq bD.
So i commutes with finite meets. It always commutes with joins by Proposi-
tion 2.8.(5). Hence i is a locale morphism from IpAq to IpBq. So it induces a
continuous map PrimepBq Ñ PrimepAq.
We claim that any ideal I P IpAq is restricted. Let J P IpBq be the kernel
of the canonical map from A b D to the minimal C˚-tensor product A{I bmin D.
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Then rpJq “ I because the map from A to the multiplier algebra of A{I bmin D
vanishes exactly on I. Thus the quasi-orbit space is just the primitive ideal space Aˇ.
The conditions (JR) and (C1) are trivial in this case, and (MI)f holds because i
commutes with finite meets. The quasi-orbit map Bˇ Ñ Aˇ may be constructed
directly: it is the restriction of r to Bˇ Ď IpBq. Indeed, a representation π of AbD
on a Hilbert space H is described by commuting representations πA and πD of
A and D on H, respectively. Then rpker πq “ kerπA. A subspace of H that is
A-invariant is B-invariant as well. So the representation of A is irreducible if B
acts irreducibly. If p P Bˇ is a primitive ideal, that is, the kernel of an irreducible
representation, then rppq P IpAq is primitive as well. The restriction r : Bˇ Ñ Aˇ of r
is the quasi-orbit map. This map is continuous, and r´1 : OpAˇq Ñ OpBˇq becomes
the map i when we identify OpAˇq – IpAq and OpBˇq – IpBq.
Example 7.2. Let X be a locally compact space. A C˚-algebra over X or C0pXq-
C˚-algebra is a C˚-algebra B with a non-degenerate ˚-homomorphism from A :“
C0pXq to the centre of the multiplier algebra of B. Ideals in A are of the form C0pUq
for open subsets U Ď X , and ipC0pUqq “ C0pUq ¨B “ B ¨C0pUq because the image
of A in MpBq is central. That is, all ideals in A are symmetric. So i is a locale
morphism by Lemma 5.4 and Proposition 2.8.(5). Hence i induces a continuous
map PrimepBq Ñ PrimepAq – X . It restricts to a continuous map π : Bˇ Ñ X (see
also [44, Proposition 2.1]). Conversely, any continuous map Bˇ Ñ X comes from a
C0pXq-C
˚-algebra structure on B by the Dauns–Hofmann Theorem.
Let us identify ideals in A and B with open subsets in X and Bˇ, respectively.
Then the induction and restriction maps have the form ipUq “ π´1pUq and rpV q “`
XzπpBˇzV q
˘˝
, for U P OpXq, V P OpBˇq, where ˝ stands for the interior of a given
set. Since r preserves meets by Proposition 2.8.(5) and i : IBpAq Ñ IApBq is an
isomorphism, we see that (MI) holds if and only if i preserves meets. This happens
if and only if π is open (see [40, Lemma 2.9]). Thus (MI) holds if and only if A is
a continuous C0pXq-C
˚-algebra. In particular, if (MI) holds, then ipUq “ π´1pUq
is an upper Galois adjoint to F pV q :“ πpV q, U P OpXq, V P OpBˇq, and condition
(3.3) is satisfied. The map i is injective (is an upper Galois insertion) if and only
if π is surjective, which agrees with Theorem 3.2.
As we have seen, condition (MI) fails in Example 7.2 for every C0pXq-C
˚-algebra
which is not continuous. Now we show that (MI) may fail also in the situation of
Example 7.1, for maximal tensor products.
Example 7.3. Suppose first that D is exact. We claim that for every C˚-algebra A,
the inclusion A Ñ MpA bmin Dq satisfies (MI). Indeed, let pIλqλPΛ be a family of
ideals in A. Clearly, p
Ş
λPΛ IλqbminD Ď
Ş
λPΛpIλbminDq. Let Rψ : AbminD Ñ A
denote the slice map corresponding to a functional ψ on D. Then
Rψ
ˆč
λPΛ
pIλ bmin Dq
˙
Ď
č
λPΛ
RψpIλ bmin Dq “
č
λPΛ
Iλ.
Hence
Ş
λPΛpIλ bmin Dq Ď p
Ş
λPΛ Iλq bmin D by [34, Theorem 1.1]. Thus
bminD : IpAq Ñ IpA bmin Dq
commutes with intersections, that is, (MI) holds.
Now let us characterise condition (MI) for certain tensor products in terms of
condition (MI) for C0pXq-C
˚-algebras. Let A be a continuous C0pXq-C
˚-algebra
and let B “ A b D be a C˚-tensor product with some D. The canonical homo-
morphism ϕ : A Ñ MpBq extends uniquely to a homomorphism MpAq Ñ MpBq,
which maps the centre of MpAq to the centre of MpBq. Thus the composite
C0pXq Ñ MpAq Ñ MpBq gives a homomorphism C0pXq Ñ MpBq that gives B a
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C0pXq-C
˚-algebra structure. Since A is a continuous C0pXq-algebra, (MI) holds for
C0pXq Ñ MpAq. Thus AÑ MpBq satisfies (MI) if and only if C0pXq Ñ MpBq sat-
isfies (MI), which in turn holds if and only if B is a continuous C0pXq-C
˚-algebra. If,
in addition, the quasi-orbit map ̺ : Bˇ Ñ Aˇ exists, then the composite Bˇ
ρ
Ñ AˇÑ X ,
where Aˇ Ñ X is the open map induced by C0pXq Ñ MpAq, is the map Bˇ Ñ X
induced by C0pXq Ñ MpBq. Hence A Ñ MpBq satisfies (MI) if and only if the
quasi-orbit map ̺ : Bˇ Ñ Aˇ is open.
Finally, suppose that D is a non-nuclear C˚-algebra. Let X “ N` be the one-
point compactification of N. By [35, Theorem C], there is a separable continuous
CpN`q-C˚-algebra A such that the CpN`q-C˚-algebra Abmax D is not continuous.
Hence, in view of the discussion above, AÑ MpAbmaxDq does not satisfy (MI) and
the quasi-orbit map ̺ : Bˇ Ñ Aˇ exists but is not open. In particular, if D “ C˚pGq
for a non-amenable (discrete) group, then B “ A bmax D “ A ¸triv G, where triv
stands for the trivial action. Hence one cannot hope for counterparts of Theorems
6.4 and 6.14 for full crossed products.
We state two corollaries of Example 7.3 (and Theorem 6.4).
Corollary 7.4. A C˚-algebra D is nuclear if and only if for every C˚-algebra A
the generalised C˚-inclusion AÑ MpAbmax Dq satisfies (MI).
Corollary 7.5. A discrete group G is amenable if and only if for every G-action
on a separable C˚-algebra A the quasi-orbit map ̺ : Bˇ Ñ Aˇ{„ for the full crossed
product B :“ A¸α G is open and surjective.
Tensor products of C˚-algebras may be modified so that the tensor factors no
longer commute. A rather general such construction using quantum group coactions
on the tensor factors is introduced in [41]. Here we examine the simplest case – the
skew-commutative tensor product of Z{2-graded C˚-algebras where odd elements
in the tensor factors anticommute, see [31, §2.6]. Our results are rather negative
already in this case; that is, nothing beyond the Galois connection property seems
to hold in general.
Example 7.6. Let A and D be Z{2-graded C˚-algebras with grading involutions α, δ
and let A “ A`‘A´ and D “ D`‘D´ be the decompositions into even and odd
elements, that is, the eigenspaces for α and δ.
The skew-commutative tensor product A pb D is a variant of the (minimal)
C˚-tensor product where elements in A´ and D´ anti-commute. It is defined
as a C˚-completion of the algebraic tensor product AdD. It comes with injective
morphisms A ãÑ MpA pbDq Ðâ D.
Let I P IpAq. Then I ¨ pA pb Dq is the closure of I d D in A pb D. When we
multiply on the left with A pbD, we get
pAdDq ¨ pI dDq “ I dD ` αpIq dD´ ¨D
because d ¨ pi b d2q “ αpiq b dd2 if d P D´. So if D´ ‰ 0, then I is symmetric if
and only if αpIq “ I.
If the ideal in D` generated by D´ ¨ D´ is equal to D`, then we may rewrite
I ¨ pA pbDq as the closure of pI `αpIqq dD. So ipIq “ ipI `αpIqq. Then r ˝ ipIq “
I ` αpIq, which is the smallest Z{2-invariant ideal containing I. Therefore, the
restricted ideals are exactly the Z{2-invariant ideals, and these are also the same
as the symmetric ideals. So our theory applies in this case, regardless whether D
is unital or not.
If the ideal in D` generated by D´ ¨D´ is not equal to D`, however, then all
this breaks down. Then r˝ ipIq “ I for all ideals I P IpAq, that is, all ideals in A are
restricted. But not all ideals are symmetric, unless D´ “ 0. So if D´ is non-zero
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but not full as a D`-module, then i : AÑ A pbD is not a locale morphism, unlike
in the situation of commutative C˚-tensor products in Example 7.1.
An elementary case where this happens is D “ C ‘ xM2, where C is trivially
graded and xM2 carries the usual inner grading where the off-diagonal entries are
odd. Here the ideal generated by D´ ¨D´ misses the first summand C. Now take
A “ C‘C with the flip grading. With this choice of A, we have A pbD – D¸δ Z{2
for any D. In our case,
A pbD – C˚pZ{2q bD – C‘ C‘M2 ‘M2
because the Z{2-action on D is inner. Here each ideal in A is restricted from A pbD.
But only the invariant ideals 0 and A are symmetric. Since D is unital, we have
A Ď A pb D here. In this example, the ideals ipC ‘ 0q and ip0 ‘ Cq in A pbD are
C‘0‘M2‘M2 and 0‘C‘M2‘M2, respectively. Their intersection 0‘0‘M2‘M2
is not induced, although it is the intersection of two induced ideals.
7.2. Relative Cuntz–Pimsner algebras. Let X be a C˚-correspondence over a
C˚-algebra A. That is, X is a right Hilbert A-module with a ˚-homomorphism
ϕX : AÑ BpXq which defines a left action of A on X by adjointable operators. We
write ax :“ ϕXpaqx for a P A, x P X .
A representation of the C˚-correspondence A,X in a C˚-algebra B is a pair of
maps pψ0, ψ1q where ψ0 : A Ñ B is a
˚-homomorphism and ψ1 : X Ñ B is linear
and ψ1pxq
˚ψ1pyq “ ψ0pxx | yyAq and ψ0paqψ1pxq “ ψ1paxq for all a P A and x, y P X .
The formula ψp1q
`
|xyxy|
˘
“ ψ1pxqψ1pyq
˚ for x, y P X defines a ˚-homomorphism
ψp1q : KpXq Ñ B on the C˚-algebra of compact operators on X . Let
JpXq :“ ψ´10 pKpXqq and JX :“ JpXq X pkerϕXq
K.
The representation pψ0, ψ1q is called covariant on J Ÿ JpXq if ψ
p1qpψXpaqq “ ψ0paq
for all a P J . Let J be an ideal in JpXq. There is a universal C˚-algebra OpJ,Xq gen-
erated by a representation pj0, j1q that is covariant on J . We call OpJ,Xq the Cuntz–
Pimsner algebra relative to J . The homomorphism j0 : AÑ OpJ,Xq is injective if
and only if J Ď JX . Katsura’s Cuntz–Pimsner algebra of X is OX :“ OpJX , Xq.
The Toeplitz algebra of X is TX :“ Op0, Xq. The relative Cuntz–Pimsner algebra
OpJ,Xq is equipped with a circle gauge action γ : T Ñ AutpOpJ,Xqq, defined by
γzpj0paqq “ j0paq and γzpj1pxq “ z ¨ j1pxq for all z P T, a P A, x P X .
Let I be an ideal in A. Define
XpIq :“ xX |ϕXpIqXyA “ spantxx | a ¨ yyA : a P I, x, y P Xu,
X´1pIq :“ ta P A : xx | a ¨ yyA P I for all x, y P Xu.
We call I positively invariant if XpIq Ď I. Given an ideal J in A, we call I
J-negatively invariant or J-saturated if X´1pIq X J Ď I. We call I J-invariant
if it is positively invariant and J-negatively invariant. The JX -invariant ideals are
called just invariant ideals in [33].
Proposition 7.7. Let B :“ OpJ,Xq for an ideal J Ď JpXq. Let ϕ “ j0 : A Ñ B
be the canonical ˚-homomorphism.
(1) IBpAq is equal to the lattice IXJ pAq of J-invariant ideals in A.
(2) An induced ideal K P IApBq, generated by I :“ rpKq, is naturally isomor-
phic to the relative Doplicher–Roberts algebra OXpI, J X Iq introduced in
[37, Definition 7.17]. The ideal K is gauge-invariant and Morita equivalent
to the Cuntz–Pimsner algebra OpJ X I,XIq. Moreover, OXpI, J X Iq “
OpJ X I,XIq if and only if I is symmetric for ϕ.
(3) Finite meets of induced ideals are induced, that is, condition (MI)f holds.
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(4) If J ` kerpϕXq “ A or X is a Hilbert bimodule and J “ JX , then I
ApBq
coincides with the lattice IγpBq of gauge-invariant ideals in B.
(5) If IApBq “ IγpBq then conditions (MI) and (C2) hold.
Proof. Statements (1) and (2) follow from [37, Theorem 6.20]. In particular, the
positive invariance of a restricted ideal is straightforward and well-known. More-
over, if I P IBpAq is J-invariant and we view OXpI, J X Iq and OpJ X I,XIq as
C˚-subalgebras of OpJ,Xq, then
OXpI, J X Iq “ spantjnpX
bnqj0pIqjmpX
bmq˚ :n,m P Nu,
OpJ X I,XIq “ spantj0pIqjnpX
bnqjmpX
bmq˚j0pIq :n,m P Nu,
where pj0, jnq is the representation of pA,X
bnq induced by pj0, j1q. This implies
OpJ X I,XIq Ď OXpI, J X Iq, and we have equality here if and only if j0pIq is a
non-degenerate subalgebra of OXpI, J X Iq, if and only if I is symmetric.
Statement (4) follows from [37, Theorem 7.11]. We prove (5). Assume IApBq “
IγpBq. Let F pJq :“
ř
zPT γzpJq for J P IpBq. Then F : IpBq ãÑ I
ApBq satis-
fies (4.12). Thus (MI) holds by Lemma 4.11. If I P IApBq and J P IpBq, then
IγzpJq “ γzpIqγzpJq “ γzpIJq for all z P T. Thus I X F pJq “ I
ř
zPT γzpJq “ř
zPT γzpIJq “ F pI X Jq. That is, (C2) holds.
To prove (3), let I1, I2 P I
BpAq. Since i is monotone, we have ipI1 X I2q Ď
ipI1q X ipI2q. To see the reverse inclusion, recall that ipI1q X ipI2q “ ipI1qipI2q is
spanned by elements in the sets´
jnpX
bnqj0pI1qjmpX
bmq˚
¯´
jlpX
blqj0pI2qjkpX
bkq˚
¯
,
where n,m, l, k P N. Assuming, for instance, that m ě l and using properties of
the maps jm and jl, we see that the above set is contained in
jnpX
bnqj0pI1qjm´lpX
bm´lq˚j0pI2qjkpX
bkq˚.
This is contained in jnpX
bnqj0pI1qj0pI2qjk`m´lpX
bk`m´lq˚ Ď ipI1XI2q because I2
is positively invariant. Thus ipI1q X ipI2q Ď ipI1 X I2q. 
Remark 7.8. Since arbitrary meets of restricted ideals are restricted by Proposi-
tion 2.8.(7), statement (1) implies and strengthens [33, first part of Proposition
4.10 and Corollary 4.11].
It seems that the homomorphism j0 : A Ñ OpJ,Xq is never symmetric, un-
less j1pXq is a Hilbert bimodule over j0pAq, when we are dealing with a Fell bundle
over Z. Even if A separates ideals in OX condition (JR) usually fails:
Example 7.9 ([33, Example 4.12]). Let X be the C˚-correspondence over A “ C3
built from the directed graph ‚ ‚ ‚ . Then OX “M2pCq‘M2pCq and
j0pa, b, cq “
ˆ
a 0
0 c
˙
‘
ˆ
b 0
0 c
˙
. We have already met this inclusion in Example 2.15.
The join of the restricted ideals I1 “ C‘ 0‘ 0 and I2 “ 0‘C‘ 0 is not restricted.
Note that A separates ideals in B “ OX and, in agreement with Lemma 4.8, there
is a continuous map r : Bˇ
„
ÝÑ PrimepIBpAqq Ĺ Aˇ. There is, however, no surjective
map from Aˇ onto Bˇ. This is no contradiction with Corollary 4.6 because (JR) is
not satisfied.
The above discussion shows the following. In the context of Cuntz–Pimsner al-
gebras, apart from the Galois connection, the only fact we get from our general
theory is that r : PrimepOpJ,Xqq Ñ PrimeBpAq “ PrimepIXJ pAqq is a well defined
continuous map (combine Propositions 7.7 and 4.7). When we are not in the situa-
tion of statement (4) in Proposition 7.7, there are gauge-invariant ideals in OpJ,Xq
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which are not induced, and then we cannot even apply Theorem 4.13 directly. Nev-
ertheless, we may overcome this issue by using the following Lemma 7.10.
More specifically, for any positively invariant ideal I there is a natural quotient
C˚-correspondence XI :“ X{XI over A{I. Let qI : AÑ A{I be the quotient map
and let
JXpIq :“ ta P A :ϕXI pqIpaqq P KpXIq, aX
´1pIq Ď Iu.
Let J Ÿ JpXq. A J-pair of X is a pair pI, I 1q of ideals I, I 1 of A such that I is
positively invariant and J ` I Ď I 1 Ď JXpIq. Let Pair
X
J pAq be the set of J-pairs.
Equip it with the natural pre-order coming from inclusion. Then the map IXJ pAq ãÑ
PairXJ pAq, I ÞÑ pI, I ` Jq, is an order-preserving embedding. It is an isomorphism,
for instance, in the situation of statement (4) in Proposition 7.7.
Lemma 7.10. Let B :“ OpJ,Xq for an ideal J Ď JpXq. Put rA :“ j0pAq `
jp1qpKpXqq and consider the inclusion rA Ď B.
(1) We have a lattice isomorphism IBp rAq – PairXJ pAq, where a restricted ideal I
in rA is mapped onto the J-pair `j´10 pIq, j´10 `I ` jp1qpKpXqq˘˘ of X;
(2) I
rApBq “ IγpBq, that is, induced and gauge-invariant ideals coincide.
Proof. The map IγpBq Q I ÞÑ
`
j´10 pIq, j
´1
0
`
I ` jp1qpKpXqq
˘˘
P PairXJ pAq is a lattice
isomorphism by [33, Proposition 11.9] (see also [37, Theorem 7.17]). This readily
implies (2) and hence also (1). 
We take the opportunity to use a recent result of [11]. If J Ÿ JpXq then the
kernel J8 of j0 : AÑ OpJ,Xq is the smallest J-invariant ideal containing 0. There
is a canonical isomorphism OpJ,Xq – OpqJ8pJq, XJ8q, where qJ8 : A Ñ A{J8 is
the quotient map andXJ8 “ X{XJ8 is the quotient C
˚-correspondence overA{J8
(see [37, Theorem 6.23]).
Definition 7.11. Let X be a C˚-correspondence over a liminal C˚-algebra A and
let J Ÿ JpXq. We call X topologically free on J if the graph dual to XJ8 is topo-
logically free on the set corresponding to qJ8pJq (see [11, Defitinions 5.1 and 3.2]).
We call X residually topologically free on J if, for every pI, I 1q P PairXJ pAq, the
C˚-correspondence XI is topologically free on qIpI
1q.
Theorem 7.12. Let B :“ OpJ,Xq for an ideal J Ď JpXq. Suppose that either
PrimepPairXJ pAqq is first countable or Bˇ is second countable. The formula
rppq :“
´
j´10 ppq, j
´1
0
`
p` jp1qpKpXqq
˘¯
defines a continuous open and surjective map r : Bˇ Ñ PrimepPairXJ pAqq. The fol-
lowing conditions are equivalent:
(1) r is a homeomorphism;
(2) all ideals in B are gauge-invariant;
(3) rA :“ j0pAq ` jp1qpKpXqq separates ideals in OpJ,Xq.
If A is liminal, the above are further equivalent to
(4) X is residually topologically free on J .
Proof. Since gauge-invariant ideals are closed under arbitrary meets, Lemma 7.10
implies that the C˚-inclusion rA Ď B satisfies the assumptions of the second part of
Theorem 4.13. This theorem implies the first part of the present assertion. Since
I
rApBq “ IγpBq, we readily see the equivalence between (1)–(3).
Assume now that A is liminal. By [11, Theorem 8.3] (see also [11, Lemma 6.2]),
the algebra rA detects ideals in B if and only if X is topologically free on J . For any
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J P I
rApBq “ IγpBq, the quotient B{J is naturally isomorphic to the relative Cuntz–
Pimsner algebra OpqIpI
1q, XIq, see [37, Theorem 7.17]. Under this isomorphism, the
algebra rA is mapped onto its counterpart in OpqIpI 1q, XIq. Hence Proposition 2.11
implies the equivalence between (3) and (4). 
Corollary 7.13. Let B :“ OpJ,Xq for an ideal J Ď JpXq with J ` kerpϕXq “ A.
Suppose that PrimepIXJ pAqq is first countable or Bˇ is second countable. Then rppq :“
j´10 ppq defines a continuous, open and surjective map r : Bˇ Ñ PrimepI
X
J pAqq, and r
is a homeomorphism if and only if A separates ideals in B.
If A is liminal, then r induces a homeomorphism Bˇ – PrimepIXJ pAqq if and
only if for every J-invariant ideal I the graph dual to XI is topologically free on{qIpJq – pJzpI.
Proof. If J ` kerpϕXq “ A we may replace Pair
X
J pAq by I
X
J pAq. 
7.3. Groupoid actions. Throughout this section, let G be a locally compact
groupoid with Haar system. Let G0 be its object space. We are going to gen-
eralise Proposition 6.1 and Theorem 6.3 to actions of G, see [43]. Such an action
requires a C0pG
0q-C˚-algebra A. Let Ax for x P G
0 be its fibres. The arrows in G
act by isomorphisms αg : Aspgq
„
ÝÑ Arpgq for all g P G, which satisfy the usual alge-
braic condition αgαh “ αgh for composable g, h P G and which are continuous in a
suitable sense. Namely, if U Ď G is a Hausdorff, open subset, then applying αg for
g P G pointwise gives an isomorphism of C0pUq-C
˚-algebras s|˚U pAq
„
ÝÑ r|˚U pAq.
We fix a C0pG
0q-C˚-algebra A with a continuous action α of G. The full crossed
product A ¸ G is defined in [43], following [48]. The reduced crossed product
A ¸λ G is easier to define, using a particular family of “regular” representations
of the convolution algebra that defines A ¸ G. The morphism A Ñ MpA ¸λ Gq
is well known to be injective. A crossed product for pA,G, αq is a C˚-algebra B
with surjections A¸G։ B ։ A¸λG. The following results apply to any crossed
product.
Let I P IpAq. Let Ix P IpAxq for x P G
0 be the image of I in the fibre Ax. These
ideals determine I uniquely. We call I is α-invariant if αgpIspgqq “ Irpgq for all
g P G. The ideal I inherits a C0pG
0q-C˚-algebra structure through the canonical
morphism MpAq Ñ MpIq. Its fibres are canonically isomorphic to the ideals
Ix P IpAxq. Being invariant means that the action on A restricts to an action α|I
on I. Moreover, there is an induced action on the quotient A{I. It inherits a
C0pG
0q-C˚-algebra structure through the canonical morphism MpAq Ñ MpA{Iq.
The fibre of A{I at x P G0 is the quotient Ax{Ix, and αg for g P G indeed induces an
isomorphism 9αg : Aspgq{Ispgq
„
ÝÑ Arpgq{Irpgq if I is invariant. The C0pG
0q-C˚-algebra
structure on A is equivalent to a continuous map p : AˇÑ G0. The isomorphism αg
above induces a homeomorphism α˚g : p
´1pspgqq
„
ÝÑ p´1prpgqq. This defines an
action of the groupoid G on Aˇ. This action is continuous, that is, the maps α˚g
above piece together to a homeomorphism G ˆs,G0,p Aˇ
„
ÝÑ G ˆr,G0,p Aˇ, regardless
of whether Aˇ is Hausdorff or not. An ideal I is G-invariant if and only if the
corresponding open subset of Aˇ is G-invariant.
Lemma 7.14. Let I P IpAq be invariant. Then I is symmetric and restricted, and
the induced ideal ipIq in B is the image in B of the ideal I ¸G Ÿ A¸G.
Proof. Due to the surjective map A¸G։ B, it suffices to prove that I is symmetric
for the inclusion A Ď MpA ¸ Gq. By definition, A ¸ G is the C˚-completion of
a certain convolution ˚-algebra SpG,Aq of compactly supported functions GÑ A.
Namely, SpG,Aq is the linear span of the spaces of compactly supported continuous
sections of the C0pUq-C
˚-algebra r|˚U pAq for Hausdorff, open, relatively compact
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subsets U Ď G. The left multiplication with elements of A is simply pointwise
multiplication. Therefore, I ¨SpG,Aq “ SpG, Iq. This is a ˚-subalgebra of SpG,Aq
because I is invariant. So SpG, Iq carries its own ˚-algebra structure, defined by
the same formulas. Thus
SpG,Aq ¨ I “ pI˚ ¨SpG,Aq˚q˚ “ pI ¨SpG,Aqq˚ “ SpG, Iq˚ “ SpG, Iq.
Thus I is symmetric. Moreover, the ideal in A ¸ G induced by I is the closure
of SpG, Iq. Passing to a quotient B of A ¸ G, the ideal ipIq becomes the image
of I¸G in B because it makes no difference whether we first close SpG, Iq in A¸G
and then project to B or the other way around.
We are going to prove that rpipIqq “ I. We use the homomorphism B{ipIq ։
pA¸λ Gq{ipIq։ A{I ¸λ G, where we use the canonical map A¸λ GÑ A{I ¸λ G,
which clearly vanishes on I ¸λ G, the image of I ¸ G in A ¸λ G. The canonical
map A{I Ñ MpA{I ¸λ Gq is injective. Hence the map A{I Ñ MpB{ipIqq is
injective as well. Since rpipIqq is the kernel of the map A Ñ MpB{ipIqq, this
implies I “ rpipIqq. 
Lemma 7.15. Joins of invariant ideals are again invariant.
Proof. The lattice IpAq is isomorphic to OpAˇq, where joins are simply unions. Here
invariant ideals correspond to G-invariant open subsets of Aˇ. A union ofG-invariant
subsets of Aˇ is again G-invariant. 
Proposition 7.16. Let α be an action of a second countable groupoid G on a sep-
arable C˚-algebra A. Let ϕ : A Ñ MpBq be the canonical generalised C˚-inclusion
of A into a cross crossed algebra B of α.
(1) IBpAq is the subset IαpAq of α-invariant ideals in A;
(2) an ideal J Ÿ B is induced if and only if it is the image of I ¸G in B for
some α-invariant ideal I Ÿ A.
The C˚-inclusion ϕ : AÑ MpBq is symmetric, and (JR), (C1) and (MI)f hold.
Proof. In view of Lemmas 7.14 and 7.15 and Corollary 5.5, it suffices to show that
every restricted ideal is α-invariant. To this end, let J P IpBq. We will prove that
rpJq P IpAq is α-invariant.
The assumptions imply that B is separable. So there is a faithful representation
B{J ãÑ BpHq on a separable Hilbert space H. We use the quotient map A¸G։ B
to view it as a representation π : A ¸G Ñ BpHq. There are canonical morphisms
AÑ MpA¸Gq and C˚pGq Ñ MpA¸Gq, which give us representations πA and πG
of A and C˚pGq from π. The kernel of the morphism A Ñ MpB{Jq is the kernel
of πA because the extension of a faithful representation to the multiplier algebra
remains faithful. We must show that the ideal kerπA in A is α-invariant.
Our assumptions ensure that Renault’s Disintegration Theorem applies to π, see
[43, 48]. This gives us the following structure: first, a quasi-invariant measure ν
on G0 and a Borel field of Hilbert spaces pHxqxPG0 over G
0 such that H is isomor-
phic to the Hilbert space L2pG0, ν, pHxqxPG0q of square-integrable sections of the
field pHxqxPG0 with respect to the measure ν; secondly, a Borel representation U
of G by unitary operators Ug : Hspgq
„
ÝÑ Hrpgq for g P G, such that the representa-
tion πG is obtained by integrating the representation U of G; thirdly, a Borel family
of representations πAx of Ax on Hx for all x P G
0, which is covariant with respect
to the representation U , that is, πArpgqpαgpaqq “ Ugπ
A
spgqpaqU
˚
g for all a P A, g P G.
The representation πA of A on H is the pointwise application of πAx . So π
Apaq “ 0
for a P A if and only if the set of x P G0 with πAx paq ‰ 0 is a ν-null set.
We identify kerpπAq with an open subset U of Aˇ and kerpπAx q with an open
subset Ux of Aˇx :“ p
´1pxq Ď Aˇ for each x P G0. Since pπAx q is covariant with
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respect to U , the subset U˜ :“
Ů
xPG0 Ux Ď Aˇ is G-invariant. Given a P A, let
Va :“ tp P Aˇ : a R pu. Then π
A
x paq “ 0 if and only if Va X Aˇx Ď Ux. So π
Apaq “ 0 if
and only if ppVazU˜q Ď G
0 is a ν-null set. The subsets Va Ď Aˇ are open. We have
Va Ď U if a P kerπ
A, and U “ Va if a P kerpπ
Aq is, say, strictly positive. Thus U is
the largest open subset V of Aˇ with the property that νpppV zU˜qq “ 0.
Let µ be the Haar system on G and let ν ˝ µ be the measure on G that first
integrates along µ and then along ν. Given a subset T of Aˇ, let r˚pT q and s˚pT q
be their pre-images in the arrow space Gˆr,G0,p Aˇ of the transformation groupoid
G ˙ Aˇ under the range and source maps, respectively. Since the range map of G
is open and each fibre of µ has full support, the largest open subset V Ď G ˙ Aˇ
such that ν ˝µ
`
pIdˆr,G0 pqpV zr
˚pU˜ qq
˘
“ 0 is r˚pUq. Since ν is quasi-invariant, the
inversion in G preserves the property of being a ν ˝µ-null set. Therefore, r˚pUq and
s˚pUq are both the largest open subsets in G ˙ Aˇ with the same property. Hence
they are equal. And this says that U is G-invariant. 
Theorem 7.17. Let α be an action of a second countable groupoid G on a separable
C˚-algebra A. Let ϕ : A Ñ MpBq be the canonical generalised C˚-inclusion of A
into a crossed product algebra B of α. The quasi-orbit space Aˇ{„ and the quasi-orbit
map ̺ for ϕ exist, and
(1) Aˇ{„ is a quotient of Aˇ by the open equivalence relation where p1 „ p2 if
and only if the orbit closures G ¨ pi for i “ 1, 2 are equal.
(2) ̺ : Bˇ Ñ Aˇ{„ is given by p ÞÑ rπ´1prppqq, where rπ : Aˇ{„ Ñ PrimepIαpAqq
is the homeomorphism induced by the continuous, open and surjective map
π : AˇÑ PrimepIαpAqq, p ÞÑ
Ş
gPs´1ppppqq α
˚
g ppq.
Proof. By Proposition 7.16, we may apply Theorem 4.4, and the quasi-oribt map
̺ : Bˇ Ñ Aˇ{„ exists. Thus it suffices to note that, as in the group case, the map
π : PrimepAq Ñ PrimepIBpAqq maps p P PrimepAq to the intersection
Ş
p1PG¨p p
1 “Ş
gPs´1ppppqq α
˚
g ppq. Hence p1 „ p2 if and only if G ¨ p1 “ G ¨ p2. 
It is quite easy to generalise the result above to saturated Fell bundles over locally
compact Hausdorff groupoids. The Packer–Raeburn Stabilisation Trick shows that
any such Fell bundle is equivariantly Morita equivalent to a groupoid action in the
usual sense. This equivariant Morita equivalence preserves all structure that we
are interested in, that is, the reduced and full crossed products, the ideal lattices
of the C˚-algebras involved, and the restriction and induction maps between them
(compare Proposition 6.12 about the group case). Thus all our results generalise to
this situation. Invariant ideals for Fell bundles over groupoids are described as in
the group case: an ideal I P IpAq is invariant with respect to a Fell bundle pAgqgPG
over G if and only if Irpgq ¨Ag “ Ag ¨ Ispgq for all g P G.
The case of Fell bundles over non-Hausdorff locally compact groupoids is a dif-
ferent matter: the Packer–Raeburn Stabilisation Trick fails in this case, even for
rather important Fell bundles, see [10]. We cannot treat this case because the Dis-
integration Theorem has not yet been shown for Fell bundles over non-Hausdorff
groupoids: Muhly and Williams [42] only treat Fell bundles over Hausdorff locally
compact groupoids, which is the case when the Packer–Raeburn Stabilisation Trick
allows to replace them by ordinary actions. It seems that non-saturated Fell bun-
dles over groupoids have not yet been considered except possibly by Yamagami [58].
Renault’s original proof of the Disintegration Theorem in [48] covers Green twisted
actions of non-Hausdorff groupoids on continuous fields of C˚-algebras over G0. So
the results above also hold in this case.
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7.4. Quantum group crossed products. Now we consider crossed products for
C˚-quantum groups. Here our general results are incomplete because all implica-
tions that we proved in our study of group and groupoid crossed products now
require some technical assumptions.
Let pC,∆q be a C˚-quantum group as in [52, 57], that is, it is generated by
a manageable multiplicative unitary W P UpH b Hq on some separable Hilbert
space H. We are going to study restricted and induced ideals for reduced crossed
products with pC,∆q. Throughout this section, a morphism from A to B is a
non-degenerate ˚-homomorphism from A to the multiplier algebra MpBq. These
extend uniquely to strictly continuous unital homomorphisms MpAq Ñ MpBq and
thus form a category.
A (right) coaction of C on a C˚-algebra A (this is also called an action) is a
faithful morphism α : A Ñ MpA b Cq such that αpAq ¨ p1 b Cq “ A b C and the
following coassociativity diagram commutes:
A MpAb Cq
MpAb Cq MpAb C b Cq
α
α αbIdC
IdAb∆
Any C˚-quantum group has a dual quantum group pCˆ, ∆ˆq. The multiplicative
unitary W generates faithful representations of C and Cˆ on H, which we write
down as morphisms to KpHq.
The reduced crossed product B :“ A ¸α,λ Cˆ is defined as the C
˚-subalgebra of
MpA b KpHqq generated by αpAq ¨ p1 b Cˆq, where we view A b C and 1 b Cˆ as
non-degenerate C˚-subalgebras of MpAbKpHqq. In fact, the product αpAq¨p1bCˆq
is already a C˚-algebra. This follows if
(7.18) αpAq ¨ p1b Cˆq “ p1b Cˆq ¨ αpAq.
It implies that there are canonical morphisms AÑ A¸α,λ Cˆ Ð Cˆ. In the generality
in which we are working, (7.18) is proved in [41]: the crossed product is an instance
of the twisted tensor product A b Cˆ introduced there using right coactions of C
and Cˆ on A and Cˆ. The assumption that αpAq ¨ p1 b Cq “ A b C, not just
αpAq ¨ p1b Cq Ď Ab C, is crucial for this proof.
Definition 7.19. An ideal I Ÿ A is called α-invariant if αpIq ¨ p1 b Cq Ď I b C.
Let I be α-invariant. We say that the action α restricts to an action on I if
αpIq ¨ p1 b Cq “ I b C. It descends to an action on A{I if the map 9α : A{I Ñ
MpA{I b Cq induced by α : AÑ MpAb Cq is injective.
The conditions written in Definition 7.19 are exactly what is needed to get in-
duced coactions on I and A{I, respectively. Namely, I is in the kernel of the
composite map
A
α
ÝÑ MpAb Cq Ñ MpA{I b Cq,
so that 9α makes sense. And 9αpA{Iq ¨ p1bCq “ A{I bC and the coassociativity of
α|I and 9α follow from the corresponding properties of α. If I Ÿ A is an α-invariant
ideal, then it is, in general, unclear whether α restricts to I or descends to A{I.
Our general theory only works well when this is the case for all invariant ideals.
Lemma 7.20. Let I Ÿ A be an invariant ideal.
(1) If α restricts to I, then I is symmetric and ipIq “ I ¸α,λ Cˆ.
(2) If α descends to A{I or if Cˆ is discrete and α restricts to I, then I is
restricted.
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Proof. Assume that α restricts to I. Then
I ¨ B “ αpIq ¨ αpAq ¨ p1b Cˆq “ αpIq ¨ p1b Cˆq “ I ¸α,λ Cˆ,
B ¨ I “ p1b Cˆq ¨ αpAq ¨ αpIq “ p1b Cˆq ¨ αpIq “ I ¸α,λ Cˆ.
Thus I ¨B “ I ¸α,λ Cˆ “ I ¨B, that is, the ideal I is symmetric and ipIq “ I ¸α,λ Cˆ.
If Cˆ is discrete, then A Ď B. Then symmetric ideals are restricted by Lemma 5.1.
Now assume that α descends to A{I. Let p : B Ñ A{I ¸ 9α,λ Cˆ be the canonical
quotient map and let J :“ kerp. We claim that rpJq “ I. The inclusion I Ď rpJq
follows because p|ipIq “ 0. The canonical morphism A{I Ñ MpA{I ¸ 9α,λ Cˆq is
injective. Hence the kernel of the map A Ñ MpB{Jq is contained in I. That is,
rpJq Ď I. 
Lemma 7.21. If C is an exact C˚-algebra, then restricted ideals are invariant.
Proof. Let J P IpBq. We want to argue as in the group case, using that the coaction
on A extends to an inner coaction on B. The coaction ∆ on C is implemented by
the multiplicative unitary W , that is, W pcb 1qW˚ “ ∆pcq holds as an operator on
HbH for all c P C. Hence the inner automorphism
Ad1AbW : AbKpHq b C Ñ AbKpHq b C
maps αpaq12 P MpA b C b Cq to pIdA b ∆qpαpaqq “ pα b IdCqpαpaqq by the
coassociativity of α. Since W P UMpCˆ b Cq Ď UMpB b Cq, the map AdW is an
inner automorphism of B b C. Hence we get a morphism
β : B Ñ MpB b Cq, b ÞÑW pbb 1qW˚.
The computations above show that the diagram
A MpBq
MpAb Cq MpB b Cq
α β
commutes. (We do not claim and do not need that β is a coaction as defined above.
It is indeed an injective and coassociative map with βpBq ¨ p1 b Cq Ď B b C, but
equality here is unclear.) Since ideals are invariant under inner automorphisms,
βpJ b Cq Ď J b C. Hence we get an induced morphism
9β : B{J Ñ MpB{J b Cq, rbs ÞÑW prbs b 1qW˚.
Let ϕ1 : A Ñ MpBq Ñ MpB{Jq be the canonical map. Its kernel is rpJq, com-
pare (2.4). Let D Ď MpB{Jq be its image. So we have a C˚-algebra extension
rpJq ֌ A ։ D. It induces another extension rpJq b C ֌ A b C ։ D b C
because C is exact.
We are going to prove αpaq ¨p1bcq P rpJqbC for all a P rpJq, c P C. This means
that the ideal rpJq in A is invariant. By the exact sequence above, it suffices to show
that αpaq¨p1bcq is mapped to 0 in DbC. The canonical mapDbC Ñ MpB{JbCq
is injective because D Ď MpB{Jq: this is a known property of the minimal tensor
product b. Finally, the commuting diagram
A MpBq MpB{Jq
MpAb Cq MpB b Cq MpB{J b Cq
α β 9β
shows that
pϕ1 b IdCqpαpaq ¨ p1b cqq “ 9β ˝ ϕ
1paq ¨ p1b cq “ 0
because a P rpJq “ kerϕ1. 
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Theorem 7.22. Let pC,∆Cq be a C
˚-quantum group. Let pA,αq be a C˚-algebra
with a coaction of C, and let B :“ A ¸λ,α Cˆ be the reduced crossed product. As-
sume PrimeBpAq to be first countable, C to be an exact C˚-algebra, and one of the
following:
(1) the quantum group Cˆ is discrete and α restricts to all invariant ideals;
(2) for any invariant ideal I Ÿ A, α restricts to I and descends to A{I.
Then an ideal in A is restricted if and only if it is invariant, and all restricted
ideals are symmetric. There is a continuous, open surjection π : Aˇ ։ PrimeBpAq,
mapping p P Aˇ to the largest invariant ideal contained in p. Define the equivalence
relation „ by p1 „ p2 if and only if the largest invariant ideals in p1 and p2 are
equal. Then π induces a homeomorphism Aˇ{„ – PrimeBpAq.
Proof. Since C is exact by assumption, Lemma 7.21 shows that restricted ideals
are invariant. The converse holds by Lemma 7.20, which also shows that invariant
ideals are symmetric. Since intersections of invariant ideals are again invariant,
condition (JR) holds here. Since all restricted ideals are symmetric, Corollary 5.5
implies condition (C1). Now Theorem 4.4 gives most of the remaining assertions.
The description of π is equivalent to (4.2) because an ideal is restricted if and only
if it is invariant. 
Next we show that induced ideals in the crossed product B :“ A ¸α,λ Cˆ are
invariant for the dual coaction of pCˆ, ∆ˆq. In the generality of C˚-quantum groups
generated by manageable multiplicative unitaries, the dual coaction is defined in [41]
through the functoriality of b for covariant homomorphisms. It is the unique left
coaction γ : B Ñ Cˆ b B with the following property. Let a P A, c P Cˆ. Then
γpαpaq ¨ p1 b cqq “ αpaq23∆ˆpcq13 in MpCˆ b Bq Ď MpCˆ b A b KpHqq, where the
subscripts are the leg numbering notation.
Lemma 7.23. Let I P IpAq. Then the induced ideal ipIq in B is invariant under
the dual coaction, and the dual coaction restricts to I.
Proof. In leg numbering notation, we have
ipIq “ Cˆ2 ¨ αpAq ¨ αpIq ¨ αpAq ¨ Cˆ2 “ Cˆ2 ¨ αpIq ¨ Cˆ2.
The dual coaction maps this to γpipIqq “ ∆ˆpCˆq13 ¨αpIq23 ¨ ∆ˆpCˆq13. We must prove
γpipIqq ¨ Cˆ1 “ Cˆ bB.
Notice that we claim equality here, not just an inclusion. The proof uses that all
C˚-quantum groups are bisimplifiable, that is,
∆ˆpCˆq ¨ pCˆ b 1q “ Cˆ b Cˆ “ ∆ˆpCˆq ¨ p1 b Cˆq.
So
γpipIqq ¨ Cˆ1 “ ∆ˆpCˆq13 ¨ αpIq23 ¨ ∆ˆpCˆq13 ¨ Cˆ1 “ ∆ˆpCˆq13 ¨ αpIq23 ¨ Cˆ1 ¨ Cˆ3
“ ∆ˆpCˆq13 ¨ Cˆ1 ¨ αpIq23 ¨ Cˆ3 “ Cˆ1 ¨ Cˆ3 ¨ αpIq23 ¨ Cˆ3 “ Cˆ1 b ipIq.
This says that ipIq is an invariant ideal and that the dual coaction restricts to
it. 
Example 7.24. Let C “ C˚λpGq for a locally compact group G with the usual co-
multiplication ∆pλgq :“ λg b λg. This is a quantum group. If G is amenable, then
any injective coaction δ : AÑ Ab C of pC,∆q satisfies δpAq ¨ p1b Cq “ Ab C by
[32, Proposition 6]. Thus δ restricts to any δ-invariant ideal I Ÿ A. Moreover, δ
descends to an action on A{I by [25, Proposition 3.14.(iii)]. (Note that Ind^pIq in
the notation of [25] coincides with the kernel of A
α
ÝÑ MpAb Cq Ñ MpA{I b Cq.)
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Then we are in the situation of Theorem 7.22.(2). Its conclusions imply [25, Propo-
sition 4.6].
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