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Abstract
To any 0-dimensional, reduced, degree s, projective scheme X we associate a set SX of
sequences of s natural numbers; these sequences turn out to be a suitable permutations of a
nondecreasing sequence (d1; : : : ; ds), which is in 1–1 correspondence with the 7rst di8erence X
of the Hilbert function of X. The structure of SX allows us to read geometric properties of X.
In its turn, the set S of all sequences allowed for at least one scheme X with X =  can be
partitioned into equivalence classes, giving information on all the schemes X with X = . We
start to a8ord the problem of producing all the sequences equivalent to a given one. c© 2001
Elsevier Science B.V. All rights reserved.
MSC: Primary 13D40; secondary 13A02; 14A05; 14Q99.
Introduction
This paper is the 7rst step of a program of research on projective, 0-dimensional,
reduced schemes of Pr , having a 7xed Hilbert function.
The main idea is that of reading geometric information about such a scheme X
through some sequences of natural numbers, de7ned as follows. To any possible or-
dering (P1; : : : ; Ps) of the points of X, we associate a sequence S=(d1; d2; : : : ; di; : : : ; ds),
where di, i¿ 1, is the minimum degree of a hypersurface separating Pi from
P1; : : : ; Pi−1, d1 = 0. It turns out that the set {d1; d2; : : : ; ds} does not depend on the
order in which the points are chosen and can be obtained from the Castelnuovo func-
tion X (the 7rst di8erence of the Hilbert function of X). Such a result is achieved
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by computing the dimension h1IP1 :::Ps(n) of the degree n summand in the Rao-module
of the ideal IP1 :::Ps of X, as a sum of dimensions r(k; n); k = 1; : : : ; s of suitable vec-
tor spaces, the kth of which involves only P1 : : : Pk (see Theorem 1.2). The number
of the di’s appearing in S can be computed from those r(k; n)’s and, as a conse-
quence, from h1IP1 :::Ps(n); more precisely, it turns out to be X(di). However, two
di8erent X’s having the same X will generally have a di8erent set of “allowable”
sequences. For instance, if  = (1; 2; 2; 1), any scheme X having  as its Castel-
nuovo function consists of six points on a conic. If the conic is irreducible, the only
allowed sequence is S1 = (0; 1; 1; 2; 2); if the conic splits into two lines, with three
points on each, the allowed sequences are S1 and S2 = (0; 1; 2; 1; 2; 3); if the conic
splits with four points on a line and two on the other, the allowed sequences are
S1; S2; S3 = (0; 1; 2; 3; 1; 2); S4 = (0; 1; 1; 2; 3; 2); S5 = (0; 1; 2; 1; 3; 2). The 7ve sequences
are exactly the realizable ones for the given  and clearly the second case is a special-
ization of the 7rst, while the third can be considered as a specialization of the second
by choosing one of the points in the intersection of the two lines. Roughly speaking, a
scheme seems to be more “specialized” if the set of sequences allowed is larger. For
instance, a scheme of points in uniform position [12] has only one allowable sequence,
while a k-con7guration [5] has the largest possible set of allowable sequences.
A key point in the paper is Theorem 2.6, stating that the condition di+1¡di in S
denotes the presence of a subset of points not in uniform position in every scheme
realizing S.
It is possible to describe the set S of all sequences allowed for at least one scheme
X such that X= (see [1]). It is convenient to introduce in S an equivalence relation
∼, identifying two sequences realized by the same set of schemes. Special elements in
an equivalence class  ∈ S= ∼ permit to see geometric properties shared by all the
schemes realizing the sequences in . An attempt at translating into S= ∼ the notion
of specialization of schemes leads to de7ne an order relation ¡. To compare two
classes and, in particular, to decide if they are equal or not, it is enough to investigate
how a permutation of a sequence of points acts on the sequence of their corresponding
numbers. Indeed, this problem can still be reduced to determine when an exchange
of adjacent points P;Q, with corresponding consecutive numbers n; n + 1, implies an
exchange of the two numbers. The following particular case is treated here. Let C be
the nondecreasing sequence of S. If (n)¿(n+1)=(n+2) and n is large enough,
then the permutation of n and n+1 produces a sequence in the equivalence class de7ned
by C, because it is achieved exchanging two suitable points. As a consequence, we
restate, in a di8erent language, some results of Davis [3,4], generalized in [2], on the
0-schemes whose Castelnuovo function has maximal growth in a certain degree n+1.
1. Number sequences linked to an ordered set of points in Pr
Let R = K[x0; : : : ; xr] =
⊕
Rn be a polynomial ring over an algebraically closed
7eld K , with its standard graduation, and I a homogeneous ideal of R, which is the
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intersection of a 7nite number of height r ideals. Then A = R=I is a reduced graded
algebra, of Krull dimension one, which is the coordinate ring of a projective reduced
0-dimensional variety X = {P1; : : : ; Ps} in Pr . (In what follows X = {P1; : : : ; Ps} will
always denote a 0-dimensional reduced projective variety of degree s and I = IP1 :::Ps
it’s homogeneous saturated ideal.)
Let us recall the following
Denition 1.1. The Hilbert function of X = {P1; : : : ; Ps} is the Hilbert function of its
standard graded algebra A = K[x0; : : : ; xr]=I =
⊕
i¿0 Ai, that is the function H (A; :) :
N → N de7ned by H (A; i) = dimK Ai. Its 7rst di8erence (A; :) : N → N, that is
(A; i) = H (A; i)− H (A; i − 1); (A; 0) = 1, is called Castelnuovo function of X and
denoted X.
Denition 1.2. (Green and Kleitman [6]). Let h and i be positive integers. Then h can
be written uniquely in the form
h=
(
mi
i
)
+
(
mi−1
i − 1
)
+ · · ·+
(
mj
j
)
;
where mi ¿mi−1¿ · · ·¿mj ¿ 1. This expression for h is called the i-binomial ex-
pansion of h.
Also de7ne
h〈i〉 =
(
mi + 1
i + 1
)
+
(
mi−1 + 1
i
)
+ · · ·+
(
mj + 1
j + 1
)
and 0〈i〉 = 0.
Denition 1.3 (Stanley [11]). A sequence (b0; b1; : : : ; bi; : : :) of nonnegative integers is
called an O-sequence if b0 = 1; bi+1 6 b
〈i〉
i ;∀i.
Theorem 1.1 (Macaulay [10]). The following facts are equivalent:
(A) (bi); i ¿ 0 is an O-sequence.
(B) (bi); i ¿ 0 is the Hilbert function of a standard graded algebra.
Denition 1.4. A hypersurface F separates the point P from a set of points P1; : : : ; Pk
i8 it contains P1; : : : ; Pk , but does not contain P.
Denition 1.5. To any sequence of points (P1; : : : ; Ps) we associate a sequence of nat-
ural numbers S = SP1 :::Ps = (d1; d2; : : : ; ds), where d1 = 0 and dk (k ¿ 1) is the least
degree of a hypersurface separating Pk from P1; : : : ; Pk−1.
Notation. d(Pi; S) denotes the number di corresponding to Pi in S.
n[s], in a sequence, means n repeated s times.
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Remark. The minimal degree of a hypersurface separating Pk from P1; : : : ; Pk−1 does
not depend on the Pr in which the points live, so that we can suppose r to be the
minimal one if necessary.
Denition 1.6. To any 7nite sequence of natural numbers S=(d1; : : : ; ds), we associate
a function S : N→ N as follows:
S(n) = ]{i:di = n};
where ]J denotes the cardinality of the set J .
Vice versa, given a function f : N→ N, with 7nite support, we say that a sequence
S is associated to f if S = f.
The aim of what follows is to prove that the set underlying the sequence SP1 :::Ps
depends only on the scheme X = {P1; : : : ; Ps}.
Following the standard notation, let us denote: I(n); n ∈ N, the set of all the forms
of degree n in I , H 1(I) the Rao module of the ideal I and h1(I)(n) the dimension (as
a vector space over K) of its summand of degree n ∈ Z.
Theorem 1.2. Let (P1; : : : ; Ps) be a sequence of distinct points and SP1 :::Ps=(d1; : : : ; ds)
its corresponding numerical sequence. For any (k; n); k ∈ N; 16 k 6 s; n ∈ Z; set:
dimK
(
Rn
IP1 :::Pk−1 (n) + IPk (n)
)
= r(k; n); k ¿ 2; n ∈ N;
r(1; n) = 0; n ∈ N
r(k; n) = 1; n¡ 0; k ¿ 1:
Then:
(i) h1(IP1 :::Ps)(n) =
s∑
k=1
r(k; n);
(ii) r(k; n) = 1 if n¡dk; r(k; n) = 0 if n¿ dk :
Proof. (i) Let us work by induction on s. So, we consider the case X= {P}. Starting
from the exact sequence of R-modules:
0→ IP → R→ R=IP → 0;
we have the exact sequence of sheaves:
0→ IP(n)→ OPr (n)→ OP(n)→ 0; n ∈ Z
and the corresponding homology sequence:
(∗) 0→ H 0IP(n)→ H 0OPr(n)→ H 0OP(n)→ H 1IP(n)→ 0:
As H 0OP(n) 
 K; ∀n ∈ Z, the sequence becomes
0→ K → H 1IP(n)→ 0 if n¡ 0
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and
0→ IP(n)→ Rn → K → H 1IP(n)→ 0 if n¿ 0:
As Rn=IP(n) 
 K , we get the exact sequence:
0→ H 1IP(n)→ 0 if n¿ 0:
As a consequence: h1IP(n) = 1, if n¡ 0; h1IP(n) = 0, if n¿ 0.
Now, let X = {P1; : : : ; Pk}; k ¿ 1. From the exact sequence of R-modules:
0→ IP1 :::Pk−1 ∩ IPk →IP1 :::Pk−1 ⊕ IPk
#→IP1 :::Pk−1 + IPk → 0;
where (u) = (u; u); #(u; v) = u− v, we get the following exact sequence of sheaves:
0→ IP1 :::Pk (n)→ IP1 :::Pk−1 (n)⊕IPk (n)→ OPr (n)→ 0:
The corresponding homology sequence is
(∗∗)
0→ H 0IP1 :::Pk (n)→ H 0IP1 :::Pk−1 (n)⊕ H 0IPk (n)→ H 0OPr (n)→
H 1IP1 :::Pk (n)→ H 1IP1 :::Pk−1 (n)⊕ H 1IPk (n)→ 0:
If n¡ 0; (∗∗) becomes
0→ H 1IP1 :::Pk (n)→ H 1IP1 :::Pk−1 (n)⊕ H 1IPk (n)→ 0;
so that
h1(IP1 :::Pk (n)) = h
1(IP1 :::Pk−1 (n)) + h
1(IPk (n)):
As h1(IP(n)) = 1, we get
h1(IP1 :::Ps(n)) = s=
s∑
k=1
r(k; n):
If n= 0; (∗∗) becomes
0→ K → H 1IP1 :::Pk (0)→ H 1IP1 :::Pk−1 (0)⊕ H 1IPk (0)→ 0:
As H 1IPk (0) = 0, we get
h1IP1 :::Pk (0) = 1 + h
1IP1 :::Pk−1 (0)
and hence, by induction:
h1IP1 :::Ps(0) = s− 1 =
s∑
k=2
r(k; n) =
s∑
k=1
r(k; n):
Finally, if n¿ 0; (∗∗) becomes
0→ IP1 :::Pk (n) →IP1 :::Pk−1 (n)⊕ IPk (n)
#→Rn →
H 1IP1 :::Pk (n)→ H 1IP1 :::Pk−1 (n)→ 0
as H 1IPk (n) = 0; n¿ 0.
240 G. Beccari, C. Massaza / Journal of Pure and Applied Algebra 165 (2001) 235–253
Taking into account that Im# = IP1 :::Pk−1 (n) + IPk (n), we get
(∗ ∗ ∗) 0→ Rn
IP1 :::Pk−1 (n) + IPk (n)
→ H 1IP1 :::Pk (n)→ H 1IP1 :::Pk−1 (n)→ 0:
From (∗ ∗ ∗) we have the recursive relation:
(∗∗∗∗) h1IP1 :::Pk (n) = h1IP1 :::Pk−1 (n) + r(k; n):
By adding from k = 2 to s, we get
h1IP1 :::Ps(n) =
s∑
k=2
r(k; n) =
s∑
k=1
r(k; n):
(ii) Now, we just have to prove that
r(k; n) =
{
1 if 06 n¡dk;
0 if n¿ dk :
To this aim, let us observe that if we choose IPk=(x0; : : : ; xr−1), we get IP1 :::Pk−1+IPk=
(x0; : : : ; xr−1; xdkr ), where dk is the minimal degree of xr in the forms of IP1 :::Pk−1 . In other
words, dk is the minimal degree of a hypersurface separating Pk from P1; : : : ; Pk−1.
Then we have
R
IP1 :::Pk−1 + IPk

 K ⊕ Kxr ⊕ Kx2r ⊕ · · · ⊕ Kxdk−1r ;
hence the required result.
Theorem 1.2 allows us to 7gure out how many of the d’s are greater than n, from
the cohomology of the set of points. Thus, the set of d’s is determined from the scheme
and not from the order of the points. More precisely, we have the following:
Corollary 1.3. With the notation of Theorem 1:2; the following equalities hold:
SP1 :::Ps (n) = h
1IP1 :::Ps(n− 1)− h1IP1 :::Ps(n) =−Ph1IP1 :::Ps(n); n¿ 0:
Proof. From condition (ii) of the previous theorem we see that
r(k; n)− r(k; n− 1) =−1 ⇔ r(k; n) = 0; r(k; n− 1) = 1 ⇔ dk = n;
r(k; n)− r(k; n− 1) = 0 ⇔ dk = n:
Moreover, from (∗∗∗∗) we get: h1IP1 :::Ps(n−1)−h1IP1 :::Ps(n)=
∑s
k=2 (r(k; n−1)−
r(k; n))= (number of k’s such that dk = n) = SP1 :::Ps (n).
It is well known that from the homology sequence linked to the exact sequence of
modules: 0→ I → R→ R=I → 0, one can deduce the relation:
Ph1IX(n) =−PH (R=I ; n) =−(R=I ; n);
so that we can state:
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Corollary 1.4. If S = SP1 :::Ps ; then S = (R=I); that is; S is associated to (R=I) and
S is independent of the order of the points.
Denition 1.7. A sequence S is realizable if there is a sequence of points (P1; : : : ; Ps)
such that S = SP1 :::Ps . The set of all schemes realizing S will be denoted XS .
If  is an O-sequence, the set of all realizable sequences S such that S = will be
denoted S.
A sequence S is allowable for X = {P1; : : : ; Ps} (X-allowable sequence) i8 S =
SP&(1) :::P&(s) for some permutation &.
The set of all X-allowable sequences will be denoted SX.
2. Equivalent sequences for a given Castelnuovo function of a 0-dimensional scheme
A natural problem to be considered is the following: given a Castelnuovo func-
tion , 7nd the set S of all its realizable sequences. Such a problem is faced and
solved in [1]. Another, more diRcult, problem is how to “classify” all the X’s hav-
ing a given , by means of their sets of allowable sequences. Roughly speaking, a
scheme X seems to be more specialized if its set SX of allowable sequences is larger.
Now our aim is to produce some statements, useful in treating this second problem.
More precisely, we investigate how a permutation of a sequence of points induces
a permutation of their corresponding sequence of numbers. Let us start with some
de7nitions.
Denition 2.1. If S1 and S2 are elements of S, set: S1 ∼ S2 i8 S1 and S2 are realized
by the same schemes.
Clearly ∼ is an equivalence relation. So, we point our attention on the quotient set
S= ∼. Let us observe that, looking at the elements of an equivalence class , we
can read geometric properties shared by all the schemes realizing the sequences of ;
for instance, if some S ∈  starts with (0; 1; 2; 3; : : : ; n), we can conclude that those
schemes contain (n+ 1) points on a line.
Denition 2.2. Let ; # belong to S= ∼ and denote X (resp. X#) the set of all the
schemes realizing  (resp. #). We say that  is “more specialized” than #, and write
¡ #, i8 X ⊆ X#.
Our 7nal aim is the following: for any 7xed Castelnuovo function , 7nd S= ∼;
for any ; # ∈ S= ∼, compare them, using the partial order relation ¡. Just to give
a feeling of what we mean, let us consider some simple cases, in which it is easy to
produce S by direct computation (without using the technique described in [1]) and
to determine S= ∼. Before that, we set the following:
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Denition 2.3. A permutation of a sequence (d1; : : : ; ds) of natural numbers, realized by
interchanging two elements di; di+1, will be called a direct transposition if di+1¡di
and inverse transposition if di+1¿di.
Example 1. The Castelnuovo function  of n points on a line gives rise to just one
realizable sequence, that is (0; 1; 2; : : : ; (n− 1)).
Example 2. (a) Let us consider 1 =(1; 2[n]); n¿ 2. This is the Castelnuovo function
of 2n+ 1 points lying on a conic.
Case 1: The conic is irreducible. Then the only sequence is S1=(0; 1; 1; 2; 2; 3; 3; : : : ; n; n).
Case 2: The points lie on two lines (then necessarily n of them are on one line
and n+1 on the other). In this case the realizable sequences are all allowed and they
are the ones obtained from S2 = (0; 1; 2; : : : ; n; 1; 2; : : : ; n) by a 7nite number of direct
transpositions.
Case 2 can be considered as a specialization of Case 1.
S= ∼ has two elements: #1 = {S1}∼, #2 = {S2}∼, #2 ¡ #1.
(b) Let 2 = (1; 2[n−1]; 1). This is the Castelnuovo function of 2n points lying on a
conic. We have three possible cases.
Case 1: The points lie on an irreducible conic. The only possible sequence is S1 =
(0; 1; 1; 2; 2; : : : ; (n− 1); (n− 1); n).
Case 2: The 2n points lie on two lines, n on one of them and n on the other. Then
the allowable sequences are S2 = (0; 1; : : : ; (n − 1); 1; : : : ; n) and all the ones obtained
from S2 by direct transpositions.
Case 3: The 2n points lie on two lines, n + 1 on one of them and n − 1 on the
other. Then all the realizable sequences are allowed and they are the ones obtained
from S3 = (0; 1; 2; : : : ; n; 1; 2; : : : ; (n− 1)) by direct transpositions.
Case 3 is a specialization of Case 2, which is a specialization of Case 1.
S= ∼ has three elements: #1 = {S1}∼, #2 = {S2}∼, #3 = {S3}∼ and #3 ¡ #2 ¡ #1.
If, in particular, n = 3, we have: S = (S1; S2; S3; S4; S5), where S1 = (0; 1; 1; 2; 2; 3),
S2 = (0; 1; 2; 1; 2; 3), S3 = (0; 1; 2; 3; 1; 2), S4 = (0; 1; 1; 2; 3; 2), S5 = (0; 1; 2; 1; 3; 2) and
#3 = {S1}; #2 = {S2}; #1 = {S3; S4; S5}.
(c) Let 3 = (1; 2[n]; 1[h]); h¿ 1. This is the Castelnuovo function of 2n + h + 1
points lying on a reduced conic, n on one line and n + h + 1 on the other. The
allowable sequences coincide with the realizable ones and are those obtained from
S = (0; 1; : : : ; (n+ h); 1; 2; : : : ; n) by direct transpositions. S has just one element.
Example 3. Let  = (1; 3; 2[n]); n ¿ 2. This is a Castelnuovo function of 2(n + 2)
points in P3, not lying in any plane. By direct computation we see that two situations
are possible:
Case 1: Four points on a plane, no three collinear.
Then the sequence S = (0; 1; 1; 2; 1; 2; 3[2]; : : : ; h[2]; : : : ; (n + 1)[2]) is allowed and, by
direct computation, we see that all the points, apart from one, lie in a plane, or,
equivalently, that the sequence S∗= (0; 1; 1; 2; 2; : : : ; n+1; n+1; 1) is allowed. In other
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words, 2n+ 3 points lie on a conic, giving rise to the di8erent situations described in
Example 2(a), while the remaining point is outside the plane.
Case 2: Four points, if no three collinear, never lie on a plane.
Then the points are forced to lie on two skew lines, n+ 2 on each. The sequences
allowed are S∗=(0; 1; 2; 3; : : : ; n+1; 1; 1; 2; 3; : : : ; n+1) and all the ones obtained from
S∗ by direct transpositions.
The elements of S= ∼ are the following:
1 = {(0; 1; 1; 1; 2; 2; 3; 3; : : : ; n+ 1; n+ 1)}∼;
2 = {(0; 1; 2; 3; : : : ; n+ 1; 1; 1; 2; 3; : : : ; n+ 1)}∼;
3 = {(0; 1; 1; 2; 2; 3; 3; : : : ; n+ 1; n+ 1; 1)}∼;
4 = {(0; 1; 2; 3; : : : ; n+ 1; 1; 2; 3; : : : ; n+ 1; 1)}∼;
and the order relation is: 2 ¡ 1, 4 ¡ 3 ¡ 1.
The given examples show that a sequence S = (d1; : : : ; di; di+1), with di ¿di+1 for
some i, arises with schemes of points not in uniform position. To investigate the
situation, we start with some technical results.
Proposition 2.1. Let us consider a scheme X with two di8erent orderings; as follows:
P1 = (P1; : : : ; Pi; Pi+1; : : : ; Ps); P2 = (P1; : : : ; Pi+1; Pi; : : : ; Ps)
and set SP1 = S1 = (d1; : : : ; di; di+1; : : : ; ds); SP2 = S2. Then either S2 = S1 or S2 =
(d1; : : : ; di+1; di; : : : ; ds). If di ¿di+1 or |di − di+1|¿ 1; the latter possibility holds.
Proof. From De7nition 1.5 it immediately follows that the transposition of Pi and Pi+1
does not change the sequence S1 before di and after di+1. Corollary 1.4 says that the
two considered possibilities are the only ones.
Let di ¿di+1. As there is a hypersurface F of degree di+1 separating P1; : : : ; Pi−1; Pi
from Pi+1, the same F also separates P1; : : : ; Pi−1 from Pi+1; moreover its degree is
the minimal one, because the only other possibility is di ¿di+1.
The last case to be considered is: di+1 − di ¿ 1. All hypersurfaces of degree di
separating Pi from the previous points must contain Pi+1; otherwise Pi+1 could be sep-
arated by a hypersurface of degree di+1, union of a Fdi of degree di and a hyperplane
through Pi. So, Pi can be separated from P1; : : : ; Pi−1; Pi+1 by a Fdi ; consequently, after
the transposition, its corresponding number is still di.
Corollary 2.2. If S1 = (d1; : : : ; di; di+1; : : : ; ds) is realizable and di ¿di+1; then also
S2 = (d1; : : : ; di+1; di; : : : ; ds) is realizable and it is X-allowable; for every X realizing
S1. Moreover; {S1}∼ ¡ {S2}∼ and di ¿di+1 + 1 implies S1 ∼ S2.
Denition 2.4. To any projective 0-dimensional, reduced variety X we associate a non-
decreasing sequence CX, got from any sequence S associated to X by reordering its
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elements in the nondecreasing order. In fact, such a sequence depends only on the
Castelnuovo function  = X and it will be also denoted by C.
Proposition 2.3. For any 0-dimensional projective reduced variety X the sequence CX
is realizable and X-allowable. Moreover; for every S ∈ SX ; we have {S}∼ ¡ {CX}∼.
Proof. Let S=SP1 :::Ps =(d1; : : : ; ds) be any X-allowable sequence. Then CX is obtained
from S by a 7nite number of direct transpositions. In fact, let i be the 7rst number
such that di ¡di−1; then (d1; : : : ; di) can be reset in the nondecreasing order by a 7nite
number of direct transpositions involving di, giving rise to a new sequence S1. Then
we work on S1 as we did on S; the process stops after a 7nite number of steps. Now,
we just apply Corollary 2.2.
As an application of Proposition 2.3, we can restate a result of [7] about “truncation”.
We recall the notation: &() = inf{t:(t) = 0}.
Corollary 2.4. Let X be any scheme with X =  and choose c ∈ N+; c 6 &();
06 d6 (c). There exists a subscheme X′ ⊆ X such that:
X′(t) = X(t); t ¡ c; X′(c) = d; X′(t) = 0; t ¿ c;
or; equivalently:
HX′(t) = HX(t); t ¡ c; HX′(c) = HX(c − 1) + d; HX′(t) = HX′(c); t ¿ c:
Proof. We write C=(S1; c[(c)]; S2) and make a truncation of it after the dth element
c, so obtaining C′=(S1; c[d]). If (P1; : : : ; Ps) is the ordering of X corresponding to C,
it is enough to choose as X′ the set of all the Pis corresponding to the elements of
C′.
Let us observe that Corollary 2.4 coincides with Corollary 2:5 of [7], if we choose
d= 0.
Remark. Let S1 and S2 be two X-allowable sequences and S2 =&(S1). If the sequence
of points P1 realizes S1, then the sequence &(P1) does not necessarily realize S2.
In fact let us consider in P2 the scheme X = {P1; : : : ; P7}, where P1; : : : ; P4 are the
intersection of two conics C1 and C2, P5 lies on C1, P6 and P7 lie on C2. We choose
S1 = (0; 1; 1; 2; 2; 2; 3) realized by P1 = (P1; P2; P3; P4; P5; P6; P7);
S2 = (0; 1; 1; 2; 2; 3; 2) realized by P2 = (P1; P2; P3; P4; P6; P7; P5):
Then & : S1 → S2 is the transposition of the last two elements and &(P1) =
(P1; P2; P3; P4; P5; P7; P6) is a realization of S1.
The following statements suggest the principle: “the larger is SX, the further is X
from the uniform position”.
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Lemma 2.5. Let S=(d1; : : : ; di−1; di; : : : ; ds) be a realizable sequence; with di−1¿di;
and (P1; : : : ; Ps) a realization of S. Set j = sup{h: h¡ (i − 1); dh 6 di}. There exist
hypersurfaces of degree di containing P1; : : : ; Pj and all such hypersurfaces are forced
to contain Pj+1; : : : ; Pi−1; but at least one of them does not contain Pi.
Proof. By de7nition of di, there exists a hypersurface F , of degree di, containing
P1; : : : ; Pj; : : : ; Pi−1, but not Pi; in particular, F contains P1; : : : ; Pj. Moreover, as
dj+1; : : : ; dt ; : : : ; di−1 are bigger than di, every hypersurface of degree di containing
P1; : : : ; Pt−1 must contain Pt . Starting with t=j+1 and going on until t=i, we conclude
that any degree di hypersurface containing P1; : : : ; Pj must also contain Pj+1; : : : ; Pi−1.
Next theorem is a key point in this paper. In fact it shows that any decrease in a
sequence S denotes the presence of a subset of points not in uniform position, in every
scheme realizing S.
Theorem 2.6. Let P=(P1; : : : ; Ps) be any ordering of X and S=SP=(d1; : : : ; ds). The
sequence S is nondecreasing i8 the conditions imposed to a hypersurface of degree
di by P1; : : : ; Pi are linearly independent; ∀i 6 s.
Proof. Let us suppose the sequence nondecreasing. We want to prove that, for any i 6
s and every k 6 i, there is a hypersurface Fik , of degree di, containing P1; : : : ; P
∨
k ; : : : ; Pi,
but not containing Pk . Let us consider the sequence (P1; : : : ; P∨k ; : : : ; Pi; Pk); as its corre-
sponding sequence (d′1; d
′
2; : : : ; d
′
i) is obtained from (d1; d2; : : : ; di) with a permutation,
we have: d′i 6 di. If d
′
i = di, we can choose as Fik the hypersurface F
′
di separating
Pk from P1; : : : ; P∨k ; : : : ; Pi; otherwise, we can choose an Fik splitting into the union of
F ′d′i with a hypersurface of degree di −d
′
i , not containing Pk . Vice versa, if di−1¿di,
for some i 6 s, Lemma 2.5 says that there exists j¡ i − 1 such that the conditions
imposed to the degree di hypersurfaces by Pj+1; : : : ; Pi−1 are linearly dependent from
the ones imposed by P1; : : : ; Pj.
Corollary 2.7. Let CX = (d1; : : : ; ds). The following facts are equivalent:
(i) SX = {CX}.
(ii) Let Pt = (P1; : : : ; Pt) be any ordered subset of X and SPt = (d1; : : : ; dt); the
conditions imposed by P1; : : : ; Pt to any hypersurface of degree dt are linearly
independent.
(iii) Two subschemes of X with the same degree have the same Castelnuovo function;
that is: “the points of X are in uniform position” [9].
Proof. (i) ⇔ (ii) follows immediately from the theorem.
(i) ⇒ (iii) Let Y be any subscheme of X of degree t. We can order X starting
with the points of Y. The hypothesis implies that the sequence corresponding to Y is
(d1; : : : ; dt): so, it depends only on the degree t of Y and the same happens for Y.
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(iii) ⇒ (i) We prove that if (i) is false, then (iii) cannot occur. Let P1 = (P1; : : : ;
Pi; : : : ; Ps) and P2 = (Q1; : : : ; Qi; : : : ; Qs) be two di8erent orderings of X, giving rise to
di8erent sequences SP1 and SP2 . Let i be the 7rst position in which SP1 and SP2
are di8erent. Then (P1; : : : ; Pi) and (Q1; : : : ; Qi) have di8erent Hilbert functions.
Remark. Example 3 shows that, if = (1; 3; 2[n]), there is no scheme X with X =
and SX = {C}, which means that no element of X consists of points in uniform
position.
Let us point out a consequence of Corollary 2.2.
As any permutation is a product of interchanges between adjacent elements, to con-
cretely produce S= ∼ it is enough to decide when a direct (or inverse) transposition
produces a class change. Corollary 2.2 reduces the problem to consider transpositions
between consecutive numbers. In other words, let S=(S1; n+1; n; S2) be a realizable se-
quence and set S ′=(S1; n; n+1; S2): we want to decide if the inequality {S}∼ ¡ {S ′}∼
is strict or not.
In the following, we consider the special case S ′=C and prove that there is equality
when (n)¿(n+1), n+1¿(n+1) and (n+2)=(n+1)〈n+1〉. The last condition
says that  has maximal growth in n+1 (see [2]). In particular, we produce examples
of functions  such that {C}∼ contains more than one element; in such a situation,
from a convenient element of {C}∼ we can read easily geometric properties shared
by all the schemes realizing the class.
Lemma 2.8. Let
S = (S0; (n+ 1)[s]; (n+ 2)[s]; : : : ; (n+ h)[s])
be a realizable nondecreasing sequence; where: S0 (t) = 0; t ¿n; s6 n+ 1; and let
P= (P0; A11; : : : ; A
1
s ; : : : ; A
h
1; : : : ; A
h
s )
be a realization of S; with P0 a realization of S0. The minimal degree d of a hy-
persurface separating P ∈ P0 from the other elements of P satis:es the following
condition:
d= n+ h or d6 n:
The case d6 n occurs necessarily in the following situations:
(i) A11; : : : ; A
s
h lie on a hypersurface of degree *¡h, not containing P.
(ii) P can be separated from the other points of P0 by a hypersurface of degree
less than n.
Proof. The set underlying the numerical sequence S ′ corresponding to (P0 − {P};
A11; : : : ; A
s
h) is obtained from S by deleting an element, which turns out to be the
required degree d. The situation n¡d¡n+h is impossible, because the corresponding
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S′ could not give rise to an O-sequence. In fact we would have: S′(d) = s − 1,
S′(d+ 1) = s¿S′(d)〈d〉.
In case (i), P is separated from the other points of P by means of a hypersurface
F =F1 ∪F2, where F1, of degree 6 n, separates P from the other points in P0, while
F2, of degree *, separates P from A11; : : : ; A
s
h, so that d(P; S
′)6 n+ *¡n+ h.
In case (ii), just apply Corollary 2.2.
Lemma 2.9. If Y1 and Y2 are varieties in Pr ; then the following implication holds:
Y1 ⊆ Y2 ⇒ Y1 (t)6 Y2 (t); t ¿ 0:
Proof. If I1 and I2 are the saturated ideals of Y1 and Y2, respectively, the hypothesis
implies I1 ⊇ I2. Let us choose in R1 an element x, regular both on R=I1 and on R=I2.
Then Y1 (t) = H (R=(I1; x); t)6 H (R=(I2; x); t) = Y2 (t).
Proposition 2.10. Let S1 = (S0; (n + 1)[s]; (n + 2)[s]); s 6 n + 1; S0 (t) = 0; t ¿n;
a nondecreasing realizable sequence and P a realization of S1. Then; also Sh = (S1;
(n+3)[s]; : : : ; (n+h+1)[s]); h¿ 2 is realizable and P can be extended to a realization
of Sh.
Proof. If I is the saturated ideal of the scheme X underlying P, let us denote J the
ideal generated by In+1 in K[x0; : : : ; xr]. As X(n+1)=X(n+2)6 n+1, Gotzmann’s
theorem [8] says that J is the ideal of a dimension one scheme Y (not necessarily
unmixed); let us denote C as its one-dimensional component, that turns out to be a
curve of degree s. Using again Gotzmann’s theorem, we get: dimK (In+3=Jn+3) = s. In
fact we have
• In+2 = Jn+2, thanks to the “maximal growth” condition in n+ 1,
• In+3=Jn+3⊕W , dimK W=s, as dimK In+3=dimK Rn+3−H (R=I ; n+3)=dimK Rn+3−
H (R=I ; n + 2) = dimK Rn+3 − H (R=J ; n + 2) = dimK Rn+3 − H (R=J ; n + 3) + s =
dimK Jn+3 + s.
The maximal growth condition in n+1 guarantees that, for any T1 ∈ C−X, we have:
d(T1; (P; T1)) = n+2; moreover a hypersurface of degree less than n+3, containing X,
necessarily contains Y and, as a consequence, T1: so, d(T1; (P; T1))=n+3. We observe
that the forms of degree n+3 vanishing on X1=X∪{T1} are a K-subspace I (1)n+3 of In+3,
with dimK I
(1)
n+3=dimK In+3−1. If s¿ 1, we go on by induction on the number of added
points. So, let us suppose the existence of T1; : : : ; Th ∈ C, h¡s, satisfying the following
conditions: Ti ∈ C− (X∪{T1; : : : ; Ti−1}); d(Ti; (P; T1; : : : ; Ti−1))= n+3; dimK I (h)n+3 =
dimK In+3 − h, where I (h)n+3 is the subspace of In+3 containing all the forms of degree
n+3 vanishing on X; T1; : : : ; Th. Hence we produce Th+1 ∈ C− (X∪{T1; : : : ; Th}), with
d(Th+1; (P; T1; : : : ; Th+1))= n+3; then: dimK I
(h+1)
n+3 =dimK In+3− h− 1. To this aim, it
is enough to prove that the basis locus Zh of the (n+3)-forms of I
(h)
n+3 cannot contain
C: in this situation, every element of C−Zh can be chosen as Th+1. Lemma 2.9. says
that Zh ⊇ C would imply (Zh)¿ (C), and now we prove that this is false. In fact
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we have: Zh(t) = Y(t) = C(t), if t 6 n+ 2, as the saturated ideal of Zh coincides
with I in degree t 6 n+ 2;
Zh(n+ 3)=HZh(n+ 3)−HZh(n+ 2)= dimRn+3 − (dimIn+3 − h)−H (R=J; n+ 2)=
dimRn+3−dimJn+3−s+h−H (R=J; n+2)=Y(n+3)−s+h=h, while C(n+3)=s¿h.
The equality C(n + 3) = s comes from the fact that C and Y di8er at most for
0-dimensional components and, as a consequence, their Hilbert polynomials may be
di8erent only in degree 0.
So, step by step, we produce T1; : : : ; Ts that, placed after P, give rise to a realization
of S3.
Finally, we consider the same problem starting from P1 = (P; T1; : : : ; Ts) (whose
corresponding saturated ideal has Jn+3 as its summand in degree (n + 3)) and repeat
the same trick h− 2 times, with the same Y at each step.
Remark. Let us observe that the points chosen to extend P lie in the one-dimensional
scheme Y, whose existence is assured by Gotzmann’s theorem. More precisely, they
are chosen in the one-dimensional component C of Y.
Observation 2.11. A realization of Sh can be obtained by adding after P, step by step,
sets of s points lying on a convenient hyperplane. We describe such a realization for S3
(then use induction). Let us choose a hyperplane - that does not contain any component
of Y and meets Y transversally. Then - intersects Y in s distinct points T1; : : : ; Ts, as
Y is reduced (see [2, Theorem 3:6]). We prove that d(Ti;P ∪ {T1; : : : ; Ts}) = n + 3.
If L = 0 is an equation of -, let us denote I ′ the ideal generated in degree 6 n + 4,
de7ned as follows:
I ′t = It = Jt ; t 6 n+ 2; I
′
n+3 = J
′
n+3; I
′
n+4 = Jn+4 +WL
(where W is de7ned in the proof of Proposition 2.10 as follows: In+3=Jn+3⊕W ). Then
the basis locus of I ′n+4 is the union of the basis locus of Jn+4 + WR1 with the basis
locus of Jn+4 + LRn+3; in other words, the variety of I ′ is X ∪ {T1; : : : ; Ts}. Moreover,
(R=I ′; t) = (R=I ; t) = (R=J ; t); t 6 n+ 2;
(R=I ′; n+ 3) = (R=J ; n+ 3) = s; (R=I ′; n+ 4) = 0:
To prove the last equality, it is enough to observe that
H (R=I ′; n+ 4) = dimRn+4 − dimI ′n+4 = dimRn+4 − dimJn+4 − s
=H (R=J ; n+ 4)− s= H (R=J ; n+ 3) = H (R=I ′; n+ 3):
Proposition 2.12. Let C=(S0; n+1; n+2; : : : ; n+h); h¿ 2; S0 (t)=0 if t ¿n. Then
C is equivalent to S=(0; 1; 2; 3; : : : ; n+h−1; n+h; S ′); S ′ a nondecreasing sequence. As
a consequence; every scheme having  as its Castelnuovo function contains n+ h+1
points on a line.
Proof. We start to consider the case h = 2. Let P = (Q0; A1; A2) be a realization of
C = (S0; n+1; n+2). Consider a point P ∈ Q0, not lying on the line (A1; A2) and set
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P1 = (Q0 −{P}; A1; A2; P). As A1; A2 lie on a hyperplane, that is on a hypersurface of
degree ¡ 2, Lemma 2.8 says that d(P;P1)6 n. Now we repeat the trick starting from
P1 and go on, until we get a Pt = (Qt ; A1; A2; S ′), where the points in Qt lie on the
line (A1; A2). So, the sequence corresponding to (Qt ; A1; A2) is (0; 1; 2; : : : ; n+1; n+2).
In the general situation, we apply the result of case h=2 to say that C is equivalent
to (0; 1; 2; : : : ; n+ 1; n+ 2; S ′; n+ 3; : : : ; n+ h), where S′(t) = 0; t ¿n. To conclude, it
is now enough to apply Corollary 2.2.
If Y is any projective variety, let us denote Y(·) the 7rst di8erence of the Hilbert
function of Y, that is PH (R=I ; :), where I is the saturated ideal of Y.
With the same technique used in the proof of the Proposition 2.1, we can prove the
following more general result:
Proposition 2.13. Let S and P be as in Lemma 2:8; with the additional hypothesis
that A11; : : : ; A
h
s lie on some hypersurface of degree *6 h−1; and denote Z the inter-
section of all those hypersurfaces. Then there exists at least a sequence S1 realized
by P; with the following properties: S1 = (S ′; (n+ 1)[s]; : : : ; (n+ h)[s]; S ′′)
(∗) S′(t)6 Z(t); 06 t 6 n;
(∗∗) S′(t) = S′′(t) = 0; t ¿n:
Proof. Lemma 2.8 guarantees that all the points of P that are not in Z can be
moved after A11; : : : ; A
h
s with an associated number 6 n, giving rise to a sequence
P1 = (Q1; A11; : : : ; A
h
s ;Q2), whose corresponding S1 satis7es the required properties. In
fact: d(Auj ;P1) = n+ u; d(Q;P1)6 n; ∀Q ∈ Q2; Q1 (t)6 Z(t) if 06 t 6 n, as the
points of Q1 are in Z and Q1 is a subsequence of P1, while Q1 (t) = 0; t ¿n.
Remark. (i) Proposition 2.12 can be deduced from Proposition 2.13 when s=1; h=2;
in this case Z turns out to be the line (A1; A2).
(ii) If A11; : : : ; A
h
s lie in P
r , on just one hypersurface F of degree * 6 h − 1, then
Z = F . In this situation the condition has an interest if * is less than the minimal
degree of a hypersurface containing X. The bound (∗) becomes
S′(t)6
(
t + r − 1
r − 1
)
; 06 t ¡*;
S′(t)6
(
t + r − 1
r − 1
)
−
(
t + r − *− 1
r − 1
)
; *6 t 6 n:
In particular, if A11; : : : ; A
1
s ; A
2
1; : : : ; A
2
s lie on a hyperplane -, by moving after A
2
s all
the points of P not on -, we reduce the problem to the analogous one in a Pr−1.
Theorem 2.14. Let C = (S1; (n + 1)[s]; : : : ; (n + h)[s]), where s 6 n + 1 and S1 (t) =
0; t ¿n. Then C is equivalent to S = (S2; S3); where: S2 (t) = s; s 6 t 6 n + h;
S2 (t) = C(t); 06 t ¡ s; C an unmixed curve of degree s; S3 (t) = 0; t ¿n.
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Proof. As we already recalled in Proposition 2.10, Gotzmann’s theorem [8] states
that, if I is the saturated ideal of an X realizing C, then In+1 has a basis locus Y
of dimension one and degree s, whose saturated ideal J ′ coincides with I in degree
6 n + 1. Let us denote C the one-dimensional unmixed component of Y (see also
[2, Remark 0:6]). According to the remark to Proposition 2.10, we can eventually add
points on C to guarantee the following facts:
(i) Ah−t1 ; : : : ; A
h−t
s ; : : : ; A
h
1; : : : A
h
s lie on C (and, as a consequence, on any hypersurface
containing C).
(ii) If * is the least degree such that C is the basis locus of the hypersurfaces of
degree * containing it, then h− t ¿*.
Now, we apply Proposition 2.13, choosing S =C, P a realization of C having X
as underlying scheme, n+1 replaced by n+h− t, Z=C. So, all the points P ∈ X, not
lying on C, corresponding to numbers in (S1; (n+ 1)[s]; : : : ; (n+ h− t − 1)[s]), can be
moved to the end of P, with an associated number less than n + h − t. However, no
number u, with n+16 u6 n+ h− t− 1, can be removed from its position because,
otherwise, the remaining sequence would no more be an O-sequence.
So, if we denote: X′=X∩C; S2 =CX′ ; S3 the complementary sequence of S2 in S,
we have:
X′(t) = S2 (t)6 C(t) (Lemma 2:12)
S3 (t) = 0; t ¿n:
In any integer t ¿ s the Hilbert function of C coincides with its Hilbert polynomial
and, as a consequence, C(t) = s; s6 t. We conclude:
X′(t) = S2 (t) = s= C(t); s6 t 6 n+ h;
X′(t)6 C(t); 06 t ¡ s:
Now we prove that, in fact, in the last relation only the equality is allowed. More
precisely, we prove that HX′(t) = HC(t); t ¡ s. To this aim, we observe that X′ can
be enlarged, using Proposition 2.10, by adding points on C (each of which is cho-
sen arbitrarily outside a closed set), without modifying the values of its Castelnuovo
function in degrees less than s. So, by enlarging X′ enough, we can obtain a suRcient
number of suRciently “generic” points, that impose to a hypersurface of degree less
than s the same number of independent conditions imposed by C. (A more technical
proof of this equality can be found in [2, Theorem 3:6]).
Remark 1. If (1) = 1, the theorem is trivial. If (1) = 2 (which means that every
realization of C lies on a plane), S2 can be completely described. In fact, we have
S2 (t) = t + 1; t ¡ s:
As a consequence, every scheme X, such that X=, can be ordered as X=(P′;P′′),
where P′ is a subscheme of s(2n+2h− s+3)=2 points on a plane curve C of degree
s; moreover, H (P′; t) = H (C; t); 06 t 6 n+ h.
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In this form, Theorem 2.14 turns out to be a reformulation, in a di8erent language,
of Davis’ result in [3].
To get as much as possible of Davis’ statement, we observe that the numerical
nondecreasing sequence S4 associated to P′′ can be obtained from S3 by subtracting s
from each element. In fact Gotzmann’s theorem says that every curve, of degree 6
n+1, containing X has C as a component and the curves whose degrees appear in S3
must contain X. As a consequence, each of them splits into C and another component,
separating the corresponding point of P′′ from the ones preceding it in P′′.
Remark 2. Theorem 2.14 is a reformulation, in a di8erent language, of part of
Theorem 3:6 in [2].
Corollary 2.15. Let C=(S1; (n+1)[s]; (n+2)[s]; (n+3)[s3]; : : : ; (n+ h)[sh]); where s6
n+1 and S1 (t)=0; t ¿n. Then C is equivalent to S=(S2; S3); where S2 (t)=(t); t ¿
s; S2 (t) = C(t); 06 t ¡n+ 2; C an unmixed curve of degree s; S3 (t) = 0; t ¿n.
Proof. Apply Theorem 2.14 to the sequence C′ = (S1; (n+ 1)[s]; (n+ 2)[s]) and then
use Corollary 2.2.
Remark. If P= (P2;P3) is a realization of S = (S2; S3) of Corollary 2.15, then all the
points of P2 lie on C. In fact, until when si=s, the result is contained in Theorem 2.14.
Let P, corresponding to n+ u; su ¡ s, be the 7rst point of P2 that does not lie on C.
Then there exists a hypersurface, of degree d6 s containing C, but not containing P;
such hypersurface separates P from the points preceding it in P2: so d(P;P2) cannot
be n+ u¿n+ 1¿ s.
The main di8erence between the general situation and the plane one, considered
in Remark 1, is that the sequence S2, in general, is not uniquely determinated by .
We will prove, in [1], that there is always some scheme, realizing S, that contains
s(2n+2h− s+3)=2 points on a plane curve of degree s, but, in general, this does not
happen for all the schemes of X.
To point out the diRculties that arise in the description of S2, we consider some
special situations.
The 7rst nontrivial case is s=2. In this situation, C can be either a plane conic or a
couple of skew lines. The corresponding sequences of points of C, whose  coincides
with the one of C in values t 6 2, are respectively,
• S∗1 = (0; 1; 1; 2; 2; 3; 3; : : :), if C is a plane conic, and
• S∗2 = (0; 1; 1; 1; 2; 2; 3; 3; : : :), if C is a couple of skew lines.
As a consequence:
If (1)=2; C is equivalent to S=(S2; S3), where S2 (1)=S2 (2)=2. If (1)=3; C
is certainly equivalent to S = (S2; S3), where S2 (1) = 3; S2 (2) = 2, but, for some s,
it may happen that C is also equivalent to S = (S ′2; S
′
3), where S′2 (1) = 2; S′2 (2) = 2.
Let us consider some examples.
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We will use “=” to emphasize the splitting of a sequence into subsequences, according
to Theorem 2.14.
Example 1. Let C = (0; 1[3]; 2[3]; 3[3]; 4[3]; 5[3]; 6[2]; 7[2]).
Theorem 2.14 says that C is equivalent to
S = (0; 1[3]; 2[2]; 3[2]; 4[2]; 5[2]; 6[2]; 7[2]; =2; 3; 4; 5):
One can control that C is not equivalent to
S ′ = (0; 1[2]; 2[2]; 3[2]; 4[2]; 5[2]; 6[2]; 7[2]; =1; 2; 3; 4; 5):
To do this, it is enough to produce a scheme Y, realizing S∗2 and consisting of 16 points
on two skew lines, that can be enlarged to a scheme X realising S, not containing 15
points on a plane conic.
Example 2. Let C = (0; 1[3]; 2[3]; 3[4]; 4[2]; 5[2]; 6[2]).
Theorem 2.14 says that C is equivalent to
S = (0; 1[3]; 2[2]; 3[2]; 4[2]; 5[2]; 6[2]; =2; 3[2])
and it is easy to prove that C is equivalent to
S ′ = (0; 1[2]; 2[2]; 3[2]; 4[2]; 5[2]; 6[2]; =1; 2; 3[2]);
because no scheme Y, realizing S∗2 and consisting of 14 points on two skew lines, can
be enlarged to a scheme X realizing S.
Example 3. Let C = (0; 1[3]; 2[4]; 3[4]; 4[3]; 5[3]; 6[3]; 7[2]; 8[2]).
Theorem 2.14 says that C is equivalent to
S = (0; 1[3]; 2[2]; 3[2]; 4[2]; 5[2]; 6[2]; 7[2]; 8[2]; =2[2]; 3[2]; 4; 5; 6):
We control that C is not equivalent to
S ′ = (0; 1[2]; 2[2]; 3[2]; 4[2]; 5[2]; 6[2]; 7[2]; 8[2]; =1; 2[2]; 3[2]; 4; 5; 6):
To this aim, let us consider
S1 = (0; 1; 2; 3; 4; 5; 6; 7; 8; =1; 2; 3; 4; 5; 6; =2; 3; =1; 2; 3; 4; 5; 6; 7; 8)
and notice that {S1}∼ ¡ {S}∼, because S can be obtained from S1 by direct transpo-
sitions. Any scheme X1 realizing S1 is as follows: 17 points on a plane -, distributed
nine on a line r, six on a line s, two outside both lines; eight points on a line t, not
on a plane through r. Such an X1 cannot be a realization of S ′, because the maximum
number of its points on a plane conic is 15 instead of 17.
In other words, every scheme realizing C contains either 17 points on a plane conic
or 18 points on a couple of skew lines and both situations occur.
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Let us observe that we can also apply Corollary 2.15 with n=3; s=3, 7nding that
C is equivalent to :
S ′′ = (S ′′′; 3); S ′′′ = (0; 1[3]; 2[4]; 3[3]; 4[3]; 5[3]; 6[3]; 7[2]; 8[2]; =3):
Now, applying Theorem 2.14 to S ′′′, with n = 6; s = 2, we obtain that C is also
equivalent to:
Siv = (0; 1[3]; 2[2]; 3[2]; 4[2]; 5[2]; 6[2]; 7[2]; 8[2]; =2[2]; 3; 4; 5; 6; =3) = (S∗1 ; S
∗
2 ; S
∗
3 ):
As all the points corresponding to S ′′′ lie on a curve of degree 3, while the ones cor-
responding to S∗1 lie on a curve of degree 2, we conclude that the points corresponding
to S∗2 lie on a line.
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