A very simple way of selecting the step size when solving an initial problem for a system of ordinary differential equations (ODES) is examined. It is shown to control the true error and the stability of the integration. In a gross measure it is shown to be as efficient as control of the local error. Numerical results illustrate the analysis and explore the robustness of the approach.
Introduction
Discrete variable methods for the solution of an initial value problem for a system of ordinary differential equations (ODES), Y' = F(V), a d x d b, y(a) = yo, step from a to b producing approximationsyj toy(xj) on a mesh a = x0 < x1 < ... . Effective codes estimate the error made in the step from xj-1 and adjust the step size Xj -xj-1 accordingly. There are several reasons for doing this, one being to gain confidence that the problem has been solved in some reasonable sense. Another is to stabilize the integration. A third is to make possible the solution of problems that are hard because an adequate representation of the solution requires a very much smaller step size in some portions of the interval than in others. A fourth is to solve problems more efficiently by using large step sizes on those portions of the interval where the solution is relatively easy to approximate. It was recognized early that adaptation of the step size to the solution is advantageous. In the case of linear multistep methods, it was clear enough how to accomplish this, but Runge-Kutta and other one-step methods were a different matter. A general approach that is still used in some contexts is first to introduce arc length as the independent variable and then to integrate with a constant step size. The approach endows any discrete variable method with the capability of solving hard problems with tolerable efficiency, but in this simple form it does not provide the other capabilities desired of a step size control. Eventually it was learned how to estimate and control the local error of one-step methods. Control of the local error has become generally accepted, but it is not all that one might want. For one thing, it is relatively expensive to estimate the local error of a given formula by a general scheme such as extrapolation. This led a number of authors, e.g., [9, 20, 24] , to seek cheaper ways of adapting the step size to the solution when using the classical four stage, fourth order Runge-Kutta formula (RK4). For another, the popular Runge-Kutta codes do local extrapolation so as to amortize the cost of the local error estimate. This means that the step size is adapted to a formula different from the one used to approximate the solution, hence is not really optimal. Nowadays the derivations of formula and error estimator are interwined. It can be difficult to achieve simultaneously both an effective formula and a satisfactory error estimate, especially when the aim is to solve stiff problems. For instance, Kaps and Rentrop [S] found that within the family of formulas they investigated, they could not obtain the kind of damping at infinity that they wanted in both the formula and its error estimator. Another instance is provided by a series of papers [2, 8, 15, 23] that consider how to obtain a satisfactory estimate for an attractive semi-implicit formula found in [21] .
A general approach seen early is to control the step size so that the size of the change in the solution is approximately constant from step to step. Though never widespread, physical scientists have employed it from time to time, recent examples of its use in books being Cl, Appendix A] and [3, Appendix l] to control the error of RK4. There do not seem to have been any previous attempts to analyze this control, perhaps because it has been assumed that it behaves much like using a constant step size in arc length. As we shall see, control of the change in the solution provides all the capabilities desired of a step size control. Our analysis is complemented by numerical examples computed with a number of formulas, including RK4 for nonstiff problems and Wolfbrandt's second order, semi-implicit formula for stiff problems.
Control of the change in the solution is interesting because it is so simple and because it applies to virtually any discrete variable method. The analysis of this paper shows that it is a reasonable way to control the step size, though not as efficient as control of the local error. We do not suggest that this way of selecting the step size replace those seen in popular codes. Rather we observe that it is useful when no satisfactory local error estimator is known, when it is desired that the control apply to the formula used to approximate the solution, and when a premium is placed on simplicity.
Analysis
In this section we begin by seeing that controlling the change in the solution is easy to implement and relating it to other ways of controlling the step size. We then prove that control of the change in the solution "works" by establishing convergence in reasonable circumstances. Indeed, we establish an asymptotic expansion for the error that we exploit to investigate the efficiency of the step sizes chosen. Finally we argue that the control stabilizes the numerical integration.
2.1, Step size adjustment
In this step from Xj to xj+ 1, the goal is to determine the largest hj = Xj+ 1 -Xj for which the difference in the numerical solution is no greater than a given tolerance Z. For any discrete variable method of the formyj+ 1 = ~j + hj@, consistency implies that for "small" hj, the increment function @ is related to the local solution U(X) by @ z u'(x). Except at points where u'(x) vanishes, this implies that the change in the numerical solution is proportional to the step size. This simple behavior makes it easy to adjust the step size so as to make the change approximately equal to t. It also makes it easy to select automatically an initial step size. Indeed, the first algorithm [16] for automatic selection of the initial step size begins by selecting a step size in just this way.
If all is going well, the step size hj is such that z z Ilu(xj+ i) -y(xj) 11 z hjIlu'(xj) /I, hence hj z z Ily'(Xj) II -'. It is illuminating to relate this to arc length. When the variable x is replaced in the system y'(x) =f(x,y(x)) by arc length s, the system is augmented with the equation dx/ds = (1 + Ilfll;)-'j2 A constant step size of 6 in s corresponds to a change in x of hj=xj+l-xjx
If an integration is done with the change in the solution * controlled to be about z in the Euclidean norm, it is clear that where the solution changes rapidly in the sense that Ily'(x) 11 2 >> 1, the step chosen is essentially the same as that provided by integration in arc length with a constant step size of z. On the other hand, where the solution changes slowly in the sense that Ilu'(x) /I 2 cc 1, controlling the change in the solution results in a step size much larger than the r of arc length.
The research code used to compute the numerical examples reported here is based on a weighted maximum norm. The weights correspond to a mixed relative-absolute error test with both tolerances being scalars. The average magnitude of a solution component at the two ends of the step is used in the relative error test.
Step sizes are not permitted to increase at one time by more than a factor of 5 nor decrease by more than a factor of 0.5. The step size is chosen so that the change in the solution is predicted to be 0.82. The efficiency of the algorithm would benefit from refinements like those in [22] , but a simple scheme suffices for illustrative purposes.
Convergence and asymptotic behavior
Shampine [12] develops an approach to the analysis of step size selection schemes and their efficiency that we apply here. The convergence theory for (fixed order) variable step methods assumes that the step size is specified in terms of a step selection function, a piecewise continuous function 0(x) such that 0 < t d e(x) < 1 for a d x < b. At a mesh point xj, the step size is given in terms of a step size selection function and a maximum step size H as hj = e(xj)H. With the usual assumptions about the problem and the numerical method, it then follows that the method converges and The theory supposes that the step sizes are specified in advance. To model practical computation we must ask whether the usual ways of selecting a step size automatically lead to step sizes that can be described by a step size selection function. For this purpose it is important to appreciate that the asymptotic expression for the error holds for step sizes that are not quite those given by a step size selection function,
namely when hj = O(xj)H + cO(H2).
We have already observed that if all is going well, hj z z/IIy'(xJ 11. Notice that to this degree of approximation, the step size does not depend on the formula. Of course, if IlY'(xj) 11 = 0, some other rule for selecting the step size must come into play. All step size selection algorithms must provide for situations like this. Typically a bound on the rate of change of the step size is used to get past an isolated point of this kind. For analytical purposes we suppose that such ad hoc rules do not come into play by assuming that Ykin = aFjl, llY'(x) II . .
is positive, Let H = r/Ykin. With the assumptions made about the problem, it is easily verified that e(x) = Y&l IIY'(x) II is a step size selection function and H is the maximum step size. Accordingly, numerical integration with step sizes hj = 8(xj)H = z/lly'(xj) I/ converges as H -i 0 (equivalently, as z + 0). The error expansion stated earlier is valid, implying that the true, or global, error is cO(rp).
Having defined a step size selection function 0(x), we now must argue that it describes reasonably well the step sizes chosen automatically in codes that control the change in the solution. Using first the error expansion and then the definition of the step size, it is seen that the change in the numerical solution satisfies hjIly
'(xj)II + O(hjZ) = z + Co(r2)*
This says that for small tolerance z, the step sizes given by this step size selection function do lead to almost constant changes of z in the numerical solution.
There are a number of variants on control of the local error that are seen in popular codes. The error of a formula of order p is estimated by comparison to a formula of order p + 1. The criterion of error per step, EPS, requires that the estimated error be no larger than a given tolerance at each step. That of error per unit step, EPUS, requires that the error be no larger than the product of the step size and the tolerance. The idea of local extrapolation is to control the error of the formula of order p, but to advance the integration with the higher order formula used to estimate the error. Accordingly, XEPS is error per step control with local extrapolation and XEPUS is error per unit step control with local extrapolation.
It is important to understand how the error depends on the tolerance. For control of the change in the solution, we have just seen that the global error is proportional to rp. It is shown in [12] that for control of the local error, the global error is proportional to z for both the EPUS and XEPS, proportional to z p/(p+ ') for EPS, and proportional to z (p+l)'p for XEPUS. It is perhaps ideal that the error be proportional to the tolerance as for EPUS and XEPS. The behavior on a change of z is less obvious for EPS and XEPUS when the order p is low, especially when the code varies the order in the course of the integration. Of course, as suggested in [14] , it is possible for codes to use an internal tolerance chosen to take the global error proportional to the tolerance given the code. This could be done for control of the change of the solution as well as for control of the local error by EPS and XEPUS. If something like this is not done, a decrease of one order of magnitude in z will result in a decrease of p orders of magnitude in the global error. This contrasts with a reduction of about one order of magnitude when the local error is controlled.
One of the things that is different about control of the change in the solution is that the step size selection function in our model is independent of the formula. To illustrate our conclusion that for stringent tolerances the step size does not depend on the formula, we solved the standard two body problem Dl [4] using minimal stage Runge-Kutta formulas of orders 2, 3 and 4, specifically the improved Euler formula, Ralston's formula [7] of order 3, and RK4. The relative and absolute error tolerances were both taken to be 0.01. For each formula, the maximum step size, HMAX, was calculated and an experimental step size selection function was computed at mesh points as e(xj) = Cxj+ 1 -xj)/HMAX and at intermediate points by linear interpolation. The graphs of these Q(x) are indistinguishable.
The average step size was about lo-* for all three integrations. The maximum difference in the step sizes chosen in the integrations at orders 2 and 3 was about lo-', in the integration at orders 2 and 4 about lo-', and in the integrations of orders 3 and 4 about 10p7. This computation and others we have done confirm that the step sizes are independent of the formula whenever the tolerances are small enough that the asymptotic analysis is applicable.
Ejkiency
One way to measure efficiency is by the cost of the integration for a given tolerance. For a formula with fixed cost per step, a conventional measure of the cost of integrating from a to b is the number of steps taken,
N= ~~hj, j=ihj
Viewing the expression for N as a Riemann sum leads to
Because H is proportional to Z, this approximation of the cost is proportional to z-', regardless of the order of the method being used. When controlling the local error of a method of order p, the cost is proportional [12] to Z-1/P for EPUS and XEPUS and proportional to z-'lCp+ ') for EPS and XEPS. The cost is higher when controlling the change in the solution because for a given z, the integration involves more steps than when controlling the local error. In this measure of efficiency no account is taken of the fact that the smaller step sizes result in more accuracy, and when it is, the approach becomes competitive.
A second measure of efficiency is to consider the cost as a function of the global error p of the numerical solution. We have seen that when controlling the change in the solution, p N rp, or put differently, to achieve a global error of p we need a tolerance z proportional to pulp. The cost of achieving this accuracy, as seen above, is proportional to z-'. The cost of achieving a global error of p is therefore proportional to p ~ 1/p When controlling the local error by the criterion of EPS or . EPUS, the efficiency in this sense is also proportional to ~1~ 'lp [12] . In this gross measure of efficiency, control of the change in the solution is just as efficient as control of the local error. Local extrapolation provides a global error of p at a cost proportional to pL-'lCp+ l), which is rather more efficient. But this is not a possibility with control of the change in the solution, because there is no companion formula of higher order used for estimating the local error.
No attention has been paid to the constants that arise in these comparisons. Experience with codes based on local error control says that the general conclusions drawn from such arguments are quite useful, but may not be valid for a given problem. We conclude that control of the change in the solution "works" in the sense that automatic selection of the step size does control the error, the error behaves in a regular way, and in a standard measure of efficiency, the control is just as efficient as control of the local error. The fact that the step sizes selected do not depend on the formula makes it clear that they are not optimal for any given formula. A numerical example in Section 4 illustrates this.
Stability
It is generally recognized that control of the local error stabilizes a numerical integration. More specifically, instability is manifested in a growth of the local error that eventually causes the step size algorithm to reduce the step size until the integration is stable. The theory that supports this observation is fragmented and of restricted applicability. Nonetheless, it is easily seen that it applies to control of the change in the solution. The analysis in the paper [lo] that first pointed out this property of step size selection algorithms is easily modified to accomodate control of the change in the solution, and some of the arguments seen in later papers are directly applicable. Adams methods in their various forms are often studied in terms of backward differences of the solution. Although attention is focussed on the higher differences that appear in the local error estimates, the analysis of [17] shows that instability is revealed in the first difference just as in the higher ones. Interestingly, the result [13] of most general applicability in terms of methods and equations shows that instability will be revealed by the first difference of the solution. A striking consequence of step size control is pointed out in [lo] . When solving a stiff problem, the step size will be reduced as necessary to keep the computation stable, but when the step size is small enough for stability, an efficient algorithm will increase the step size because the accuracy is easy to achieve. As a consequence, the step size will, on average, be about as big as possible, meaning that the product of the step size and the dominant eigenvalue of the local Jacobian will be near the boundary of the stability region of the method. This implies that the cost of the integration will be determined by the stability properties of the formula, hence will depend weakly on the accuracy desired (and achieved).
To illustrate the stabilization provided by control of the change of the solution, the model stiff problem y' = -lOOy, y(0) = lop3 was solved on [0, SO] using RK4. The solution decays so rapidly that the step size is almost wholly determined by stability. The results reported in Table 1 for the maximum magnitude, YMAX, of the numerical solution show that over a wide range of absolute error, AE, and relative error, RE, tolerances, the computation remained stable. It is seen that the cost as measured by the number of function evaluations, NFE, depended weakly on the tolerances. The product of the average step size, HAVG, and the eigenvalue -100 was near the stability boundary of the classical four stage, fourth order formula used, namely -2.78.
Difficult problems
The numerical examples of this selection explore the capabilities of control of the change of the solution for solving difficult problems. We have already seen that it responds in the desired way to stiffness. Problem 10 of the set of test problems assembled by Krogh [6] is often used to test step size selection algorithms because it requires a considerable variation in the step size:
y; = 2y; + y, -P""(Y1 + p) _ P(Y, -p*) This restricted three body problem has initial conditions that were determined in a high precision computation so as to result in a periodic solution of period T = 6.19216933131963970674. The periodicity of the solution allows us to assess the accuracy of a numerical integration by comparing the values computed at the end of the period to the initial values. An absolute error control is appropriate. To compare control of the change in the solution to control of the local error, we solved this problem for a range of tolerances with a well-known Runge-Kutta code, RKF45 [18] , that implements a Fehlberg (4,5) pair. Because this code does local extrapolation, we had to use the fifth order formula in the code based on control of the change in the solution so as to obtain comparable results. The maximum absolute error in the four solution components was measured at the end of the period. Fig. 1 shows the logarithm of the maximum absolute error at the end of the interval of integration plotted against the cost in function evaluations for the two codes. It is considerably more efficient to control the local error -we could hardly have expected a different outcome for a step size selection that does not depend on the formula -but it is possible to solve a difficult problem with acceptable efficiency.
To discontinuously. As a method appropriate for stiff problems we chose the semi-implicit, one-step method of Wolfbrandt [21] . The formula requires an approximate Jacobian at each step; for the sake of simplicity, we provided the analytical Jacobian. Because the method is of order two, only modest tolerances are appropriate. The problem was integrated without difficulty for a range of tolerances. For example, with AE = 0.05 and RE = 0.05 the code solved the problem at a cost of 1149 successful steps and 66 failed steps. The solution with AE = 0.01 and RE = 0.05 cost 1503 successful steps and 53 failed steps. When plotted, it was only slightly different from the other solution and was indistinguishable from the solution obtained with AE = 0.01 and RE = 0.01 at a cost of 5638 successful steps and 41 failed steps. Evidently the control is able to deal with very sharp changes in the solution.
We now take up a couple of difficult problems that test the robustness of step size selection schemes. The paper [19] compares the performance of the most effective codes of the time when applied to these problems. Not all were able to integrate the problems, and some did so very inefficiently. Problem 11 of Krogh's test set [6] is a problem with an integrable singularity, namely y'=@ 'I3 for x # 0, y' = 0 for x = 0. It is pointed out in [19] that codes based on control of the local error with a criterion of error per unit step generally cannot integrate such an equation from x = -1 to + 1 because when stepping across x = 0 with step size h, the local error is itself O(h). The change in the solution is also O(h), but it is compared to a given tolerance z, rather than the hz of EPUS, so is capable of taking a successful step. The difficulty here is that y'(x) tends to --oc, as x tends to 0, causing the step size to decrease as the integration approaches the origin. The code does manage to step past the origin, but an error is made that persists for the remainder of the integration. In our experiments with RK4, the code did not fail catastrophically, but the results after passing the origin were not very accurate. This behavior is better than that of some of the codes studied in [19] and worse than others.
The solution of the problem y" = -y -sgn(y) -3 sin(2x), 0 d x < &c, y(0) = 0, y'(0) = 3, where sgn( y) = + 1 if y 2 0, = -1 if y < 0, has jump discontinuities at a spacing of i 7c. Although some of the codes compared in [19] failed or performed very poorly on this problem, our experimental code that controlled the change in the solution computed with RK4 provided acceptable solutions. This is not to say that it is as efficient as one of the better codes based on control of the local error, just that the step size control is capable of dealing with this kind of difficulty. With AE = 0.1 and RE = 0.1, the code solved the problem at a cost of 2853 successful steps and no failed steps. The maximum absolute error in y(x) at any mesh point was 5 -10e2. Similarly, with AE = 0.05 and RE = 0.05, the integration costed 5741 successful steps and no failed steps, and the numerical solution was in error by no more than 2 -10e2. Comparing these computations to similar ones made with RKF45 revealed an interesting difference in the step sizes chosen. RKF45 must use a relatively small step size to pass a discontinuity because the local error does not behave as expected at such a point (the order of the formula is reduced). However, because the solution itself does not change rapidly, control of the change in the solution does not result in exceptionally small step sizes at these points. The control chooses relatively small step sizes near the extrema of the oscillation where the derivative of the solution has relatively sharp changes. RKF45 does not use exceptionally small step sizes there because the solution is smooth and the local error of the formula behaves as expected by the code.
