Introduction
The increase in the concentration of carbon dioxide in the atmosphere due to human activi ties is conceived to cause most of the warming over the last 50years (IPCC 2001a) . The cli mate change induced by global warming can have various significant impacts on the ecosys tem and human society as a whole. For exam ple, climate changes may alter coastal topogra phy and landscape, affect agriculture, forestry and fishing, and lead to shifts in land use and population distribution.
Implications for the entire industry including transition in demand and supply of resources such as energy and water are broad and serious. Since such possi ble changes are critical in geographical point of view, regional or local impact assessment as well as adequate adaptation planning is neces sary. And for such assessment and planning, regional or local climate must be predicted. The future global climate is traditionally and most widely predicted using General Circulation Models (GCMs). Although the spatial resolution In the mean time, more and more emphasis has been placed on the changes in extreme weather and climate events in the area of im pact assessments, as it is conceived that such events might cause more disastrous damage to the natural and social systems rather than grad ual shifts of climate states. For example, IPCC (Intergovernmental Panel on Climate Change) assessed the confidence in observed and pro jected changes in extreme weather and climate events, and examples of impacts resulting from the projected changes were shown (IPCC 2001a (IPCC , 2001b . For one thing, it is very likely that we will experience higher maximum temperatures over nearly all land areas, and in consequence electric cooling demand is expected to increase while energy supply reliability is anticipated to reduce. Therefore, the methods for predicting regional-scale climates, such as the statistical downscaling method, are now expected to give reliable scenarios not only for average condi tions of climate, but also for extreme values.
Statistical downscaling methods fall into three categories: transfer functions, weather typing, and weather generators (IPCC 2001a). These methods have been applied to estimate temperature extremes in regional-scale or local scale as well as longer-time-scale statistics such as monthly mean values.
Transfer function methods predict regional climates using direct quantitative relationships between large-scale climate variables (predic tors) and regional or local climate variables (predictands) .
Multivariate analyses such as multiple regression analysis, canonical correla tion analysis, and singular value decomposi tion, are employed as powerful tools to extract the relationships.
A considerable number of studies on statistical downscaling using multi variate analyses have been carried out, and some of them deal with maximum and mini mum temperatures (Karl et al. 1990; Gyalistras et al. 1994; Palutikof et al. 1997; Kidson and Thompson 1998; Solman and Nunez 1999; Wilby et al. 1999 Wilby et al. , 2000 . For example, Shubert (1998) used the principal component analysis (PCA) and linear regression analysis to estimate daily local temperature extremes from large scale sea level pressure, and found that the model was suitable to explain a considerable part of both short and long frequency varia tions of the predictand.
A method based on artificial neural networks has also been used to estimate local daily climate variables statisti cally (Crane and Hewitson 1998; Cavazos 1999; Trigo and Palutikof 1999) .
Weather typing methods relate regional or local climate variations with certain atmos pheric conditions based on the concept of a synoptic climate.
The weather types, into which the synoptic-scale climate field is classi fied, are related to the regional or local-scale climate variables (Hay et al. 1991 (Hay et al. , 1992 Hughes et al. 1993; Matyasovszky and Bogardi 1996; Conway and Jones 1998) . Some of them deal with daily temperature extremes. For example, Kidson (1994) related synoptic types of sea level pressure with local daily and monthly climate variables, and the methodology was ap plied to GCM outputs (Kidson and Watterson 1995) . Aspects of daily precipitation patterns are controlled by large-scale weather patterns, and thus the use of this method is recom mended (Mearns et al. 1999) .
Weather generators simulate sequences of cli mate variables as random variables (Cubasch et al. 1996; Goodes and Palutikof 1998; Wilks 1999) . The precipitation in a given day is pre dicted using the Markov chain or spell length. The parameters can be conditioned by large scale atmospheric circulation for the purpose of downscaling. Weather generators also produce time series of other variables such as maximum and minimum temperatures by most commonly using an autoregressive process. For example, Semenov and Barrow (1997) In recent years, a considerable number of studies on developing various statistical down scaling methods have been carried out. How ever, the methods have been applied mostly in Europe and the United States, and so far only a few attempts have been made in the East Asian region, including Japan. We have verified the applicability of a statistical downscaling method to estimate monthly mean temperature in Japan (Oshima et al. 2002) . (Figure 1(a) ). As for the predictand data, the monthly mean values of daily maxi mum temperature for the same period were used (Figure 1(b) ). The daily maximum tem perature data were from 119 observation sta tions in Japan and provided by Japan Meteoro logical Agency. With regard to the GCM output for downscal ing, the simulated predictor data for the present and doubled CO2 climates (for 1990-1999 and 2090-2099, respectively) , calculated using the NCAR Climate System Model (CSM, version 1.4), were used. The simulation data is the result of the ACACIA (A Consortium for the Application of Climate Impacts Assessments) project, and the transient run is based on the business-as-usual scenario of IPCC in which CO2 concentration reaches about 710ppmv in 2100 . NCAR-CSM has been exam ined in detail and has also been used to supply data for regional climate models (Maruyama et al. 1997; Kato et al. 2001) . And the GCM was verified to be one of the models which do not show unrealistic phenomena. The statistical equation was constructed us ing the observational data. Figure 2 shows the observed climatological means for the predictor variables (850hPa air temperature, sea level pressure, 500hPa geopotential height, and 850 hPa zonal wind). The climate of the region in August was mostly controlled by the North Pacific high centered to the east of the region. The distribution of zonal wind represented the wind blowing around the North Pacific high. Table 1 shows the proportion (Pr) and the accumulated proportion (CumPr) of the vari ances of observed predictor data explained by the principal components retained for further analysis.
Several leading modes explained most of the variances of each predictor data. The first PC of 850hPa air temperature (T850-PC 1) accounted for 48% of the total vari ance of the observed T850 data (Table 1) , and its factor loading was strongly negative over the northern half of the domain (Figure 3(a) ). Therefore, positive anomalies of the PC score indicated the decrease in the upper air tempera ture over the northern part. This PC had strong The numbers of stations with positive, zero, and negative partial regression coefficients (B) for the selected predictor PC scores. Table 3 . Correlation coefficients between the PCs which were selected at more than 10 stations positive correlation (r=0.82) with the first PC of 500hPa geopotential height whose factor load ing was also strongly negative over the north ern half of the domain (figure not shown). The scores of these PCs had strong negative anoma lies when the Tibetan high and the North Pa cific stretched over Japan (figure not shown) bringing hot summer to Japan (Study Group for Climate Impact and Application 2002). T850 PC1 was selected in the stepwise regression analysis at 67 stations (Table 2) ranging from Hokkaido to Kyushu.
The absolute values of the partial regression coefficients for this PC were larger than the other predictor PCs at 42 stations. Therefore it was the most promising component to explain the predictand variable. The partial regression coefficients were nega tive for all 67 stations concerned.
Thus the positive anomalies of the PC score corre sponded to the negative anomalies of the pre dictand (i.e., a cool summer) at these stations.
The second PC of 850hPa air temperature (T 850-PC2), which accounted for 17% of the total variance (Table 1) , indicated strong positive factor loading over the Korean Peninsula and the Sea of Japan (Figure 3(b) ). Positive anoma lies of the PC score pointed to the increase in the upper air temperature over the area. This PC was chosen in the stepwise regression analy sis at 45 stations (Table 2) ranging from the middle of Honshu to Kyushu. The partial re gression coefficients were positive for all these stations, so the positive anomalies of the PC score were related to the positive anomalies of the predictand (i.e., a hot summer). The third PC of sea level pressure (SLP-PC3) accounted for 12% of the total variance of the observed SLP data (Table 1) , and its factor load ing was positive over the southwestern and northeastern ends of the domain, and negative over the North Pacific and Honshu (Figure 3(c) ). Positive anomalies of the PC score corre sponded to the development of the Okhotsk high while the North Pacific high shifted south westward. This PC was selected in the stepwise regression analysis at 15 stations (Table 2) lo cated in Hokkaido and the northern end of Hon shu, most of which face the Pacific coast, and in Okinawa.
The partial regression coefficients were negative in the northern area whereas The second PC of 500hPa geopotential height (Z500-PC2), which accounted for 16% of the total variance of the observed Z500 data (Table 1) , had negative factor loading in the middle of the domain and positive factor load ing over the Sea of Okhotsk (Figure 3(d) ). Posi tive anomalies of the PC score indicated the development of the Okhotsk high and weaken ing of the North Pacific high. This PC showed strong negative correlation (r=-0.72) with T850-PC2 (Table 3) , and both PCs represent the strengthening or weakening of the North Pa cific high. Z500-PC2 was selected at 17 stations (Table 2 ) most of which were located on the Pacific side of the middle of Honshu. Negative values of the partial regression coefficients sug gested that the positive anomalies of the PC, which corresponded to the strengthened Ok hotsk high and the weakened North Pacific high, led to a cool summer at these stations.
The second PC of 850hPa zonal wind (U850 -PC2) accounted for 31% of the total variance of the observed U850 data (Table 1) , and its factor loading was negative in the northern part of the domain and positive in the southern part of the domain (Figure 3(e) ). This PC had strong posi tive correlation (r=0.91) with SLP-PC3 (Table  3) , and both PCs represent the southwestward shift of the North Pacific high. When U850-PC 2 score showed positive anomalies, the North Pacific high as well as the wind blowing around the high pressure shifted southwestward. This PC was selected at 16 stations (Table 2) which were located zonally from Honshu to Kyushu. The negative partial regression coefficients sug gested that when the North Pacific high and the surrounding wind did not shift north, the PC scores were positive, and these stations experi enced a cool summer. shown in Figure 4 . They were significant at the 5% level (larger than 0.317) at most stations. Figure  4 were larger than 0.6. At the stations ranging from the middle of Honshu to Kyushu, both the strength of the North Pacific high (T850-PC2 or Z500-PC2) and the strength and location of the Tibetan high (T 850-PC1) controlled the maximum temperature. On the other hand, only the latter factor was dominant at the stations located from Hok kaido to northern Honshu. At the stations in Hokkaido and the northern end of Honshu fac ing the Pacific, the development of the Okhotsk high (SLP-PC3/U850-PC2) affected the predic tand. The areas along the Pacific from central Honshu to Kyushu did not generally show good performance in reproducing the monthly mean daily maximum temperature compared with the other areas. So it was assumed that the predictand was weakly connected with the lar ge-scale upper air field and was more controlled White squares indicate the stations where either T850-PC2 or Z500-PC2 was selected alone.
Black crosses indicate the stations where both T850-PC1 and one of T850-PC1 and Z500-PC2 were selected. White triangles indicate the stations where either SLP-PC3 or U850-PC2 was selected alone.
observed and GCM simulated predictor fields. A profoundly negative anomaly was seen at the 850hPa air temperature especially in the north ern part of the domain (Figure 7(a) ). This nega tive temperature anomaly can be attributed to the overestimate of the sea ice in the Okhotsk Sea by the GCM. The effect of the overesti mated sea ice in winter was so large that it hindered the increase in sea surface tempera ture and affected the upper air temperature of the region even in midsummer Kato et al. 2001) . With regard to the SLP field, a zonal positive anomaly was found in the cen ter of the domain, indicating that the north westward extension of the North Pacific high is stronger than the observation (Figure 7(b) ). In the 500hPa height field, there existed a positive anomaly over the ocean to the southeast of Japan, while a negative anomaly existed in the northeast end of the domain (Figure 7(c) ). These anomalies also suggested the strengthen ing of the North Pacific high as well as the underdevelopment of the Okhotsk high. The development of the North Pacific high pro voked a stronger southeasterly wind, resulting in a negative anomaly of the 850hPa zonal wind speed in the southern part of the domain and a positive anomaly in the northeastern part of the domain (Figure 7(d) ).
The simulated predictors were then projected was especially obvious at the stations where T 850-PC1 was selected in the stepwise regression analysis (Figure 9(a) ). Therefore, it seems rea sonable to assume that the underestimate in the 850hPa air temperature field is so profound 
Conclusions
In this study, a statistical downscaling model for estimating the monthly mean daily maxi mum temperature in August in Japan was pro posed.
The principal components of the monthly mean large-scale variables (predictors) were related to the local predictand by the model based on stepwise multiple regression analysis. Five principal components of 850hPa air temperature, sea level pressure, 500hPa geo potential height, and 850hPa tonal wind speed were mainly selected as qualified predictor PCs. Verification by the cross validation procedure revealed that the model reproduced the obser vation fairly well, and that the method was applicable to the region although its reproduci bility varies among areas.
The method was then applied to the output of the CSM_ACACIA. In the present CO2 climate, the predictor variable was considerably under estimated at most stations. This tendency mainly reflected the underestimation of large scale 850hPa air temperature in the CSM_ ACACIA simulation, and it was shown that the downscaling method sensitively represented the deviation of predictors. In the doubled CO2 climate, the temperature increased due to the relaxation of the underestimation of 850hPa air temperature as well as the underdevelop ment of the Okhotsk high and the development of the North Pacific high.
It was indicated through the analysis that the monthly mean daily maximum temperature in summer in Japan could be estimated to some extent from the large-scale climate variables of the region by using the statistical downscaling method, which is less computer-intensive than dynamic models. However, the model's abilities to reproduce the present climate and to predict the future climate largely depend on the per formance of GCM whose output is used as pre dictor variable data.
