The ill-posedness of the 3D-Navier-Stokes equations in a generalized Besov space which is smaller than B ∞,q for q > 2. However he did not treat ill-posed problem in such spaces. Thus our result is an extension of these previous results.
Introduction
We consider the nonstationary incompressible Navier-Stokes equations in R 3 :
⎧ ⎨ ⎩ ∂u ∂t − u + (u · ∇)u + ∇p = 0, div u = 0 in x ∈ R 3 , t ∈ (0, T ),
where u = u(t) = (u 1 (x, t), u 2 (x, t), u 3 (x, t)) and p = p(t) = p(x, t) denote the velocity vector field and the pressure of fluid at the point (x, t) ∈ R 3 × (0, T ), respectively, while u 0 = (u 1 0 (x), u 2 0 (x), u 3 0 (x)) is a given initial velocity vector field. In this paper we are concerned with the ill-posedness of the Cauchy problem for (1) . More precisely for a given function space X = X(R 3 ) we say that the Cauchy problem is wellposed in X if there exists a space Y ⊂ C([0, T ), X) such that for all u 0 ∈ X there exists a unique solution u ∈ Y for (1) , and the flow map u 0 → u = Φ(u 0 ) is continuous from X to C([0, T ), X). Also we say that the Cauchy problem is ill-posed in X if it is not. The classical results on the existence theorem of the mild solution were shown by Kato [9] and Giga and Miyakawa [7] . Making use of the iteration procedure, they constructed a global solution in the class C([0, ∞); L n (R n )) ∩ C((0, ∞); L p (R n )) for n < p ∞, when an initial data u 0 is small enough in L n (R n ). To construct a solution in more general classes of initial data is very important problem. Giga and Miyakawa [8] , Kato [10] and Taylor [20] proved the well-posedness in certain Morrey spaces. Cannone [3] and Kozono and Yamazaki [13] investigated this problem in Besov spaces. In particular, Koch and Tataru [12] obtained the global solvability for (1), when the initial data u 0 is small enough in BMO −1 . BMO −1 includes above function spaces and it has been considered as the largest space of initial data (see Lemarié-Rieusset [14] ). On the other hand, Montgomery-Smith [16] introduced an equation similar to Navier-Stokes equation and proved ill-posedness in the Besov space B −1 ∞,∞ , which is larger than BMO −1 . In 2008, Bourgain and
Pavlović [2] showed that (1) is ill-posed in B −1 ∞,∞ by showing norm inflation phenomena of the solution for some initial data. More precisely, they proved that for any δ > 0 there exists an initial data u 0 with u 0 B −1 ∞,∞ < δ such that the corresponding solution u satisfies u(t) B −1 ∞,∞ > 1/δ for some t < δ. This shows that the flow map Φ is not continuous. On the other hand, Germain [4] proved that the flow map is not C 2 in the Besov spaces B −1 ∞,q for q > 2. However he did not treat ill-posed problem in such spaces. The purpose of the present paper is to show ill-posedness of 3D-Navier-Stokes equations in a generalized Besov space V which is strictly smaller than B −1 ∞,q (q > 2). Thus our result is an extension of both Bourgain-Pavlović's and Germain's results. Now we give a sketch of the proof. First we introduce a generalized Besov space V which is smaller than B −1 ∞,q (q > 2). The idea is proposed by [18] . Second, we introduce initial data which is composed by a sum of r cosine functions. The idea of setting of the initial data is proposed by [2] and [4] . We take a lacunary frequency set, and the norm of initial data in V is controlled by r. Third, we extract an inflation term from second approximation. Fourth, we estimate the remainder term y. The remainder term satisfies certain integral equation composed by first and second approximations including an inflation term. We also control the remainder term by r. Since we set refined initial data from Bourgain-Pavlović's setting, we can get better estimate of second approximation than their estimate. According to their setting of initial data, using BMO −1 norm to estimate remainder term y is important. Since we got better estimate of second approximation, we can use the bilinear estimate of a class of bounded uniformly continuous functions (equipped with the L ∞ norm).
Preliminaries
Before presenting our results, we define the Besov spaces, a generalized Besov space which is smaller thanḂ −1 ∞,q (q > 2), the bilinear operator, j -th approximation and the remainder term. Now, we recall the Littlewood-Paley decomposition ψ, ϕ j ∈ S, j = 0, 1, . . . , such that
wheref denotes the Fourier transform of f .
Definition 1.
(See Besov space cf. [1, 19] .) The inhomogeneous and homogeneous Besov spaces B s p,q andḂ s p,q are defined as follows:
Note that
holds if
For details, see [13] . Here, P denotes the set of all polynomials. Hence, when s, p, and q satisfy (4), we may modify the definition of homogeneous Besov space aṡ
Hereinafter we use (5) with q > 2. The idea of the definition is based on [18] .
Definition 2 (A generalized Besov space V ).
(1)Ḃ s,α ∞,∞ denotes the set of all f ∈ S /P for which the norm
∞,2 is the set of all f ∈ S /P that is written as a sum f = f 1 + f 2 , where
The norm is defined by
Let us investigate the above generalized Besov space. The following proposition is also based on [18] .
Proposition 3.
(
There is no inclusion relationship betweenḂ
Proof of Proposition 3.
(1) is easy to check from the definition of the norm. So let us consider (2) . Let δ z be the Dirac delta function massed at z ∈ R 3 . Define
Then we have
So if we take a j =
for j 0, a j = 0 for
Now we define the bilinear operator and j -th approximation of the solution to the NavierStokes equations.
Definition 4 (Bilinear operator). For w
where P is the Helmholtz projection.
The bilinear estimate is important to consider ill-posed problem. According to [2] , they used the bilinear estimate in BMO −1 provided by Koch and Tataru [12] . In this paper we use the following estimate. See [5, 15] for example (for elementary proof, see [6] ). 3×3 . Then we have the following estimate:
Proposition 5. There exists a constant c > 0 such that
Now we define j -th approximation of the solution u, and the remainder term y.
Remark 8. By a formal calculation, we see that u = u 1 + u 2 + y. Moreover, the remainder term satisfies the following integral equation:
on (0, ∞) with the initial condition y(0) = 0.
Throughout this paper, we only treat periodic functions, since the following embedding inequality is necessary for (13) . Let BUC be the space of all bounded uniformly continuous functions equipped with the L ∞ -norm.
Remark 9.
A fundamental observation shows that for L > 0, if an initial data u 0 ∈ BUC is a periodic function in [0, L) 3 and its mean value is zero, then the solution u(t) ∈ BUC (t > 0) to Eq. (1) is also periodic in [0, L) 3 and its mean value is also zero. Moreover we have the following embedding inequality:
for t > 0.
According to the above remark, homogeneous and inhomogeneous type function spaces are equivalent in this paper. We always denote by C > 0 universal constants unless no confusion occurs.
Main result
Recall that BUC is the space of all bounded uniformly continuous functions equipped with the L ∞ -norm. The main result is as follows. 
Remark 11.
The same result is true if we replace V byḂ −1 ∞,q orḞ −1 ∞,q (Triebel-Lizorkin spaces) for q > 2. The proof is quite similar to the case of V . Thus we omit its detail.
Remark 12. The solution
, where L 1,φ is generalized Campanato spaces which include BMO (see [11, 17] ).
Proof of Theorem 10. First, we set initial data which bring norm inflation phenomena. In order to set initial data, we need several definitions. For sufficiently small > 0, let Γ 1 , Γ 2 : N → R be such that
for m ∈ N. We take sufficiently small C 1 = C 1 ( ) > 0 and sufficiently large C 2 = C 2 ( ) > 0, and let us take Γ 3 : N → N satisfying
for m ∈ N. Let us set coefficients v 0 := (0, 0, 1) and v 1 := (0, 1, 0), and let {k 0 s } r s=1 ⊂ N and {k 1 s } r s=1 ⊂ N be frequency sets satisfying the following property,
where a 0 = (1, 0, 0), a 1 = (0, 0, 1) and T = (1/Γ 2 3 (r)) for r ∈ N. The constant T with r 1 will be the existence time. To obtain the embedding inequality (11), we require Γ 3 to be integervalued.
Remark 13. It is easy to see that |k
If the space dimension is two, we cannot obtain the above properties. Thus, ill-posed result is obtained only for the space dimension n 3.
We set the initial data as follows:
Remark 14. We state properties of the initial data.
• In [2] , the coefficients of v 0 and v 1 depend on s.
• A direct calculation yields div u 0 = 0.
• Since {k 0 s } r s=1 and {k 1 s } r s=1 are lacunary, and homogeneous and inhomogeneous type function spaces are equivalent, we see
Our strategy is to decompose second approximation u 2 as Bourgain and Pavlović [2] did. Since 
We note u 1 2 is an inflation term.
Remark 15.
By (12), we see that
Lemma 16.
We have the following key estimates of u 1 2 , u 0 2 ,ũ 2 , u 1 and y.
• The estimate of the inflation term u 1 2 . We have the following inequalities:
for T /64 t 1 with sufficiently large r.
• The estimate of the first approximation and another part of the second approximation (exclude the inflation term).
We have the following inequalities:
) and
• The estimate of the remainder term. 
with sufficiently large r.
We postpone to prove the above lemma. We now prove the main theorem. By the embedding inequality (11) and Lemma 16, we have the following estimate:
for T /64 < t < T (T = 1/Γ 2 3 (r)) with sufficiently large r. This is the desired estimate. 2
Proof of the key lemma
In this section, we prove Lemma 16. First we estimate the inflation term u 1 2 . It is easy to see that Since v 1 · a 1 = 0 and v 0 · a 1 = 1, we also see that U 011 s,s ≡ 0 for s = 1, . . . , r and
Thus we have the following equality:
We now estimate lower and upper bound of u 1 2 . By Remark 13, we have 
A direct calculation shows that The case σ = (1, 0, 1). Since s (s − 1) < s, we see that
Thus we have |J s,s | Cte −C|k 0 s | 2 t for t > 0.
The case σ = (1, 0, 0 By an absorbing argument, we have the following a priori bound, for sufficiently large r in order to satisfy Cρ 3 (r) + 2C(ρ 1 (r) + ρ 2 (r)) 1/2. By an iteration procedure and the above a priori bound, we obtain existence of y(t) in C([0, T ); BUC).
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