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A statistical experiment is a mathematical object that provides a framework for
statistical inference, including hypothesis testing and parameter estimation, from
observations of an empirical phenomenon. When observations in the continuum
of real numbers are not empirically measurable to infinite precision and when
conventional floating-point computations used in the inference procedure are not
exact, the statistical experiment can become epistemologically invalid. The family
of measures of the conventional statistical experiment indexed by a compact finite-
dimensional continuum is extended to the complete metric space of all compact
subsets (of a certain form) of the index set. This is accomplished by the natural
interval extension of the likelihood function. The extended experiment allows a
statistical decision made with the aid of a computer to be equivalent to a numerical
proof of its global optimality. Three open problems in computational statistics were
solved using the extended experiment: (1) parametric bootstraps of likelihood ratio
test statistics for finite mixture models, (2) rigorous maximum likelihood estimates
of the branch lengths of a phylogenetic tree with a fixed topology or shape and
(3) Monte Carlo sampling from a multi-modal target density with sharp peaks or
witches’ hats.
BIOGRAPHICAL SKETCH
Raaz went from one world to another at an impressionable age. He experientially
realized that peoples co-believe what ever they wanted to and was deeply troubled
by the relativity of locally co-fabricated cosmologies. He looked for epistemological
answers in the fields of mathematics, philosophy and religion. He had to drop
out and wander the western lands until the platforms for the troubles vanished
by themselves. After a network of intense interactions with other earthlings he
studied by a seven mile creek that flowed on the blue earth along a river valley
near the ecotone of prairies and deciduous woods in the the land of 10,000 lakes.
Then he studied more by the southern tip of a long and narrow lake fingered by a
recent glacier. He is currently documenting some statistical ideas that have been
haphazardly integrated over some recurring thoughts that bounce back and forth
through a wavy transect of the twining vines of minds he tries to sustain.
iii
To the twining vines of minds within the geodermodynamically coupled,
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Chapter 1
Experiments with Machines
1.1 Epistemological Considerations for Experiments
Definition 1 Epistemology is the study of the nature and grounds of knowledge
especially with reference to its limits and validity.
The epistemological exploration undertaken here is restricted to the domains of
the English empirical tradition of Locke, Berkeley, and Hume. The restriction to
English empiricism is itself within a frame of reference that includes the language
games of Wittgenstein [41], the non-Aristotelean logical traditions of Na¯ga¯rjuna’s
Mu¯lamadhyamakaka¯rika¯ [21] and Dogen’s Mountains and Waters Sutra [9], as well
as remnants of primarily oral traditions in contemporary American Prairies (per-
sonal communications).
Statement 1 “But where different effects have been found to follow from causes,
which are to appearance exactly similar, all these various effects must occur to the
mind in transferring the past to the future, and enter into our consideration, when
we determine the probability of the event.”[17]
Definition 2 A statistical experiment EP is the triple (X,FX,P) consisting
of a sample space X of all possible empirically observable realizations of a natural
phenomenon Φ, a sigma-algebra FX on X, and a family of probability measures
P = {Pθ, θ ∈ Θ}, where each Pθ is a probability measure on the measurable space
(X,FX). The θ is an index belonging to the index set Θ. The index map d(θ) =
Pθ : Θ→P associates every θ ∈ Θ with Pθ ∈ P, in an arbitrary manner that even
allows for the index map d to be the identity map with Θ = P.
1
21.1.1 2 objectives from 3 perspectives and the likelihood
One of the objectives of a statistical experiment is (1) to infer the “true” θ ∈ Θ
with some notion of confidence or (2) to infer a distribution (posterior) over Θ
that incorporates one’s prior knowledge or belief about the empirical phenomenon
which is itself expressed through another distribution (prior) over Θ or (3) to infer
the “closest” θ to the “true” ϑ that may not necessarily belong toΘ. The three ap-
proaches to attain the same objective arise from the different perspectives of some
contemporary schools, namely frequentist, Bayesian, and information-theoretic,
respectively. The above objective itself may be seen as a parameter estimation
problem of a more general framework involving experiments known as decision
theory. Another statistical objective of scientific interest is known as hypothesis
testing. Hypothesis testing from a frequentist perspective allows for the testing
of falsifiable hypotheses. Falsifiable hypotheses demarcate scientific ones from the
space of all posable hypotheses. Let us note that there are analogs of hypothesis
testing from the Bayesian perspective and from the third perspective that relies
on information theory. Hypothesis testing may also be seen as a specific decision
theoretic problem. The two statistical objectives from all three perspectives rely
on a key concept known as the likelihood and its various derivatives.
Definition 3 Given an empirically observed x ∈ X of an experiment EP, the
likelihood is a map `(θ, x) : Θ × X → R whose image is proportional to the
conditional probability density f of observing x given θ, i.e. `(θ) ∝ f(x|θ). We
naturally assume that f is dominated by a σ-finite measure λ, i.e. f  λ.
31.1.2 Limits on Empirical Resolution (LER)
The empirically observed x is typically supposed to be a point in the sample space
X. Thus, an experimenter explicitly or implicitly assumes that the empirical phe-
nomenon Φ is observable with infinite precision. Clearly, this assumption need not
make the grounds of knowledge about Φ epistemologically invalid, provided that
the cardinality ofX is finite, i.e. |X| <∞. However, ifX is an uncountably infinite
set, such as the real line R, then inferring θ, for instance, under the assumption
that Φ with realizations in the continuum is observable with infinite precision may
be epistemologically invalid. Statistical decisions made with such epistemologi-
cally invalid experiments that do not account for the fundamental physical limits
on empirical resolution (LER) can have undesired consequences. The extent to
which the consequences are undesirable will depend on the inherent complexity of
the probability model providing us with the index map d. Complexity of the index
map is mostly meant with reference to Statement 1. Some modern mathematical
concepts that make the former reference concrete include; chaos defined in terms of
sensitivity to initial conditions, nonlinear dynamical systems that interact across
multiple time-scales, and stochastic resonance at the boundaries of phase transi-
tions within our index setΘ. In order to make the ground of knowledge about such
Φ with LER epistemologically sound, the empirically indiscernible sets, rather than
the infinitely precise points, must be allowed to enter the statistical experiment as
data.
Statement 1 succinctly summarizes the fundamental motivation behind the
concern for the range of repercussions that result from real-world executions of
statistical decisions obtained from experiments that do not account for the physical
LER. Therefore one needs to formalize empirical sufficiency or its lack thereof
4by rigorously accounting for the physical limits on empirical resolution in our
statistical experiments. This is a concern similar to inadequate sample size, but
apart from and in addition to it. We will revisit this concern and formally account
for it in Section 1.3.
1.1.3 Limits on Numerical Resolution (LNR)
When parameter inference is conducted in a maximum likelihood framework from
a frequentist perspective, one is interested in the global maximum of the likelihood
function over the parameter space. Explicit analytical solutions for the maximum
likelihood estimates are typically difficult to obtain. In practice one settles for a
local optimization algorithm to numerically approximate the global solution using
a computing machine. However, statistical inference procedures that rely on having
found some global optimum through any numerical approach may suffer from at
least five major sources of errors. To fully appreciate the sources of errors one
needs some understanding of a number screen. Computers only support a finite
set of numbers that are usually represented in a semi-logarithmic manner as a set
of fixed length floating-point numbers of the form
x = ±m · be = ±0.m1m2 · · ·mp · be
where, m is the signed mantissa of precision p, b is the base (usually 2) and e,
bounded between e and e, is the exponent. When b = 2, the digits of the mantissa
m1 = 1 and mi ∈ {0, 1}, ∀ i, 1 < i ≤ p, and the smallest and largest machine-
representable numbers in absolute value are x = 0.10 · · ·0 ·2e and x = 0.11 · · ·1 ·2e,
respectively [34]. Thus, the binary floating-point system R = R(2, p, e, e) is said
to form a screen of the real numbers in the interval [−x,+x] with 0 uniquely
represented by 0.00 · · ·0 · 2e.
5+x
/∈ R
−x 0
Figure 1.1: A Number Screen R for the interval [−x,+x] ⊂ R
Arithmetic on a machine is performed with such a screen and thus cannot be
exact. The computed result of an arithmetic operation is only an approximation to
the true result, and this difference between the computed and the actual result is
known as the roundoff error. Such errors can accumulate catastrophically in a long
sequence of imprecise operations [7, 25]. The next major source of error comes from
truncating various mathematical expressions, such as, derivatives, integrals, and
transcendental functions, that are only defined in terms of the limit of some infinite
sequence of operations. Since, only finitely may operations can be performed on
a machine, the actual limit is only approximated, and the difference between the
actual limit and the computed approximation to it is known as the truncation
error. Another source of error arises in the conversion of constants represented
in the decimal format to a binary floating-point format used in a machine. For
example, the real number 0.1 has 0.00011002 as its unique, but infinite, binary
representation. Thus, 0.1 does not have an exact binary representation in any
binary floating-point system with a fixed length mantissa, and the truncation of
the mantissa to any finite length, in order to keep 0.1 from slipping through the
screen R, results in a conversion error. Errors in statistical decision may also result
from an ill-posed statistical experiment or model. For instance, when one has not
proved that the model is identifiable, there may exist unknown non-identifiable
6subspaces in Θ that need to be rectified. Finally, experimental procedures are
hardly immune to the physical limits on empirical resolution as discussed in Section
1.1.2. Therefore, data as a collection of sets inX, each of which contains empirically
indiscernible points, cannot always be ignored and substituted with data as a
collection of points in X. A numerically rigorous inference procedure accounts for
all these sources of errors.
Furthermore, traditional nonlinear programming techniques that use local in-
formation, such as, clustering methods, generalized descent methods, and other
stochastic search methods, including simulated annealing, start from some approx-
imate trial point(s) and iterate by sampling only finitely many points. Therefore,
they can neither validate that the objective function has not plunged between the
sampled points, nor guarantee escape from a local minimum, albeit they can be
made to increase the probability of such desired events. Figure 1.2 shows the
trajectories (shaded circles) of two local searches with random initial conditions
(white circles) that are attracted to some fixed point (black circle) in a local valley
on two different functions. The first function has a sharp valley that is not visited
by the local search trajectories. The second function is highly multi-modal with
different basins of attraction for each valley. In both cases, the global minimum is
missed by the search. Methods that use local information at finitely many points
and do not account for all five major sources of errors, cannot be expected to yield
anything more than an approximate solution.
There are real-world examples of non-rigorous numerical methods leading to
undesired consequences [18, 19]. Numerically-based statistical inference procedures
may lead to undesired consequences, especially in parameter-rich models that have
not been shown to be identifiable or in models with multi-modal likelihood func-
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Figure 1.2: Two randomly initialized heuristic searches on two functions.
tions. In some problems, a local approximate solution may be sufficient, but in
others one may base statistical decisions that address a real biological problem on
an incorrect solution. Therefore we want a statistical experiment tailored for a
conventional computing machine that can accommodate numerically rigorous in-
ference procedures. After a brief introduction to interval methods in Section 1.2
we will see in Section 1.3 that such an experiment indeed exists and contains the
usual experiment as its special case. In Chapter 2 we apply such ideas to solve
some open problems in statistics.
1.1.4 Epistemologically valid experiments
We want an epistemologically valid statistical experiment that accounts for the
physical limits on empirical and numerical resolutions. Such an experiment would
formalize notions such as empirical sufficiency and at least in principle guaran-
tee the optimality of decisions under a maximum likelihood framework. It would
also be more robust to the “curse of locality” that arise in traditional nonlinear
optimization and Monte Carlo sampling techniques that are limited to local in-
formation. Before we formalize such an experiment we need an introduction to
enclosure methods.
81.2 Introduction to Enclosure Methods
The following sections contain a brief introduction to various enclosure arithmetics.
For a recent introduction to such arithmetics see [12, 23, 40]. Section 1.2.1 de-
scribes the features of intervals, defines an arithmetic on them, and introduces
interval analysis. The definitions and theorems in this section are elementary and
necessary to appreciate the basic ideas in the sequel. We only prove the most
fundamental theorems and merely state others with references in the literature
for their proofs. Next we introduce differentiation arithmetic or automatic dif-
ferentiation. We will need this technology to extend the Newton’s method and
to rigorously enclose the global maximum of the likelihood function, the subjects
of the following two sections. The basic global optimization algorithm based on
Hansen’s method [13, 14] with Ratz’s modifications [37] as implemented in [12],
with further extensions that account for non-stationary maxima at the boundaries
and increase computational efficiency, is outlined in section 1.2.5.
1.2.1 Interval analysis
Lower case letters denote real numbers, e.g. x ∈ R, the set of real numbers. Upper
case letters represent bounded and closed (compact) real intervals:
X = [x, x] = [inf(X), sup(X)].
Any such compact interval,
X ∈ IR := {[a, b] : a ≤ b, a, b ∈ R},
9where IR is the set of all compact real intervals. The radius, diameter and the
midpoint of X are given below.
radius r(X) := (x− x)/2
diameter d(X) := x− x
midpoint m(X) := (x+ x)/2.
The smallest and largest absolute value of an interval X are real numbers known
as the mignitude and magnitude, respectively, and the absolute value of an interval
X are given below.
mignitude 〈X〉 := min{|x| : x ∈ X} = min{|x|, |x|}
magnitude |X| := max{|x| : x ∈ X} = max{|x|, |x|}
absolute value |X|[ ] := {|x| : x ∈ X} = [〈X〉, |X|].
The relative diameter of an interval X, denoted by drel is the diameter d(X) itself
if 0 ∈ X, and d(X)/〈X〉, otherwise. An interval X with zero diameter is called a
thin interval with,
x = x = x.
Containment of thin intervals by IR implies R ⊆ IR. Elements of IR inherit various
set relations, whose names, notation and definition are as follows:
Equal X = Y ⇔ x = y and x = y
Subset X ⊆ Y ⇔ x ≥ y and x ≤ y
Completesubset X b Y ⇔ x > y and x < y
Definition 4 (Partial ordering) A relation ∼ is a partial order on a set S if,
10
for all x, y, z ∈ S, it satisfies the following three properties:
(1). Reflexivity : x ∼ x
(2). Antisymmetry : (x ∼ y) and (y ∼ x) =⇒ x = y
(3). T ransitivity : (x ∼ y) and (y ∼ z) =⇒ x ∼ z
A set X w.r.t. a partial ordering ∼ is called a lattice and is denoted by X∼. A
lattice X∼ is said to be complete if it is closed under the the partial ordering, i.e.,
the infimum and supremum of any subset of X∼ w.r.t. ∼ exist in X∼. Note that
any Y ∈ IR is a complete lattice w.r.t. the two partial orderings:
(A). Lesser or equal ≤: X ≤ Y ⇔ (x ≤ y) and (x ≤ y) ,
(B). Set inclusion ⊆: X ⊆ Y ⇔ X ⊆ Y.
These two lattices are denoted by IR≤ and IR⊆, respectively.
Next we look at two set operations in IR. We can make the union operation
closed in IR through the notion of hull and make the intersection operation well-
defined by adding the empty interval [ ] to IR, as follows:
Hull X∪Y := [min{x, y},min{x, y}]
Intersection X ∩ Y :=

[ ] : if x < y or y < x,
[max{x, y}, min{x, y}] : otherwise.
No notational distinction is made between a real number x ∈ R and a vector
x = (xi, · · · , xn)T ∈ Rn and between an interval X and an interval vector or box,
X = (X1, · · · , Xn)T ∈ IRn ⇔ Xi = [xi, xi] = [inf(Xi), sup(Xi)] ∈ IR, i = 1, . . . , n.
The dimension n should be clear from the context. For an interval vector X,
the radius, diameter, relative diameter, midpoint, and hull operations are defined
component-wise to yield vectors, while the maximum over its components is taken
11
x
d(X)
m(X)0x
y y
〈X〉 |X|
y − x h(X, Y ) = y − x
Figure 1.3: Features of intervals
to obtain the maximal diameter and the maximal relative diameter, d∞(X) =
maxi d(Xi) and drel,∞(X) = maxi drel(Xi), respectively.
It can be seen that IR under the metric h, given by,
h(X, Y ) := max{|x− y|, |x− y|},
is a complete metric space. Convergence of a sequence of intervals {X(i)} to an
interval X under the metric h is equivalent to the sequence h(X(i), X) approaching
0 as i approaches ∞, which in turn is equivalent to both x(i) → x and x(i) → x,
i.e.,
limi→∞X
(i) ⇔ limi→∞ h(X(i), X) = 0
⇔ (limi→∞ x(i) = x) and (limi→∞ x(i) = x) and (∀i, x(i) ≤ x(i))
Continuity and differentiability of a function F : IRn → IRk are defined in the
usual way. The Figure 1.3 illustrates some of the features of intervals.
Arithmetic on intervals in IR
Definition 5 (Interval arithmetic) If the binary operator ? is one of the ele-
mentary arithmetic operations {+,−, ·, /}, then we define an arithmetic on operands
in IR by
X ? Y := {x ? y : x ∈ X, y ∈ Y }
12
with the exception that X/Y is undefined if 0 ∈ Y .
Theorem 1 Arithmetic on the pair X, Y ∈ IR is given by:
X + Y = [x+ y, x+ y]
X − Y = [x− y, x− y]
X · Y = [min{xy, xy, xy, xy},max{xy, xy, xy, xy}],
X/Y = X · [1/y, 1/y], provided, 0 /∈ Y.
Proof (cf. [12, 40]): Since any real arithmetic operation x?y, where ? ∈ {+,−, ·, /}
and x, y ∈ R, is a continuous function x ? y := ?(x, y) : R× R → R, except when
y = 0 under / operation. Since X and Y are simply connected compact intervals,
so is their product X × Y . On such a domain X × Y , the continuity of ?(x, y)
(except when ? = / and 0 ∈ Y ) ensures the attainment of a minimum, a maximum
and all intermediate values. Therefore, with the exception of the case when ? = /
and 0 ∈ Y , the range X ? Y has an interval form [min (x ? y),max (x ? y)], where
the min and max are taken over all pairs (x, y) ∈ X × Y . Fortunately, we do not
have to evaluate x ? y over every (x, y) ∈ X × Y to find the global min and global
max of ?(x, y) over X × Y , because the monotonicity of the ?(x, y∗) in terms of
x ∈ X for any fixed y∗ ∈ Y implies that the extremal values are attained on the
boundary of X×Y , i.e., the set {x, y, x, and y}. Thus the theorem can be verified
by examining the finitely many boundary cases. 
Properties of interval arithmetic
It is clear from Theorem 1 that IR, in spite of being a small subset of the power set
of R, is closed under the four well-defined elementary operations. The identity ele-
ments of + and · are the thin intervals [0, 0] and [1, 1], respectively. Multiplicative
and additive inverses do not exist except when X is also thin, since [0, 0] ⊆ X−X,
13
and [1, 1] ⊆ X/X. Although the commutative and associative laws are satisfied by
+ and · , only a weaker notion of distributivity called sub-distributivity is satisfied,
i.e.,
X · (Y + Z) ⊆ (X · Y ) + (X · Z).
An extremely useful property of interval arithmetic that is a direct consequence
of Definition 5 is summarized by the following theorem.
Theorem 2 (Fundamental property of interval arithmetic) IfX ⊆ X ′ and
Y ⊆ Y ′ and ? ∈ {+,−, ·, /}, then
X ? Y ⊆ X ′ ? Y ′,
where we require that 0 /∈ Y ′ when ? = /.
Proof:
X ? Y = {x ? y : x ∈ X, y ∈ Y } ⊆ {x ? y : x ∈ X ′, y ∈ Y ′} = X ′ ? Y ′.
Note that an immediate implication of Theorem 2 is that when X = x and Y = y
are thin intervals (real numbers x and y), then X ′ ? Y ′ will contain the result of
the real arithmetic operation x ? y.
Definition 6 (Range) Consider a real-valued function f : D → R where the
domain D ⊆ Rn. The range of f over any E ⊆ D is represented by Rng(f ;E) and
defined to be the set
Rng(f ;E) := {f(x) : x ∈ E}
However, when the range of f over any X ∈ IRn such that X ⊆ D is of interest,
we will use the short-hand f(X) for Rng(f ;X).
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Definition 7 (Interval extension of subsets of Rn) For any Euclidean subset
Θ ⊆ Rn let us denote its interval extension by IΘ and define it to be the set
IΘ := {X ∈ IRn : x, x ∈ Θ}
Definition 8 (Inclusion isotony) An box-valued map F : D → IRm, where D ∈
IRn, is inclusion isotonic if it satisfies the property
∀X ⊆ Y ⊆ D =⇒ F (X) ⊆ F (Y ).
Definition 9 (The natural interval extension) Consider a real-valued func-
tion f : D → R where the domain D ∈ IRn. If real constants, variables, and
operations in f are replaced by their interval counterparts, then one obtains
F (X) : ID → IR.
F is known as the natural interval extension of f .
Theorem 3 (Inclusion isotony of rational functions) Consider the rational
function f(x) = p(x)/q(x), where p and q are polynomials. Let F be its natural
interval extension such that F (Y ) is well-defined for some Y ∈ IR and let X,X ′ ∈
IR. Then we have
(i) Inclusion isotony: ∀X ⊆ X ′ ⊆ Y =⇒ F (X) ⊆ F (X ′) , and
(ii) Range enclosure: ∀X ⊆ Y =⇒ Rng(f ;X) = f(X) ⊆ F (X).
Proof (cf. [40]): Since F (Y ) is well-defined, we will not run into division by
zero, and therefore (i) follows from the repeated invocation of Theorem 2. We
can prove (ii) by contradiction. Suppose Rng(f ;X) * F (X). Then there exists
x ∈ X, such that f(x) ∈ Rng(f ;X) but f(x) /∈ F (X). This in turn implies that
f(x) = F ([x, x]) /∈ F (X), which contradicts (i). Therefore, our supposition cannot
be true and we have proved (ii) Rng(f ;X) ⊆ F (X). 
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Definition 10 (Standard functions) Piece-wise monotone functions, including
exponential, logarithm, rational power, absolute value, and trigonometric functions,
constitute the set of standard functions
S = { ax, logb(x), xp/q, |x|, sin(x), cos(x), tan(x), sinh(x), . . . , arcsin(x), . . . }.
Such functions have well-defined interval extensions that satisfy inclusion isotony
and exact range enclosure, i.e., Rng(f ;X) = f(X) = F (X). Consider the following
definitions for the interval extensions for some monotone functions in S with X ∈
IR,
exp(X) = [exp(x), exp(x)]
arctan(X) = [arctan(x), arctan(x)]√
(X) = [
√
(x),
√
(x)] if 0 ≤ x
log(X) = [log(x), log(x)] if 0 < x
and a piece-wise monotone function in S with Z+ and Z− representing the set of
positive and negative integers, respectively.
Xn =

[xn, xn] : if n ∈ Z+ is odd,
[〈X〉n, |X|n] : if n ∈ Z+ is even,
[1, 1] : if n = 0,
[1/x, 1/x]−n : if n ∈ Z−; 0 /∈ X
Definition 11 (Elementary functions) A real-valued function that can be ex-
pressed as a finite combination of constants, variables, arithmetic operations, stan-
dard functions and compositions is called an elementary function. The set of all
such elementary functions is referred to as E.
One can think of the process by which an elementary function f is computed
as the result of a sequence of recursive operations with the subexpressions fi of f
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where, i = 1, . . . , n < ∞. This involves the evaluation of the subexpression fi at
node i with operands sii , si2 from the sub-terminal nodes of i given by the directed
acyclic graph (DAG) for f
si = fi :=

fi(si1 , si2) : if node i has 2 sub-terminal nodes si1 , si2
fi(si1) : if node i has 1 sub-terminal node si1
I(si) : if node i is a leaf or terminal node, I(x) = x.
(1.1)
The leaf or terminal node of the DAG is a constant or a variable and thus the fi for a
leaf i is set equal to the respective constant or variable. The recursion starts at the
leaves and terminates at the root of the DAG. For example the elementary function
x · sin((x− 3)/3) can be obtained from the terminus f6 of the recursion {fi}6i=1
on the DAG for f as shown in Figure 1.4. More generally, for an elementary f
with n sub-expressions f1, f2, . . . , fn and the corresponding DAG
{fi}ni=1  fn = f(x), (1.2)
where each fi is computed according to Equation 1.1 It would be convenient if
guaranteed enclosures of the range f(X) of an elementary f can be obtained by its
natural interval extension F (X). We show that inclusion isotony does indeed hold
for F , i.e. if X ⊆ Y , then F (X) ⊆ F (Y ), and in particular, the inclusion property
that x ∈ X =⇒ f(x) ∈ F (X) does hold.
Theorem 4 (The fundamental theorem of interval analysis) Consider any
elementary function f ∈ E. Let F : Y → IR be its natural interval extension such
17
f6 = ·
s5 = sin
(
x−3
3
)
s6 = x sin
(
x−3
3
)
s3 = x− 3
s2 = 3
s1 = x
s4 =
x−3
3
f5 = sin
f4 = /
f3 = −
f1 = s1
f2 = s2
Figure 1.4: Recursive evaluation of the sub-expressions f1, . . . , f6 on the DAG of
the elementary function f(x) = f6 = x · sin((x− 3)/3)
that F (Y ) is well-defined for some Y ∈ IR and let X,X ′ ∈ IR. Then we have
(i) Inclusion isotony: ∀X ⊆ X ′ ⊆ Y =⇒ F (X) ⊆ F (X ′) , and
(ii) Range enclosure: ∀X ⊆ Y =⇒ Rng(f ;X) = f(X) ⊆ F (X).
Proof (cf. [40]): Any elementary function f ∈ E is defined by the recursion 1.2
on its sub-expressions fi where i ∈ {1, . . . , n} according to its DAG. If f(x) =
p(x)/q(x) is a rational function, then the theorem already holds by Theorem 3, and
if f ∈ S then the theorem holds because the range enclosure is exact for standard
functions. Thus it suffices to show that if the theorem holds for f1, f2 ∈ E, then
the theorem also holds for f1 ? f2, where ? ∈ {+,−, /, ·, ◦}. By ◦ we mean the
composition operator. Since the proof is analogous for all five operators, we only
focus on the ◦ operator. Since F is well-defined on its domain Y , neither the
real-valued f nor any of its sub-expressions fi have singularities in its respective
domain Yi induced by Y . In particular f2 is continuous on any X2 and X
′
2 such
that X2 ⊆ X ′2 ⊆ Y2 implying the compactness of F2(X2) =: W2 and F2(X ′2) =:W ′2,
respectively. By our assumption that F1 and F2 are inclusion isotonic we have that
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W2 ⊆W ′2 and also that
F1 ◦ F2(X2) = F1(F2(X2)) = F1(W2) ⊂ F1(W ′2) = F1(F2(X ′2)) = F1 ◦ F2(X2)
The range enclosure is a consequence of inclusion isotony by an argument identical
to that given in the proof for Theorem 3. 
The fundamental implication of the above theorem is that it allows us to enclose
the range of any elementary function and thereby produces an upper bound for
the global maximum and a lower bound for the global minimum over any compact
subset of the domain upon which the function is well-defined. We will see in
the sequel that this is the work-horse of randomized enclosure algorithms that
efficiently produce samples even from highly multi-modal target distributions. The
contra-positive of the second statement of Theorem 4 states that for any f ∈ E
with a well-defined interval extension F on Y ⊇ X
y /∈ F (X) =⇒ y /∈ Rng(f ;X).
We will see in the sequel that the above contra-positive is the work-horse of rigorous
global optimization with interval analysis on computing machines when further
augmented by rounding-controlled numerics.
Unfortunately, some interval extensions of f ∈ E are better at enclosing the
true range than others. Although the three functions shown in Figure 1.5 are
equivalent, their interval extensions yield different range enclosures. The interval
extension F (3) is better than F (1) and F (2) as depicted in Figure 1.5. Note that
F (3) ⊆ F (2) since X2 ⊆ X ·X in interval arithmetic. If X appears only once in the
expression and all parameters are thin intervals, then it was shown by [31] that the
natural interval extension does indeed yield a tight enclosure. In general, one can
obtain tighter enclosures by minimizing the occurrence of X in the expression.
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F (1)
0.5
1.5
2.5
F (2)
F (1)(X) = 12−X +
1
2+X
F (2)(X) = 44−X·X
F (3)(X) = 4
4−X2
F (1)(X0) = [
24
35 ,
8
3 ] ⊃ F (2)(X0) = [1619 , 167 ] ⊃ F (3)(X0) = [1, 167 ]
− 12 32
F (3)
Figure 1.5: Extension-specific dependence of range enclosures
Unlike the natural interval extension of an f ∈ S that produces exact range
enclosures, the natural interval extension F (X) of an f ∈ E often overestimates
the range f(X), but can be shown under mild conditions to linearly approach the
range as the maximal diameter of the box X goes to zero, i.e., h(F (X), f(X)) ≤
α · d∞(X) for some α ≥ 0. This implies that a partition of X into smaller boxes
{X(1), · · · , X(m)} gives better enclosures of f(X) through the union ⋃mi=1 F (X(i))
as illustrated in Figure 1.6. Next we make the above statements precise.
Definition 12 A function f : D → R is Lipschitz if there exists a Lipschitz
constant K such that, for all x, y ∈ D, we have |f(x)−f(y)| ≤ K|x−y|. We define
EL to be the set of elementary functions whose sub-expressions fi, i = 1, . . . , n at
the nodes of the corresponding DAGs are all Lipschitz.
Theorem 5 (Range enclosure tightens linearly with mesh) Consider a func-
tion f : D → R with f ∈ EL. Let F be an inclusion isotonic interval extension
of f such that F (X) is well-defined for some X ∈ IR, X ⊆ I. Then there exists a
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Figure 1.6: Range enclosure of the interval extension of −∑5k=1 k x sin (k(x−3)3 )
linearly tightens with the mesh
positive real number K, depending on F and X, such that if X = ∪ki=1X(i), then
Rng(f ;X) ⊆
k⋃
i=1
F (X(i)) ⊆ F (X)
and
r
(
k⋃
i=1
F (X(i))
)
≤ r(Rng(f ;X)) +K max
i=1,...,k
r(X(i))
Proof : The proof is given by an induction on the DAG for f similar to the proof
of Theorem 4 (See [40]).
Centered forms
Let ∇F (x) and ∇2F (x) represent the interval extensions of ∇f(x) and ∇2f(x),
the gradient and Hessian of f . A better enclosure of f(X) is possible for an f with
the centered form,
f(x) = f(c)+∇f(b) ·(x−c) ∈ f(c)+∇f(X) ·(x−c) ⊆ Fc(X) := f(c)+∇F (X) ·(X−c) ,
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where, b, c, x ∈ X with b between c and x. Fc(X) is the interval extension of the
centered form of f with center c and decays quadratically to f(X) as the maximal
diameter of X → 0.
1.2.2 Differentiation Arithmetic
When it becomes too cumbersome or impossible to explicitly compute the deriva-
tive of a function f : Rn → R, or when f itself is only available as an algorithm, one
may employ a differentiation arithmetic, often known as automatic differentiation
(see for e.g. [36]) to obtain any ∇kf , the kth-order derivative of f . This approach
circumvents the computation of a formal expression for f by defining a differen-
tiation arithmetic on the ordered k-tuples (f(x),∇f(x),∇2f(x), · · · ,∇kf(x)) [2].
A brief sketch of such an arithmetic is given for the case when k = 2 as it will be
used in section 1.2.5.
Consider a twice-continuously differentiable function f : Rn → R with the gra-
dient vector and Hessian matrix given by∇f(x) := (∂f(x)/∂x1, · · · , ∂f(x)/∂xn)T ∈
Rn, and ∇2f(x) := ((∂2f(x)/∂xi∂xj))i,j={1,··· ,n} ∈ Rn×n, respectively. For every,
f(x) : Rn → R, consider its corresponding ordered triple ( f(x), ∇f(x), ∇2f(x) ).
The ordered triples corresponding to a constant function, c(x) = c : Rn → R, and
a component identifying function (or variable), Ij(x) = xj : Rn → R, are ( c, 0, 0 )
and ( xj, e
(j), 0 ), respectively, where, e(j) is the j-th unit vector and the 0’s are
additive identities in their appropriate spaces. To perform an elementary operation
? ∈ {+,−, ·, /} with a pair of such triples to obtain another, the rules of calculus
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apply as follows:
(h(x), ∇h(x), ∇2h(x) )
:= ( f(x), ∇f(x), ∇2f(x) ) ? ( g(x), ∇g(x), ∇2g(x) )
= ( f(x) ? g(x), ∇f(x) ?∇g(x), ∇2f(x) ?∇2g(x) ), if ? ∈ {+,−}
= ( f(x) · g(x), f(x) · ∇g(x) + g(x) · ∇f(x),
g(x) · ∇2f(x) +∇f(x) · ∇g(x)T +∇g(x) · ∇f(x)T + f(x) · ∇2g(x) ), if ? = ·
= ( f(x)/g(x), 1/g(x) · {∇f(x)− h(x) · ∇g(x)},
1/g(x) · {∇2f(x) · ∇h(x) · ∇h(x)T −∇g(x) · ∇h(x)T − h(x) · ∇2h(x)}, if ? = /,
where g(x) 6= 0 under the division operation. The arithmetic for composition of
functions, such as, h(x) = r(f(x)) : R→ R, with the first and second derivative of
r given by r′ and r′′, on their corresponding triples is given by
( r(f(x)), r′(f(x)) · ∇f(x), r′′(f(x)) · ∇f(x) · ∇f(x)T + r′(f(x)) · ∇2f(x) ).
Such compositions are used to obtain the triples for the elementary functions,
such as, exp(x) and ln(x), which are used in the likelihood computations of section
2.2.2.
For dyadic reasons, the differentiation arithmetic has been explained above only
in terms of reals. By replacing the real x’s above by interval X’s and performing
all operations in the real interval arithmetic with the interval extension F of f , as
discussed in section 1.2.1, one can rigorously enclose the components of the interval
triple (F (X), ∇F (X), ∇2F (X) ) through interval differentiation arithmetic, such
that, for every x ∈ X ∈ IRn, f(x) ∈ F (X) ∈ IR, ∇f(x) ∈ ∇F (X) ∈ IRn, and
∇2f(x) ∈ ∇2F (X) ∈ IRn×n.
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1.2.3 Interval Newton method and its extension
Newton’s method linearly approximates the differentiable real function f(x) in the
neighborhood of an initial value x(0) by the tangent,
t(x) = f(x(0)) + f ′(x(0))(x− x(0)),
where, f ′(x) is the first derivative of f(x). This tangent equation can be used to
solve for an approximation to the zero of f(x), by means of the following discrete
dynamical system known as Newton’s method:
x(j+1) = x(j) − f(x
(j))
f ′(x(j))
, j = 0, 1, 2, · · · .
Thus, the zero of the tangent to f(x) at the current approximate value x(j) gives
the next approximate value x(j+1). The following geometric interpretation shown
in Figure 1.7 is useful. During each iteration of the Newton’s method, a light
beam is shone upon the domain from the point (x(j), f(x(j))) along the tangent
to f(x) at x(j). The intersection of this beam (white line in Figure 1.7) with the
domain provides x(j+1), which is where the next iteration is resumed. If x∗ is the
only root of f(x) in the search interval X containing all iterates x(j), f(x) is twice
continuously differentiable, and x(0) is sufficiently close to x∗, then it is well known
that Newton’s method converges quadratically fast to x∗. Otherwise, it may well
diverge or oscillate.
The interval version of Newton’s method [30] computes an enclosure of the
zero x∗ of a continuously differentiable function f(x) in the interval X through the
following dynamical system in IR:
X(j+1) =
(
m(X(j))− f(m(X
(j)))
F ′(X(j))
)
∩X(j), j = 0, 1, 2, · · ·
Here, X(0) = X, F ′(X(j)) is the enclosure of f ′(x) over X(j), and m(X(j)) is the
mid-point of X(j). Provided 0 /∈ F ′(X(0)) or equivalently a unique zero of f lies in
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X(0), the interval Newton method will never diverge. Under natural conditions on
f , the sequence of compact sets X(0) ⊇ X(1) ⊇ X(2) · · · can be shown to converge
quadratically to x∗ [1]. One can derive the above dynamical system in IR via the
mean value theorem. Let f(x) be continuously differentiable and f ′(x) 6= 0 for all
x ∈ X such that x∗ is the only zero of f in X. Then, by the mean value theorem,
for every x, there exists a c ∈ (x, x∗), such that, f(x) − f(x∗) = f ′(c)(x − x∗).
Since, f ′(c) 6= 0, by assumption, and f(x∗) = 0, it follows that:
x∗ = x− f(x)
f ′(c)
∈ x− f(x)
F ′(X)
=: N(X), ∀x ∈ X
N(X) is called the Newton operator and it contains x∗. Since our root of interest
lies in X, x∗ ∈ N(X)∩X. Note that the above dynamical system in IR is obtained
by replacing x withm(X) and X with X(j) in the previous expression. The interval
Newton method can also be interpreted geometrically. At the jth iteration, a set of
light beams are shone from the point (x(j), f(x(j))) along the directions of all the
tangents to f(x) on the entire interval X. The intersection of these beams (gray
floodlight of Figure 1.7) with the domain is N(X(j)). The iteration is resumed with
the new interval X(j+1) = N(X(j)) ∩ X(j). Next we extend the interval Newton
method in order to allow F ′(X) to contain 0.
By including two ideal points +∞ and −∞ to R, it becomes possible to extend
interval arithmetic to IR∗ := IR ∪ {(−∞, x] : x ∈ R} ∪ {[x,+∞) : x ∈ R} ∪
(−∞,+∞), the set of intervals with end points in the complete lattice R∗ := R ∪
{+∞}∪{−∞}, with respect to the ordering relation≤. Since division is the inverse
operation of multiplication, obtaining any x/y ∈ X/Y := {x/y : x ∈ X, y ∈ Y } is
equivalent to solving the equation y · s = x for s, i.e., X/Y := {s : y · s = x, x ∈
X, y ∈ Y }. Let [ ] denote the empty interval. With the following rules, division by
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f(x)
X(j+1)
X(j)
N(X(j))
m(X(j)) = x(j)x
(j+1)
Figure 1.7: Geometric interpretation of the interval Newton method
intervals containing 0 becomes possible.
X/Y :=

(−∞,+∞) if 0 ∈ X, or Y = [0, 0]
[ ] if 0 /∈ X, and Y = [0, 0]
[x/y,+∞) if x ≤ 0, and y = 0
[x/y,+∞) if 0 ≤ x, and 0 = y < y
(−∞, x/y ] if x ≤ 0, and 0 = y < y
(−∞, x/y ] if 0 ≤ x, and y < y = 0
(−∞, x/y ] ∪ [x/y,+∞) if x ≤ 0, and [0, 0] b Y
(−∞, x/y ] ∪ [x/y,+∞) if 0 ≤ x, and [0, 0] b Y
When X is a thin interval with x = x = x and Y has +∞ or −∞ as one of
its bounds, then extended interval subtraction is also necessary for the extended
interval Newton algorithm, and is defined as follows:
[x, x ]− Y :=

(−∞,+∞) if Y = (−∞,+∞)
(−∞, x− y] if Y = ( y,+∞)
[x− y,+∞) if Y = (−∞, y ]
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The extended interval Newton method sketched below uses the extended interval
arithmetic described above and is a variant of the method based on [15] with
Ratz’s modifications [37] as implemented in [12]. It can be used to enclose the
roots of a continuously differentiable f : Rn → Rn in a given box X ∈ IRn.
Let Jf (x) := ((∂fi(x)/∂xj))i,j={1,··· ,n} ∈ Rn×n denote the Jacobian matrix of f
at x. Let JF (X) ⊃ Jf (X) denote the Jacobian of the interval extension of f .
The Jacobian can be computed via automatic differentiation of section 1.2.2 by
computing the gradient of each component fi of f . By the mean value theorem,
f(m(X))− f(x∗) = Jf(w) · (m(X)− x∗), for some x∗ ∈ X,w = (w1, w2, · · · , wn),
where wi ∈ X, ∀i ∈ {1, 2, · · · , n}. Interest in x∗ with f(x∗) = 0, yields the following
relation, provided ∀x ∈ X, JF (x) is invertible.
f(m(X)) = Jf (w) · (m(X) − x∗)
x∗ = m(X)− (Jf (w) )−1 · f(m(X))
∈ m(X)− (Jf (X) )−1 · f(m(X))
⊆ m(X)− (JF (X) )−1 · F (m(X)) =: N (X)
⊆ N (X) ∩X
An iteration scheme X(j+1) := N (X(j)) ∩ X(j), where j = 0, 1, · · · , and X(0) :=
X, will enclose the zeros of f contained in X. To relax the assumption that
every matrix in JF (X) be invertible, the inverse of the midpoint of JF (X), i.e.,
(m(JF (X)))
−1 =: p ∈ Rn×n, is used as a matrix preconditioner. The extended
interval Gauss-Seidel iteration, which is also applicable to singular systems [32], is
used to solve the preconditioned interval linear equation,
p · F (m(X)) = p · JF (X) · (m(X) − x∗)
a = G · (c− x∗),
where, a ∈ A := p ·F (m(X)), G := p · JF (X), and, c := m(X). Thus, the solution
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set S := {x ∈ X : g·(c−x) = a, ∀g ∈ G} of the interval linear equation a = G·(c−x)
has the component-wise solution set Si = {xi ∈ Xi :
∑n
j=1 ( gi,j · (cj − xj) ) =
ai, ∀g ∈ G}, ∀i ∈ {1, · · · , n}. Now, set Y = X, and solve the ith equation for the
ith variable, iteratively for each i, as follows:
yi = ci − 1gi,i
(
ai +
∑n
j=1,j 6=i( gi,j · (yj − cj) )
)
∈
(
ci − 1Gi,i
(
Ai +
∑n
j=1,j 6=i(Gi,j · (Yj − cj) )
))
∩ Yi
The interval vector(s) Y obtained at the end of such an iteration is the set,
NGS(X), resulting from one extended interval Newton Gauss-Seidel step, such that,
S ⊆ NGS(X) ⊆ X. Thus, the roots of f are enclosed by the discrete dynamical
system X(j) = NGS(X(j)) in IRn. Every 0 of f that lies in X also lies in NGS(X).
If NGS(X) = [ ], the empty interval, then f has no solution in X. If NGS(X) b X,
then f has a unique solution inX. For proofs of the above three statements see [14].
When Gii ⊃ 0, the method is applicable with extended interval arithmetic that
allows for division by 0. In such cases, one may obtain up to two disjoint compact
intervals for Yi subsequent to extended interval arithmetic and intersection with
the previous compact interval Xi. In such cases, the iteration is applied to each
resulting sub-interval. One can also geometrically interpret the extended interval
Newton method in one dimension [22].
1.2.4 Machine interval arithmetic
All interval arithmetic was done above with real intervals. However, there are only
finitely many floating-point numbers available on a computing machine. Let R
be this set of real floating-point numbers that constitute the real number screen
RScreen. A machine interval is a real interval with floating-point bounds. Thus,
on a computer, one works with IR := {X ∈ IR : x, x ∈ R}, the set of all machine
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intervals. In spite of the finiteness of IR, the strength of interval arithmetic lies in
a machine interval X being able to enclose the entire continuum of reals between
its machine-representable boundaries. Through rounding controlled floating-point
arithmetic provided by the IEEE arithmetic standard, operations with real inter-
vals can be tightly enclosed by the rounding directed operations with the smallest
machine intervals containing them [22]. The errors resulting from converting a
decimal number, usually a constant or input data, which in general does not have
a finite binary representation, to a binary floating-point number is controlled by
first passing the decimal number as a string and then enclosing it with the small-
est machine interval by proper outward rounding. The program is written in C++
using the C-XSC class libraries. The differentiation arithmetic of section 1.2.2 is
implemented using the hess ari module provided in [12].
1.2.5 Global Optimization
Branch-and-bound
The most basic strategy in global optimization through enclosure methods is to
employ rigorous branch-and-bound techniques. Such techniques recursively parti-
tion (branch) the original compact space of interest into compact subspaces and
discard (bound) those subspaces that are guaranteed to not contain the global
optimizer(s). The problem of finding the global maximum of `(θ), the likelihood
function, is equivalent to finding the global minimum of l(θ) := −`(θ). Let L(Θ)
be the natural interval extension of the negative log likelihood function l(θ) over Θ.
Let ∇L(Θ) and ∇2L(Θ) be the enclosures of the gradient and the Hessian of l(θ)
over Θ respectively. For the real scalar-valued multi-dimensional objective func-
tion l(θ), the interval branch-and-bound technique can be applied to its natural
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interval extension L(Θ) to obtain an interval enclosure L∗ of the global minimum
value l∗ as well as the set of minimizer(s) to a specified accuracy . Note that this
set of minimizer(s) of L(θ) is the set of maximizer(s) of the likelihood function for
the observed data D. The strength of such methods arises from the algorithmic
ability to discard large sub-boxes from the original search region ⊂ IRb,
Θ(0) = (Θ
(0)
1 , · · · ,Θ(0)b ) := ( [θ (0)1 , θ (0)1 ], · · · , [θ (0)b , θ (0)b ] )
that are not candidates for global minimizer(s). Four tests that help discard sub-
regions are described below. Let L denote a list of ordered pairs of the form
(Θ(i),LΘ(i) ), where, Θ(i) ⊆ Θ(0), and LΘ(i) := min (L(Θ(i)) ) is a lower bound for
the range of the negative log likelihood function l over Θ(i). Let l˜ be an upper
bound for l∗ and ∇L(Θ(i))k denote the k-th interval of the gradient box ∇L(Θ(i)).
If no information is available for l˜, then l˜ =∞.
Midpoint Cut-off test
The basic idea of the midpoint cut-off test is to discard sub-boxes of the search
space Θ(0) with the lower bound for their range enclosures above l˜, the current best
estimate of an upper bound for l∗. Figure 1.8 shows a multi-modal l as a function
of a scalar valued θ over Θ(0) = ∪16i=1Θ(i). For this illustrative example, l˜ is set
as the upper bound of the range enclosure of l over the smallest machine interval
containing the midpoint of Θ(15), the interval with the smallest lower bound of its
range enclosure. The shaded rectangles show the range enclosures over intervals
that lie strictly above l˜. In this example the midpoint cut-off test would discard
all other intervals except Θ(1), Θ(2), and Θ(4).
• Given a list L and l˜
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• Choose an element j of L, such that, j = argmin
i
LΘ(i) , since Θ(j) is likely to
contain a minimizer.
• Find its midpoint c = m(Θ(j)) and let C be the smallest machine interval
containing c.
• Compute a possibly improved l˜ = min {l˜ ,L C} , where, L C := max (L(C))
• Discard any i-th element of L for which LΘ(i) > l˜ ≥ l∗
Θ(16)
l(θ)
θ
l˜
Θ(4)Θ(3)Θ(2)Θ(1) Θ(15)
Figure 1.8: Midpoint Cut-off test
Monotonicity test
For a continuously differentiable function l(θ), the monotonicity test determines
whether l(θ) is strictly monotone over an entire sub-box Θ(i) ⊆ Θ(0). If l is strictly
monotone over Θ(i), then a global minimizer cannot lie in the interior of Θ(i).
Therefore, Θ(i) can only contain a global minimizer as a boundary point if this
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point also lies in the boundary of Θ(0). Figure 1.9 illustrates the monotonicity
test for the one-dimensional case. In this example the search space of interest,
Θ(0) = [θ(0), θ
(0)
] = ∪8i=1Θ(i), can be reduced considerably. In the interior of Θ(0),
one may delete Θ(2), Θ(5), and Θ(7), since l(θ) is monotone over them as indicated by
the enclosure of the derivative l′(θ) being bounded away from 0. Since l(θ) is mono-
tonically decreasing over Θ(1) one can also delete it since we are only interested in
minimization. Θ(8) may be pruned to its right boundary point θ(8) = θ
(8)
= θ
(0)
due to the strictly decreasing nature of l(θ) over it. Thus, the monotonicity test
has pruned Θ(0) to the smaller candidate set { θ(0),Θ(3),Θ(4),Θ(6) } for a global
minimizer.
• Given Θ(0), Θ(i), and ∇L(Θ(i))
• Iterate for k = 1, · · · , b
– If 0 ∈ ∇L(Θ(i))k, then leave Θ(i)k unchanged, as it may contain a sta-
tionary point of l.
– Otherwise, 0 /∈ ∇L(Θ(i))k. This implies that Θ(i) can be pruned, since
l∗ /∈ Θ(i) except possibly at the boundary points, as follows:
1. if min (∇L(Θ(i))k) > 0 and θ (0)k = θ (i)k , then Θ(i)k = [θ (i)k , θ (i)k ],
2. Else if max (∇L(Θ(i))k) < 0 and θ (0)k = θ (i)k , then Θ(i)k = [θ (i)k , θ (i)k ].
3. Else, delete the i-th element of L and stop the iteration.
Concavity test
Given Θ(i) b Θ(0), and the diagonal elements (∇2L(Θ(i)) )kk of ∇2L(Θ(i)), note
that if max ((∇2L(Θ(i)) )kk ) < 0 for some k, then, ∇2L(Θ(i)) cannot be positive
32
θ
θ
(0)
θ(0)
Θ(1) Θ(2) Θ(3) Θ(4) Θ(5) Θ(6) Θ(7) Θ(8)
l′(θ)
l(θ)
Figure 1.9: Monotonicity test
semidefinite, and therefore l(θ) cannot be convex over Θ(i) and thus cannot contain
a minimum in its interior. In the one-dimensional example shown in Figure 1.9, an
application of the concavity test to the candidate set { θ(0),Θ(4),Θ(6) } for a global
minimizer returned by the monotonicity test, would result in the deletion of Θ(6)
due to the concavity of l(θ) over it.
• Given Θ(i) b Θ(0) and ∇2L(Θ(i))
• If max ((∇2L(Θ(i)) )kk ) < 0 for any k ∈ {1, · · · , b}, then delete the i-th
element of L.
Interval Newton test
Given Θ(i) b Θ(0), and ∇L(Θ(i)), attempt to solve the system, ∇L(θ) = 0, in
terms of θ ∈ Θ(i).
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• Apply one extended interval Newton Gauss-Seidel step of Section 1.2.3 to
the linear interval equation a = G · (c − θ), where, a := p · L(m(Θ(i))),
G := p · ∇2L(Θ(i)), c := m(Θ(i)), and p := (m(∇2F (X)))−1, in order to
obtain N ′GS(Θ(i)).
• One of the following can happen,
1. If N ′GS(Θ(i)) is empty, then discard Θ(i).
2. IfN ′GS(Θ(i)) b Θ(i), then replace Θ(i) by the contractionN ′GS(Θ(i))∩Θ(i).
3. If 0 ∈ Gjj, and the extended interval division splits Θ(i)j into a non-
empty union of Θ
(i),1
j and Θ
(i),2
j , then the iteration is continued on Θ
(i),1
j ,
while Θ
(i),2
j , if non-empty, is stored in L for future processing. Thus,
one extended interval Newton Gauss-Seidel step can add at most b+ 1
sub-boxes to L.
Verification
Given a collection of sub-boxes, {Θ(1), · · · ,Θ(n) }, each of width ≤ , that could not
be discarded by the tests in Section 1.2.5, one can attempt to verify the existence
and uniqueness of a local minimizer within each sub-box θ(i) by checking whether
the conditions of the following two theorems are satisfied. For proof of these two
theorems see [14] and [37].
1. If N ′GS(Θ(i)) b Θ(i), then there exists a unique stationary point of L, i.e., a
unique zero of ∇L exists in Θ(i).
2. If ( I + 1
κ
· (∇2L(Θ(i))) ) · Z b Z, where (∇2L(Θ(i)))d,∞ ≤ κ ∈ R, for some
Z ∈ IRn, then, the spectral radius ρ(s) < 1 for all s ∈ ( I − 1
κ
· (∇2L(Θ(i))) ),
and all symmetric matrices in ∇2L(Θ(i)) are positive definite.
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If the conditions of the above two theorems are satisfied by some Θ(i), then a
unique stationary point exists in Θ(i) and this stationary point is a local minimizer.
Therefore, if exactly one candidate sub-box for minimizer(s) remained after pruning
the search box Θ(0) with the tests in Section 1.2.5, and if this sub-box satisfies
the above two conditions for the existence of a unique local minimizer within
it, then one has rigorously enclosed the global minimizer in the search interval.
On the other hand, if there are two or more sub-boxes in our candidate list for
minimizer(s) that satisfy the above two conditions, then one may conclude that
each sub-box contains a candidate for a global minimizer which may not necessarily
be unique (disconnected sub-boxes, for example). Observe that failure to verify
the uniqueness of a local minimizer in a sub-box can occur if it contains two or
more points or even a continuum of points that are stationary (non-identifiable
manifolds in the sub-box, for example).
Algorithm
• Initialization:
1. Let the search region be a single box Θ(0) or a collection of not neces-
sarily connected, but pair-wise disjoint boxes, Θ(i), i ∈ {1, · · · , r}.
2. Initialize the list L which may just contain one element (Θ(0),LΘ(0) ) or
several elements
{ (Θ(1),LΘ(1) ), (Θ(2),LΘ(2) ), · · · , (Θ(r),LΘ(r) ) }.
3. Let  be a specified tolerance.
4. Let maxL be the maximal length allowed for list L.
5. Set the non-informative lower bound for l∗, i.e., l˜ =∞
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• Iteration:
1. (a) Improve l˜ = min{ l˜,max(L(m(Θ(j)))) }, where j = argmin
i
{LΘ(i)}.
(b) Perform the midpoint cut-off test to L.
(c) Set L∗ = [LΘ(j) , l˜].
2. Bisect Θ(j) along its longest side k, i.e., d(Θ
(j)
k ) = d∞(Θ
(j)), to obtain
sub-boxes Θ(jq), q ∈ {1, 2}.
3. For each sub-box Θ(jq), evaluate its triple (L(Θ(jq)),∇L(Θ(jq)),∇2L(Θ(jq)) ),
and do the following:
(a) Perform monotonicity test to possibly discard Θ(jq).
(b) Centered form cut-off test:
Improve the range enclosure of L(Θ(jq)) by replacing it with its
centered form Lc(Θ(jq)) :=
{L(m(Θ(jq))) +∇L(Θ(jq)) · (Θ(jq) −m(Θ(jq)))} ∩ L(Θ(jq)),
and then discarding Θ(jq), if l˜ < LΘ(jq).
(c) Perform concavity test to possibly discard Θ(jq).
(d) Apply an extended interval Newton Gauss-Seidel step to Θ(jq), in
order to either entirely discard it or shrink it into v sub-sub-boxes,
where v is at most 2s− 2.
(e) For each one of these sub-sub-boxes Θ(jq,u), u ∈ {1, · · · , v}
i. Perform monotonicity test to possibly discard Θ(jq,u).
ii. Try to discard Θ(jq,u) by applying the centered form cut-off test
in 3b to it.
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iii. Append (Θ(jq,u),LΘ(jq,u) ) to L if Θ(jq,u) could not be discarded
by steps 3(e)i and 3(e)ii.
• Termination:
1. Terminate iteration if drel,∞(Θ
(j)) < , or drel,∞(L∗) < , or L is empty,
or Length(L) > maxL
2. Verify uniqueness of minimizer(s) in the final list L by applying algo-
rithm of section 1.2.5 to each of its elements.
The extended interval Newton method in combination with the midpoint cut-
off, monotonicity, and concavity tests may be used to study the shape of the
likelihood surface itself. For instance, one could rigorously enclose all the local
maxima, or search for non-identifiable subspaces, above a given level-set of the
likelihood function within any compact subset of the parameter space. Several ef-
ficiency increasing steps could be taken. Pre-enclosing the transition probabilities
and accessing them through hash functions can save computational effort. Asyn-
chronous parallelization of the algorithm across 6 processors is also observed to
increase the rate of convergence to the global maximum. It also provides a natural
framework to manage the memory requirements for larger trees through partial
likelihood evaluations for non-overlapping subtrees in parallel prior to obtaining
the full likelihood.
Most statistical inference today is done on computing machines through nu-
merical methods that do not rigorously account for the physical realities of such
machines with finite memory. Possibly sub-optimal decisions may suffice for several
decision problems. However, for others, such as, parameter estimation for nonlin-
ear stochastic differential equations, or finding the equilibrium configuration of the
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n atoms in a folding protein molecule, or data fitting problems in training neural
networks, one may want/have to guarantee the globally optimal decision. The
enclosure methods provide statisticians with powerful tools for rigorous numerical
inference.
1.3 Machine Interval Experiments
In this section we use the tools of Section 1.2 to address the questions raised
in Section 1.1. We will show that the usual experiment can be extended with
enclosure methods to account for the limits on empirical and numerical resolutions.
This extended experiment is the interval experiment and its machine counterpart
is the machine interval experiment.
1.3.1 Two simple examples
First we will see two simple examples to fix ideas. Here we denote points in R
as xi, and a sequence of such points as a vector (x1, ..., xn). We denote a ran-
dom variable by X, its n independent and infinitely precise realizations by a vector
of points (x1, ..., xn) and the enclosures of these realizations by a vector of boxes
(X1, . . . , Xn), where each Xi = [xi, xi]. The random variable X has a single un-
known measure Pθ∗ ∈ P that we are trying to infer under a maximum likelihood
framework. If the infinitely precise realizations (x1, ..., xn) of X were indeed mea-
surable then one can find an estimate of the underlying Pθ∗ with arithmetic on
the reals. However, if we only know the realizations up to a sequence of intervals
(X1, . . . , Xn), in the sense that
x1 ∈ X1, . . . , xn ∈ Xn,
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and nothing more, then we can enclose the underlying measure Pθ∗ with the small-
est possible set (w.r.t. the partial order ⊆) of measures PΘ∗ using interval analy-
sis. Naturally, the latter approach uses the set-valued mathematics introduced in
Section 1.2 and can therefore rigorously account for the limits on empirical and
numerical resolutions.
Exponential Rate Model
The data vector x = (x1, ..., xn) is a realization of the random variable X with
values in X = (0,∞)n. The distribution of X is the joint law of n independent and
identically distributed Exponential random variables X1, . . . , Xn, each having the
law Exp(θ), where θ > 0 is unknown. This model with unknown rate parameter
θ∗ ∈ Θ = (0,∞) is called the exponential rate model. It is well known that the
maximum likelihood estimate of θ∗ is the inverse of the sample mean
θ̂(n) = n(
n∑
i=1
xi)
−1.
To make the example more realistic let us suppose that the model is describing
the burn-out time of light bulbs made by the same manufacturer. We want to
infer the burn-out rate as precisely as possible. The above inference procedure is
more natural if the bulbs are tested with a device that can measure the instant
of time (up to seconds) that the bulb burnt out. However, if we have a clock
that only makes an hourly alarm, then our measuring scale is much coarser and
we only know that the bulb burnt out between two given hours. Let us further
suppose that our mean burn-out time is around a few hundred minutes. With such
a coarse scale our data vector would be intervals X = (X1, . . . , Xn). The interval
maximum likelihood estimate (MLE) that contains the MLE of each x ∈ X, such
that xi ∈ Xi, ∀ i ∈ {1, . . . , n}, is obtained by computing the inverse of the sample
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mean with elementary interval operations.
Θ̂(n) = n ·
(
n∑
i=1
Xi
)−1
= n ·
(
[
n∑
i=1
xi,
n∑
i=1
xi]
)−1
= n · [
(
n∑
i=1
xi
)−1
,
(
n∑
i=1
xi
)−1
]
Gaussian Location Scale Model
The data vector x = (x1, ..., xn) is a realization of a random vector X with values
in X = Rn. The distribution of X is the joint law of n independent and identically
distributed Gaussian random variables X1, . . . , Xn, each having the law N(µ, σ
2),
where σ2 > 0 and µ ∈ R is unknown. This model with unknown parameter
θ = (µ, σ2) ∈ Θ = R × (0,∞) is called the Gaussian location scale model. It
is well known that the maximum likelihood estimates µ̂(n) and σ̂2
(n)
for µ and
σ2 are the sample mean 1
n
∑n
i=1 xi and the sample variance
1
n
∑n
i=1 x
2
i − n(µ̂(n))2,
respectively.
Now, suppose our data vector were intervals X = (X1, . . . , Xn), then the inter-
val MLE (Θ̂
(n)
1 , Θ̂
(n)
2 ) that contains the MLE (µ̂
(n), σ̂2
(n)
) of each x ∈ X is obtained
by computing with elementary interval operations,
Θ̂
(n)
1 =
1
n
· [
n∑
i=1
xi,
n∑
i=1
xi]
Θ̂
(n)
2 =
1
n
·
n∑
i=1
X2i − n(Θ̂(n)1 )
2
,
where, X2i = [min{x2i , x2i }, max{x2i , x2i }], if 0 /∈ X, and [0, max{x2i , x2i }], otherwise.
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1.3.2 Interval extension of the likelihood function
We generalize the above examples. Let us now suppose that the sample space X of
the experiment EP is a subset of the Euclidean reals and its interval extension IX
is the set of all compact boxes in X. We will assume that the index set Θ of EP is
a compact subset of Rb and therefore the interval extension of the index set IΘ is
contained in IRb, unless otherwise stated. We refer to such experiments as compact
finite dimensional experiments in the sequel. This assumption of compactness
is partly justified because the number screen of a computer has a largest finite
number in absolute value (see Chapter 1.2) and we are fundamentally interested
in experiments that will employ computers in the hunt for optimal decisions.
Theorem 6 If L(Θ, X) : IΘ × IX → IR is the natural interval extension of the
usual likelihood (or log likelihood) function `(θ, x) : Θ × X → R, and it is well-
defined on (Z × Ξ) ⊆ (Θ×X), then
(i) Inclusion isotony: ∀ (X ×Θ) ⊆ (Y ×Θ) ⊆ (Z × Ξ) =⇒ L(Θ, X) ⊆ L(Θ, Y )
(ii) Range enclosure: ∀ (X ×Θ) ⊆ (Z × Ξ) =⇒ l(Θ, X) ⊆ L(Θ, Y )
Proof: The theorem is merely a restatement of Theorem 4 in terms of the likeli-
hood function.
Definition 13 A compact finite dimensional experiment with a well-defined inter-
val extension of the likelihood function is the extended interval experiment and its
machine counter-part is the machine interval experiment.
Even if the data enters the experiment as a sequence of intervals or boxes, X =
(X1, . . . , Xn), Xi ∈ IX, instead of a vector of data points, x = (x1, . . . , xn), xi ∈ X,
the interval extension of the likelihood function allows us to rigorously enclose a
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set of measures PΘ that are all equally likely explanations for the interval data,
using the rigorous global optimization methods of section 1.2.5 and operating with
machine intervals. Thus the most likely estimate θ̂ for every vector of data points
x ∈ X can be enclosed in the most likely box estimate Θ̂ for the box data vector
X.
Such an experiment with a well-defined inclusion isotonic likelihood function
also allows for statistical consistency of the estimator in the complete metric space
of the index set IΘ under the Hausdorff metric h, provided that EP is identifi-
able. An estimator Θ̂n of Θ
∗ from n observations is asymptotically consistent if
h(Θ̂n,Θ
∗)
P→ 0.
When X is a discrete set then the likelihood function may have a well-defined
interval extension for every given x. For such discrete experiments LER does not
usually pose problems. We can still use the interval extension of the likelihood
function to rigorously enclose the MLEs using a computing machine. In fact we
exactly do this for a problem in phylogenetics in Section 2.2.
1.3.3 Epistemological validity
The observed data x is usually assumed to be a thin set or point in the sample
space X. However, the realization x may be only enclosable by some set X ∈ IX,
such that d∞(X) reflects the physical limits on empirical resolution. It is important
to point out that although the enclosure data X of the truly realized point data x
is an event in the probability space, i.e. X ∈ FX, it does not enter the statistical
experiment as an event but only as an enclosure of the true data point. Therefore
we are not interested in the probability of the set X, i.e.,
∫
X
Pθ(x)dλ(x), but
rather in the set that encloses the density for each x ∈ X, i.e., {Pθ(x) : x ∈ X}.
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We can achieve this through the interval extension of the likelihood function and
thereby address empirical sufficiency or its lack there of directly without having
to make further assumptions about the nature of the measuring device. Such
enclosures of the likelihood may be necessary for making cautious decisions when
highly nonlinear probability models in the spirit of Statement 1 are providing the
index map for our experiment. Moreover, in a machine interval experiment, the
estimator Θ̂n may not converge in probability to a thin box even if the true measure
θ∗ is a singleton and all observations are measurable exactly, since the machine
precision p < ∞. The diameter d(Θ̂n) reflects the limit of numerical resolution
underlying computations that account for rounding and conversion errors induced
by the number screen. Since our machine interval experiment can account for the
physical limits on empirical as well as numerical resolutions, we can make decisions
that are epistemologically valid at least along the empirical and numerical fronts.
Chapter 2
Applications
2.1 Enclosing the Most Likely Mixtures
Finite mixtures of densities are used routinely to infer a wide variety of random
phenomena. We will restrict our analysis of the simplest univariate mixtures to the
maximum likelihood (ML) framework of frequentists. Since closed form solutions
are generally not available for ML estimate (MLE), one usually finds the MLEs
using gradient flow methods that rely on local information, including quasi New-
ton methods [35] and expectation maximization algorithms. Since these gradient
flow algorithms are usually sensitive to the starting and stopping conditions it is
possible to obtain a sub-global maximizer and the corresponding local maximum
of the log likelihood function [28]. Several such local searches pose acute prob-
lems when one is interested in approximating the distribution of the likelihood
ratio test statistic (LRTS) for the number of components in our mixture model via
parametric bootstraps [28].
In the following sections we study two examples of univariate mixture models:
(1) mixture of two Gaussian densities and (2) mixture of two exponential densities.
The rigorous global optimization algorithm of section 1.2.5 can be applied in both
cases to enclose the MLE since the interval extension of the likelihood function
is inclusion isotonic and twice differentiable. For the second example involving a
mixture of two exponential densities we can also enclose the distribution of LRTS
from parametric bootstraps under the null model of a homogeneous population.
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2.1.1 MLE of a Gaussian mixture
Consider the heteroscedastic mixture of two Gaussian densities
f(x, θ) = w1
1√
2piσ1
exp
−(x− µ1)2
2σ1
+ w2
1√
2piσ2
exp
−(x− µ2)2
2σ2
where, θ = (µ1, µ2, σ1, σ2, w1, w2), w1 + w2 = 1, x, µ1, µ2 ∈ R, and σ1, σ2 > 0.
We generated 620 independent realizations from the above mixture model under
the following parameters.
(µ1, µ2) = (−2, 2), (σ1, σ2) = (1, 1), (w1, w2) = (0.5, 0.5)
Since the log likelihood function under the assumption of independence is
`(x, θ) =
∑620
i=1 log f(x, θ), it has a well-defined interval extension L(X,Θ) that
is inclusion isotonic by Theorem 4. The negative log likelihood function was ex-
tended to the space of triples (F (x),∇F (x),∇2F (x) ) through interval-extended
Hessian differentiation arithmetic of Section 1.2.2, then the MLE was enclosed by
adaptive branch and bound algorithm of Section 1.2.5. Assuming that the weights
are equal and known we obtained the following machine intervals containing the
MLEs for the means and variances. We avoid the non-identifiability induced by
the symmetry of the likelihood function by posing the problem via mean-ordering,
i.e. we apply the additional constraint that µ1 ≤ µ2. The notation xba means the
interval [xa, xb], e.g. −2.094496835 = [−2.09449685,−2.09449683].
1. MLEs and the maximum log likelihood value ˆ` are enclosed by the following
intervals when the variances are known to be 1, i.e., σ1 = σ2 = 1.
µ̂1 ⊂ −2.094496835
µ̂2 ⊂ 2.01815389784
ˆ` ⊂ −316.11525517
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2. MLEs and ˆ` are enclosed by the following intervals under the assumption of
homoscedasticity, i.e., σ = σ1 = σ2. Notice the improvement in ˆ` when the
variance is also estimated.
µ̂1 ⊂ −2.0881306494089
µ̂2 ⊂ 2.00739334763065
σ̂ ⊂ 1.174648420276631
ˆ` ⊂ −312.752913679926
3. MLEs are enclosed by the following intervals under the assumption of het-
eroscedasticity.
µ̂1 ⊂ −2.09597456
µ̂2 ⊂ 1.998039964
σ̂1 ⊂ 1.072557731
σ̂2 ⊂ 1.0973559631
ˆ` ⊂ −312.71661968
Note that the above enclosures of the solutions for the MLEs and the log likelihood
values are equivalent to computer assisted proofs of the true MLEs unlike the
solutions for MLEs obtained with numerical local searches.
2.1.2 MLE and bootstrap of an exponential mixture
Consider the exponential mixture model
f(y, θ) = pi1λ1 exp (−λ1y) + pi2λ2 exp (−λ2y), θ = (λ1, λ2, pi1)
where θ = (λ1, λ2, pi1) ∈ Θ := (0,∞)× (0,∞)× [0, 1]. We are interested in testing
the null hypothesis
H0 : θ ∈ Θ0 := {θ : λ1 = λ2} ∪ {θ : pi1 = 0} ∪ {θ : pi1 = 1}
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against the alternative hypothesis
H1 : θ ∈ Θ \Θ0
This test leads to the breakdown of regularity conditions for the asymptotic dis-
tribution of the LRTS since θ under H0 lies in a non-identifiable subspace of Θ.
One practical solution for obtaining the distribution of the LRTS for finitely many
samples y1, . . . , yn is via parametric bootstrap, where one simulates B data-sets
from the ML estimate 1/
∑n
i=1 yi under H0 and computes the LRTS 2(`(θ̂1)−`(θ̂0))
for each of the B bootstrapped datasets. The empirical distribution of LRTS ob-
tained from B bootstraps is of interest as it can be used to approach the critical
value Cα of the α-level test. However, Cα=0.05 which is the critical value for LRTS
can be sensitive to the gradient flows of Expectation Maximization (EM), Newton,
Quasi-Newton, Simulated annealing and genetic algorithms that may be used to
find the LRTS for each of the B datasets.
To study this problem in detail, we further simplified the model and assumed
that the weights were known to be equal and thus fixed, i.e., pi1 = pi2 = 0.5. We
first obtained a dataset D of 100 independent samples from the mixture of two
exponentials with the following parameters θ∗ = (λ1, λ2, pi1) = (1, 5, 0.5). Next
we simulated 1000 datasets each of sample size 100 from the ML estimate θ̂0 =
1/
∑n
i=1 yi = 0.28 in Θ0. The critical values Cα=0.05 for the datasets based on
Quasi-Newton searches for the MLEs can range in [0.0001, 2.54] depending on the
starting point of the local search. For instance, when all the searches are initialized
on the line λ1 = λ2, then the search trajectory tends to the possibly sub-global
maximizer along the line. Figure 2.1.2 shows the log likelihood surface and the
corresponding contours for two datasets. Notice that the quasi-Newton search
started along λ1 = λ2 terminates on the sub-global maximizer along λ1 = λ2 and
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Figure 2.1: Likelihood surface (above) and their respective contours (below) of λ1
and λ2 under H1 for dataset 1 and dataset 5 are plotted
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thereby misses the true MLE for dataset 5. Thus the critical value determined by
the parametric bootstrap is too close to zero due to the non-rigorous nature of the
local searches. The question of interest then is whether we can ever know the true
LRTS distribution from a given set of bootstrapped data-sets.
The answer to the above question lies in the ability to enclose the ML value
under H0 and H1 for each of the B bootstrapped datasets. We pose the model in
the following equivalent manner.
f(yj; Θ) = pi1λ1 exp (λ1yj) + pi2λ2 exp (λ2yj), for pi1 =
w1
w1 + w2
, pi2 =
w2
w1 + w2
Now, the real-valued negative log likelihood function is extended to the space of
triples (F (x),∇F (x),∇2F (x) ) as it is twice differentiable and its natural interval
extension is well-defined. Then we operate in interval-extended Hessian differentia-
tion arithmetic to enclose the MLE as well as the LRTS in intervals. The enclosure
of the MLEs is given below for the dataset D.
1. When the weights are known and equal we get two solutions by non-identifiably
posing the problem. Note that the interval methods will enclose all the max-
imizers inside the starting search box that is given to the global optimization
algorithm.
Solution 1 : Solution 2 :
λ̂1 ⊂ 1.0183551731820 λ̂1 ⊂ 0.1639264637527964
λ̂2 ⊂ 0.16392646375287 λ̂2 ⊂ 1.018355173180652
ˆ`⊂ −214.922348352014 ˆ`⊂ −214.922348352014
49
2. Now we assume that the weights are possibly distinct.
λ̂1 ⊂ 0.1663850609631
λ̂2 ⊂ 1.0738158570885
ŵ2 ⊂ 0.92501155350696
ˆ` ⊂ −213.518515610556
Since our global optimization algorithm returns intervals that contain the MLEs
under H0 and H1 for each one of the B bootstrapped datasets, the LRTS obtained
for the B datasets are a sequence of intervals {Xi}B1 . Thus we need to enclose the
empirical cumulative distribution function (ECDF) fˆ{xi}B1 (x),
fˆ{xi}B1 (x) :=
1
B
B∑
i=1
1xi≤x,
of every sequence in the set
{{xi}B1 : xi ∈ Xi = [xi, xi], ∀ i ∈ {1, . . . , B}}.
To avoid notational clutter we will use {xi} for {xi}B1 and {Xi} for {Xi}B1 . We
can easily enclose the CDFs of the above set of sequences by noting that they are
contained in the lower and upper ECDFs
fˆ{xi}(x) :=
1
B
∑B
i=1 1xi≤x, and
fˆ{xi}(x) :=
1
B
∑B
i=1 1xi≤x.
Let us recall that the Kolmogorov-Smirnov metric between fˆ , gˆ is given by
KS(fˆ , gˆ) := sup
x
|fˆ(x)− gˆ(x)|.
By slightly abusing the interval notation, we refer to the set of ECDFs obtained
with a sequence of intervals {Xi} = {xi, xi}, ∀ i ∈ {1, . . . , B} by
Fˆ{Xi}B1 = [fˆ{xi}, fˆ{xi}(x)].
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Once again we use the shorthand notation Fˆ{Xi} for Fˆ{Xi}B1 unless necessary. Now
consider the collection of such compact sets of ECDFs
IF := {Fˆ{Xi} : Xi ∈ IR, ∀ i ∈ {1, . . . , B}}
Let Fˆ{Xi} and Gˆ{Yi} be elements of IF, then we can define the Hausdorff metric
between them as
hKS(Fˆ{Xi}, Gˆ{Yi}) := max {KS(fˆ{xi}, gˆ{yi}), KS(fˆ{xi}, gˆ{yi})}.
This makes IF a complete metric space and allows us enclose the limiting Fˆ by ap-
plying the Gilvenko-Cantelli Theorem (cf. [10]) to the the lower and upper ECDFs,
i.e.,
lim
B→∞
hKS(Fˆ{Xi}B1 , Fˆ ) = 0.
Recall that this argument is identical in spirit to that used to enclose the sample
mean of i.i.d. samples contained within interval-valued observations Xi by applying
the law of large numbers to the lower and upper bounds of the intervals. Figure 2.2
shows the ECDF of the LRTS for the dataset D under the null hypothesis H0 from
bootstrapped datasets of size 100 (magenta), 500 (azure), and 1000 (blue). The
ECDFs are actually interval valued enclosures of the true ECDFs. They appear as
lines at the resolution of Figure 2.2. However, when we blow up the image and look
closely at zero in Figure 2.3, we can see that the actual ECDFs for each level of
bootstrap replications are enclosed by its corresponding lower and upper ECDFs.
Thus this method also allows us to study the accumulation of “Point-mass” at 0
for the finite sample size of n = 100 for our dataset D.
Next we produce the enclosures of the critical value Cα for an α-level test for the
dataset D with finite sample size n from B bootstrap replicates. Recall that Cα=0.05
from non-rigorous estimates based on Quasi-Newton ranged in [0.0001, 2.54].
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Figure 2.2: Enclosing the empirical CDF of the LRTS for dataset D under H0 from
bootstrapped datasets of size 100 (magenta), 500 (azure), and 1000 (blue).
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Figure 2.3: Accumulation of “Point-mass” at 0 for sample size n = 100 and boot-
strap replicates B = 100 (magenta), B = 500 (azure), and B = 1000 (blue). The
thin lines are the ECDFs obtained from the midpoints of the interval valued LRTS
and the thicker lines are the respective upper and lower ECDFs.
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________________________________________________________
n = 100 : alpha = 0.05 :-
________________________________________________________
B = 100 C is in [1.52284897140 , 1.5228493000]
B = 500 C is in [2.16059526182 , 2.1605952618]
B = 1000 C is in [2.52103675001 , 2.5210369663]
________________________________________________________
Although we study one of the simplest cases here, similar problems of sensitivity
of the critical values to the heuristic optimization algorithms arise in mixtures
of more complex models as well as mixtures of other univariate and multivariate
densities. For example, when the parametric bootstrap to obtain Cα=0.05 was based
on EM algorithm with different starting and stopping rules, to test the number of
components in this exponential mixture problem with unknown rates and unknown
weights, Cα=0.05 was found to range in [2.55, 4.99] [4]. When the dimension of the
parameter space gets larger, one can imagine more complicated dependence of the
bootstrapped critical values on the particularities of local searches.
Other natural applications include mixtures of multivariate Gaussian distribu-
tions as “interval classifiers”. This method is particularly suited for certain types of
massive data ({xi}n1 ) problems, where each observation xi ∈ Rm, with m u 10 and
n u 1010. Also this method immediately allows for the observations to be intervals
and therefore can naturally model the physical limits on empirical resolution of
observations in the finite-dimensional continuum.
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2.2 Enclosing the Most Likely Trees
A general procedure that guarantees to solve for the maximum likelihood estimates
(MLEs) of the branch-lengths of a phylogenetic tree with a fixed topology does not
exist. Thus, even for small trees with three and four taxa, one is not certain whether
the MLEs obtained from heuristic local searches are indeed the actual MLEs. An
interval extension of the recursive formulation for the likelihood function of the
simplest Markov model of DNA evolution on unrooted phylogenetic trees with
a fixed topology is used to obtain rigorous enclosure(s) of the global maximum
likelihood value and the maximum likelihood estimates of all branch lengths of
the tree. The algorithm is an adaptation of a widely applied global optimization
method using interval analysis. Using such an interval-extended likelihood function
we rigorously enclose the MLEs of three and four taxa trees based on primate
mitochondrial DNA sequences.
2.2.1 The most likely phylogenetic tree problem
When one is given a homologous set of distinct deoxyribonucleic acid (DNA)
sequences of length v from s species and asked for an estimate of their inter-
relationships back through time under some model of DNA evolution, a phylo-
genetic tree estimation problem arises. This problem is two-fold. First, one has
to estimate the shape or topology of the tree, which captures the set of “who is
related to whom and in what order? and whose ancestors are related to whose and
in what order?”questions. Second, one has to estimate the lengths of the branches
when given a particular topology. The branch lengths of a tree usually represent
a scaled product of mutation rate and number of generations between the nodes.
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The s extant species are represented by the external nodes or leaves and their
ancestors are represented by the internal nodes of the tree. A rooted tree always
has a bifurcation at the root, typically the most recent common ancestor of all
s leaves, where as, an unrooted tree has m-furcations at all internal nodes with
m ≥ 3. This section focuses on the second problem, namely, estimating the branch
lengths for a given topology in a maximum likelihood framework.
When statistical inference is conducted in a maximum likelihood (ML) frame-
work, one is interested in the global maximum of the likelihood function over the
parameter space. Explicit analytical solutions for the maximum likelihood esti-
mates of the branch lengths for a specified unrooted topology with more than 2
leaves are not available even for the simplest model of DNA evolution [20] without
assuming a molecular clock. See 5.(b) of [42] for results on clocked 3-leaved rooted
trees. Results are known for models with two character states superimposed on
3-leaved trees [42], as well as for specific observations on 4-leaved trees [6].
In practice one settles for a local optimization algorithm to numerically ap-
proximate the global solution. However, statistical inference procedures that rely
on having found some global optimum through any numerical approach may suffer
from the five major sources of errors described earlier.
The global optimization method [13] sketched below rigorously encloses the
global maximum of the likelihood function through interval analysis [30]. Such in-
terval methods, in contrast to local search methods with floating-point arithmetic,
evaluate the likelihood function over a continuum of points including those that are
not machine-representable and account for all sources of errors described earlier.
We first enclose the likelihood function over a compact set of trees. The global
optimization algorithm described in section 1.2.5 is finally applied to enclose the
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MLEs for the branch lengths of phylogenetic trees with two, three and four leaves.
2.2.2 Enclosing the log likelihood over a box of trees
Let D denote a homologous set of distinct DNA sequences of length v from n
species. We want the maximum likelihood estimates of branch lengths for the most
likely tree under a particular topology. Recall that the branch lengths usually
represent a scaled product of mutation rate and number of generations. Let b
denote the number of branches and s denote the number of nodes of a tree with
topology τ . Thus, for a given unrooted topology τ with n leaves and b branches,
the unknown parameter θ = ( θ1, · · · , θb ) is the real vector of branch lengths in
the positive orthant (θq ∈ R+). An explicit model of DNA evolution is needed
to construct the likelihood function which gives the probability of observing data
D as a function of the parameter θ. The simplest such continuous time Markov
chain model (JC69) on the nucleotide state space Σ := {A,G,C, T} is due to
[20].One may compute `(k)(θ), the log likelihood at site k ∈ {1, · · · , v}, through
the following post-order traversal [11]:
1. Associate with each node q ∈ {1, · · · , s} with m descendants, a partial like-
lihood vector, lq := (l
A
q , l
C
q , l
G
q , l
T
q ) ∈ R4, and let the length of the branch
leading to its ancestor be θq.
2. For a leaf node q with nucleotide i, set liq = 1 and l
j
q = 0 for all j 6= i. For
any internal node q, set lq := (1, 1, 1, 1).
3. For an internal node q with descendants s1, · · · , sm,
l
i
q =
∑
j1,··· ,jm∈Σ
{ lj1s1 · Pi,j1(θs1) · · · · · ljmsm · Pi,jm(θsm) }
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4. Compute lq for each sub-terminal node q, then those of their ancestors recur-
sively to finally compute lr for the root node r and obtain the log likelihood
for site k, `(k)(θ) = log
∑
i∈Σ (pii · lir ).
Assuming independence across sites one obtains `(θ) =
∑v
k=1 `
(k)(θ), the natural
logarithm of the likelihood function for the data D by multiplying the site-specific
likelihoods. The problem of finding the global maximum of this likelihood func-
tion is equivalent to finding the global minimum of l(θ) := −`(θ). Replacing θ,
a positive real vector of branch lengths, in the above algorithm by a positive real
interval vector or box Θ and all real operations by their interval counterparts,
yields L(Θ), the natural interval extension of the negative log likelihood function
l(θ) over Θ. Since ∇L(Θ) and ∇2L(Θ), the enclosures of the gradient and the
Hessian of l(θ) over Θ, respectively, are needed in Section 1.2.5, one may use the
constant triples, (C, 0, 0), variable triples, ( Θj, e
(j), 0 ), appropriate triples for the
elementary functions, exp and log, and perform all operations in the interval differ-
entiation arithmetic of Section 1.2.2, in order to obtain the negative log likelihood
triple (L(Θ),∇L(Θ),∇2L(Θ) ).
2.2.3 Examples
Example 1 Unrooted 3-leaved Tree
The global maximum of the log likelihood function for the JC69 model of DNA
evolution on the three taxa unrooted tree with data from the mitochondria of
Chimpanzee, Gorilla, and Orangutan [5] is enclosed. There is only one unrooted
multifurcating topology for three species with all three branches emanating from
the root of the star tree τ∗. This data set has 29 data patterns.
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Table 2.1: Chimpanzee (1), Gorilla (2), and Orangutan (3).
Θ(0), Tree, −L(Θ∗) ⊃ −l(θ∗) Θ∗ ⊃ θ∗
[1.0× 10−11, 10.0]⊗ 3 5.981622138420 × 10−2
τ∗ = (1,2,3) 5.4167416794
2
0 × 10−2
−2.15031806585656 × 103 1.329908968598 × 10−1
PATTERN COUNTS :
232 71 229 168 13 31 16 18 9 20 1 8 22 3 10 8 7 1 9 2 4 2 1 2 1 1 2 1 3
PATTERNS:
agctatcacccatctgccgtactaagcgt
agctgttatcaacacgcaaaatccggtat
agctaccgttcccataataataaagcgca
The parameter space is three dimensional corresponding to the three branch
lengths of the 3-leaved star tree τ1. The algorithm is given a large search box Θ
(0).
The results are summarized in Table 2.1. Recall that the notation xba means the in-
terval [xa, xb], e.g. 5.981622138420×10−2 = [5.98162213840×10−2, 5.98162213842×
10−2]. Figure 2.4 shows the the parameter space being rigorously pruned as the
algorithm progresses according to section 1.2.5.
Example 2 Four Unrooted 4-leaved Trees
By adding the homologous mitochondrial sequence from Gibbon to the previous
problem, one obtains a simple phylogeny estimation problem with 61 data patterns
[5].
PATTERN COUNTS :
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209 71 192 157 28 5 11 20 2 10 10 15 5 15 1 5 1 2 15 3 14 3 4 2 5 4 5
4 9 2 4 5 1 1 7 6 3 1 1 4 2 3 3 1 1 2 3 1 1 1 4 1 1 1 1 1 1 1 1 2 1
PATTERNS:
agctccatatcacctacaaatccatatctgtccgggattacccctatttacgcgtcgcttc
agctccgtgttatctaaaaacatacacctgccaaagaatactttcccatgcgtattacctt
agctccacaccgttcaccaacatctccctatataaagattaccaaacatgtcgcagattaa
agcttaacgtcaccactcgtcatgcatgcgtcctaagtgaatacaaaaactgaaagcaata
Four topologies need to be considered for a tree with four leaves. The star
tree τ∗ has all four lineages coalescing at the same time, while the other three trees
have an additional parameter θ5 representing the only internal branch length. They
differ due to the order in which the leaves relate to one another as shown in Table
2.2. The algorithm is given a large search box Θ(0) for each topology and the results
are summarized in Table 2.2. Within each one of the four topologies there exists
a unique global maximum. However, the global maximizer over all five topologies
falls under topology τ2 with the global maximum −l∗ contained in the interval
−L∗ = −2.65693647094656 × 103.
Example 3 Enclosing non-identifiable subspaces
For time reversible Markov chains, such as JC69, evolving on a rooted tree, only the
sum of the branch lengths emanating from the root is identifiable. Identifiability is
a prerequisite for statistical consistency of estimators. To demonstrate the ability
of interval methods, unlike the local search methods, to enclose the non-identifiable
ridge along θ1+θ2, in the simplest case of a 2-leaved tree, a non-identifiable negative
log likelihood function l(θ) is formulated and its global minimizers along θ1 +
θ2 =
3
4
log (45/17) = 0.730087 are enclosed as shown in Figure 2.5 for a fictitious
60
Table 2.2: Chimpanzee (1), Gorilla (2), Orangutan (3), and Gibbon (4)
Θ(0), Tree, −L(Θ∗) ⊃ −l(θ∗) Θ∗ ⊃ θ∗
[1.0 × 10−11, 10.0]⊗ 4 6.5788249333354 × 10−2
τ1 = (1, 2, 3, 4) 6.236162512403
8
2 × 10−2
1.32487490224854 × 10−1
−2.702743450196414 × 103 1.63591256247643 × 10−1
[1.0 × 10−11, 10.0]⊗ 5 4.9628193432698 × 10−2
5.8992642469087 × 10−2
τ2 = ((1, 2), (3, 4)) 5.51849077387
4
3 × 10−2
9.0971400759632 × 10−2
−2.65693647094656 × 103 1.23151601831021 × 10−1
[1.0 × 10−11, 10.0]⊗ 5 9.071770476 × 10−3
6.1423911143 × 10−2
τ3 = ((1, 3), (2, 4)) 1.296383822
5
4 × 10−1
5.65069218130 × 10−2
−2.6998781361705 × 103 1.6000543165651 × 10−1
[1.0 × 10−11, 10.0]⊗ 5 1.14951643029695 × 10−2
5.8258061343187 × 10−2
τ4 = ((1, 4), (2, 3)) 1.588816609252
3
1 × 10−1
5.70695818019992 × 10−2
−2.698558628540559 × 103 1.29321416948910 × 10−1
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Figure 2.4: Progress of the algorithm (left to right starting from top row) as it
prunes [0.001, 10.0]⊗3.
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Figure 2.5: For a pair of homologous sequences of 600 nucleotides out of which
280 sites are polymorphic, the non-identifiable subspace of minimizers θ1 + θ2 =
3
4
log (45/17) = 0.730087 of the negative log likelihood function under the JC69
model evolving on a rooted two-leaved tree is enclosed by a union of up to 30,000
boxes. The larger gray, and smaller black boxes have tolerances of  = 1.0× 10−4
and  = 1.0× 10−6, respectively. The 10 pairs of colored circles are the initial and
final points of 10 Quasi-Newton searches with random initializations.
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dataset for which 280 out of 600 sites were polymorphic. Observe that the basin of
attraction for each point on θ1+θ2 = 0.730087 under the Quasi-Newton local search
algorithm is the line running orthogonal to it. This trivial example is only chosen
for pedantic reasons. Enclosing possibly non-identifiable sub-manifolds, that may
not even be simply connected, within any compact subset of higher dimensional
parameter spaces, may be accomplished, at least partly, by studying the rates
of decay of the hyper-volume of the union of all pending boxes as the algorithm
progresses, for instance.
2.2.4 Discussion
Modifications of this algorithm are also applicable to Markov models with unknown
parameters under constraints [14], even in the absence of analytical spectral decom-
positions [27]. The running time of the algorithm on phylogenetic trees is sensitive
to the shape of the likelihood function. In general, flatter likelihood functions due
to small sample sizes have longer convergence times [38]. One can perform rigorous
generalized neighbor joining [38] to construct phylogenetic trees with many leaves
in polynomial time. The algorithm can enclose all the maximizers even in a non-
identifiable model and is therefore robust to non-identifiably-posed models. Several
efficiency increasing steps could be taken. Pre-enclosing the transition probabilities
and accessing them through hash functions can save computational effort. Asyn-
chronous parallelization of the algorithm across 6 processors is also observed to
increase the rate of convergence to the global maximum. It also provides a natural
framework to manage the memory requirements for larger trees through partial
likelihood evaluations for non-overlapping subtrees in parallel, prior to obtaining
the full likelihood. Simpler versions of the algorithm can be carried out without
64
automatic differentiation by means of range enclosures. Finally, it is worth noting
that inclusion isotony does indeed hold by the continuity of the likelihood function
in the CAT(0) space of trees [3], and thus in conjunction with interval analysis may
be made to provide a rigorous numerical framework for global maximization of the
likelihood over compact sets containing distinct topologies. Preliminary results
indicate that efficiency increases when one starts with a disjoint union of compact
subsets of branch lengths from finitely many topologies, i.e, Θ(0) = ∪iΘ(0,τi) and
simultaneously prunes away sub-boxes from distinct Θ(0,τi) with a variant of the
above algorithm that allows for compact sets contained in each Θ(0,τi) with its cor-
responding τi-specific likelihood function. Thus, interval methods may be able to
enclose the global maximum more efficiently when several topologies are consid-
ered simultaneously than when the global maximum is enclosed for each member
of a finite set of topologies, one at a time, and finally compared.
The ability to enclose the range, gradient, and Hessian of the log likelihood
function over a compact set of trees, not only allows for the rigorous estimation
of the Fisher Information at the MLE, but also provides a natural framework for
efficiently sampling branch-lengths in the continuous part of the parameter space
of several Monte Carlo algorithms on tree spaces. For instance, one may use enclo-
sures of the likelihood function to produce an almost optimal importance sampler
over an adaptively partitioned compact box of branch-lengths. In this section a
general procedure has been provided to rigorously enclose the maximum likelihood
value, as well as the most likely branch lengths of a tree (with a specified topology)
upon which the simplest Markov model of DNA evolution is superimposed. This
partly addresses an open problem in phylogenetics [39] (p. 207).
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2.3 Randomized Enclosure Algorithms
In Bayesian statistical inference and computationally intensive frequentist infer-
ence, one is interested in obtaining samples from p(θ) := p∗(θ)/Np, a high di-
mensional, and possibly multi-modal density, where θ ∈ Θ b Rn. The challenge
is to obtain samples from p without any knowledge of the normalizing constant
Np :=
∫
Θ
p∗(θ) ∂θ. Several approaches to this problem rely on Monte Carlo meth-
ods. We will concentrate on (i) the rejection sampler due to John Von Neumann
[33] and (ii) the Metropolis-Hastings (M-H) sampler [29, 16]. We will introduce
interval versions of these samplers in honor of Ramon E. Moore who was one of
the influential founders of interval analysis.
2.3.1 Rejection Sampler
Rejection sampling is a Monte Carlo method to draw independent samples from a
probability distribution p(θ) := p∗(θ)/Np, where θ ∈ Θ b R. In general p is any
density that is typically dominated by the counting measure or the Lebesgue mea-
sure. We are under the constraint that the normalizing constant Np is unknown.
However, we can compute p∗(θ) for any θ ∈ Θ.
Rejection sampling Algorithm
1. Choose a proposal density q(θ) = q∗(θ)/Nq from which independent samples
can be drawn and q∗(θ) is computable for any θ ∈ Θ.
2. Find some proposal function f(x), such that the inequality
f(q(θ)) ≥ p∗(θ), ∀ θ ∈ Θ
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is satisfied. Usually, a linear form for f , i.e., f(q(θ)) = cq∗(θ), is chosen and
then one tries to find the smallest c for which the inequality
f(q(θ)) = cq∗(θ) ≥ p∗(θ), ∀ θ ∈ Θ
is satisfied. This smallest possible value of c when f takes a linear form is
said to be optimal and denoted by cˆ, i.e.,
cˆ := inf{c : cq∗(θ) ≥ p∗(θ), ∀ θ ∈ Θ}.
3. Given (i) a target shape p∗(θ), (ii) a proposal density q(θ), and (iii) a proposal
function f(q(θ)), ∀ θ ∈ Θ, that satisfy the above conditions, we can draw
independent samples from the target p(θ) as follows:
(a) GENERATE T ∼ q.
(b) DRAW H ∼ Uniform[0, f(q(T ))], where f(q(T )) ≥ p∗(T ).
(c) IF H ≤ p∗(T ), THEN accept T AND set U ← T ,
(d) IF H > p∗(T ), THEN reject AND return to Step 3a.
See [26] for a proof that U generated by the above algorithm is distributed ac-
cording to p, provided f(q(θ)) = cq∗(θ). Observe that the probability Apf(q) that
a point proposed according to q gets accepted as an independent sample from p is
the ratio of the integrals
Apf(q) =
Np
Nf(q)
:=
∫
Θ
p∗(θ) ∂θ∫
Θ
f(q(θ)) ∂θ
.
Therefore, for a given p we want to minimize Nf(q) over the allowed possibilities
for q and f(q), since the probability distribution over the number of samples from
q to obtain one sample from p is geometrically distributed with mean 1/Apf(q).
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2.3.2 Moore-Rejection Sampler
We introduce the Moore-rejection samplers as a class of rejection samplers that can
be applied to target a density over a compact domain with a well-defined interval
extension. These samplers obtain the possible q’s and f(q)’s needed to optimize a
rejection sampler through enclosure methods. We will consider one of the simplest
such samplers here to target p in one dimension with the following characteristics:
Compact domain Θ = [θ, θ]
Target shape p∗(θ) : Θ→ R
Target integral Np :=
∫
Θ
p∗(θ) ∂θ
Target density p(θ) := p
∗(θ)
Np
: Θ→ R
Interval extension of p∗ P ∗(Θ) : IΘ→ IR
If p∗ ∈ E, the class of elementary functions, and the interval extension of P ∗ is
well-defined on Θ then by Theorem 4
Rng(p∗;Θ) =: p∗(Θ) ⊆ P ∗(Θ) =: [P ∗(Θ), P ∗(Θ)]
which implies that
P ∗(Θ) ≤ p∗(θ) ≤ P ∗(Θ), ∀ θ ∈ Θ
Bearing in mind that [P ∗(Θ), P
∗
(Θ)] is often a terrible over-estimate of the range
p∗(Θ), we may nonetheless construct a naive Moore-rejection sampler for p with
q(θ) = P
∗
(Θ)
d(Θ)·P
∗
(Θ)
= (d(Θ))−1 , and
f(q(θ)) = P
∗
(Θ),
where, d(Θ) = d([θ, θ]) = θ − θ is the diameter of Θ. We can crudely bound the
acceptance probability Ap
P
∗
(Θ)
for this naive sampler from below
Ap
P
∗
(Θ)
=
Np
NP ∗(Θ)
=
Np
d(Θ) · P ∗(Θ) ≥
d(Θ) · P ∗(Θ)
d(Θ) · P ∗(Θ)
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Although this naive rejection sampler is extremely inefficient for targets whose
shapes are far from being a constant function on Θ, one has the assurance that
f(q(θ)) = P
∗
(Θ) ≥ p∗(θ), ∀ θ ∈ Θ,
a necessary condition for the rejection sampler. So one can use the constant P
∗
(Θ)
as a guaranteed upper bound for any parametric family of f(q(θ)), including uni-
modal parametric families of the form cq∗(θ) which are commonly used in standard
rejection sampling.
A natural way to improve the efficiency of the rejection sampler for targets with
non-constant shapes, including multi-modal shapes, is by partitioning the domain.
Let T := {Θ(1),Θ(2), ...,Θ(|T|) } be a finite partition of Θ. Then by Theorem 4 we
can enclose p∗(Θ(i)), the range of p∗ over the i-th element of T, with the well-defined
interval extension P ∗ of p∗ over Θ
p∗(Θ(i)) ⊆ P ∗(Θ(i)) := [P ∗(Θ(i)), P ∗(Θ(i))], ∀ i ∈ {1, 2, ..., |T|}.
For the given partition T we can construct a proposal q(θ) = qT(θ) as a normalized
simple function over Θ
qT(θ) =
(
NqT
)−1 |T|∑
i=1
P
∗
(Θ(i)) 1{θ ∈ Θ(i)} (2.1)
where the normalizing constant is obtained from the sum
NqT :=
|T|∑
i=1
(
d(Θ(i)) · P ∗(Θ(i))
)
.
The next ingredient f(qT(θ)) for our rejection sampler can simply be
f(qT(θ)) =
|T|∑
i=1
P
∗
(Θ(i)) 1{θ ∈ Θ(i)} (2.2)
Note that our f(qT(θ)) satisfies the necessary condition for the rejection sampler
f(qT(θ)) ≥ p∗(θ), ∀ θ ∈ Θ (2.3)
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Theorem 7 Suppose that the target shape p∗ has a well-defined natural interval
extension P ∗. If U is generated according to the steps in part 3 of the rejection
sampling algorithm, and if the proposal density qT(θ) and the proposal function
f(qT(θ)) are given by Equations 2.1 and 2.2, respectively, then U is distributed
according to the target p.
Proof: From Equations 2.1 and 2.2 observe that f(qT(t)) = qT(t)NqT . Let us
define the following two subsets of R2,
Bq = {(t, h) : 0 ≤ h ≤ f(qT(t))}, and Bp = {(t, h) : 0 ≤ h ≤ p∗(t)}.
First let us agree that steps 3a and 3b of part 3 of the rejection sampling algorithm
produce a pair (T,H) that is uniformly distributed on Bq. We can see this by letting
k(t, h) denote the joint density of (T,H) and k(h|t) denote the conditional density
of H given T = t. Then,
k(t, h) =

qT(t) k(h|t) if (t, h) ∈ Bq
0 otherwise .
Since we sample a uniform height h for a given t in Step 3b of the algorithm
k(h|t) =

(f(qT(t)))−1 = (qT(t)NqT )
−1 if h ∈ [0, f(qT(t))]
0 otherwise.
Therefore,
k(t, h) =

qT(t) k(h|t) = qT(t)/(qT(t)NqT) = (NqT )−1 if (t, h) ∈ Bq
0 otherwise .
Thus we have shown that the joint density of (T,H) is a uniformly distribution
on Bq. The above relationship also makes geometric sense since the volume of Bq
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is exactly NqT . Now, let (T
∗, H∗) be an accepted point, i.e., (T ∗, H∗) ∈ Bp ⊆ Bq.
Then, the uniform distribution of (T,H) on Bq implies the uniform distribution of
(T ∗, H∗) on Bp. Since the volume of Bp is Np, the p.d.f. of (T ∗, H∗) is identically
1/Np on Bp and 0 elsewhere. Hence, the marginal p.d.f. of U = T ∗ is
w(u) =
∫ p∗(u)
0
1/Np ∂h
= 1/Np
∫ p∗(u)
0
1 ∂h
= 1/Np
∫ Npp(u)
0
1 ∂h, ∵ p(u) = p∗(u)/Np
= p(u). 
Note that the above argument applies even when Θ b Rn for n > 1. Now,
we have all the ingredients to perform a more efficient partition specific Moore-
rejection sampling. Once again we can bound the acceptance probability Ap
f(qT)
for this sampler from below
Ap
f(qT)
=
Np
NqT
=
Np∑|T|
i=1
(
d(Θ(i)) · P ∗(Θ(i))
) ≥ ∑|T|i=1 (d(Θ(i)) · P ∗(Θ(i)))∑|T|
i=1
(
d(Θ(i)) · P ∗(Θ(i))
)
due to the linearity of the integral operator
Np :=
∫
Θ
p∗(θ) ∂θ
=
∑|T|
i=1
∫
Θ(i)
p∗(θ) ∂θ
∈ ∑|T|i=1 (d(Θ(i)) · P ∗(Θ(i)))
= [
∑|T|
i=1
(
d(Θ(i)) · P ∗(Θ(i))) , ∑|T|i=1 (d(Θ(i)) · P ∗(Θ(i))) ]
It is possible to say something more about the lower bound forAp
f(qT)
by limiting
ourselves to target shapes within EL, the Lipschitz class of elementary functions.
If p∗ ∈ EL then we might expect the enclosure of Np to be proportional to the
mesh of the partition T
w = max
i∈{1,...,T}
d(Θ(i)).
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Theorem 8 Let TW be the uniform partition of Θ = [θ, θ] into W intervals each
of diameter w
w = (θ−θ)
W
Θ
(i)
W = [ θ + (i− 1)w, θ + iw ] , i = 1, . . . ,W
TW = {Θ(i)W , i = 1, . . . ,W}.
and let p∗ ∈ EL, then
Ap
f(qTW )
= 1−O(1/W )
Proof
Then by means of Theorem 5
d(Θ
(i)
W ) = O(1/W ) =⇒ h( p∗(Θ(i)W ), P ∗(Θ(i)W ) ) = O(1/W )
=⇒ d(P ∗(Θ(i)W )) = O(1/W ), ∵ p∗ ∈ EL
Therefore
|TW |∑
i=1
(
d(Θ
(i)
W ) · P ∗(Θ(i)W )
)
= w
W∑
i=1
P ∗ ([ θ + (i− 1)w, θ + iw ]) ,
and we have
d(w
∑W
i=1 P
∗(ΘiW )) = O(1/W ) =⇒ Apf(qTW ) = 1−O(1/W )
Therefore the lower bound for the acceptance probability Ap
f(qTW )
of the Moore-
rejection sampler approaches 1 no slower than linearly with the refinement of Θ
by TW . 
One can also think of this particular family of Moore-rejection samplers con-
structed from the invoking family of uniform partitions of size W
{ TW :W = 1, 2, 3, . . . }
as a family of rejection samplers whose proposals descend necessarily from above
on p∗ in the form of a simple function with a uniform partition over Θ at each
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refinement level W . More generally, any family of Moore-rejection samplers that
construct their proposals with P
∗
from the invoking family of refining partitions
{ Tα : α ∈ A }
can also be thought of as a family of rejection samplers whose proposals descend
necessarily from above on p∗ in the form of simple splines whose knots may have
more freedom depending on the choice ofA. In any case, the acceptance probability
approaches 1 at a rate that is no slower than linearly with the mesh.
We can do better, in terms of the rate at which Ap
f(qTα)
approaches 1 in two
major pathways:
1. Better family of refining partitions A, and
2. Tighter than O(1/W ) range enclosures of p∗(Θ(i)) with P ∗(Θ(i)).
We can improve the sampler by the first pathway through an adaptive partition
of Θ. For example, we can bisect a box Θ(i) of the current partition to obtain
the subsequent refinement of Θ(i), along the side with the maximal diameter, only
if d(P ∗[Θ(i)]), the diameter of the range enclosure of p∗ over Θ(i), is greater than
some pre-determined tolerance TOL. Improvement by the second pathway can come
from the enclosures of Taylor expansions of p∗ around the midpointm(Θ(i)) through
automatic differentiation, provided p∗ is differentiable enough. Of course, one can
gain more efficiency by simultaneously applying improvements in both pathways.
We will use uniform refinement and adaptive refinement in the following examples.
Examples
Next we apply the Moore-rejection sampler to target shapes that are mixtures of
Gaussian densities truncated over Θ. The first two target shapes ga and gb are
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mixtures of two Gaussian shapes, while the third target shape gc is a mixture of
five Gaussian shapes. The means (µi’s), standard deviations (σ’s), weights (wi’s),
and domains (Θ’s) for each of the three targets ga, gb, and gc are shown in Table 2.3
and their graphs are shown in Figure 2.6. Although we only apply M-R sampling
to three target shapes, the sampler is applicable to Lipschitz targets in EL with
any finite number of modes on any compact set where the modes are allowed to
be as spiky as desired.
Table 2.3: Moore-rejection sampling from three Gaussian mixture shapes
ga(x) :=
∑2
i=1 wi exp−((x− µi)/(
√
2σi))
2 µ1 = −5, σ1 = 1, w1 = 0.25, µ2 = 5,
Θ = [−10, 10] σ2 = 0.25, and w2 = 0.75
gb(x) :=
∑2
i=1wi exp−((x− µi)/(
√
2σi))
2 µ1 = −5, σ1 = 1, w1 = 0.25, µ2 = 50,
Θ = [−10, 100] σ2 = 0.25, and w2 = 0.75
gc(x) :=
∑5
i=1 wi exp−((x− µi)/(
√
2σi))
2 µ1 = −15, σ1 = 1, w1 = 0.15, µ2 = −2,
Θ = [−30, 80] σ2 = 1, w2 = 0.2, µ3 = 3, σ3 = 0.5,
w3 = 0.05, µ4 = 6, σ4 = 1, w4 = 0.1,
µ5 = 50, σ5 = 0.1, w5 = 0.5
We tried to draw as many as 10, 000 samples from a maximum of 100, 000 trials
using the M-R sampler from each of the three target shapes ga, gb, and gc with
proposals given by Equation 2.3. We used two families of refining partitions to
construct two proposals at each refinement level. The first one is the family of
uniform partitions TW of size W = |TW | in powers of 2 that is independent of the
target shape. The second family Tgiα is formed by adaptive bisections that depend
on the target shape gi, i = a, b, c. In the adaptive case we obtain a refinement of
a partition only by bisecting those intervals whose diameter of range enclosure is
above some desired tolerance TOL. We set TOL = 0.001 for the three examples.
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Figure 2.6: Three target shapes ga, gb, and gc and their respective domains Θ are
depicted. All three are mixtures of Gaussian densities. The top two targets are ga
and gb respectively and have two components, while the third target at the bottom
is gc and has five components. The parameters of these three targets are shown in
Table 2.3.
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Table 2.4: Moore-rejection sampling from three Gaussian mixture shapes
|TW | Agaf(qTW ) A
gb
f(qTW )
Agc
f(qTW )
|Tgaα | Agaf(qTgaα ) |T
gb
α | Agb
f(qT
gb
α )
|Tgcα | Agcf(qTgcα )
2 0.11 0.02 0.008 2 0.11 2 0.02 2 0.008
4 0.11 0.04 0.02 4 0.11 4 0.04 4 0.02
8 0.21 0.08 0.03 8 0.22 6 0.08 7 0.03
16 0.39 0.15 0.06 16 0.39 8 0.15 11 0.06
32 0.62 0.29 0.12 28 0.62 11 0.28 17 0.12
64 0.78 0.32 0.23 52 0.78 15 0.32 26 0.23
128 0.88 0.53 0.27 96 0.88 22 0.54 40 0.27
256 0.93 0.71 0.47 180 0.94 34 0.72 66 0.47
512 0.97 0.83 0.68 340 0.97 55 0.84 114 0.68
1024 0.98 0.91 0.81 628 0.98 94 0.91 199 0.81
2048 0.99 0.95 0.89 1128 0.99 165 0.95 345 0.89
4096 0.99 0.98 0.94 1936 0.99 297 0.97 568 0.94
8192 0.99 0.99 0.97 2940 0.99 523 0.99 717 0.97
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Table 2.4 shows the results of the numerical experiment. Observe that the
acceptance probability quickly approaches 1 for all cases. We save a lot of interval
evaluations of the target shape when the refinement is done adaptively. Also,
observe that for a typical rejection sampler with a family of proposals given in the
linear form f(q) = cq∗, the acceptance probability Np/cNq may never reach 1 even
for the optimal c unless q∗ belongs to the parametric family of the target shape.
Moreover, in the typical rejection sampler, unlike the Moore-rejection sampler,
there is no guarantee that q∗(x) dominates p∗(x) for every x in the domain, a
necessary condition for rejection sampling.
Of course, the family of Moore-rejection samplers with adaptive refinements of
the domain can produce independent samples from a Lipschitz target shape on a
compact Θ b IRb, where b > 1. However, now we have to think in terms of the
hyper-volumes of the partition over Θ and the acceptance rate will only approach
1 linearly with the mesh in terms of hyper-volumes. Our next target shape gd
shown in Figure 2.7 is the following bivariate Gaussian mixture
2∑
i=1
wi exp
−1
2(1− c2i )
((
x− µi
σi
)2
− 2ci
(
x− µi
σi
)(
y − νi
τi
)
+
(
y − ν
τi
)2)
with µ1 = −2, ν1 = −1, σ1 = 0.1, τ1 = 0.1, c1 = 0, µ2 = 3, ν2 = 3, σ2 = 0.1,
τ2 = 0.1, c2 = 0, w1 = 0.9, and w2 = 0.1. We next draw as many as 10, 000 samples
from a maximum of 100, 000 trials. We can achieve an acceptance probability of
0.5 and 0.75 after adaptively partitioning the domain [−100, 100]× [−100, 100] into
150 rectangles (see Figure 2.8) and 924 rectangles, respectively. Mixtures for more
than two bivariate Gaussian shapes yield comparable results.
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Figure 2.7: The target shape gd is a mixture of two bivariate Gaussian shapes.
2.3.3 Metropolis-Hastings Chain
Let S be a finite or countable discrete state space and B be a Markov chain on
S with transition probability matrix q(x, y), ∀x, y ∈ S. We call B the proposal
chain or base chain. Let pi be a probability distribution on S with pi(x) > 0 for
every x ∈ S. We are interested in sampling from pi, our target distribution. The
Metropolis-Hastings (M-H) algorithm produces a Markov chain X0, X1, . . . on S
with stationary distribution pi from the proposals of the base chain B. The base
chain can propose a move to a new state y from the current state x according to
its transition probability q(x, y). If the proposal distribution of a base chain is
independent of the current state x, i.e., q(x, y) = q(y), then the base chain is said
to be independent. We refer to X as the M-H chain. Armed merely with ratios of
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Figure 2.8: Adaptive partitioning of the domain [−100, 100]× [−100, 100] into 150
rectangles for Moore-rejection sampling from the target shape gd.
SRW B.C. q(θ∗) =
θ
0.5
x
0.5
y
Θ
pi
Ind B.C. q(·, θ∗) = q(θ∗)
Unf B.C. q(·, θ∗) = 1/|Θ|
Figure 2.9: The target distribution is pi. The M-H chain with independent base
chain (Ind. B.C.) has the independent proposal q(θ∗). The M-H chain with uniform
base chain (Unf. B.C.) has the independent proposal 1/|Θ|. The M-H chain with
simple random walk base chain (SRW B.C.) proposes a move to one state above
or to one state below the current state with equal probability.
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the form pi(x)/pi(y) for any specified pair (x, y) ∈ S × S, our objective is to draw
samples from pi. The following M-H algorithm produces the M-H chain on S with
stationary distribution pi.
1. INITIALIZE X0 = x for some x ∈ S AND n = 0
2. PROPOSE candidate state y ∼ q(x, ·) and DRAW u ∼ Unif [0, 1]
3. SET n = n+ 1 AND the next state :
Xn+1 =

y if u ≤ min {A(x, y), 1 }
x otherwise
4. GOTO Step 2 UNTIL n equals the desired number of samples,
where the acceptance ratio is defined by
A(x, y) =
pi(y) q(y, x)
pi(x) q(x, y)
.
Let p/Np be a density that is dominated by the Lebesgue measure on a compact
domain IΘ b R, where Np :=
∫
Θ
p(θ) ∂θ. Consider the finite partition of Θ at
resolution r := maxi d(Θ
(i))
Pr := {Θ(1)r ,Θ(2)r , ...,Θ(|Pr|)r }.
We want to construct a M-H chain on the finite discrete state space
SPr := {1, 2, . . . , |Pr|}.
with stationary distribution
pir(i) := d(Θ
(i)
r ) · p(m(Θ(i)r )) '
∫
Θ
(i)
r
p(θ) ∂θ, where, Θ(i)r ∈ Pr, i = 1, 2, . . . , |Pr|.
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Thus, pir can be thought of as a resolution specific discretization of Np with a
simple approximation. Since pir(i) must be easy to compute for any i, we produce
it by the product of the diameter of Θ
(i)
r and the value of p at the midpoint of
Θ
(i)
r . The rationale for the discretization is four-fold. First, we can painlessly get
rigorous results by tapping into the literature. Second, in practice, one saves the
samples from the M-H chain only to count the number of visits to each bin in some
appropriate binning of Θ and further applies some smoothing transformation of
these raw counts to reproduce p/Np. Third, the mesh r will be so fine with typical
values for |Pr| so large that the problem is genuinely challenging akin to sampling
from a large discrete state space SPr . Fourth, pir onΘ will have a small enough r so
that pir can be used to sample from p/Np. We refer to r as the target resolution, pir
as the target distribution, p as the target function, and p/Np as the target density.
The subject of this section is the behavior of M-H chains with stationary dis-
tribution pir on SPr using enclosures of ratios of the form P (Θ)/P (Θ), where
Θ, Θ ∈ IΘ and P is the well-defined interval extension of p.
2.3.4 Moore-Metropolis-Hastings Chain
Now suppose that our target function p(θ) : Θ → R has a well-defined interval
extension P (Θ) : IΘ→ IR, then by Theorem 4
Θ ⊆ Θ ⊆ Θ =⇒ P (Θ) ⊆ P (Θ)
Θ ⊆ Θ =⇒ Rng(p; Θ) =: p(Θ) ⊆ P (Θ).
Thus we are not only armed with the ratios
p(θ)/p(ϑ), ∀ (θ, ϑ) ∈ Θ×Θ,
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but also have at our disposal the enclosures of ratios of intervals of the form
P (Θ)/P (Θ), ∀ (Θ, Θ) ∈ IΘ× IΘ.
The ratios of p(m(Θ(i)))/p(m(Θ(j))) yield
pir(i)
pir(j)
=
d(Θ
(i)
r )·p(m(Θ(i)r ))
d(Θ
(j)
r )·p(m(Θ(j)r ))
where, Θ
(i)
r ,Θ
(j)
r ∈ Pr and i, j ∈ SPr := {1, . . . , |Pr|}. We need the above ratio to
drive the M-H chain on SPr with stationary distribution pir.
For an arbitrary partition Ps of Θ at resolution s, the interval ratios
P (Θ
(i)
s )
P (Θ
(j)
s )
, where Θ(i)s ,Θ
(j)
s ∈ Ps and i, j ∈ SPs := {1, . . . , |Ps|}
yield the enclosures of interest at resolution s
Πs(i)
Πs(j)
=
d(Θ
(i)
s )·P (Θ(i)s )
d(Θ
(j)
s )·P (Θ(j)s )
⊇ d(Θ(i)s )·p(m(Θ(i)s ))
d(Θ
(j)
s )·p(m(Θ(j)s ))
=
pis(i)
pis(j)
The Moore-Metropolis-Hastings (M-M-H) algorithm is the M-H algorithm de-
scribed earlier with a given transition probability matrix q(i, j), ∀ i, j ∈ SPr for
the base chain B, where the matrix q is obtained from interval methods. Consider
a family of such interval-based transition probability matrices Q corresponding
to a family of base chains. Each member q of the family Q invokes a M-M-H
Markov chain on Θ with stationary distribution pir. We will compare the rates
of convergence of different members of the M-M-H family of chains next. Since
Θ is compact we will assume that Θ = [0, 1] without loss of generality. Also, to
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simplify the notation and the analysis in the sequel we take a uniform partition
Rr over [0, 1] of size R = |Rr| and mesh r = 1/2R for the target distribution pir
Rr = {Θ(1)r ,Θ(2)r , . . . ,Θ(R)r } = { [ 02R , 12R ], [ 12R , 22R ], . . . , [2
R−1
2R
, 2
R
2R
] }, where
Θr(i) = [
i−1
2R
, i
2R
], ∀ i ∈ SRr = {1, 2, . . . , R}
Thus the ratio of the pir’s at our target resolution r is
pir(i)
pir(j)
=
d(Θ
(i)
r ) · p(m(Θ(i)r ))
d(Θ
(j)
r ) · p(m(Θ(j)r ))
=
1
2R
p( i
2R
− 1
2R+1
)
1
2R
p( j
2R
− 1
2R+1
)
, ∀ i, j ∈ SRr
and that of the Πs’s at any uniform partition Rs over [0, 1] of size S = |Rs| and
mesh s = 1/2S is
Πs(i)
Πs(j)
=
d(Θ
(i)
s ) · P (Θ(i)s )
d(Θ
(j)
s ) · P (Θ(j)s )
=
1
2S
P ([ i−1
2S
, i
2S
])
1
2S
P ([ j−1
2S
, j
2S
])
⊇
1
2S
p([ i−1
2S
, i
2S
])
1
2S
p([ j−1
2S
, j
2S
])
, ∀ i, j ∈ SRs
Typically s > r and we refer to s as the probing resolution. In general, given a
probing resolution s > r and an arbitrary partition Ps of Θ, we can enclose p(Θ
(i)
s )
p(Θ(i)s ) ⊆ P (Θ(i)s ) := [P (Θ(i)s ), P (Θ(i)s )], ∀ i ∈ SPs ,Θ(i) ∈ Ps.
Note that for each i ∈ SRr there exists Θ(KPs(i))s ∈ Ps, where
KPs(i) : SRr → SPs, such that, Θ(KPs(i))s ⊇ Θ(i)r ∈ Rr,
because Rr is a refinement of Ps that makes KPs a map. Thus there are |K−1Ps (j)|
elements of Rr contained in Θ
(j)
s ∈ Ps. For example, when s ≥ r or equivalently
when S ≤ R and Ps = Rs, KRs(i) has a simple expression
KRs(i) = d
i
2R−S
e : Rr → Rs,
where, dxe := min{n : (n ≥ x) ∧ (n ∈ N)} is the natural ceiling function.
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An Independent Family of Base Chains
Recall that the proposal distribution of the M-H algorithm with an independent
base chain is q(i, j) = q(j). Thus, the acceptance probability in Step 3 of the M-H
algorithm becomes:
A(i, j) =
pir(j) q(j, i)
pir(i) q(i, j)
=
pir(j) q(i)
pir(i) q(j)
, ∀ i, j ∈ SRr
Now we need a mechanism that generates the transition probabilities for the inde-
pendent base chains on SRr
q(i), ∀ i ∈ SRr .
We will use the enclosure of p at the probing resolution s under the coarser partition
Ps to obtain Ps–specific transition probabilities q
∗
Ps
(i) for a base chain B on SRr
as follows:
q∗Ps(i) = M
(KPs (i))
Ps
(i)
p∗(Θ
(KPs(i))
s ))(d(Θ
(KPs(i))
s ))
VPs
where for each KPs(i) ∈ SPs and the corresponding set K−1Ps (KPs(i)) ⊆ SRr ,
M
(KPs (i))
Ps
(i) is a p.m.f. on K−1Ps (KPs(i)), such that, M
(KPs(i))
Ps
(i) > 0, ∀ i,
p∗’s are a set of fixed values such that
p∗(Θ(j)s ) ∈ P (Θ(j)s ), ∀ j ∈ SPs , and Θ(j) ∈ Ps,
and Vs is the normalizing constant
VPs =
|SPs |∑
j=1
p∗(Θ(j)s ) · d(Θ(j)s ).
Let Q be the family of independent transition probabilities, each of whose
members are obtained from the interval extension P of p on a corresponding coarse
partition Ps. Each member of Q induces a M-H chain on SRr by providing the
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transition probabilities for an independent base chain. We refer to this M-H chain
driven by an interval-informed independent base chain as an independent M-M-
H chain. Note that each q∗Ps ∈ Q is specified by three objects: (1) the coarse
partition Ps, (2) the mass functions M
(KPs (i))
Ps
and (3) the choice of p∗’s. Thus,
our family Q is too large to parametrically hunt for some optimal sequence of base
chains. We consider a smaller parameterized family in Q by restricting (1) the
coarse partition to the uniform Rs, (2) the mass functions to the uniform family
of mass functions U
(KRs(i))
Rs
(i) = 1/|K−1Rs (KRs(i))| = 12R−S , ∀ i, ∵ KRs(i) = d i2R−S e,
and (3) the choice of p∗(Θ
(j)
s )’s to P (Θ
(j)
s ), ∀ j ∈ SRs . Therefore, for a given s > r
we have a base chain Bs on SRr with transition probabilities qs(i) invoked by Rs,
U
(d i
2R−S
e)
Rs
(i), and P (Θ
(j)
s ). Now, consider the s parametrized family of these base
chains Bs, with s = 1/2
S and S ∈ {0, 1, . . . , R} with transition probabilities
qs(i) =
1
|K−1Rs (KRs(i))|
P (Θ
(KRs(i))
s )d(Θ
(KRs(i))
s )
Vs
(2.4)
=
1
2R−S
1
2S
· P (Θ(d
i
2R−S
e)
s )∑2S
j=1
1
2S
· P (Θ(j)s )
=
1
2R−S
P (Θ
(d i
2R−S
e)
s )∑2S
j=1 P (Θ
(j)
s )
We refer to the family of M-H chains driven by members of the above fam-
ily of base chains as independent M-M-H Max chains or simply (Max chains).
Analogously, when P (Θ
(d i
2R−S
e)
s ) in the above expression for qs(i) is replaced with
P ((Θ
(d i
2R−S
e)
s )) or with m(P ((Θ
(d i
2R−S
e)
s ))) we obtain the family of transition prob-
abilities q
s
(i)’s or q˚s(i)’s, that in turn drive the family of independent M-M-H Min
chains or the family of independent M-M-H Mid chains, respectively.
Thus, the acceptance probability in Step 3 of the M-H algorithm for the max
chain, ∀ i, j ∈ SRr , simplifies to
A(i, j) =
pir(j) q(i)
pir(i) q(j)
=
p( j
2R
− 1
2R+1
) P (Θ
(d i
2R−S
e)
s )
p( i
2R
− 1
2R+1
) P (Θ
(d j
2R−S
e)
s )
.
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We finally have the necessary ingredients to sample from independent M-M-H
chains with stationary distribution pir. Next we focus on understanding the be-
havior of these chains in terms of their efficiency.
Theorem 9 (Liu) The total variation distance for the M-H chain Xi started at
i with independent base chain whose transition probabilities are q(i), i ∈ SRr is
bounded from above by
4 ||(Xi)k − pir||2 ≤
β2kq
pir(i)
,
where, βq = 1− 1Wq , and Wq = max1≤i≤2R
pir(i)
q(i)
.
Proof: See [24, 8].
Theorem 9 helps us compare the performance of several M-H chains that are
targeting the same pi with distinct base chains whose transition probabilities are
q1, q2, . . .. If all these independent M-H chains are started at the same state i, then
the best one has the smallest Wqj value.
Theorem 10 Let p be a target function on [0, 1] with a well-defined interval ex-
tension P . Let pir be the target distribution on the discrete state space SRr that
approximates the integral of p over each set in the uniform partition Rr of size 2
R
and mesh r = 1/2R. Consider the independent M-M-H max chain driven by an
independent base chain with transition probabilities qs(i), which are informed by
the interval enclosures of p over sets in the uniform partition Rs of size 2
S and
mesh s = 1/2S and S ≤ R. Then
Wqs = max
1≤i≤2R
pir(i)
qs(i)
≤ 2
R−S ∑2S
j=1 P (Θ
(j)
s )∑2R
j=1 p(
j
2R − 12R+1 )
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Furthermore, if the target function p ∈ EL, the Lipschitz class of elementary
functions, and R→∞, then
Wqs ≤ 1 +O
(
1
2S
)
Proof: Let us first simplify pir(i)
qs(i)
for any i ∈ SRr
pir(i)
qs(i)
=
p( i
2R
− 1
2R+1
)∑2R
j=1 p(
j
2R
− 1
2R+1
)
1
2R−S
P (Θ
(d i
2R−S e)
s )∑2S
j=1 P (Θ
(j)
s )
=
2R−S
∑2S
j=1 P (Θ
(j)
s )∑2R
j=1 p(
j
2R
− 1
2R+1
)
p( i
2R
− 1
2R+1
)
P (Θ
(d i
2R−S e)
s )
Therefore,(
pir(1)
qs(1)
, . . . ,
pir(2
R)
qs(2
R)
)
=
2R−S
∑2S
j=1 P (Θ
(j)
s )∑2R
j=1 p(
j
2R
− 1
2R+1
)
p( 12R − 12R+1 )
P (Θ
(d 1
2R−S
e)
s )
, . . . ,
p(2
R
2R
− 1
2R+1
)
P (Θ
(d 2
R
2R−S
e)
s )

Now Recall that
i
2R − 12R+1 = m([ i−12R , i2R ]) ∈ [ i−12R , i2R ]
⊆ [ (d
i
2R−S
e)−1
2S ,
(d i
2R−S
e)
2S ] = Θ
(d i
2R−S
e)
s
By the inclusion property of the well-defined interval extension P of p,
i
2R
− 1
2R+1
∈ Θ(d
i
2R−S
e)
s
=⇒ P (Θ(d
i
2R−S
e)
s ) ≤ p( i2R − 12R+1 ) ≤ P (Θ
(d i
2R−S
e)
s )
=⇒
(
p( 1
2R
− 1
2R+1
)
P (Θ
(d 1
2R−S
e)
s )
)
≤ 1, ∀ i ∈ SRr .
Therefore,
Wqs = max
(
pir(1)
qs(1)
, . . . ,
pir(2
R)
qs(2
R)
)
≤ 2
R−S
∑2S
j=1 P (Θ
(j)
s )∑2R
j=1 p(
j
2R
− 1
2R+1
)
.
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To prove the second statement observe that as R → ∞ and |SRr | approaches a
countable state space
2R−S
∑2S
j=1 P (Θ
(j)
s )∑2R
j=1 p(
j
2R
− 1
2R+1
)
=
2−S
∑2S
j=1 P (Θ
(j)
s )
2−R
∑2R
j=1 p(
j
2R
− 1
2R+1
)
→ 2
−S
∑2S
j=1 P (Θ
(j)
s )∫
Θ
p(θ)∂θ
.
Then the second statement of the Theorem is a consequence of applying Theorem
5 as done in the proof of Theorem 8 .
The above Theorem allows the target function to be any Lipschitz function in
EL. In particular multi-modal targets are fair game. Thus, the number of modes of
a multi-modal Lipschitz p is irrelevant to the order of convergence of Wqs toward
1 from above. In this respect, the independent M-M-H max chain is robust to
multi-modality of the Lipschitz target.
Examples of Beta shapes
Example 4 We carefully study the simple target p(θ) = θα(1− θ)β
Theorem 11 Targeting p = θα(1 − θ)β with uniform base chain is worse than
targeting with max base chain informed by interval arithmetic.
Proof: For a uniform partition Rr of Θ = [0, 1] with resolution r = 1/2
R, size
2R and mesh 1/2R
Rr = {Θ(1)r ,Θ(2)r , . . . ,Θ(2
R)
r } = { [
0
2R
,
1
2R
], [
1
2R
,
2
2R
], . . . , [
2R − 1
2R
,
2R
2R
] },
where, Θ
(i)
r := [(i− 1)/2R, i/2R]. Let pir be the target distribution and qs given by
Equation 2.4 be the transition probabilities of the base chain informed by enclo-
sures of p at the probing resolution s. Let qu = 1/2
R be the transition probabilities
of the uniform base chain. If Wqs = maxi pir(i)/qs(i) and Wu = maxi pir(i)/qu(i)
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then by applying Theorem 10 and operating with interval arithmetic the ratio
Wqs/Wu for any α, β > 0
Wqs
Wu
=
2(R−S)
∑2S
i=1{( i2S )
α(1− i−1
2S
)β}
2(R−S)2S maxi{ 12R (i−
1
2)
α(1− 1
2R
(i−12)β }
' 2
−S∑2S
i=1{( i2S )
α(1− i−1
2S
)β}
( αα+β )
α(1− αα+β )β
O(2−S)−→
Γ(α+1) Γ(β+1)
Γ(α+β+2)
( αα+β )
α(1− αα+β )β
< 1.
Setting α = β in the expression for Wqs/Wu allows us to visualize the phases of
Wqs/Wu as a function of s in Figure 2.10, where the region to the right of the red
contour is where Wqs/Wu < 1 implying that the independent M-M-H max chain
is superior to the M-H chain driven by the uniform base chain.
In fact, the above argument can be applied even if the target is multi-modal,
where the tallest mode will determine Wu. We confirm the superiority of indepen-
dent M-M-H chains through simulations in our next example.
Example 5 Next we study a two parameter family of equi-weighted, symmetric
mixture of two Beta densities
pα,β(θ) =
(
θα−1(1− θ)β−1 + θβ−1(1− θ)α−1) , θ ∈ [0, 1] . (2.5)
We did simulations and computed the decay in total variation for six M-H chains
for eight target shapes given by Equation 2.5. The results are shown in Figures
2.11 and 2.12. The six M-H chains included the M-H chain with a uniform base
chain (Unf), the M-H chain with an independent base chain given by the target
density itself (Tgt), the M-H chain with a simple random walk base chain (Srw),
and the three independent M-M-H chains Min, Mid and Max chains. The Min,
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Figure 2.10: Contour of Wqs/Wu as a function of s. and α = β.
Mid, as well as the Max chains at a probing resolution of merely 32 bins (T/P) are
almost as efficient as the Tgt chain for all eight targets. All three M-M-H chains
are superior to the Srw chain because the latter gets stuck in one of the modes
and also superior to the Unf chain because several proposals of the Unf chain are
never accepted. The problem of slow mixing for the Unf chain is particularly acute
when the target is strongly peaked for larger values of the parameters.
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Figure 2.11: The decay in total variation for six M-H chains as function of the number of runs is shown for four targets given
by Equation 2.5. The (α, β) values for the four targets are (5, 35), (10, 70), (50, 350), and (100, 700), respectively.
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Figure 2.12: The decay in total variation for six M-H chains as function of the number of runs is shown for four targets given
by Equation 2.5. The (α, β) values for the four targets are (5, 15), (10, 30), (50, 150), and (100, 300), respectively.
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Discussion
When MPs(i) = 1/|K−1Ps (KPs(i))| in the first expression for qs(i) in Equation 2.4,
the probability mass in the second ratio is uniformly distributed among all the
states at the target resolution r that are contained inside Θ
(KPs(i))
s . In general
one need not uniformly spread the mass. For instance, if it is known that the
enclosure of the derivative over Θ
(i)
s does not contain zero, then one may spread
the probability mass in a linear fashion over states at the target resolution by using
this information.
The M-M-H algorithm with independent base chains informed by interval arith-
metic approaches the optimal M-H algorithm with independent base chain given
by the target pi itself at a rate that improves no slower than linearly with the mesh.
The performance of the M-H algorithms with ‘simple random walk’ base chains
or Uniform independent base chains, in terms of the total variation distance to
the target is significantly worse. Using Jun Liu’s spectral decompositions available
for the M-H algorithms with independent base chains [24], we have theoretically
confirmed the above observations for the Beta target.
We have restricted ourselves to the independent family of M-H chains primarily
because we can tap into the analytical results available for such chains. It is
possible to extend interval methods to obtain more general M-H chains with base
chains that are dependent on the current state. It becomes difficult to analytically
study the behavior of more general Moore-Metropolis-Hastings chains although
simulation studies confirm their superiority when compared to M-H chains that do
not use information from interval methods.
We only focussed on the interval extension of the simplest samplers. This al-
lowed us to obtain some rigorous results. Other interesting and straight-forward
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applications of interval methods include importance sampling as well as sequen-
tial Monte Carlo methods. There is a clear need to compare the performance of
more general randomized enclosure algorithms with more sophisticated randomized
floating-point algorithms, such as simulated tempering and umbrella-sampling, in
terms of efficiently sampling from complicated targets. It is of interest to apply
efficient interval-based M-H algorithms to integrate over or sample from Θ ⊂ Rn,
which typically parameterizes Markov models in molecular evolution or branch
lengths of trees in phylo-population genetics. The obvious improvements on the
theoretical front include higher-order stochastic enclosure algorithms that employ
automatic differentiation to produce tighter bounds on the integrals via Taylor
expansions.
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