ABSTRACT As a new flavor for the successive cancellation decoding of polar codes, bit-flipping technology can be used to improve the frame error rate performance of polar codes at moderate code lengths. In this paper, a generalized segmented scheme of bit-flipping technology is taken into full consideration, in which several segmented decoding patterns are described. First, the basic ones considering single-error-correcting and multiple-error-correcting are described, where a fully protected CRC is used. Second, with a constructed critical set for the segmented scheme, the improved version of the above basic patterns is fully discussed. Unfrozen bits corresponding to the critical set called critical information bits are divided into several parts and protected by cyclic redundancy check codes. Third, for a better performance of the segmented scheme, a segmented strategy indicating the positions of segments is effectively designed by analyzing the effect of positions of cyclic redundancy check and the error probability of each bit. At last, the frame error rate performance and the average computational complexity of the segmented decoding patterns are analyzed at matching average computational complexity or under equivalent frame error rate for different rates of polar codes. By proper design, the simulation results in additive white Gaussian noise channel demonstrated that the segmented decoding patterns can efficiently improve the error-correction performance of the flip-based scheme at different rates of polar codes while keeping a lower complexity.
I. INTRODUCTION
Polar codes, discovered by Arikan in [1] , are a class of error-correcting codes proven to achieve channel capacity for various classes of channels [2] , [3] . Construction of polar codes is very explicit and decoding of them can be efficiently performed with a low-complexity successive cancellation (SC) decoding [4] , [5] . Thus, polar codes are attractive from a theoretical and practical point. Recently, they have been selected as the control channel coding candidate in the fifth generation (5G) mobile communications [6] - [8] .
In order to promote the application of polar codes in practice, researchers concentrate on the design of various sophisticated decoders. Belief propagation (BP) decoder and SC decoder [5] are two concerned basic decoders. Although
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BP decoder has better BER performance and is inherently parallel, it requires a lot of memory space and the improvement is not satisfying [9] . Under SC decoding, polar codes can approach channel capacity at infinite code lengths [1] . However, they suffer from a degraded error-correcting performance at short to moderate code-lengths as the polarization effect degrades in this regime [10] . To tackle this issue, various sophisticated decoding algorithms are proposed in the literature [10] - [18] . SC-List decoding algorithm [10] - [14] is introduced to significantly improve the error-correction performance of the SC decoder, in which multiple decoding paths are considered concurrently at each decoding and the most likely among the paths is selected as the output. With the help of the cyclic redundancy check (CRC), the CRC-aided SC-List decoder [15] , [16] selects the final codeword passing the CRC check among the candidate paths, further improving the performance of polar codes. However, SC-List based decoders lead to high computational and storage complexity. The SC-Stack (SCS) [17] decoding algorithm aims to reduce the computational complexity of the SC-List decoding at the cost of the increasing storage complexity. Besides, adaptive SC-List (AD-SC-List) decoder [18] iteratively increases the list size until at least one survival path can pass CRC and Reused-Public-Path SC-List (RPP-SC-List) [19] can re-do the decoding from E-th level when the current decoding process fails. Both of them effectively reduce the complexity of the SC-List based decoders. In addition, fast series of SC and SCL decoding are introduced to increase the throughput of polar codes [20] - [22] .
In order to improve the frame error rate (FER) performance of polar codes with low complexity, a new flavor of the SC decoding algorithm called the successive cancellation flip (SC-Flip/SCF) decoder is described in [23] , which can identify and correct the wrong decisions made by SC. By correcting the first channel-induced erroneous decision of SC, the SC-Flip decoding can compete with the SCL decoder for L = 2 in terms of error performance while keeping the computational complexity equivalent to that of SC at medium to high signal-to-noise ratio (SNR) values. Modifications of the SC-Flip decoder are introduced in [24] - [31] . A set of indices is created from Rate-1 nodes in the decoding tree, used progressively to correct multiple errors with a high number of iterations [24] , [25] . A generalization of the SC-Flip decoder [26] , [27] is proposed, where the authors discuss the higher order bit-flipping and design a new scaling metric to improve the ability of SC-Flip to find the first error that occurred during the initial SC decoding. Through analyzing the values of logarithmic likelihood (LLR), an improved bit-flipping algorithm [28] uses a simulation-based threshold to select the flipping bits and improves the performance of the SC-Flip decoder. In addition, the state-of-the-art high-speed SC decoding algorithm is incorporated to fit the bit-flipping algorithm [29] and it is shown that the Fast-SSC-Flip decoder has a decoding speed close to an order of magnitude better than the traditional ones while retaining a comparable error-correction performance. Besides, BP bit-flip decoder for polar codes is designed to perform bit-flip in a polar BP decoder [30] . In [31] , partitioned version of the SC-Flip (PSCF) algorithm is provided to correct multiple errors, bringing improvements of error-correction performance and computational complexity when they match each other. However, the CRC bits used in PSCF only check the information bits. In fact, the most critical part of non-frozen bits should be specially protected by CRC. Accordingly, it is necessary to sort and select the critical ones from the segments in the decoding process. In addition, the degradation of performance caused by distributed CRC can be fully considered in designing the segmented scheme. Thus, based on the above problems, a generalized segmented bit-flipping scheme should be carefully considered.
As a generalized version of the segmented bit-flipping scheme, segmented decoding patterns aiming at single-errorcorrecting (SEC) and multiple-error-correcting (MEC) are first described (named SDP-S and SDP-M respectively). Based on the above basic patterns, the two enhanced version of them (named ESDP-S and ESDP-M) that are focused on in our work is proposed to further improve the performance of segmented decoding patterns. For ESDP series, distributed CRCs are designed to protect the critical ones of non-frozen bits. Accordingly, one just needs to identify and sort the potential erroneous bits in the protected parts of segments. On the other hand, the locations of CRC bits and error probability of each non-frozen bit are analyzed together for a better segmented scheme. Indeed, CRC bits can degrade the error-correction performance of polar codes since more non-frozen bits can be introduced. Hence, it is necessary to use more reliable subchannels to transmit CRC bits in segments. Besides, generally speaking, the ability for CRC to detect errors in the codeword improves with the length of CRC bits. Thus, the size of distributed CRC bits should depend on the error probability of each non-frozen bit in a segment.
The main work and contributions of this paper can be summarized as follows:
A generalized segmentation framework for bit-flipping algorithm is described, in which the performance of four decoding patterns is analyzed and discussed.
To improve the FER performance of basic segmented decoding algorithms, improved version aiming to protect the critical parts of segments is proposed. It is shown that the proposed scheme can efficiently improve the FER performance of the segmented algorithms.
A new strategy indicating the positions of segments is provided, in which the locations of CRC bits and the error probability of each bit are considered together. It is shown that segmented decoding patterns using the segmented scheme can perform well at different code rates.
To show the use of different segmented decoding patterns, the FER performance of them is analyzed and discussed at matching average computational complexity for different rates of polar codes. As well as, the average computational complexity is calculated under equivalent FER for different rates of polar codes.
The remainder of this paper is organized as follows. In section II, the basic knowledge of polar codes is described. The basic and improved segmented decoding patterns for polar codes as well as a new strategy indicating the positions of segments are described in section III. In section IV, the simulation results are given, and are followed by the conclusions in section V.
II. PRELIMINARIES
A. POLAR CODES Polar codes, derived from the phenomenon of channel polarization, can achieve the capacity of binary-input discrete memoryless channel (B-DMC). Channel polarization is an operation by which one manufactures N synthetic channels from N independent copies of a given B-DMC with the help of channel combining and splitting. It is assumed that W : X →Y denotes an arbitrary B-DMC, where X and Y denote the input and output alphabet of the channel, respectively. The transition probability of B-DMC is defined as W (y|x), where x∈X = {0, 1} and y∈Y . In this way, the capacity I (W ) of symmetric B-DMC can be expressed as
By using channel combining and splitting operations on N independent uses of W , the N successive uses of synthesized binary channels W
N can be obtained. Accordingly, the channel transition probability is given as
where
denotes the input vector of the synthesized channels. As a result, the synthesized channels are polarized in the sense that, as N goes to infinity through powers of two, some of synthesized channels become noiseless, while others become noisy. In practice, good subchannels can be used to transmit information.
Taking advantage of the polarization effect, polar codes can be constructed. A polar code is a linear block code characterized by a three-tuple (N , K , A), where N = 2 n denotes the code length, K denotes the information bits length, and A is the information set indicating the positions of the K information bits, corresponding to good subchannels. Bits whose positions belong to the set A c are called frozen bits, usually set to zero, where A c is the complementary set of A. A polar code construction aims to choose the set A or A c through channel parameters such as the Bhattacharyya parameter for binary erasure channel (BEC). When the encoding bit sequence u N 1 is generated, the encoded bit sequence under polar coding can be calculated through the following matrix multiplication :
where n = log 2 N , B n is a permutation matrix, F ⊗n = F ⊗ F ⊗(n−1) with F = 1 0 1 1 , and ⊗n denotes n order Kronecker power. The encoding process for polar code (8, 4) is depicted in FIGURE 1, where black indices represent information bits and gray indices represent frozen bits. It can be seen that an N -length polar code can be encoded from two polar codes of length N /2.
B. SUCCESSIVE-CANCELLATION DECODING
The SC decoding algorithm for polar codes can be seen as a depth-first binary tree search. As shown in FIGURE 2, black leaf nodes represent information bits and white leaf nodes represent frozen bits. In the decoding tree, message passing operations are executed, in which a local decoder at node v receives a soft information vector α v and is responsible for producing a codeword β v . At the receiver, the received vector y N 1 from the channel is the input of the decoder and the initial LLR can be defined by λ i = log(
For an activated internal node v, its left node is activated and the soft information α v l is calculated through
where d v is the depth of the node v. For real numbers x and y, the binary operator is defined as x y = 2 tanh −1 (tanh( 
The node v then receives β v r from v r and calculates β v via
The message passing process of current node finishes once node v gets β v . For the following nodes, the same operations are performed until the leaf node of the decoding tree. Last, leaf node decoders perform the following decision :
C. SUCCESSIVE-CANCELLATION FLIP DECODING
It was observed that erroneous bit decisions in the SC decoding can be caused by channel noise or by error propagation due to previous erroneous bit decisions. Besides, the first erroneous decision is always caused by the channel noise since there are no previous errors, and error propagation does not affect the FER of polar codes. Thus, it is possible to improve the FER of the SC decoding by correcting the first erroneous decision. Based on the above analysis, the frequency of occurrence for channel-induced errors is depicted in FIGURE 3 and FIGURE 4. It is shown that most of the decoding failures are due to a single channel-induced error, whose frequency increases with SNR and code lengths. In our work, we denote by 1 the occurrence of a single channel-induced error. To evaluate the impact of 1 event, an Oracle-SC decoder is designed, in which the first channel-induced error can be identified and it is ensured that SC can estimate the bit correctly. Consequently, the FER under the Oracle-SC decoder can be regarded as a lower bound of the SC-Flip decoder. The aim of SC-Flip decoding is to identify and correct the first erroneous decision that occurs during SC decoding without the aid of an oracle. To this end, an C-bit CRC is incorporated to indicate whether the estimated vectorû N 1 is valid or not. In the SC-Flip decoding algorithm, a standard SC decoding is first performed to produce an estimated vectorû N 1 . Ifû N 1 passes the CRC, the decoding is completed. If the CRC fails, T max SC decoding attempts are initialized in order to identify the first channel-induced error in the SC decoding. At each attempt, one of the selected bits is flipped. The decoding process terminates when the estimated u N 1 passes the CRC or when all T max attempts have failed.
III. DESCRIPTION OF SEGMENTED SCHEME
In this section, the basic segmented decoding patterns are described. Then, the enhanced segmented decoding patterns using critical information bits are proposed. Last, a new strategy of choosing positions of segments is given.
A. THE DESCRIPTION OF BASIC SEGMENTED DECODING PATTERNS
The CRC encoding and checking for single and segmented schemes are depicted in FIGURE 5. It is assumed that a polar code with K information bits (info bits) and C CRC bits is used, in which S segments are considered. For the traditional SC-Flip decoding, it is necessary that the CRC bits are calculated from the whole information bits in the process of CRC encoding and checked through the whole decoding bits in the process of CRC checking. However, for the segmented idea, distributed CRC bits are used to independently protect its own partial information bits. Accordingly, distributed CRC should be calculated via its protected decoding bits. Aiming at the first channel-induced error, standard SC-Flip decoding has up to T max chances to flip a candidate bit at a time by observing the K + C unfrozen bits. For the segmented scheme, if the first channel-induced error is in the i th segment, CRC-i check will fail with great probability. In this way, one has up to T max chances to flip a candidate bit at a time by observing the K i + C i unfrozen bits. Thus, it is more possible to flip the first channel-induced erroneous bit since it is equivalent to an increase of T max . Although a good aspect can be available, it should be noticed that it is possible that the length and positions of distributed CRC bits can degrade the performance of polar codes, which may offset the benefits. Hence, conditions in which segmented scheme is effective should be carefully considered. Based on the above segmented scheme, a basic segmented decoding pattern aiming at SEC (SDP-S) can be described. If CRC-1 to CRC-i − 1 passes while CRC-i fails, T max decoding attempts is initialized by observing the LLR of the K i + C i unfrozen bits in segment i. At each attempt, one of the unfrozen bits flips and SC decoding continues from the current index with CRC-i checking at the end of the segment. If CRC-i check passes by bit-flipping, the first channel-induced error is corrected and in the subsequent segments, only SC decoding is executed without CRC checking. If CRC-i check still fails under T max decoding attempts, the decoding will terminate. Thus, the calculations of the subsequent segments can be avoided. To better understand the SDP-S decoding pattern, the algorithm is described in Algorithm 1. The input γ = {γ i |0≤i≤S, i∈Z } is a segment vector, where γ i denotes the last index of each segment except for γ 0 = −1. The unfrozen-bit indices setÃ = A ∪ A crc indicates the positions of information bits and CRC bits, where the CRC bit indices set A crc should choose the most C i reliable positions after K i information bit positions in each segment. Accordingly, γÃ denotes the mapping set of γ under unfrozen-bit indices setÃ. For example, for a polar code (32, 16) with S = 2 and CRC-4, it is possible for γ = {−1, 15, 31} and γÃ = {−1, 9, 19}. The construction of γ will be discussed later. Besides, the function SORT sorts the absolute values of LLR in ascending order and the function INDEX selects the top T max indices. It should be noted that the SDP-S can only correct the first channel-induced error and it will be enhanced later.
It is also obvious that multiple errors can be detected in the segmented scheme since each segment has an independent CRC check. Thus, one can try to correct one erroneous bit by executing T max decoding attempts for every CRC-failed segment. In this way, the corrected errors can reach up to the number of segments. It should be noted that multiple errors in one segment cannot be corrected anyway. Based on the above analysis, a basic segmented decoding pattern that can correct multiple errors (SDP-M) is described in algorithm 2. The information setÃ and the segment vector γ are known end if 23 : end while by the decoder. For each segment, SC decoding is executed first and then CRC check is used. If CRC fails, the bit-flipping operations will be implemented.
B. THE DESIGN OF ENHANCED SEGMENTED DECODING PATTERNS
In the standard SC-Flip decoding, a single CRC is applied to protect the information bits, indicating whether the estimated bits are correct or not. If the CRC fails for SC decoding, the search space of bit-flipping is the information bits and CRC bits. In the basic segmented scheme, multiple CRCs are applied to protect the segmented information bits, in which the segments with the failed CRC check can implement the bit-flipping decoding. Thus, the search space of bit-flipping is limited to one segment during an initialized decoding attempt. Indeed, it is not necessary to protect the whole information bits in some cases since some of them are very reliable. One just needs to protect the critical ones that are very error-prone using CRC. Based on this idea, as shown in FIGURE 6, an enhanced segmented scheme is proposed, in which a critical set, which is a subset of the information bit set, is considered. For CRC encoding, information bits are divided into S parts, from which M i information bits belonging to the critical set (called critical information bits) in every part are selected. Then, independent CRC is used to encode the critical information bits at each segment. For CRC checking, M i critical decoding bits from original decoding bits at each segment are checked by CRC to indicate the correctness of the corresponding segment. Accordingly, one just needs to select the flipping bits in the critical information bits in each segment. As a result, the protected bits and the corresponding search space of bit flipping is limited to the critical information bits for each segment. It is obviously equivalent to an increase of T max . Compared to the basic segmented scheme, the CRC check can protect fewer bits, improving the effectiveness of the check. Besides, the unnecessary candidate flipping bits in the inner segment can be excluded efficiently. In this way, the erroneous bits can efficiently flip for a limited number of decoding attempts.
To apply the enhanced segmented scheme, an appropriate critical set is of significance. One of the ways to construct the critical set is to use monte carlo method with the help of Oracle-SC decoder, in which the error probability of each unfrozen bit is estimated by the frequency of errors. More specifically, the probability of 1 event for each unfrozen bit is calculated for approximation. FIG-URE 7 depicts the frequency of this event occurrence over the unfrozen bit indices at different SNR points and different segment vector γ , obtained by simulating 500000 frames for polar code (1024, 340) with CRC-16 and S = 2. It can be seen that only a few of them have a high frequency of the first channel-induced error event occurrence and the majority of them have very low frequency or do not incur error. end if 20: end if 21: end if 22: end while Thus, those unfrozen bits having high probability of the first channel-induced error event occurrence can be seen as the elements of the critical set. For the selected critical indices, the sum of the frequency of the first channel-induced error event occurrence should large enough depending on the target FER. It is noted that the critical set also depends on the construction of polar codes, the required SNR and the segment vector. To better understand the construction of the critical set, the following steps are described.
Algorithm 2 SDP-M Algorithm
Step 1 For a polar code (N , K , A), the corresponding segment vector γ is initialized, followed by the position assignment of CRC bits at each segment.
Step 2 Under a target number of frames, random information bits are generated and distributed CRC bits are calculated.
Step 3 When receiving the codewords from the AWGN channel, the Oracle-SC algorithm is applied to decode them by identifying and recording the indices of the first channel-induced error.
Step 4 Based on the number of the first channel-induced error of each index, the error probability of each unfrozen bit is estimated by e ufrz i
, where E i is the number of the first channel-induced error for index i and 1≤i≤ if T max > 1 and CRC(û
while t < T max and CRC(û
10:
end while 12: if CRC(û
, C) == FALSE then 13: exit decoding 14: end if 15: end if 16 : end while
Step 5 After get the sorted version e sufrz i of the error probability e ufrz i in descending order, select the first M error probability that meets
> ζ , where the value of ζ depends on the number of target frames and ζ ≈ 1.
Step 6 The indices included in the first M error probability of e sufrz i are the elements of the critical set C. Based on the above analysis, enhanced version of the basic segmented decoding patterns is proposed named ESDP-S and ESDP-M. For the basic version, distributed CRCs need to protect the information bits and execute the sorting and selection operations in them, which brings about the degraded error-correction performance of polar codes provided that a limited number of decoding attempts is used. Thus, the enhanced version aims to protect the critical information bits and flip them in the decoding process. For a better understanding of the decoding patterns, the decoding process of ESDP-M is described in Algorithm 3. The set C containing the critical information bit indices, the setÃ and the segment vector γ are determined in advance and acquired at the receiver. At each segment, the standard SC algorithm is implemented first (line 3). Then, the CRC reminder is calculated by the estimated critical information bits (line 4). Once the distributed CRC check fails for the standard SC decoding, the indices of the T max critical information bits with the smallest absolute value of LLRs are identified (lines 4 − 6). Then, for a maximum number of decoding attempts T max , the SC algorithm is performed for each attempt, where one of the critical information bits corresponding to the identified indices is flipped, until the CRC check passes or the maximum number of decoding attempts is reached (lines 7 − 11). If the CRC check for the critical information bits still fails after T max iterations, the decoding process is terminated(lines 12 − 14). It should be noticed that the basic segmented decoding patterns is the special case of the enhanced segmented decoding patterns when critical set C is equal to the information set A.
C. THE STRATEGY OF CHOOSING SEGMENT POSITION
One of the important topics of the segmented scheme is to decide the position of each segment, which can affect the performance of polar codes. In our work, the error probability of information bits and the effect of positions of distributed CRC bits are both considered. It is assumed that C i CRC bits are assigned in i th segment and the error probability of 1 event for information bits is denoted as {e A i , 1≤i≤K }, which can be calculated with the help of the Oracle-SC decoder. In general, the longer the CRC length, the more efficient the error detection ability. Thus, the i th segment should meet
where γ A is the segment vector in information bits set A corresponding to the segment vector γ . When the CRC length of each segment is equal, it should have an equal error probability over the CRC protected information bits. On the other hand, the most reliable C i positions except for K i information bit positions in each segment are used to put CRC bits. As a result, the corresponding S i=1 C i positions are very probably not the most reliable ones without considering information bit positions in N positions. That is, they will be degraded ones from the point of whole subchannels if not adjusted. Based on this, it is necessary to put the CRC bits in the more reliable positions while keeping each segment has an acceptable approximate error probability as soon as possible.
To implement the scheme, the cumulative error probability f i of 1 event should be calculated, as shown in FIGURE 8, according to
e j = e A j , j∈A; 0, j∈A c ;
where j is the index counting from 1 to K for information bits corresponding to j. A preliminary segment vector γ pre is determined through the cumulative error probability, in which (8) should be satisfied. Then, γ pre is adjusted by a factor , in which the more reliable positions of each segment are located by changing the last index of each segment while keeping that the changed range of the error probability is not greater than . To better understand the strategy of choosing the segment position, the following steps are described.
Step 1 For a polar code (N , K , A), the error probability of 1 event for information bits is calculated as {e A i , 1≤i≤K } with the help of the Oracle-SC decoder.
Step 2 The corresponding cumulative error probability {f i , 1≤i≤N } is calculated based on e A i and A.
Step 3 With a segment number S, the preliminary segment vector γ pre is determined based on the cumulative error probability f i and the number of CRC bits of each segment.
Step 4 Using a factor , γ pre is adjusted by changing the last index of each segment while keeping |
Step 5 For different values of , the adjusted γ that can achieve better FER can be seen as the segment vector.
Take polar code (1024, 256) with two segments as an example, the positions of CRC bits at different segment vector are shown in Fig.9 , where the ''better positions'' mean that those positions that are more reliable than the most unreliable one of CRC bit positions. Considering the γ pre , the segment line is 450, in which many better positions are not used. It is shown that the positions of CRC bits cannot be very reliable and may lead to a degraded performance. Considering the adjusted γ , the segment line is 600, where only one better position remains. Thus, the positions of CRC bits are very reliable, which can lead an improvement of performance for polar codes. Considering that the error probability of each information bit outside the critical set is very small, the strategy can be applied in the enhanced decoding patterns, in which the error probability of each critical information bit should be calculated. It should be considered that when = 0, the strategy is just to divide codewords based on the error probability of each information bit, while the effect of positions of CRC bits is ignored. In addition, the choice of depends on the tradeoff between the error probability of each information bits and the effect of location of distributed CRC, VOLUME 7, 2019 which is difficult to decide in theory. Thus, it is recommended that the choice of can be determined according to the simulation results.
IV. SIMULATION RESULTS
In this section, the error-correction performance and the computational complexity of the proposed segmented decoding patterns are simulated and compared with that of SCF, Oracle-SC [23] , and the PSCF decoders. Polar codes (1024, 170), (1024, 256), (1024, 340) and (1024, 512) are constructed targeting a SNR of 2.5dB under AWGN channel. Simulations have been run on the AWGN channel using binary phase shift keying (BPSK) modulation. The number of simulated frames is 5×10 5 . For the SCF algorithm, a CRC check with C = 16 bits is used. For the segmented scheme, the information bits or the critical information bits are divided into two segments (S = 2), each protected by a CRC with 8 bits. It should be noted that while the bits allocated to the CRC are different, the positions of information bits are identical under the simulated algorithms. For different rates of polar codes, the critical set and the segment vector are constructed based on the proposed steps.
In order to effectively compare the error-correction performance of different decoders, FER curves at matching average computational complexity are illustrated. For polar code (1024, 340), T max for SCF decoder is set to 9 and the segment vector is γ = {−1, 434, 1023} with S = 2. Besides, a total of 86 critical information bits are used for ESDP-S and ESDP-M. In addition, the CRC bits are considered in Oracle-SC decoder. The FER curves for SCF, SDP-S, SDP-M, ESDP-S, ESDP-M and Oracle-SC decoders for polar code (1024, 340) by matching average computational complexity at SNR = 1.0dB are depicted in FIGURE 10. It can be observed that ESDP-M approaches the Oracle-SC decoders at low SNR points and has better FER performance than other four decoders in all SNR points, followed by ESDP-S. This is because only the critical information bits are protected and flip in the decoding attempts in ESDP-S and ESDP-M and the ESDP-M can correct more high-order errors at low SNR points. As SNR grows, the FER curves of segmented decoding patterns deviate from the FER curve of Oracle-SC since the probability of multiple errors decrease in this region. In addition, the segmented decoding patterns can efficiently outperform the SCF decoders since it is equivalent to an increase of T max for segmented ones while the ability of CRC check is enough. FIGURE 11 shows the FER curves of the above decoders for polar code (1024, 512), where the T max of SCF is 8 and the complexity is matched at SNR = 1.5dB. It can be seen that the SDP-M and ESDP-M can outperform the Oracle-SC decoders at low SNR points such as SNR = 2.0dB. But with the increase of SNR, Oracle-SC outperforms them. The FER curves of SDP-M and ESDP-M are almost same at this code rate. It should be noted that the performance of PSCF is same as the SDP-M for polar codes (1024, 340) and (1024, 512) because the same segment vector is adopted. Thus, ESDP-S and ESDP-M outperform the traditional PSCF decoder for polar code (1024, 340) and ESDP-M has almost same FER performance as the PSCF for polar code (1024, 512). The FER performance of low code rate of polar codes is considered. FIGURE 12 shows the FER curves for SCF, SDP-S, SDP-M, ESDP-S, ESDP-M and Oracle-SC decoders for polar code (1024, 256) by matching average computational complexity at SNR = 1.0dB for different T max of SCF. It is observed in FIGURE 12(a) that ESDP-S has better FER performance than SCF and other decoding patterns. This can be explained by the increase of single errors at low code rate of polar codes. In this way, the use of ESDP-M can lead to the increased complexity. By the way, decoding patterns using critical information bits contribute to the improvement of FER performance. Hence, the ESDP-S is recommended in this code rate. It is depicted in FIGURE 12(b) that when T max = 10 for SCF, the FER curves of the segmented decoding patterns can approach or even outperform (for ESDP-M) the curve of the Oracle-SC. For polar code (1024, 170), as shown in FIGURE 13, the FER curves of ESDP-M cannot compete with Oracle-SC since the segment vector is adjusted a lot, which make ESDP-M almost lost the ability to correct multiple errors. However, the FER of the segmented decoding patterns are almost same and outperform the SCF decoder. Considering the calculation of CRC and critical set, the SDP-S is recommended at this code rate. In addition, the FER performance of PSCF decoders cannot compete with that of the basic SCF decoder at low code rates because the positions of CRC bits are very unreliable, which makes PSCF more vulnerable to errors than SC-Flip. This can be observed in FIGURE 14, where the FER performance of SCF and PSCF are compared under different T max . Hence, all the segmented decoding patterns can outperform SCF and PSCF decoders at low code rate of polar codes.
It is assumed that an application of the SC algorithm over the N codeword bits is defined as the unit computational complexity and the average computational complexity is calculated at equivalent FER. Based on this, the average computational complexity of the SCF, SDP-S, SDP-M, ESDP-S and ESDP-M are depicted in FIGURE 15. It is shown that at low SNR points, the average computational complexity of the segmented decoding patterns is much lower than that of SCF decoder because they just need to continue decoding in one segment if CRC check fails. It is also demonstrated that the average computational complexity of the enhanced segmented decoding patterns is about a little higher than that of the basic ones since many critical information bits are found towards the beginning of the segments, resulting in almost a full iteration for each additional decoding attempt in that segment. At high SNR points, approximately above 2.5 dB, the average computational complexity of all algorithms converges to that of SC, where the complexity is one.
V. CONCLUSIONS
In this work, a generalized segmented bit-flipping scheme for SC decoding of polar codes is described and analyzed, in which the basic (SDP-S and SDP-M) and enhanced (ESDP-S and ESDP-M) segmented decoding patterns are considered. At the same time, a new strategy of choosing segment positions is designed based on the error probability of information bits and the effect of location of distributed CRC bits. The FER performance at matching average computational complexity and the average computational complexity at equivalent FER are analyzed by simulations. It is demonstrated that the proposed segmented decoding patterns can almost outperform the SCF and PSCF decoder at all code rates and can approach or even outperform the Oracle-SC decoder in some code rates of polar codes while keeping a lower average computational complexity at equivalent FER in all SNR points.
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