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Although quantum control typically relies on greedy (local) optimization, traps (irregular critical
points) in the control landscape can make optimization hard by foiling local search strategies. We
demonstrate the failure of greedy algorithms as well as the (non-greedy) genetic-algorithm method
to realize two fast quantum computing gates: a qutrit phase gate and a controlled-not gate. We
show that our evolutionary algorithm circumvents the trap to deliver effective quantum control in
both instances. Even when greedy algorithms succeed, our evolutionary algorithm can deliver a
superior control procedure, for example reducing the need for high time resolution.
PACS numbers: 03.67.Lx,03.67.Ac, 42.50.Ex
I. INTRODUCTION
Quantum control aims to steer quantum dynamics to-
wards closely realizing specific quantum states or opera-
tions [1, 2] with applications to femtosecond lasers [3, 4],
nuclear magnetic resonance [5, 6] and other resonators [7–
9], laser-driven molecular reactions [10, 11], and quantum
gate synthesis for quantum computing [12]. Control is
achieved by varying the strengths of different contribut-
ing processes (external fields) over time such that the
resultant evolution closely approximates the desired evo-
lution. The quality of a given quantum control procedure
is quantified by its fitness [13] such as fidelity or dis-
tance for the approximated quantum state [14] or quan-
tum gate [15] and the target state or gate.
A key goal in quantum control is to reach the fittest
procedure possible within the target time T subject to
certain resource limits such as limiting the number of in-
dependent control parameters K and therefore the time
resolution T/K for time-domain quantum control. Prac-
tical considerations usually tightly constrain the maxi-
mum allowable values for T , and lower bounds for T are
central to questions about fundamental “quantum speed
limits” to operations in quantum computing, quantum
metrology and quantum chemistry [16–19]
Choosing control parameters to maximize the proce-
dure fitness is an optimization problem. Early quan-
tum control employed non-greedy approaches, v.g., the
genetic algorithm (GA) [20, 21]. Today greedy algo-
rithms dominate the methodology as local optimization
strategies usually have lower computational cost than
global search algorithms and the fitness landscape (plot
of fitness vs. control parameters) typically appears to be
tractable [22]. Unfortunately, greedy algorithms can fail
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even for low-dimensional quantum control with simple
Hamiltonians if T must be short. This seemingly innocu-
ous constraint eliminates any guarantee of global opti-
mality for local extrema.
Although it is tempting to attribute failure to find a
satisfactory control procedure to infeasibility of the con-
strained problem, we show that this failure can instead
be due to restricting strategies to greedy algorithms. To
make our case, we present examples of control problems
involving simple systems for which greedy algorithms
overwhelmingly fail. These two control problems are
especially contrived to be hard to solve using common
quantum-control techniques, but the problems are phys-
ically meaningful as discussed in Subsecs. V A and V B,
respectively. We use the term ‘hard’ to refer to prob-
lems that defy existing methods in the sense that the
probability that they produce a satisfactory solution is
small. A key element of these problems are that the time
required for the unitary operation is short, which could
make many quantum control problems hard. We show
that these hard quantum control problems can be solved
using global optimization techniques based on the differ-
ential evolution (DE) algorithm [23], which succeeds in
finding effective controls up to the computational-power
limits (machine error) even for very short T and very few
controls.
We compare greedy vs non-greedy algorithms for re-
alizing two different quantum computing gates: the
original qutrit phase gate [24, 25] and the two-qubit
controlled-not (CNot) gate [26], which are key elements
of standard quantum computing instructions sets for
qutrits and for qubits, respectively. We show that, for
each gate and given our selected drift and control Hamil-
tonians, the greedy algorithm fails to find a high-fitness
quantum control procedure for short target time T while
our non-greedy DE algorithm succeeds. Moreover, for
larger T where greedy algorithms work, DE is able to
find solutions requiring fewer independent control param-
2eters K than the greedy algorithms tested. Interestingly,
the common non-greedy GA also strongly fails for our
test problems.
II. QUANTUM CONTROL
In any quantum control problem, the goal is to decom-
pose the system’s Hamiltonian into a controllable and an
uncontrollable part, and steering the dynamics towards
a desired evolution through varying the controllable part
of the system. Here we first explain the system Hamil-
tonian in the context of control theory and then discuss
our choice of the fitness function serving as the objective
function for the purpose of optimization.
A. Quantum control Hamiltonian
For a closed system, the Hamiltonian
Hˆ [ε(t)] = Hˆdr + ε(t) · Hˆc = Hˆdr +
L∑
`=1
ε`(t)Hˆ
c
` , (1)
acts on Hilbert space H [27] with drift Hamiltonian Hˆdr
describing free (uncontrolled) evolution, which we treat
as being time-independent here. The control Hamiltoni-
ans, represented by the vector operator Hˆc(t) = (Hˆc` )
(for {`} the control field labels) should steer the system
towards the desired evolution with time-varying (here
piecewise constant) control amplitudes contained in the
vector ε(t) := {ε`(t)}.
The resultant unitary evolution operator is formally
U [ε(t);T ] = T exp
{
−i
∫ T
0
Hˆ(ε(t))dt
}
(2)
with T the time-ordering operator [28]. We aim to ap-
proximate a target unitary evolution operator U within
duration T by a unitary operator U˜ [ε(t);T ] with mini-
mum distance
‖U − U˜ [ε(t);T ]‖. (3)
between the realized evolution and the target.
B. Fitness functional
The quality of a candidate quantum control procedure
is quantified by the fitness functional
F [ε(t)] = F (U [ε(t);T ]) = 1− ‖U − U˜ [ε(t);T ]‖ (4)
with ‖•‖ the operator norm and the final term in (4) the
trace distance [29] between the target and actual evolu-
tion operators. The optimization problem is to maximize
F [ε(t)], i.e., to reduce the distance (3). For numerical
simulation we use the explicit form
F (t) =
1
N
Re
(
Tr
(
U [ε(t), T ]U˜ [ε(t);T ]
))
(5)
of the fidelity function [12] between the target U [ε(t);T ]
and the approximate unitary operator U˜ [ε(t);T ] with N
the Hilbert-space dimension.
III. CRITERIA TO EVALUATE ALGORITHM
PERFORMANCE
Evaluating and comparing algorithms for optimization
should be conducted fairly and clearly. Using run-time
directly as a cost criterion obscures fundamental issues in
comparing the intrinsic differences. Therefore, we eval-
uate and compare algorithms based on whether the al-
gorithm yields a sufficiently optimal solution over many
attempts, here called “runs”. Each run is allowed to iter-
ate until it succeeds or fails in which case the run aborts.
The iteration number of run r is ı, and the total num-
ber of iterations for run r is denoted Ir with IR the max-
imum iteration number over all R runs. For R runs, we
determine and tabulate the best and worst fitness value
obtained over these runs, and we characterize the statis-
tics of error values according to the median error and the
probability ℘, or percentage, of runs whose error is less
than some threshold value.
We compare the performance of the optimization algo-
rithms based on the bounds and statistics of the statis-
tics of runs, and these statistics are analyzed in plots
that depict the fidelity vs ı for each of the many runs. A
plot of F vs ı is overly crowded to reveal key features
clearly. Therefore, we stretch the plots by presenting the
monotonically-related “logarithmic infidelity”
L := log10(1− Re (F )) (6)
vs. ı for each run. Logarithmic infidelity is zero for per-
fect infidelity
F = 0, (7)
hence approximately bounded by L = −16 for double
precision, and ideally −∞ for perfect fidelity (F = 1).
The algorithm for run r is deemed successful if the fi-
nal Fr exceeds a minimum threshold Lt, which we set to
Lt = −4 commensurate with the widely accepted gate
fidelity required for scalable quantum computing [30].
Our algorithm aborts a run after Ir iterations only if
the change in Fr is within machine error or an infidelity
within machine precision is reached. The percentage of
runs that beat Lt is denoted ℘t.
A fair comparison of greedy vs evolutionary algorithms
would consider an equal number of trials in each case. In
order to make a stronger case that our evolutionary al-
gorithm is superior, we are giving the greedy algorithms
an advantage by allowing them twice as many runs as for
3the evolutionary case. This allowance is feasible because
greedy algorithms typically run much quicker so allot-
ting additional time to double the number of greedy runs
is not onerous in terms of computational time. Specifi-
cally we run the greedy algorithms over 80 trials and the
evolutionary algorithms over 40 trials. Our choice of 80
and 40 trials, respectively, comes from our experience
in testing these different algorithms, and these numbers
correspond to balancing achieving sufficient success prob-
ability against excessive computational cost.
IV. METHODS
We begin this section with explaining the choice of con-
trol function that we use for the purpose of optimizing
the external field. We then discuss the details of how
we use the external field to numerically approximate the
unitary operation in (2). The last part of this section
discusses the optimization routines that we have tested
on two quantum control cases. We discuss two class of
optimization routines namely: local (greedy) and global
(evolutionary) algorithms. Our focus is on the evolution-
ary algorithms for which we provide a detailed explana-
tion of each algorithm in the Appendix section.
A. Type of control function and control parameters
Now we discuss how the computation works. Numeri-
cally the fitness functional (5) is evaluated by discretizing
the control function vector ε by expressing it as a sum
of K orthonormal functions over the time domain [0, T ]
as follow:
ε :=

ε1
ε2
...
εK
 (8)
such that each vector element εl is constant over sequen-
tial time steps of equal duration ∆t = T/K.
The K control parameters refer to choosing various
weightings of these control functions. For our analysis,
these K orthonormal functions are non-overlapping rect-
angular functions with identical durations T/K [31]; i.e.,
the control functions are expressed as a weighted series
of time bins. Each control element is randomly gener-
ated from the interval [−1, 1] and evolves through the
optimization process toward its best optimal value.
This time-bin discretization is commonly used and jus-
tified by the fact that control pulses on experimental
hardware are often limited to this form although there
are alternatives such as decomposition into K monochro-
matic functions to be solved in the frequency domain.
The rectangular time bins also have computational ad-
vantages in that the time-ordered integral (2) is straight-
forward to evaluate.
B. Optimizing the control function
For any optimization problem, greedy algorithms are
the primary choice if they can provide a satisfactory re-
sult. Greedy algorithms locally explore the landscape so
their convergence rate toward a local optimum is much
faster than for global optimization algorithms. If the
landscape includes many traps, most trials striving to
find global optima become ensconced within local traps
in which case greedy algorithms fail to find the best so-
lution. Evolutionary algorithms are specifically designed
for non-convex optimization problems, which typically
arise when the landscape includes many traps and a
global optimum is the goal. Here we find that greedy
algorithms are preferred when there is enough time to
approximate the unitary operation and enough control
parameters to search the landscape. Otherwise evolu-
tionary algorithms are the choice to solve the problems.
We discuss these two class of optimization algorithms
here.
Greedy algorithms include the Nelder-Mead tech-
nique [32], Krotov [33–35], the quasi-Newton method,
which employs the Broyden-Fletcher-Goldfarb-Shanno
(BFGS) approximation of the Hessian [36–40]. The
Nelder-Mead technique uses the fitness functional only,
whereas the Krotov algorithm uses both the fitness func-
tional and its gradient (∇F ) with respect to control el-
ements, and quasi-Newton uses the fitness functional as
well as its gradient (∇F ) and Hessian (∇2F ) to find
local optima over many iterations. Lie group techniques
can help to determine the gradient analytically [41, 42],
and numerical techniques work generally.
Greedy algorithms are especially successful if both T
and K are sufficiently large. For constrained T , second-
order traps such that the Hessian is negative semidefinite
arise [43–45] and numerical evidence arguably exists for
the presence of other traps [13, 46, 47].
As an alternative to greedy algorithms, we consider
evolutionary algorithms for quantum control. Evolution-
ary algorithms are stochastic optimization algorithms, in-
spired by the process whereby biological organisms adapt
and survive [48]. These algorithms only require the fit-
ness functional and not its gradient or Hessian.
The large class of evolutionary algorithms includes sim-
ulated annealing [49], ant-colony systems [50], memetic
algorithms [51], DE [23], and particle swarm optimiza-
tion (PSO) [52], GA [21] inter alia [48], but we choose
to test just the three most common or promising evolu-
tionary algorithms, namely traditional GA (a commonly
used algorithm) and the modern PSO and DE algorithms
(promising for this type of problem). The promising na-
ture of PSO and DE is based on many studies [53–55]
that have shown the superiority of DE and PSO over
other evolutionary algorithms. All PSO, DE and GA
employ the initial condition of multiple guesses, called
particles in PSO and chromosomes in DE and GA Each
test function evolves iteratively along trajectories in pa-
rameter space and experience different fitness values.
4In GA, “parent” chromosomes go through three steps:
selection, crossover and mutation to generate a new
generation (“offspring”) of chromosomes. We test all
Matlabr (version R12118) GA options and found that
the Wheel-Roulette, Two-Point and Uniform methods
perform best. We test GA fairly by optimizing popu-
lation number N independently for each GA variant and
fix the run time to equal those for PSO and DE runs.
In PSO the particle evolves according to a Langevin
equation that includes a random kick, an attractive force
to its previous best fitness and a force pulling to the
particle to the fittest particle in its neighborhood (where
the size of the neighborhood is logarithmic in the number
of particles). Neighborhoods overlap such that they do
not partition into distinct sets. Specifically we employ
three PSO variants labeled here as PSO1, PSO2 [56] and
PSO3 [57].
In DE each chromosome breeds with three other ran-
domly chosen chromosomes from the same generation to
produce a “daughter”, and the fittest of the original vs
the bred “daughter” survives to the next generation. We
use a DE variant that incorporates mutation scaling fac-
tor µ ∈ [0, 2] and cross-over rate ξ [23]. In each genera-
tion the difference between two randomly chosen target
vectors is weighted by µ then added to a third randomly
selected target vector to generate the new set of vectors
called donors. This quantity µ determines the DE step
size for exploring the control landscape. Donor vector
elements are incorporated into target vectors with prob-
ability ξ to generate trial vectors, and the fittest of the
target and trial vectors survive to the next generation.
Details of DE, PSO and GA and a comparison between
these three algorithm can be found in the Appendices.
C. Evaluating the objective function
We use the following decomposition approach to con-
struct the gate:
U [ε(t);T ] = UKUK−1UK−2 . . . U3U2U1 (9)
with UK = exp(iH(εl)∆t) and T the fixed target time for
the unitary operation. The next step is to optimize F
over ε(t) within target time T keeping the number K of
time bins small.
V. TWO QUANTUM-CONTROL CASES
Now we proceed to the two quantum-control cases of
a qutrit phase gate and a CNot gate. For each individ-
ual problem we first test conventional greedy algorithms.
For sufficiently large T for effecting the unitary operation,
we show that greedy algorithms can rapidly converge to
a local optimum, but not necessarily a global optimum,
which we characterize here as a local optimum that meets
the infidelity condition L := −4. We also show that re-
ducing the time and the number of control parameters
transforms the problem into a hard optimization prob-
lem for which we employ evolutionary algorithms as an
alternative approach.
A. Qutrit phase gate
For a qutrit phase gate the Hilbert space is H =
span{|0〉, |1〉, |2〉}, and the target gate is:
U = e−iTHˆ
dr
(e-iφ|0〉〈0| − ie-iγ |1〉〈1| − ieiγ |2〉〈2|) (10)
with objective parameters corresponding to the phases φ
and γ and Hˆdr is the drift Hamiltonian defined in (11).
As our interest is in hard quantum control problems, we
choose a challenging T -dependent drift Hamiltonian and
a single control given by [13]
Hˆdr =
1 + piT 0 00 1 0
0 0 2
 , Hˆc =
a 1 01 b 1
0 1 c
 , (11)
respectively.
This choice of control and drift Hamiltonian (11) pro-
vides a rich lode for studying hard quantum control be-
cause, for any target time T , many choices of a, b, c, φ,
and γ lead to ε(t) ≡ 0 being a critical point. The resul-
tant criticality results in Re[F [ε(t)] < 1 for which the
Hessian becomes strictly negative definite. We consider
the specific choice
a = 2, b = 2, c = 1. (12)
Then the phase choices
γ =
5pi
3
, sinφ = −b+ c
a
cos γ (13)
ensure that
ε(t) ≡ 0 (14)
is a critical point i.e. a point in which
∇F (ε(t)) = 0, ∇2F (ε(t)) < 0. (15)
Therefore, a strong trap in the fitness landscape is delib-
erately set [13]. The resultant Hamiltonian is obtained
by inserting (11) into (1). The external field, or con-
trol parameters, are adjusted to realize (10) according
to expression (2). In this way, we can realize the qutrit
phase gate by quantum control using the control and drift
Hamitlonians (11).
While this problem is deliberately contrived to illus-
trate the existence of traps, the drift Hamiltonian (11),
for a fixed value of T , effectively describes the free evo-
lution of a three-level system such as encountered in a
spin-one system or in a single atom with three pertinent
electronic levels. The diagonal terms correspond to the
electronic energy levels of the atom.
5The first and second energy levels are non-degenerate
in the absence of the driving field, but the states approach
degeneracy in the limit of long time T . A system whose
energy levels depend on the control time T does not ap-
pear in nature but is a legitimate system for mathemat-
ically exploring the limitations of greedy algorithms and
power of evolutionary algorithms. Therefore, we employ
this model in the qutrit case to compare these different
optimization strategies.
The control Hamiltonian (11) can represent the inter-
action of an atom with a driving field. The diagonal
terms of the control Hamiltonian represent level shifts
due to the effect of the field. The off-diagonal terms are
the Rabi frequencies between the corresponding pairs of
levels, in this case between the first and second levels and
between the second and third levels. Here we have scaled
the Rabi frequencies to unity.
B. CNot gate
The second example concerns the two-qubit CNot
gate [26]. Inspired by the one-dimensional linear Ising-ZZ
model [35], the drift and control Hamiltonians are
Hˆdr =
J
2
Z ⊗ Z, Hˆc =
X ⊗ 11 ⊗XY ⊗ 1
1 ⊗ Y
 , (16)
respectively, for
X =
1
2
(
0 1
1 0
)
, Y =
1
2
(
0 −i
i 0
)
, Z =
1
2
(
1 0
0 −1
)
(17)
the non-identity Pauli matrices and 1 the 2× 2 identity
matrix. We normalize time by setting J ≡ 1. The time-
dependent four-dimensional control vector ε(t) in Eq. (1)
is optimized so that the resultant evolution (2) approxi-
mates CNot with high F .
Physically the Ising-ZZ model corresponds to a one-
dimensional spin chain, which was originally studied in
the context of explaining ferromagnetism. The weak in-
teraction is described by a tensor product of Pauli Z op-
erators for nearest neighbours. The spin chain interacts
with an external field, for example a magnetic field, and
this interaction involves only single non-identity Pauli
operators as seen in the control Hamiltonian (16).
VI. RESULTS
In this section we first discuss the performance of the
quasi-Newton method on two specific problems where
there is enough time for unitary operation or a suffi-
cient number of control parameters. Then we numerically
show that reducing the time T and control parameters K
transform the problem into a hard optimization prob-
lem and results in runs of the greedy algorithms getting
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FIG. 1: (color online) Logarithmic-infidelity L vs iteration
number ı for (a) the qutrit gate and (b) the CNot gate using
the quasi-Newton method with (a) T = 10pi (red, solid lines),
T = 4pi (blue lines with ’+’ markers), and T = 3pi (green
lines with ’×’ markers) such that K = 50 in all cases and
with (b) T = 30 and K = 30 ((red, solid lines), T = 10 and
K = 10 (blue lines with ’+’ markers) and T = 4 and K = 4
(green lines with ’×’ markers).
L GA DE PSO PSO1 PSO2 PSO3 Newton simplex Krotov
median -0.6 -15.9 -1.7 -2.5 -2.4 -1.1 -0.7 -0.7 -0.6
best-case -1.2 -15.9 -2.4 -4.4 -4.1 -1.5 -1.4 -1.3 -1.16
worst-case -0.4 -2.2 -1.3 -1.6 -1.4 -0.9 -0.4 -0.4 -0.4
℘t 0 72.5 0 12.5 7.5 0 0 0 0
TABLE I: Median, best-case, worst-case, and ℘t for
logarithmic-infidelity L for the qutrit phase gate with T =
2.5pi, K = 10, dfs and R = 80 (R = 40) for greedy (evolu-
tionary) algorithms.
trapped. In the next part of this section we evaluate the
performance of evolutionary algorithms when the time
is shortened and K is reduced and compare the perfor-
mance of different algorithms in terms of their median
and best plots and finally tabulate the resultant data.
We choose to begin with a plot of the fast-convergent
quasi-Newton method because this approach should be
the preferred choice for when it succeeds to deliver a sat-
isfactory results. Figure 1 depicts the logarithmic infi-
delity {Lr} as a function of ı for the qutrit phase gate
and for the CNot gate using the quasi-Newton method.
In Fig. 2, we compare the greedy simplex, Krotov and
quasi-Newton methods against GA, DE, Common PSO,
PSO1, PSO2, and PSO3 algorithms. Specifically we de-
pict best-run performance and median-run performance
in terms of final L. These plots are indicative only. Care-
ful comparisons are summarized in Table I for the qutrit
case and in Table II for median, best-case, and worst-
case performance as well as for the percentage of runs ℘t
that exceed Lt over R = 40 runs for evolutionary algo-
rithms and over R = 80 runs for greedy algorithms.
VII. DISCUSSION
This section begins with a discussion about the greedy
algorithm used for two quantum control examples namely
the qutrit phase gate and the CNot gate. As we are de-
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FIG. 2: (color online) Logarithmic-infidelity L vs iteration
number ı for (2) GA, (×) DE, (◦) Common PSO, (I) PSO1,
(∗) PSO2, (3) PSO3, () quasi-Newton, (V) simplex and
(O) Krotov with R = 80 (R = 40) for greedy (evolution-
ary) algorithms. Median-run performance is depicted in (a)
and (c); best run performance is depicted in (b) and (d). The
qutrit phase gate is the target (T = 2.5pi and K = 10) in (a)
and (b) CNot is the target (T = 3.2 and K = 4) in (c)
and (d).
L GA DE PSO PSO1 PSO2 PSO3 Newton simplex Krotov
median -1.2 -2.9 -1.8 -2.4 -2.3 -0.7 -2.4 -1.45 -2.6
best -1.8 -5.5 -2.9 -4.2 -4.7 -1.0 -3.9 -2.4 -3.2
worst -0.7 -2.0 -1.3 -1.9 -1.3 -0.6 -2.0 -0.8 -1.9
℘t 0 15.0 0 2.5 10.0 0 0 0 0
TABLE II: Median, best-case, worst-case, and ℘t for
logarithmic-infidelity L for the CNot gate with T = 3.2,
K = 4, and R = 80 (R = 40) for greedy (evolutionary) algo-
rithms.
liberately making the problem harder by reducing the
time and control resources, we resort to evolutionary al-
gorithms and discuss their performances on these specific
cases. We discuss the numerical evidence of local traps
later on in this section and compare the performance of
evolutionary algorithms with greedy algorithms when lo-
cal traps dominates the landscape. In the last part we
compare evolutionary algorithms performance and dis-
cuss why DE outperforms its ancestor GA.
As we explained in earlier sections, greedy algorithms
converge faster than evolutionary algorithms and they
should be the first choice for quantum control optimiza-
tion if they can provide a satisfactory results. We show
the greedy-algorithm performance in Fig. 1 where, in
both cases (qutrit phase gate and CNot gate), most
quasi-Newton runs converge rapidly within machine pre-
cision (L = −15.65) to the target gate for large T and for
small time resolution T/K. For small T and K, a ma-
jority of runs becoming trapped at low fitness (high L)
values. Evidently the quasi-Newton method fails (freen
plots in Fig. 1) for short-time and fine–time-resolution
constraints.
Our results show that greedy algorithms perform
poorly for the highly-constrained-T , low-K problems as
do PSO and GA. Figure 2 compares the performance
of different algorithms for two cases by providing the
median and best plots for each algorithm. For the
qutrit phase gate, optimization performance is shown in
Figs. 2(a) and 2(b). Evidently, all quasi-Newton, Krotov
and simplex runs become trapped at very low fidelity. On
the other hand, DE and PSO1 and PSO2 are the only al-
gorithms that successfully achieve the infidelity target of
L = −4 72.5%, 12.5% and 7.5% of the time, respectively
(c.f., Table I) and DE achieves the best performance in
terms of the best and median infidelity among all algo-
rithms.
In the qutrit-phase-gate example we are searching the
landscape around a critical point ε(t) = 0 by sampling
each trial ε(t) randomly from [−1, 1] and evolving them
toward their optimal values. As there are other stud-
ies that numerically provide the proof of local traps in
the quantum control landscape [13, 46, 47], here our re-
sults show many local traps in the landscape as many
runs from greedy algorithms get trapped at low fideli-
ties. Using an efficient global-optimization routine like
DE is necessary to avoid these local traps and to find a
global optimal.
For the CNot gate, whose performance is shown in
Figs. 2(a, b), all runs become trapped at poor fidelities
for the greedy algorithm case, and the GA and various
PSO algorithms are also poor. In contrast the DE per-
formance is vastly superior for the qutrit phase gate and
significantly better for the CNot gate under the extreme
conditions of T = 3.2 and K = 4. Naturally the greedy
and PSO algorithms can be improved by increasing K,
and this strategy is common in the quantum control liter-
ature, but our aim is to constrain T and limit the number
of control parameters K, and DE is the superior tool for
doing so in that it works when the greedy and GA algo-
rithms fail.
In the CNot case, DE succeeds in providing a satisfac-
tory result (See Table II) 15% of the time whereas this
success rate is 2.5% and 10% for the PSO1 and PSO2
cases and zero for other cases. Therefore, this result
shows that for short T and small K there are many local
traps in the landscape causing the greedy algortihms to
fail.
In all evolutionary algorithms discussed here, DE
always outperforms its algorithmic ancestor GA. One
might ask why DE performs better than GA [53] on these
two specific quantum control problems and the answer
lies in the mechanism of generating the new population
from the old population. In GA, parents are selected
based on probabilities that lead to individuals with better
fitness. The crossover operation combines partial parts
of two parents to generate a new offspring. As the new
offspring comes from a combination of two parents, in
this sense GA explores the optimal solution around some
good solution candidates. GA must perform the mu-
7tation operation on the individual with a low mutation
probability constant; otherwise it turns into a searching
algorithm and becomes inefficient. This low mutation
probability limits the GA’s ability in searching the whole
domain of landscape and thus might cause GA to fail
with locating the global optimum.
Unlike GA, which converts candidate solutions into a
binary format, DE constructs candidate solutions that
are represented by real numbers. The crossover opera-
tion in DE generates offspring individuals from the entire
set of populations so that newly generated offspring are
always different from parent individuals. The higher mu-
tation probability in DE, compared to GA, enables DE
to explore the search space more efficiently while reduc-
ing the chance of getting trapped in local minima hence
outperforms GA in term of the quality of the results (See
Fig 2)
Optimization strategies can be compared in various
ways. The most important criterion is whether the opti-
mization approach delivers a satisfactory result. A sec-
ondary consideration is the rate of convergence, which is
relevant to the run-time. Of course use of computational
space is another consideration. In our case we are most
concerned with the primary consideration of whether
the optimization works, as determined by whether the
threshold infidelity reaches L = −4.
As shown in Fig. 2, the quasi-Newton method con-
verges faster than all other approaches but fails to achieve
L = −4. Our message is that the most efficient, fastest
optimization strategy should be used as long as it de-
livers a satisfactory result. If the fastest routine failed,
then our analysis of two tightly time-constrained con-
trol problems is that differential evolution is an excellent
alternative that appears to deliver a satisfactory result
even when the other approaches fail.
The fast convergence of quasi-Newton runs in Fig. 2
raises the tantalizing possibility of whether increasing
the number of quasi-Newton runs would result in a small
but non-zero success probability ℘t. A fast algorithm
like quasi-Newton with a low probability of success could
make it superior to the slow DE approach with a high
success probability. To test this hypothesis, we did 500
repetitions of 100 quasi-Newton iterations applied to the
(CNot) gate control problem. We chose 100 iterations
of quasi-Newton runs as the average “wall time” (the
true run time on the given computer) for 100 iterations
approximates the average wall time for 40 iterations of
the DE method. Our numerical study showed that the
quasi-Newton runs never reached L ≤ −4. In principle
the quasi-Newton method would work with a sufficient
number of trials simply because the global search would
be achieved by a huge number of local searches, but re-
placing a good global search by extremely many local
searches is not feasible in practice.
Finally we emphasize that, when greedy algorithms
work, the quantum control strategy should be to em-
ploy current practice and use the best available greedy
algorithm. When greedy algorithms fail, though, evolu-
tionary algorithms could work and differential evolution
is the best amongst these according to our investigation.
This is particularly relevant when exploring quantum
speed limits numerically. In view of our results, quan-
tum speed limits found using greedy algorithms reflect
the limitations of these algorithms rather than intrinsic
speeds limits for quantum control.
VIII. CONCLUSION
In conclusion we have shown that evolutionary algo-
rithms such as DE and PSO are essential alternatives
to greedy algorithms for hard quantum control problems
with strong constraints. Greedy algorithms are often
used because fitness landscapes are assumed to be well-
behaved [22], and traps presumed to be negligible if T can
be long and K can be increased without paying a signifi-
cant price. In such cases greedy algorithms work because
most local optima are globally optimal or close enough.
However, when resources are limited, even straightfor-
ward control problems for simple systems can become
hard due to a proliferation of traps in the landscape and
non-convexity, thereby causing greedy algorithms to fail.
We have considered two quantum gates relevant to
quantum information and used drift and control Hamil-
tonians that illustrate our point. These examples show
that differential evolution is effective for hard quantum
control problems. The superiority of differential evolu-
tion over greedy algorithms is unsurprising because the
fitness landscape is no longer well behaved for hard quan-
tum control. On the other hand, the superiority of dif-
ferential evolution over GA and PSO and its variants is
due to the greater efficacy of DE for optimization over
higher-dimensional search spaces, which is the case for
hard quantum control.
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8Appendix A: Genetic Algorithm
Genetic algorithms (GA) [58] are well known for global
optimization. A candidate solution is first coded in a bi-
nary representation, called a parent vector. These par-
ents evolve through several algorithmic steps, namely se-
lection, crossover, and mutation. These steps lead to
the generation of new candidates, known as children or
offspring, for subsequent generations. These children be-
come parents for the next generation.
Several variants of algorithmic steps exist for GA [21].
These steps evolve the fitness function towards its opti-
mal state. We choose the following GA variant that leads
to the best performance for our problem.
1. Selection:– This step specifies how the GA
chooses the next-generation parent for subsequent
breeding. We use the Roulette Wheel method,
which assigns a selection probability to each indi-
vidual parent vector according to
pi =
fi∑N
i=1 fi
(A1)
for N the total population number and fi the fit-
ness level of each individual parent vector. This
probability distribution is used to select parent vec-
tors for the crossover step.
2. Crossover:– This step, which is considered to be
the heart of GA, specifies how the two parents unite
to generate the new offspring. We use the two-
point selection method to choose two random in-
tegers m and n between one and the number of
variables in each parent vector. Offspring elements
are constructed from the element of the first parent
vector P1, whose indices are less than n or greater
thanm, and those elements of the second parent P2,
whose elements share equal indices or are between n
and m.
3. Mutation:– The purpose of mutation is to intro-
duce small changes in an individual selected from
the population, which leads to the creation of mu-
tant offspring. We mutate uniformly on each indi-
vidual offspring. The mutation algorithm thus se-
lects vector elements that are be mutated according
to a small rate of 0.001. Then those selected ele-
ments are replaced by a random number selected
uniformly from the set of all elements of the corre-
sponding offspring vector.
For all problem instances, we set N = 70. This choice
of population number ensures the same computational
time for GA as for other evolutionary algorithms here,
namely differential evolution (DE) and particle swarm
optimization (PSO).
Appendix B: Particle Swarm Optimization
PSO optimizes by enabling exploration of the fit-
ness landscape using a swarm of particles with position-
velocity pairs {(xn, vn)}. These pairs are updated in each
iteration of the algorithm based on the rules
vn+1 = χ(wvn + c1r1(xn,∗ − xn) + c2r2(x∗ − xn)),
(B1a)
xn+1 = xn + vn (B1b)
where xn,∗ is the nth particle’s previous personal best
and x∗ the global best position so far. We employ χ as a
constriction factor, and w is an inertial weight. The coef-
ficients c1 and c2 are deterministic weights, and r1 and r2
are uniformly distributed random numbers in [−1, 1].
For the common PSO algorithm, the inertial weight
decreases linearly starting from wmax = 0.9 to wmin =
0.4 over N iterations according to wn = wmax − (n −
1)(wmax−wmin)/N and the standard parameters are c1 =
c2 = 2 and χ = 1. Clerc’s and Trelea’s variants use
constant inertial weights and different parameter values.
Clerc uses w = 1 (PSO1) whereas Trelea uses w = 0.6
(PSO2) and c1 = c2 = 1.7 (PSO3) and w = 0.729 and
c1 = c2 = 1.492 (variant 2).
Appendix C: Differential Evolution
Individuals in DE are represented by a D-dimensional
vector (Xi), i ∈ {1, . . . , NP}, where D is the number of
control parameters and NP is the population size. The
classical DE algorithm can be summarized as follow [23]:
1. Mutation:– The update step is
Vi = Xi1 + µ (Xi2 −Xi3) (C1)
with i, i1, i2, i3 ∈ [1, NP ] being integers and mu-
tually different. Here µ is the mutation factor con-
trolling the differential variation di := Xi2 −Xi3 .
2. Crossover:–
Ci(j) =
{
Vi(j) if Cj(0, 1) < ξ
Xi(j) otherwise
(C2)
with Cj(0, 1) representing the uniform random be-
tween 0 and 1, and ξ ∈ (0, 1) is the crossover rate.
3. Selection:– The final step is the assignment
X ′i =
{
Ci if f(Ci) < f(Xi)
Xi otherwise
(C3)
with X ′i the offspring of Xi for the next genera-
tion and f(Xi) the objective function, which, in
our case, is the measured fidelity.
For all instances we choose µ = 0.5, ξ = 0.9 and NP =
15K, with K being the number of control parameters,
for all problems.
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