How to give an upper bound, especially the smallest upper bound of Gini coefficient based on grouped data in the absence of income brackets is still a problem not properly solved. This article provides an upper bound which is easy to compute, and provides an effective algorithm to calculate the exact value of the smallest upper bound. As illustrations, the calculation results of bounds for Gini coefficients of urban and rural China from
Introduction
Gini coefficient is a very important and famous index to measure the wealth gap of a country or district. The calculation of it requires the income information of the population. However, the data of most countries and districts are published in groups instead of individually, such as the data from 2003 to 2008 published on China Statistical Yearbook(see Table 3 and Table 4 ). In these data, a large amount of respondents are divided into several groups (eight groups for urban China, five groups for rural China) based on per capita annual income from low to high. On each group, average per capita annual income and population proportion are provided, while the income brackets are not given. How to estimate Gini coefficient properly based on this type of data has been a problem receiving widespread concern since the seventies of last century. This problem can be described mathematically as follows:
We use non-negative random variable Y to represent the per capita annual income of a country or district. Let F (x) = P (Y x) be the distribution function of Y . Define µ = EY ∈ (0, +∞), and F −1 (p) = inf{x : F (x) > p}, p ∈ [0, 1). Then Lorenz Function and Gini coefficient are given by L(p) and G:
L(p)dp.
"p − L(p)" is also called as Lorenz curve.
As for "Grouped data", set 0 = a 0 < a 1 < · · · < a k < a k+1 = ∞ as the income brackets. Define p i and µ i :
Then (a i−1 , a i ] is the income bracket of Group i (Group 1 specially with [a 0 , a 1 ]), µ i is its theoretical average annual income, and p i −p i−1 is its theoretical population proportion. Since the number of respondents is very large, according to the relationship between frequency and probability and the strong law of large numbers, we are able to use p i − p i−1 and µ i as the empirical population proportion and average annual income of Group i (Here we assume p i − p i−1 = 0, which always holds in true-life cases). Given {p i , µ i }, how to estimate the Gini coefficient (2) corresponding to distribution function F (x) is the problem we are concerned with.
Many scholars have obtained estimations of G by making assumptions on F (x) or L(p). But this kind of estimations rely largely on the assumptions (i.e. model chosen), which is discussed by Schader and Schmid(1994) , Chong(2002) as well as Ogwang(2006) . Some other scholars, such as Gastwirth(1972) , Mehran(1975) and Silber(1990) , tried to look for the upper and lower bounds of Gini coefficient with no assumptions on F (x) and L(p). Obviously, if the upper and lower bounds were close to each other, then they would be very helpful to know about G. The bounds of Gini coefficient can also be used as criterion of estimations (Kakwani and Podder 1976) , and is sometimes used to derive estimations of Gini coefficient (Cowell and Mehta 1982) .
According to (3) , (4) and (1),
{µ, p i , L(p i )} and {p i , µ i } can be deduced from each other. Based on {µ, p i , L(p i )}, Gastwirth(1972) firstly provided the largest lower bound GL as:
Based on {p i , µ i } and with {a i } known, he also provided the upper bound GU:
However, when {a i } is absent, (8) cannot be used. In this situation, Mehran(1975) gave the smallest upper bound GU using geometric method and unconsciously assuming Lorenz function is derivable everywhere, here GU is given by:
where
. This is again not correct, which can be seen in Example 6.3. Besides, Murray(1978) , Fuller(1979) , Giorgi and Pallini(1987) , Cerone and Dragomir(2007) also investigated the upper bound of Gini coefficient, but their methods require the income brackets {a i }, and Ogwang(2003 gave the relationship between (8) and (9) . We find that how to calculate the smallest upper bound of Gini coefficient in the absence of income brackets is still not properly solved.
The main results of this articles are listed below: 1. Demonstrate that fomula (9) is generally correct (Theorem 2.1) without requiring L(p) to be derivable everywhere. 2. Provide a fine and easy-to-compute upper bound when {p i , µ i } are given but {a i } are absent (Theorem 3.1), and this upper bound equals to the smallest upper bound under some situation (Theorem 3.2). 3. Provide an effective algorithm to calculate the exact smallest upper bound (9) , and use this algorithm together with (7) 
The Smallest Upper Bound of Gini coefficient
To prove Theorem 2.1, we first present Lemma 2.1 without proof.
Then GL + ∆ * is the smallest upper bound of Gini coefficient, where ∆ * is given by (9) and (10).
, where
Lorenz Function is a continuous convex monotonic nondecreasing function on [0, 1] according to its definition (1). Therefore, H(p) is the piecewise linear function formed by intersecting h 1 (p), · · · , h k+1 (p) in sequence. According to Lemma 2.1,
The right side of the inequality above is nondecreasing in L ′ − (p i ), thus,
Adding them up we get:
Suppose that the supremum in (16) is reached atβ *
is a continuous convex nondecreasing function between (0, 0) and (1, 1), which could be the Lorenz Function corresponding to some distribution. From (7) we know that 1 − 2 1 0 H(p)dp = GL. Thus
(p)dp.
Therefore, GL + ∆ * is the smallest upper bound of Gini coefficient G. From the discussion above, we know that to get the smallest upper bound, we only need to look for the largest value of ∆ (defined by (10) ) under the following condition:
This is the same as Mehran's conclusion. But in our proof, we do not require L(p) to be derivable everywhere.
A Fine Upper Bound for Gini coefficient
Since it is very complicated to get the smallest upper bound, we will first demonstrate an upper bound GU which is easy to compute and can equal to the smallest upper bound in some situations. It will be verified in Theorem 3.1 and 3.2. We first introduce Lemma 3.1. Define the following notations:
Let l i be the straight line y = β *
, and let l 0 and l k+1 be the straight lines y = 0 and
, and p * k+1 = 1.
Lemma 3.1. When {β * i } satisfy the following condition:
and
Moreover, the "=" in (21) holds if and only if z = p * i , and the "=" in (22) holds if and only if z = p * 1 . Theorem 3.1. Define z i (i = 1, · · · , k + 1) recursively:
Then under condition (18), we have
And accordingly, GU defined below is an upper bound of Gini coefficient G:
In fact, the upper bound in (25) can be reached in some situation, which is presented in Theorem 3.2. 
Define B i (i = 1, · · · , k) as follows:
If the following inequality holds:
Method to Calculate the Smallest Upper Bound
When the bounds of Gini coefficient is used as criterion of estimations, exact solution is much more valuable than approximate solutions given by numerical methods. The solutions given by our method are exact ones. When k + 1 = 1, ∆ * = 1. So, we will only discuss the situation when k + 1 2. Theorem 4.1 together with Theorem 3.2 indicates an algorithm to calculate the smallest upper bound of Gini coefficient. Before we state Theorem 4.1, the main result of this section, we first give four lemmas.
can only be in one of the following three situations:
2. 
Then,
Lemma 4.4.
and β ′ i via the following affine transformation:
Notice that ∆ ′ (j,1) and ∆ ′ (j,2) have the same forms as (10), the proof of Lemma 4.4 is omitted here. . In Figure ? ?,
). The first transformation in Lemma 4.4 transforms (0, 0), (p j−1 , L(p j−1 )) and A 1 to (0, 0), (1, 1) and (1, 0), respectively. The second transformation in Lemma 4.4 transforms (p j , L(p j )), (1, 1) and A 2 to (0, 0), (1, 1) and (1, 0), respectively. Theorem 4.1. Define (∆ (j) ) * as follows:
where (∆ ′ (j,1) ) * and (∆ ′ (j,2) ) * are given by (36) and (39). If (28) does not hold, then 
From Theorem 4.1 we know that if (28) does not hold, we only need to firstly look for (∆ ′ (j,1) ) * and (∆ ′ (j,2) ) * for all
and finally obtain ∆ * = max j=1,··· ,k+1
(∆ (j) ) * . The method to get (∆ ′ (j,1) ) * and (∆ ′ (j,2) ) * is the same as the one to get ∆ * . This is actually a recursion, and its algorithm is stated as follows: 
according to Lemma 4.4, and calculate (∆
(∆ (j) ) * . As for (∆ ′ (j,1) ) * and (∆ ′ (j,2) ) * , we can get them by using
as the original information of this algorithm again. The return of first layer of this recursion will be GU − GL, while the last layer of this recursion will only be in two situations: (28) holds, or k + 1 = 1.
Using a matrix M to store the intermediate processes, we can reduce the repeated calculation in this algorithm. Set M(i, j) as the return of this algorithm whose original information is the affine transformed (p i , L(p i )), · · · , (p j , L(p j )). When they have to be used as original information for the second time, we only need to use M(i, j) instead of calculating again. It will improve the algorithm complexity from O(k!) to O(k 3 ) (k + 1 is the number of groups).
Bounds for Gini coefficient of China (2003-2008)
In Table 3 and 4, we display the data of China from 2003 to 2008 provided by China Statistical Yearbook. Based on these data, we got lower bounds of Gini coefficients using (7) given by Gastwirth, the smallest upper bounds(Upper Bound 1 in Table 1 and 2) using the algorithm stated in section 4, and the easy-to-compute upper bounds(Upper Bound 2 in Table 1 and 2) using (25). The difference between Upper Bound 1 and lower bounds(Width of Bounds) and the difference between Upper Bound 1 and Upper Bound 2 are also provided in Table 1 and 2.
6 Several Examples (12) given by Mehran(1975) , 
Then β 1 = 1 3 , β 2 = 1, β 3 = 1 and β 4 = 5 3 . According to (14) given by Mehran(1975) ,
, and ∆ = 0.0417. While using our recursive algorithm given by Section 4, firstly we got (
, and then
, where (∆ ′ (j,1) ) * and (∆ ′ (j,2) ) * are got using this algorithm again. Here we get ∆ 
Appendix: Proofs of Lemmas and Theorems
Proof of Lemma 3.1
Because
) is the maximum of f i (z), which is 0. Therefore, 
Therefore, the inequality in this theorem holds under condition (20), i.e., on open set
, the inequality in this theorem also holds on the closure of this open set domain, i.e., under condition (18). As a result, 
This makes the equalities in (21) and (22) hold, and therefore the equality in (24) holds. Meanwhile, (20), and therefore satisfies (18). All the above implies that ∆ * = β 1 z 
∂∆ ∂β
If β * i−1 and β * i+1 are furthermore fixed under condition (18), then
0. Therefore, the β * i which maximizes ∆ under condition (18) must satisfy ∆ i . ∆| β * j =β j is nondecreasing with respect to β * j−1 , so β * j−1 = β j makes ∆| β * j =β j the largest value under condition (18), which is: 2) .
To sum up, sup
∆| β * j =β j = sup
(2) The case β *
∆ i . ∆| β * j =β j+1 is nonincreasing with respect to β * j+1 , so β * j+1 = β j+1 makes ∆| β * j =β j+1 the largest value under condition (18), which is:
∆| β * j =β j+1 = sup
Proof of Theorem 4.1 According to Lemma 4.1, we know that even if (28) does not hold, the β * i that maximize ∆ under condition (18) would still be in one of the three situations listed in Lemma 4.1. Meanwhile, according to Lemma 4.2, in order to maximize ∆ * , there must exist an s ∈ {1, · · · , k} s.t. β * s is not in Situation (2), i.e. β * s = β s or β * s = β s+1 (put Situation (3) into
