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Under the action of an alternating perpendicular magnetic field the polarity of the vortex state nanodisk can
be efficiently switched. We predict the regular and chaotic dynamics of the vortex polarity and propose a simple
analytical description in terms of a reduced vortex core model. Conditions for the controllable polarity switching
are analyzed.
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I. INTRODUCTION
Investigation of the magnetization dynamics at the
nanoscale is a key task of the modern nanomagnetism.1 One
of the typical topologically nontrivial magnetic configurations
of a nanoscaled magnet is a magnetic vortex, which can form a
ground state configuration of submicron–sized magnetic disk–
shaped particles (nanodots). Such a vortex is characterized
by a curling divergent–free in–plane configuration with mag-
netization tangential to the edge surface of the nanoparticle.2
The out–of–plane magnetization appears only in a very thin
region around the vortex core with about the size of an ex-
change length (typically about 10 nm for magnetically soft
materials3). The vortex state is degenerated with respect to
the upward or downward magnetization of the vortex core (the
vortex polarity p = ±1), hence the vortex polarity can be con-
sidered as a bit of information in nonvolatile magnetic vortex
random–access memories (VRAM).4,5 That is why one needs
to control the vortex polarity switching process in a very fast
way.
The vortex polarity switching phenomena were predicted
originally for the Heisenberg 2D magnets.6,7 The interest to
this problem was renewed after an experimental detection of
the vortex core reversal in nanodots by an excitation with
short bursts of an alternating field,8 which opened a possibil-
ity to use the vortex state dots as the VRAM. Moreover, this
motivated numerous fundamental studies of the vortex core
switching mechanism itself.1
There are two basic scenarios of the vortex polarity switch-
ing. In the first, axially–symmetric (or punch–through) sce-
nario, the vortex polarity is switched due to the direct pump-
ing of axially–symmetric magnon modes. Such a switching
occurs, e.g., under the influence of a DC transversal field.9–12
In the second, axially–asymmetric scenario, the switching oc-
curs due to a nonlinear resonance in the system of certain
magnon modes with nonlinear coupling.13,14 Such a scenario
is accompanied by the temporary creation and annihilation of
vortex–antivortex pairs.8 The axially–asymmetric switching
occurs, e.g., under the action of different in–plane AC mag-
netic fields or by a spin polarized current, see Ref. 15 and
references therein.
Recently the interest to the axially–symmetric switching
was renewed: using the micromagnetic simulations Wang and
Dong 16 , Yoo et al. 17 demonstrated that the vortex polarity
reversal can be realized under the action of an alternating per-
pendicular magnetic field. In this case the resonant pumping
of the radial magnon modes initiates the switching at much
lower field intensities than by the DC fields.
We have very recently predicted the possibility of the
chaotic dynamics of the vortex polarity under the action of
the homogeneous transversal AC magnetic field in the 10 GHz
range:18
B(t) = ezB0 sin (2pi f t) . (1)
In order to describe the switching behavior we proposed in
Ref. 18 the analytical two–parameter cutoff model, which
gave us a possibility to describe both deterministic and chaotic
behavior of the vortex polarity.
The goal of the current work is to study in detail the vortex
dynamics under the action of a perpendicular AC magnetic
field: we found a rich vortex polarity dynamical behavior,
including the regular and chaotic regimes of magnetization
reversal. In order to analyze the complicated temporal evolu-
tion of the vortex polarity we used here the discrete reduced
core model,6,7,19 which allows us to describe different regimes
of vortex polarity dynamics, including the resonant behavior,
the weakly nonlinear regimes, the reversal dynamics, and the
chaotic regime. The reduced core model is another way to
treat the discretness effects. As opposed to the cutoff model,
the core model is simpler, hence it allows to go further in an-
alytics.
The paper is organized as follows: The full–scale micro-
magnetic simulations are detailed in Sec. II. Our diagram of
switching events demonstrates regimes of the regular reversal
(single, multiple and periodic ones), intermittent and chaotic
regimes. In Sec. III we describe the comprehensive vortex
core dynamics using a simple collective coordinate model,
which provides all features of the full–scale simulations. We
propose a way of a unidirectional switching controlled switch-
ing in Sec. IV. In Sec. V we state our main conclusions. In
Appendix A we derive the reduced core mode. We use the
method of multiple scales to perform a weakly nonlinear anal-
ysis of the analytical model in Appendix B.
ar
X
iv
:1
30
2.
25
94
v3
  [
co
nd
-m
at.
me
s-h
all
]  
17
 Ju
n 2
01
3
2II. MICROMAGNETIC SIMULATIONS OF REGULAR
AND CHAOTIC DYNAMICS
Nowadays the micromagnetic simulations are the inherent
tools for the nanomagnetic research.20 Namely using the nu-
merical simulations it was shown in Refs. 16 and 17 that
the resonant perpendicular field forces the vortex core to re-
verse. Here we perform full–scale micromagnetic simulations
to study the complicated vortex core dynamics in details. We
consider a disk–shaped nanoparticle (198 nm in diameter and
21 nm in thickness) under the action of the vertical oscillat-
ing field (1) using an OOMMF21 micromagnetic simulator
with integration method RK5(4)7FC. The material parame-
ters correspond to Permalloy (Ni81Fe19) with exchange con-
stant A = 13 pJ, saturation magnetization Ms = 860 kA/m,
zero anisotropy coefficient and the Gilbert damping coefficient
α = 0.01. The mesh cell was chosen to be 3 × 3 × 21 nm
(the three–dimensional mesh will be discussed at the end of
this section). For all OOMMF simulations we use as initial
state the relaxed vortex with the polarity directed upward and
counter–clockwise in–plane magnetization direction.
We also simulated the dynamics of the vortices for the sam-
ples with other geometrical parameters: as we expected the
qualitative behavior of the system remains the same.22
First of all we examined the eigenfrequencies of the lower
axially–symmetric spin waves by applying a rectangular pulse
with the strength of 30 mT during 100 ps perpendicular to the
nanodisk in the vortex state in the same way as in Ref. 16. Un-
der the action of such a pulse, the magnetization starts to oscil-
late: a set of symmetrical magnon modes f nm=0 is excited. Us-
ing the fast Fourier transformation (FFT) of the z–component
of the total magnetization, typically during t ∈ [100 ps; 20 ns],
we identified the eigenfrequency of the lowest symmetrical
mode f n=1m=0 = 13.98 GHz. This value defines the lowest thresh-
old for the polarity switching17. The next nearest peaks in the
FFT spectrum correspond to 16.75 GHz and 27.93 GHz.
It is already known17 that the vortex polarity switching un-
der the action of the AC field (1) occurs in a wide range of
field parameters (the field intensities B0 and field frequencies
f ). The minimal field intensity is reached at about the reso-
nance frequency f 10 . In the current study we are interested in
the long–time vortex dynamics, which is accompanied by the
axially–symmetric polarity reversal mechanism. In all numer-
ical experiments we calculated the polarity and the position
of the vortex as functions of time: The vortex position R(t)
is determined as cross–section of isosurfaces Mx(R) = 0 and
My(R) = 0,23 and the vortex polarity p(t) is determined as the
average z–magnetization of four neighbor cells toR(t).
To study in details the temporal evolution of the vortex po-
larity, we simulated the long–time system dynamics with the
time step of 1 ps for a wide range of the field parameters (the
field intensity B0 varies from 10 to 500 mT, and the field fre-
quency f changes from 3 to 21 GHz).24
The results can be summarized in the diagram of dynamical
regimes, see Fig. 1. Depending on the field parameters (B0, f ),
one can separate several different dynamical regimes: (i) the
absence of the vortex polarity switching, (ii) the chaotic po-
larity oscillations, (iii) the regular switchings with frequencies
depending on the field frequency, (iv) the intermittent switch-
ings, and (v) the complex vortex–magnon dynamics, where
the vortex escapes from the origin.
(i) We start from a weak field: the field intensity is not
strong enough to switch the vortex polarity; this regime cor-
responds to the linear or weakly nonlinear oscillations of the
vortex polarity (marked as open boxes in Fig. 1). The weak
pumping of the system (field intensities B0 . 5 mT, see Fig. 2)
causes the resonance at the frequency f 10 . The increase of
the field intensity leads to the nonlinear dynamical regime.
However, if the field intensity is not strong enough, one has a
weakly nonlinear regime, which corresponds to the nonlinear
resonance. Apart from the nonlinear resonance behavior, the
strong pumping causes the vortex polarity instability,25 it also
causes the shift of the main peak in the FFT spectrum (see
Fig. 2b) and the beats in the polarity oscillations (see Fig. 2a).
Let us consider the case when the magnetization reversal
occurs. The switching diagram (see Fig. 1) has two well–
defined minima. The first one corresponds to the resonant
excitation of the radially symmetrical mode f 10 . The second
minimum near 18 GHz, probably, corresponds to the dynam-
ics near the higher resonances17.
(ii) The open circles •◦ on the switching diagram (see
Fig. 1) correspond to the chaotic polarity reversal process.
The typical temporal evolution is shown in Fig. 1c. To draw
a conclusion about chaotic behavior of the vortex polarity, or
more accurately, to make quantitative measures of chaotic dy-
namics, we use two standard ways: the autocorrelation func-
tion for the temporal evolution of the vortex polarity and the
Fourier distribution of its frequency spectra.26
First, we define the autocorrelation function of the vortex
polarity signal
C(ti) =
1
N
N∑
j=1
p(ti+ j)p(t j), i = 1,N (2)
for the discretized time t j = jt0 with the step t0 = 1 ps, with
the boundary values assumed as zero. It is well known26 from
the correlational analysis, when a signal is chaotic, informa-
tion about its past origins is lost, i.e. the signal is only corre-
lated with its recent part: the autocorrelation function decays
very rapidly, C(t) → 0 as t → ∞.26 For a periodical sig-
nal, the autocorrelation function is a periodic too. A typical
example is presented in Fig. 3: the autocorrelation function
C(t) is aperiodic and sharply decays for the applied magnetic
field 70 mT with the frequency 14 GHz, which corresponds
to the chaotic dynamics. The autocorrelation for the regu-
lar dynamics demonstrates the oscillations under the action of
B0 = 110 mT with f = 18 GHz.
The second way is to calculate the Fourier spectrum of a
chaotic signal. A typical FFT signal is presented in the Fig. 4.
It is distinctive for the chaotic regime that the continuous spec-
trum dominates the discrete spikes (one can identify in the
Fig. 4 only one discrete spike at the pumping frequency). The
fitting of such a signal demonstrates typical pink noise behav-
ior with a power law decay of the spectrum, F( f ) ∝ 1/ f β with
β ≈ 0.77.27
(iii) The regular oscillations of the vortex polarity appear
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FIG. 1: (Color online) Switching diagram: open boxes  describe the vortex dynamics without switching and other correspond
to parameters where the polarity reversal is observed (the red circles • indicate parameters where the vortices escape from the
origin during the first 10 ns, the open circles•◦ represent parameters where the autocorrelation function (2) rapidly decays, for
the diamonds  the switching process is periodical, and the green triangles N correspond to an intermittent process). (a) The
example of the intermittent process. (b) The examples of the vortex trajectories in case of the complex vortex dynamics. Black
points mark the places of the polarity switching. The trajectories b1 and b2 correspond to 12 GHz and 14 GHz respectively. (c)
The example of the chaotic process. (d) The example of the regular process.
in the high frequency regime, see the black diamonds on the
switching diagram (see Figs. 1, 1d). We have detected the pe-
riodical motion of the vortex polarity using the pumping fre-
quency 18 GHz with the field intensities higher than 100 mT.
The main peak in the FFT spectrum corresponds to 6 GHz,
i. e. it occurs at f /3 of the pumping. Other spikes with de-
caying intensities appear with steps of 6 GHz. We compare
the autocorrelation functions for the regular and chaotic oscil-
lations, see Fig. 3. In contrast to the chaotic regime, C(t) for
periodic oscillations exhibits a high periodicity with a slowly
decaying amplitude due to the finite observation time.
In order to compare the temporal dynamics of the polarity
in chaotic and regular regimes, we calculate the pseudo–phase
trajectories. The method of the pseudo–phase space is usually
used when only one variable [the discretized vortex polarity
p(ti) in our case] is measured:26 the pseudo–phase–space plot
can be made using p(ti) and its future value pti+1 , where the
absolute value of the time step ti+1 − ti affects only the shape
of the trajectory. In the case of chaotic dynamics, one has
open trajectories in pseudo–phase–space
(
p(ti), p(ti+1)
)
, see
the Fig. 5(a). In the regular case, pseudo–phase trajectories
are closed, see the Fig. 5(b). Both trajectories are shown for
the first 10 ns of the dynamics: in the first case the trajectory
every time makes a new loop in a different place and in the
second case all loops coincide. Below in Sec. III we construct
the phase trajectories for the theoretical model of our system
(see Figs. 9a, 9d).
(iv) The green triangles on the switching diagram (see
Fig. 1) correspond to an intermittent process. The typical ex-
ample of the temporal dynamics in such a regime is plotted
in the Fig. 1a: the vortex state can retain its polarity for a
relatively long time of a few nanoseconds; after that multi-
ple reversal processess occur during 50 − 100 ns. Note that
in the vicinity of other regimes in the switching diagram we
observed that the vortex polarity, after a few switches, can be
‘frozen’ for the rest of the observation time. For example, two
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FIG. 3: (Color online) Autocorrelation function (2) for
B0 = 110 mT and f = 18 GHz (blue dashed line) and
B0 = 70 mT and f = 14 GHz (red solid line). The first
process demonstrates a periodical process with periodical
C(t) and the second one demonstrates a chaotic behaviour
with rapidly decaying C(t).
switching events occur during the first 1.2 ns (B0 = 30 mT
and f = 14 GHz, see Fig. 1a), after that the dynamical polar-
ity has only weak oscillations. A similar picture occurs for
B0 = 70 mT and f = 17 GHz, where after three reversals dur-
ing the first nanosecond the resulting polarity remains nega-
tive. Since the reversals occur only at the beginning, one can
conclude that this occurs because the field is not switched on
smoothly.
(v) The last regime corresponds to the field parameters (B0,
f ), where the vortex escapes from the system origin on a long
time scale (see the red circles in Fig. 1). Typically, the vor-
tex starts to move during the first 10 ns. The detailed analy-
sis shows that the switching scenario differs essentially from
the above mentioned one: the magnetization reversal is me-
diated by the transient creation and annihilation of a vortex–
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FIG. 4: (Color online) FFT spectrum of the vortex polarity
(B0 = 70 mT, f = 14 GHz): solid line corresponds to the
numerical data, the dashed line is the fitting to the pink noise.
antivortex pair8 (for details of the axially–asymmetric switch-
ing mechanism see Ref. 15 and references therein). Two ex-
amples of the possible trajectories are shown in Fig. 1b: The
trajectory b1 corresponds to the chaotic motion, which is ac-
companied by numerous reversal events. In the regular regime
the vortex trajectory has a smooth shape (b2). When the vortex
stays in the center of the sample, polarity switching is accom-
panied by generation of the radially symmetrical modes. Af-
ter some time of observation, a new 4-fold symmetry occurs
around the vortex, which was mentioned in the Ref. 17 and
linked with the square mesh symmetry used in the OOMMF.
When the vortex moves from the center, the switching sce-
nario is changed: a pair antivortex–new vortex is created and
the antivortex annihilates with the old vortex. The further
magnon dynamics becomes unpredictable.
We performed very long–time simulations (up to 30 ns) for
all parameters from the switching diagram, where the vortex
does not leave the disk center (see Fig. 1): the vortex motion
was found for all parameters with f < 17 GHz. For higher
frequencies (e.g., for f = 18 GHz and B0 = 100 mT) the small
oscillations of the vortex position were observed only for t >
29 ns. In the prolonged simulations (iv) the vortex polarity
does not change its value during the time of observation in
agreement with the conclusion made above that the field is
sharply switched on.
The switching diagram for the low–frequency range has
several new features. One can identify from the plot two lo-
cal minima (4.5 GHz and 6 GHz), which correspond to reso-
nances for fractional frequencies ( 13 f
1
0 and
1
2 f
1
0 ). The strong
field causes the vortex polarity reversal, which corresponds
to the quasi–static regime and the lower fields cause the es-
cape of the vortex from the system origin. We checked the
idea about the quasi–static regime by computing the thresh-
old value for the static field, which is in our case 611 mT, cf.
Refs. 10 and 11.
It should be noted that in all simulations discussed above
we used the effective 2D mesh 3 × 3 × 21 nm. In order to
check our assumption about the uniform magnetization distri-
bution along the thickness z–coordinate, we also performed
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FIG. 5: (Color online) (a) The pseudo–phase diagram for the
chaotic vortex polarity dynamics (the time step 1 ns, the filled
circles mark polarities p = ±1); (b) the same diagram for the
regular dynamics.
3D OOMMF simulations with the mesh size 3 × 3 × 3 nm.
One can see that eigenfrequencies and boundaries of dynam-
ical regimes are slightly influenced by the nonhomogeneous
distribution along the z–coordinate, see Fig. 6.
It is known that the vortex reversal under the action of a per-
pendicular static field is accompanied by the temporal creation
and annihilation of a Bloch point: the switching process, as a
rule, is mediated by the creation of two Bloch points, however,
the single Bloch point scenario was also mentioned.10 The
Bloch point propagation during the polarity reversal under the
ac perpendicular field was also mentioned by Yoo et al. 17 . It
should be noted that the Bloch point is a 3D micromagnetic
singularity, hence it does not exist in 2D simulations.
The dynamics of the Bloch point is not well studied to the
moment. During the switching process we observed a new 3D
picture of the switching, where some switching events are not
completed: the vortex near one face surface rapidly reverses
its polarity to opposite and returns back, while the vortex near
the second face surface saves its polarity during this time.
III. DESCRIPTION OF DIFFERENT DYNAMICAL
REGIMES
To gain some insight to the switching mechanism, we need
a model which allows the magnetization reversal process. It is
worth reminding that in the continuum limit the vortex states
with different polarities are separated by an infinite barrier.
In the spin lattice the barrier becomes finite28 and the rever-
sal can occur. It is already known from our previous paper18
that the dominating contribution to the switching mechanism
is caused by the exchange interaction inside the vortex core.
That is why to describe the polarity reversal process we use
here the discrete reduced core model, which was initially in-
troduced by Wysin 28 for the vortex instability phenomenon.
Later the vortex core model was developed to analyze the vor-
tex polarity switching in Heisenberg magnets.6,7,19
One has to note that the reduced core model does not pre-
tend a quantitative agreement with simulations. It is the sim-
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FIG. 6: (Color online) Comparison of 2D and 3D
simulations. Symbols correspond to 3D simulations: The red
circles describe the switching process, the open blue boxes
describe the dynamics without switching. The dotted line
represents the border of the switching region for 3D
simulations, colored domains correspond to 2D simulations,
see Fig. 1.
plest model which allows to describe a rich variety of different
regimes of vortex polarity dynamics, including the resonant
behavior, the weakly nonlinear regimes, the reversal dynam-
ics, and the chaotic regime.
We consider the anisotropic classical Heisenberg disk
shaped system with thickness Lz and the radius L, assum-
ing that the magnetization of the magnet is uniform along the
thickness. In terms of the normalized magnetic moment
mn =
(√
1 − m2n cos φn,
√
1 − m2n sin φn,mn
)
(3)
the energy of such a magnet with the account of the interaction
with magnetic field reads
E = −ALz
2
∑
(n,δ)
[
mn ·mn+δ − (1 − λ)mznmzn+δ
]
− a20MsLz
∑
n
mn ·B(t),
(4)
where the vector δ connects nearest neighbors of the three–
dimensional cubic lattice with the lattice constant a0, A is
the exchange constant, the parameter λ ∈ (0, 1) is the effec-
tive anisotropy constant, and Ms is the saturation magnetiza-
tion. According to this model the planar vortex is stable when
λ < λc, where λc ≈ 0.72 for the square lattice.28 In a cylindri-
cal frame of reference (r, χ, z) the planar vortex distribution is
described by
mv = 0, φv = χ + C, (5a)
where C = ±pi/2 is a vortex chirality (we use here the posi-
tive sign in calculations below). When λ > λc, the nonplanar
vortex appears, which is characterized by the well–localized
out–of–plane magnetization mv , 0.28
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FIG. 7: (Color online) Schematic of the reduced core model:
Thick red arrows (numbers 1, 4) indicate free magnetic
moments and thin black ones (numbers 5, 12) indicate fixed
magnetic moments with mzn = 0. The turning phase ψ
describes the deviation of the magnetization angle from the
equilibrium, see Appendix A for details.
In the reduced core approach, we suppose that only the four
magnetic moments of the first coordinate shell can vary, form-
ing the vortex core; all the other moments are fixed in the sam-
ple plane in a vortex configuration (5a), see Fig. 7. By sym-
metry, all four moments are characterized by the same out–
of–plane magnetization µ and equal in–plane phase ψ, which
is determined as a deviation from the vortex configuration.
Therefore, the magnetization distribution of the first coordi-
nate shell is describe as follows:
mzi = µ, φi = χ + C + ψ, i = 1, 4. (5b)
We consider the core magnetization µ, which has the mean-
ing of the dynamical vortex polarity, and the in–plane turning
phase ψ as two collective variables.
The energy of the model, normalized by  = 8ALzλ has the
form (see Appendix A for details):
E = −µ
2
2
− Λ
√
1 − µ2 cosψ − µh sinωτ, (6)
where we introduced the reduced anisotropy parameter Λ =
2/(λ
√
5), the reduced field intensity h = a20MsB0/(2Aλ), the
reduced field frequency ω = 2pi f Ms/(γ), and the rescaled
time τ = γt/Ms. We use Λ = 0.9415 (λ = 0.95) and
η = 0.002 in a majority of numerical calculations below. Note
that such a value of the Λ–parameter is chosen for illustra-
tive purposes, it does not fit to the correct material parameters
from simulations.
The magnetization dynamics in the reduced core model can
be described by the following equations (see Appendix A for
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ψ(0) = 0. The effective double–well potential U , see (9), is
plotted in the inset.
details):
µ˙ = Λ
√
1 − µ2 sinψ + η
[
µ(1 − µ2)
− Λµ
√
1 − µ2 cosψ + h(1 − µ2) sinωτ
]
,
ψ˙ = µ − Λµ cosψ√
1 − µ2
+ h sinωτ − ηΛ sinψ√
1 − m2
,
(7)
where the overdot means the derivative with respect to τ and
η is a Gilbert damping coefficient. The ground state of the
model corresponds to
µ0 = ±
√
1 − Λ2, ψ0 = 0. (8)
In terms of the core model two opposite values of µ0 describe
vortices with opposite polarities µ0.
Let us start our analysis with a system without damping,
η = 0. Supposing that the turning phase is small enough,
|ψ|  1, one can easily exclude ψ from the consideration. In
this case the Eqs. (7) correspond to the effective Lagrangian
L =
M µ˙2
2
−U (µ) + µh sinωτ,
M =
1
Λ
√
1 − µ2
, U (µ) = −µ
2
2
− Λ
√
1 − µ2.
(9)
This simplification allows us to interpret the complicated dy-
namics as the motion of a particle with variable massM in the
double–well potentialU (µ) under a periodic pumping, see the
inset in the Fig. 8. The linear oscillations near the equilibrium
state correspond to the harmonic oscillations of the effective
particle in one of the wells; the eigenfrequency of such oscil-
lations is
ω0 =
√
1 − Λ2. (10)
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Let us describe the nonlinear regime of the dynamics. In
spite of the small damping in the system, its value can be
comparable with the pumping intensity. Therefore we con-
sider below the full set of the model equations Eqs. (7). To
analyze the weakly nonlinear regime, we use the multiscale
perturbation method29–31. When the field intensity is much
less than the frequency detuning (h  |ω − ω0|), we can limit
ourselves to a three–scale expansion in the form
µ = µ0 +
3∑
n=1
εnµn(T0,T1,T2), Tn = εnτ,
ψ =
3∑
n=1
εnψn(T0,T1,T2), ω = ω0 + ω±,
ω± = ε2ω2, η = ε2η2, h = ε3h3.
(11)
Using such the expansion, one can derive from Eqs. (7) the
resonance curve ω±(h) as the solution of the following equa-
8tion
h2Λ4 = a2
(
2
√
1 − Λ2ω± + 2 + Λ
2
2Λ2
a2
)2
+ η2
(
1 − Λ2
) (
2 − Λ2
)2
a2,
(12)
with |a| being the amplitude of oscillations, see Appendix B
for details. The typical nonlinear resonance curve is shown in
the Fig. 8, cf. Fig. 2.
We analyze the strongly nonlinear regimes solving numeri-
cally Eqs. (7) in a wide range of parameters (ω, h), see the dia-
gram of switching events in the Fig. 9. The absolute minimum
in the diagram corresponds to the switching in the range near
the resonance frequency ω0. Other local minima correspond
to resonances at double frequency, 2ω0, and sub–harmonics,
ω0/2 andω0/3. Note that all resonance frequencies are shifted
in the low–frequency direction due to the nonlinear resonance.
We classified the dynamical regimes by using the method of
Poincare´ maps (15 · 103 points per map). We constructed such
maps for each pair (ω, h) where the switching takes place.
One can separate four oscillation regimes related to the corre-
sponding regimes in the OOMMF simulations (Sec. II) with
vortex dynamics in the center of the sample: (i) the absence
of switching, (ii) the chaotic dynamics, (iii) the regular polar-
ity oscillations between two polarities ±µ0, (iv) the switching
with final oscillations around one of the points (±µ0, 0) in the
coordinates (µ, ψ).
(i) The border between the switching region and the region,
where field or frequency are not enough for jumps between
(±µ0, 0), shows a few well-defined resonance minima corre-
sponding to resonances at ω0/3, ω0/2, ω0 and 2ω0.
(ii) The chaotic dynamics occurs for the low-frequency part
of the Fig. 9 and in the stretched region between resonances at
ω0 and 2ω0. An example of the temporal evolution is shown in
the Fig. 9c. The projection of the phase diagram on the (µ, ψ)
plane (see Fig. 9d) looks similarly to the pseudo–phase dia-
gram in the Fig. 5(a): the projection of trajectory is not closed
and representation point makes a lot of windings around both
±µ0. The shape of the chaotic Poincare´ maps depends on the
frequency. They show the shape of strange attractors, see
Fig. 10. Their Cantor structure is ill–defined due to using
low damping. Note, that they are similar to strange attractors
for the Duffing oscillator26 (nonlinear oscillator with quadratic
and cubic nonlinearities in the double-well potential). How-
ever, the reduced core model has a more complicated non-
linearity term; using the mechanical analogy one can speak
about the motion of a particle with a variable mass (7) in a
double–well potential.
(iii) The main part of the diagram of switching events 9 is
occupied by the region of regular dynamics. The most fre-
quently observed Poincare´ maps for this case contain some
number of stable focuses. The observed numbers are 1, 12,
15, 16, 18, 21, 24, 30 and 96. The most frequently observed
ones are 1 (the grey region in the Fig. 9) and 3 (included into
the blue region in the Fig. 9). Some of the points with a
higher number of focuses demonstrate a complicated regular
dynamics in phase space, see Fig. 9e. The analogue of quasi–
rectangular regular polarity oscillations in OOMMF simula-
tions is found in the ω0/3 region, see phase diagram in the
Fig. 9a and temporal evolution in the Fig. 9b (compare with
the pseudo–phase diagram shown in the Fig. 5(b) and the tem-
poral evolution in the Fig. 1d).
(iv) The analogue of the intermittent switching linked with
perturbation by the applying of the external field are shown
by two dark–grey color intensities in the Fig. 9. The final dy-
namics is an oscillation around upward or downward polarity
(points (µ0, 0) and (−µ0, 0) in the phase space projection, re-
spectively). An example of the temporal evolution is shown
in the Fig. 9f. As in OOMMF simulations, such oscillations
typically occur near the border of the switching region. As in
case of the chaotic dynamics, the resulting polarity is highly
dependent on field, frequency and integration conditions.
IV. CONTROLLED SWITCHING
As it is shown by analysis of the diagram of switchings
events (Fig. 1), the vortex polarity switching under the action
of the perpendicular resonant field produces multiple switch-
ings during a short time comparable with one period of the
acting field. Such a situation is not unique among different
polarity switching methods. So, for the axially–asymmetric
scenario, sufficient strength of gaussian pulse in the sample’s
plane produces more than one sequential vortex–antivortex
pair creation and annihilations.23 Using an in–plane rotating
field with frequency ωr codirectional with the vortex polarity
p (ωrp > 0) stabilizes the vortex in the center of the sam-
ple. But when ωrp < 0 the reversal occurs in a specific range
of the field intensities and frequencies, above which multiple
switching was observed.32 A similar picture was reported in
Ref. 33 for the current–induced switching.
However for the further application in contrast to multiple
switching a unidirectional vortex polarity reversal, is needed.
Because the pumping (1) does not select any direction of the
vortex polarity, the most natural way to avoid the multiple re-
versal consists in limiting the pulse duration. We test an influ-
ence of a short wave train in the form
B =
B0ez sin (2pi f t) , t ∈
[
0,
N
f
]
,
0, otherwise,
(13)
where N ∈ N is the number of periods of the sinusoidal mag-
netic field in the wave train. We investigate the vortex dynam-
ics under the action of the field (13) on the resonant frequency
f = f0. The vortex polarity is observed during a long time
10N/ f in order to damp magnons.
The response of the magnetization to the field (13) shows
the nonlinear dependency on B0 and N, see Fig. 11a. When
field intensity and period numbers are small, there are only
small oscillations of the magnetization inside the vortex core.
When N becomes larger than some critical value, a typical
system behaviour looks like a few switchings, which also oc-
curs when the field is already turned off. A unidirectional
switching from upward polarity to downward is observed for
B0 = 30 mT and N = 6, 7 and some higher fields. We check
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FIG. 10: (Color online) Evolution of strange attractors with change of pumping frequency. h/η = 10.5, other parameters are the
same as in Fig. 9. The number P means number of points on the corresponding Poincare´ map.
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FIG. 11: (Color online) (a) Number of switchings as function of number of oscillations in the wave train (N) and the field
intensity (B0). Symbols correspond to values N and B0, where unidirectional switching is observed. (b) Controlled
unidirectional switching by sequence of short wave trains (contained N = 6 periods on frequency 14 GHz, duration 0.43 ns)
with period 3.2 ns. Gray regions show time of applying external magnetic field. (c) The same for core model. Separate pulse
contains N = 3 periods (duration 58.9 in arb. u.), interval between pulses 589 arb. units.
the controllability of the discussed switching method by ap-
plying of series of wave trains. The series of wave trains is ap-
plied to the relaxed vortex. The time interval between trains is
varied with steps of 0.5/ f0 in different series. For B0 = 30 mT
and N = 6 the first switching occurs in 627 ps and the vor-
tex starts to relax (field is turned off at the time 429 ps). The
sequence containing 3 wave trains allows to get controllable
unidirectional vortex polarity reversal with minimal interval
between wave trains of 3.2 ns, see Fig. 11b. These time inter-
vals correspond speed of changing state of such memory cell
about 250 MHz. The core model also gives the same qualita-
tive result, see Fig. 11c.
V. DISCUSSION
The axially–symmetric switching of the vortex core under
the action of periodic pumping was very recenltly predicted
in Refs. 16 and 17. Wang and Dong 16 were concerned with
switching events: for the typical nanodot size the switching
at the resonant frequency occurs during 600 ps. Yoo et al. 17
computed the diagram of switching events where they noticed
the existence of resonances on double and triple harmonics
and shown that the exchange energy becomes higher than the
threshold value for the vortex core reversal. In this work we
study the long– and short–time vortex dynamics and propose
an analytical model which describes the phenomena of full–
scale simulations.
In order to explain the complicated vortex dynamics, we use
here the reduced core model.6,7,19,28 It should be noted that this
model does not pretend a quantitative agreement with simula-
10
tions. In particular, it does not provide even the eigenfrequen-
cies of the radially symmetric magnon modes, which is rather
complicated task.34,35 Nevertheless, the model we use is the
simplest one which allows to describe a rich variety of dif-
ferent regimes of vortex polarity dynamics. This model pro-
vides a simple physical picture of the switching phenomenon
in terms of the nonlinear resonance in a double–well potential.
Such a potential arises mainly from the exchange interaction:
the presence of two wells corresponds to the energy degener-
acy with respect to the direction of the vortex polarity (up or
down); the energy barrier between the wells becomes higher
as the discreteness effects become less important. One has to
stress that the switching process is forbidden in the continuum
theory. In a real magnet the magnetization reversal is possible
due to the discreteness of the lattice. That is why to describe
the switching analytically we use the discrete core model: the
switching can be considered as the motion of an effective me-
chanical particle with a variable mass in the double–well po-
tential. Under the action of periodical pumping the particle
starts to oscillate near the bottom of one of the wells. When
the pumping increases, there appear nonlinear oscillations of
the particle; under a further forcing the particle overcomes the
barrier, which corresponds to the magnetization reversal pro-
cess.
The chaotic dynamics of the magnetization is studied for
domains walls36 and current–induced phenomena in mon-
odomain nanoparticles.37–39 Very recently the existence of in-
commensurate chaotic vortex dynamics in spin valves was
reported.40 In our case the chaos enters in the vortex polarity
switching process due to the periodical pumping of the sys-
tem with two equivalent equilibrium states as it happens in a
Duffing oscillator.26
The periodic pumping does not select the preferable vortex
polarity direction which causes multiple switchings under the
action of sufficiently high fields and frequencies. However,
accurate fitting of the pulse duration and the time interval be-
tween sequential pulses allows to obtain a controlled unidirec-
tional core reversal. Thus, the chaotic, regular and controlled
vortex polarity dynamics could find applications in physical
layer data encryption41,42 and memory devices.4,5
In the current study we do not consider thermal effects on
the vortex dynamics. The influence of the temperature was
found to be not essential for the current–induced motion of
an individual vortex in Py nanodisks43. Nevertheless it should
be noted while magnetic vortices are stable up to very high
temperature,44 the heating can influence the gyroscopical vor-
tex dynamics45,46. The heat can induce the vortex dynamics
in the system.47 The temperature–induced vortex dynamics
also can influence the critical fields for vortex nucleation and
annihilation.48 We expect that the physical picture discussed
in the paper with a variety of different dynamical regimes sur-
vives with the temperature. The thermal effects will cause the
shift of boundaries between different regimes.
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Appendix A: Reduced Core Model
Taking into account the explicit form of the magnetic field,
(1), the energy (4) reads19
E = −ALz
2
∑
(n,δ)
[√
(1 − m2n)(1 − m2n+δ) cos(φn− φn+δ)
+ λmnmn+δ
]
− a20MsLzB0 sin (2pi f t)
∑
n
mn.
(A1)
Now we incorporate here the reduce core Ansatz (5). Then
the energy (A1) reads
E = −4a20MsLzµB0 sin(2pi f t) − 4ALzλµ2−
− 16√
5
ALz
√
1 − µ2 cosψ. (A2)
After the renormalization the Eq. A2 takes the form (6), where
E = E/,  = 8ALzλ.
The magnetization dynamics follows the Landau–Lifshitz–
Gilbert equations
dmn
dτ
= mn × ∂E
∂mn
+ ηmn × dmndτ , (A3)
with η being a Gilbert damping coefficient and the rescaled
time τ = γt/Ms. Substituting Eqs. (5b) into the Eq. (A3) we
obtain the equations for the (µ, ψ):
dµ
dτ
=
∂E
∂ψ
− η(1 − µ2)∂E
∂µ
,
dψ
dτ
= −∂E
∂µ
− η
1 − µ2
∂E
∂ψ
,
(A4)
Substituting Eq. (6) into (A4) we get the Eq. (7).
Appendix B: Weakly nonlinear analysis
Let us consider the weakly nonlinear case for Eqs. (7). Us-
ing the series expansion (11), the time derivative reads
d
dt
=
2∑
n=0
εnDn, Dn =
d
dTn
, (B1)
11
and the equations of motion (7) break into three pairs of equa-
tions for the different orders in ε:
D0µ1 = Λ2ψ1, (B2)
D0ψ1 =
(
1 − 1
Λ2
)
µ1, (B3)
D1µ1 + D0µ2 = −
√
1 − Λ2µ1ψ1 + Λ2ψ2, (B4)
D1ψ1 + D0ψ2 =
(
1 − 1
Λ2
)
µ2 − 3
√
1 − Λ2
2Λ4
µ21 (B5)
+
√
1 − Λ2
2
ψ21,
D2µ1 + D1µ2 + D0µ3 = Λ2ψ3 − 12Λ2 µ
2
1ψ1 (B6)
−
√
1 − Λ2(µ2ψ1 + µ1ψ2) − Λ
2
6
ψ31
−
(
1 − Λ2
)
η2µ1,
D2ψ1 + D1ψ2 + D0ψ3 =
(
1 − 1
Λ2
)
µ3 (B7)
− 5 − 4Λ
2
2Λ6
µ31 −
3
√
1 − Λ2
Λ4
µ1µ2 +
1
2Λ2
µ1ψ
2
1
+
√
1 − Λ2ψ1ψ2 + h3 sinωt − η2ψ1.
The solution of Eqs. (B2) and (B3) reads
µ1(T0,T1,T2) = A(T1,T2)eiω0T0 + A∗(T1,T2)e−iω0T0 .
Following the Floquet theory30, one needs to omit all secular
terms. Thus, Eqs. (B4) and (B5) show A(T1,T2) ≡ A(T2) and
Eqs. (B6) and (B7) gives the equation for A(T2):
2i
√
1 − Λ2A′ + iη2
√
1 − Λ2
(
2 − Λ2
)
A
− 22 + Λ
2
Λ2
A2A∗ = Λ2
h3
2i
eiω2T2 .
(B8)
By solving the Eq. (B8) one obtains the Eq. (12).
∗ Corresponding author. Electronic address:engraver@univ.net.ua
† sheka@univ.net.ua
‡ vkravchuk@bitp.kiev.ua
§ franzgmertens@gmail.com
¶ ybg@bitp.kiev.ua
1 H.-B. Braun, Advances in Physics 61, 1 (2012).
2 A. Hubert and R. Scha¨fer, Magnetic domains: the analysis of
magnetic microstructures (Springer–Verlag, Berlin, 1998).
3 A. Wachowiak, J. Wiebe, M. Bode, O. Pietzsch, M. Morgenstern,
and R. Wiesendanger, science 298, 577 (2002).
4 S.-K. Kim, K.-S. Lee, Y.-S. Yu, and Y.-S. Choi, Appl. Phys. Lett.
92, 022509 (2008).
5 Y.-S. Yu, H. Jung, K.-S. Lee, P. Fischer, and S.-K. Kim, Appl.
Phys. Lett. 98, 052507 (2011).
6 Y. Gaididei, T. Kamppeter, F. G. Mertens, and A. Bishop, Phys.
Rev. B 59, 7010 (1999).
7 Y. Gaididei, T. Kamppeter, F. G. Mertens, and A. R. Bishop, Phys.
Rev. B 61, 9449 (2000).
8 B. Van Waeyenberge, A. Puzic, H. Stoll, K. W. Chou,
T. Tyliszczak, R. Hertel, M. Fa¨hnle, H. Bruckl, K. Rott, G. Reiss,
I. Neudecker, D. Weiss, C. H. Back, and G. Schu¨tz, Nature 444,
461 (2006).
9 T. Okuno, K. Shigeto, T. Ono, K. Mibu, and T. Shinjo, J. Magn.
Magn. Mater. 240, 1 (2002).
10 A. Thiaville, J. M. Garcia, R. Dittrich, J. Miltat, and T. Schrefl,
Phys. Rev. B 67, 094410 (2003).
11 V. Kravchuk and D. Sheka, Physics of the Solid State 49, 1923
(2007).
12 L. Vila, M. Darques, A. Encinas, U. Ebels, J.-M. George, G. Faini,
A. Thiaville, and L. Piraux, Phys. Rev. B 79, 172410 (2009).
13 V. P. Kravchuk, Y. Gaididei, and D. D. Sheka, Phys. Rev. B 80,
100405 (2009).
14 Y. Gaididei, V. P. Kravchuk, D. D. Sheka, and F. G. Mertens,
Phys. Rev. B 81, 094431 (2010).
15 Y. B. Gaididei, V. P. Kravchuk, D. D. Sheka, and F. G. Mertens,
Low Temperature Physics 34, 528 (2008).
16 R. Wang and X. Dong, Appl. Phys. Lett. 100, 082402 (2012).
17 M.-W. Yoo, J. Lee, and S.-K. Kim, Appl. Phys. Lett. 100, 172413
(2012).
18 O. V. Pylypovskyi, D. D. Sheka, V. P. Kravchuk, Y. Gaididei, and
F. G. Mertens, Ukr. J. Phys. 58, 596 (2013).
19 J. P. Zagorodny, Y. Gaididei, F. G. Mertens, and A. R. Bishop,
Eur. Phys. J. B 31, 471 (2003).
20 S.-K. Kim, Journal of Physics D: Applied Physics 43, 264004
(2010).
21 “The Object Oriented MicroMagnetic Framework,” Developed by
M. J. Donahue and D. Porter mainly, from NIST. We used the 3D
version of the 1.2α5 release.
22 We also check the polarity dynamics for the samples with the
same diameter and height 33 nm, with diameter 360 nm and
heights 21 nm and 33 nm under the action of five different pairs of
field intensity and frequency: (60 mT, 10 GHz), (60 mT, 13 GHz),
(80 mT, 13 GHz), (100 mT, 13 GHz), (100 mT, 18 GHz). The qual-
itative behavior of the system described in this section remains the
same. Nevertheless the geometrical parameters influence the fre-
quencies of magnon modes and the threshold value of the switch-
ing field. Therefore, we expect that the change of the nanodot size
shifts the characteristic frequencies of the minimal threshold fields
and the threshold field amplitudes, while the qualitative behavior
of the system remains the same.
23 R. Hertel, S. Gliga, M. Fa¨hnle, and C. M. Schneider, Phys. Rev.
Lett. 98, 117201 (2007).
24 The field and frequency increments are varied depending on the
position on the diagram of switching events: 10 mT and 1 GHz
in the range 9 ÷ 19 GHz and 10 ÷ 180 mT, 10 mT and 0.5 GHz in
the range 3 ÷ 8.5 GHz and 100 ÷ 500 mT along the border of the
diagram, 50 mT and 1 GHz for other ranges. For the frequencies
f > 8.5 GHz the full time of simulations was 10 ns [extended
till 30 ns for some particular points ( f , B0)] and for frequencies
f ≤ 8.5 GHz the full time of simulations was 5 ns.
25 Note that the vortex polarity instability which correspond to the
nonlinear resonance was predicted in our previous paper, see
Ref. 18.
26 F. C. Moon, Chaotic Vibrations (Wiley-VCH, 2004) p. 309.
27 As opposed frequency–independent white noise, the pink noise is
characterized by the power law decay with 1/ f β spectrum, where
12
β ∈ (0, 2), see Ref. 51, p. 102.
28 G. M. Wysin, Phys. Rev. B 49, 8780 (1994).
29 J. Kevorkian and J. Cole, Perturbation methods in applied mathe-
matics, Applied mathematical sciences (Springer-Verlag, 1981).
30 A. Nayfeh, Problems in perturbation, A Wiley Interscience pub-
lication (Wiley, 1985).
31 A. Nayfeh, Perturbation Methods, Physics textbook (John Wiley
& Sons, 2008).
32 V. P. Kravchuk, D. D. Sheka, Y. Gaididei, and F. G. Mertens,
J. Appl. Phys. 102, 043908 (2007).
33 Y. Liu, S. Gliga, R. Hertel, and C. M. Schneider, Appl. Phys. Lett.
91, 112501 (2007).
34 C. E. Zaspel, E. S. Wright, A. Y. Galkin, and B. A. Ivanov, Phys.
Rev. B 80, 094415 (2009).
35 A. Galkin and B. Ivanov, JETP 109, 74 (2009).
36 A. Shutyı˘ and D. Sementsov, Journal of Experimental and Theo-
retical Physics 104, 758 (2007), 10.1134/S106377610705010X.
37 K.-J. Lee, A. Deac, O. Redon, J.-P. Nozieres, and B. Dieny, Nat
Mater 3, 877 (2004).
38 D. Berkov and N. Gorn, Phys. Rev. B 71, 052403 (2005).
39 Z. Yang, S. Zhang, and Y. C. Li, Phys. Rev. Lett. 99, 134101
(2007).
40 S. Petit-Watelot, J.-V. Kim, A. Ruotolo, R. M. Otxoa, K. Bouze-
houane, J. Grollier, A. Vansteenkiste, B. Van de Wiele, V. Cros,
and T. Devolder, Nat Phys 8, 682 (2012).
41 L. Kocarev and U. Parlitz, Phys. Rev. Lett. 74, 5028 (1995).
42 E. S. Heinz Georg Schuster, ed., Handbook of Chaos Control, 2nd
ed. (John Wiley & Sons, 2008) p. 849.
43 T. Ishida, T. Kimura, and Y. Otani, Phys. Rev. B 74, 014424
(2006).
44 A. R. Muxworthy, D. J. Dunlop, and W. Williams, J. Geophys.
Res. 108, 2281 (2003).
45 T. Kamionka, M. Martens, A. Drews, B. Kru¨ger, O. Albrecht, and
G. Meier, Phys. Rev. B 83, 224424 (2011).
46 P. Depondt and J.-C. Le´vy, Physics Letters A 376, 3411 (2012).
47 T. S. Machado, T. G. Rappoport, and L. C. Sampaio, Applied
Physics Letters 100, 112404 (2012).
48 G. Mihajlovic, M. S. Patrick, J. E. Pearson, V. Novosad, S. D.
Bader, M. Field, G. J. Sullivan, and A. Hoffmann, Appl. Phys.
Lett. 96, 112501 (2010).
49 Kyiv National Taras Shevchenko University high–performance
computing cluster, http://cluster.univ.kiev.ua/eng/.
50 Bayreuth University computing cluster, http://www.rz.
uni-bayreuth.de/.
51 W.-K. Chen, The Electrical Engineering Handbook, edited by W.-
K. Chen (Elsevier Academic Press, 2004).
