Multiscale sample entropy (MSE) of human electroencephalogram (EEG) data from patients under different pathological conditions of Alzheimer's disease (AD) was evaluated to measure the complexity of the signal. Quantifying the complexity level with respect to various temporal scales, MSE analysis provides a dynamical description of AD development. When compared to EEG data from normal subjects, EEG data from subjects with mild cognitive impairment (MCI) showed nearly the same complexity profile, but a scale discrepancy which may occur from a spectral abnormality. EEG data from severe AD patients showed a loss of complexity over the wide range of time scales, indicating a destruction of nonlinear structures in brain dynamics. We * Corresponding author. 399 400 J. -H. Park et al. compare the MSE method and spectral analysis to propose that nonlinear dynamical approach combining a multiscale method is crucial for revealing AD mechanisms.
INTRODUCTION
AD is one of the most common neurodegenerative disorders among the elderly population. [1] [2] [3] The conventional spectral analysis of EEG, a time series that contains ongoing brain activities, has mainly concerned showing spectral features in several frequency bands. [4] [5] [6] Although the spectral analysis has been successful in AD studies, nonlinear dynamical analysis is crucial if trying to capture higher order dynamical properties of brain. [7] [8] [9] One of the statistical concepts of the nonlinear dynamics on complex systems is information entropy. 10 As a complexity measure, the entropy can be generalized to characterize the amount of information stored in the system. It is natural to assume that a highly complex system has a flexible structure for information processing in accordance with various temporal scales. Thus, it is necessary to investigate a system's complexity with respect to different temporal scales. Combining a coarse-graining method and the sample entropy (S E ), multiscale sample entropy (MSE) analysis 11, 12 has provided a useful complexity measure for finite, noisy time series such as human gait signal, 13 heart rate variability, 14 and financial data. 15 The aim of the present study is to describe how statistical properties of a signal change as a pathological condition proceeds. In order to represent the intermediate stage of AD, EEG data was collected from MCI subjects, who showed no clinical signs of AD at the time it was recorded but later developed AD. 16 Preclinical discrimination between normal subjects and MCI subjects is an important challenge for early treatment of the disease; once a subject with no clinical sign of AD is diagnosed as MCI, the onset of the manifestations of AD could be successfully prevented or at least slowed down. 17, 18 Data was also collected from severe AD patients for comparison. Comparing these three kinds of subjects, we can track out dynamical transitions from a healthy state to a pathological state of brain. A linear discriminant analysis (LDA) was performed upon the sample entropy in order to clarify the clinical usefulness of the method.
METHODS AND DATA

Multiscale Sample Entropy Analysis and Linear Discriminant Analysis
We briefly describe the MSE algorithm for m = 2. For a time series of N points, {x 1 , . . . , x i , . . . , x N }, consider the two-length templates:
|} and they are said to be matched when the distance is less than a given tolerance r. Estimating total matched templates among all (N − 1)(N − 2)/2 pairs, the ratio
defines the probability that two templates of length 2 are closed within the tolerance r. An identical procedure is carried out for all three-length templates, u 3 (3) . Finally, S E is calculated as S E = − log(P (3) /P (2) ). S E is able to detect the irregularity of patterns in a time series by estimating the conditional probability that sequences that are closed remain closed for an additional point.
In order to evaluate multiscale S E , we construct a coarse-grained time series corresponding to the scale factor, τ . First, the original time series of length N is divided into consecutive N/τ segments where each segment has length τ , second, each segment is taken an average, resulting the coarsegrained time series of the scale factor, τ . S E is then evaluated for the coarse-grained time series as a function of scale factors.
LDA is a classification algorithm used to classify individual subjects into several classes based on a training data. It is implemented in order to reduce a high-dimensional feature set to a lower-dimensional feature set by a proper linear projection so that classes are most separable in the projected space. LDA was utilized here in order to demonstrate how the MSE was able to classify all 86 subjects into their original groups.
Subjects and EEG Recording
Patients who only complained of memory impairment but had no apparent loss in general cognitive, behavioral, or functional status were recruited. Among them, 22 patients met the following criteria for MCI: a mini-mental state examination (MMSE) score of 24 or higher, a clinical dementia rating (CDR) scale score of 0.5 with memory performance of less than one standard deviation below the normal reference (Wechsler Logical Memory Scale and Paired Associates Learning Subtests, IV and VII, ≤ 9, 19 and/or ≤ 95 on the 30-minute delayed recall of the Rey-Osterreith figure test. 20 They developed, within one and a half years, probable or possible AD according to the NINDS-ADRDA criteria. 21 thirtyeight healthy individuals, as a control group, were recruited from among the family members of the patients participating in the study. An additional 26 severe AD patients were recruited from the same clinic.
The EEG data was recorded within one month after entering the study for all subjects. Ag/AgCl electrodes (disks of a diameter of 8 mm) were placed on 21 sites according to the 10-20 international system, with the reference electrode on the right earlobe. EEG data was recorded with a Biotop 6R12 (NEC San-ei, Tokyo, Japan) using an analog filtering bandpass at 0.5-250 Hz and a sampling rate of 200 Hz. Each EEG record was judged by inspection to be free from electrooculographic and movement artifacts and judged to contain minimal electromyographic activity.
RESULTS
MSE Analysis of EEG
The MSE analysis was subject to a clean and long (2 × 10 4 data points) EEG signal from a normal subject for the first inspection of EEG complexity. Figure 1 shows representative MSE curves with different values of tolerance r. Symbols of the curves indicate S E values for their corresponding scale factors. The MSE curve for the EEG data has common features: it has a local maximum entropy value at a scale factor of 5 to 7; after reaching the maximum entropy, it gradually decreases and stabilizes to a base-line entropy value at a scale factor near 20. We observed that the tolerance, r, can be treated as a "filter" that discards uncorrelated noise. A large tolerance level ( ), a coarse filter, makes templates pair easily matched, then induces a relatively low entropy value. On the other hand, a small tolerance level ( ), a fine filter, induces a relatively large entropy value, but the values are unstable at large scale. This is because the coarse-graining procedure reduces the sample size of templates by N/τ . Next, the MSE method was used to compare the complexity of the EEG data from subjects with three different brain states: severe AD patients, MCI subjects who later progressed to AD, and normal subjects. The implementation was applied to 20-second (4 × 10 3 points) artifact-free segments of the signals. Figure 2 represents the MSE curves averaged over 21 channels and individuals for each group. Only τ ≤ 16 scale factors were included due to the lack of long artifact-free signals. The parameters of the MSE algorithm were chosen to be m = 2, r = 0.15. The MSE curves from normal subjects and MCI subjects have similar patterns: a local maximum at scale factor 6 and 7, respectively, followed by decreasing entropy values. The main difference between MSE curve from MCI subjects and that from normal subjects appears to be the shift of scale factors for their corresponding entropy values. The MSE curve from severe AD patients has an evidently lower level of entropy values than those of other two groups, particularly in the region where a maximum entropy value is assigned. The local maximum in MSE curve represents two aspects of underlying dynamics of EEG signal: (1) a scale factor where a maximum entropy value is assigned is closely related to spectral properties of the signal (we will deal with the relationship between EEG frequencies and MSE scale factors in the next section) and (2) the level of a maximum entropy value indicates the complexity level of the signal, i.e. in our case, a loss of complexity can be proposed as a generic feature of pathological dynamics, which is a wide consensus of nonlinear time series analysis. [22] [23] [24] In a statistical point of view, MCI subjects, AD patients, and normal subjects are not distinguishable at scale factor 1, where traditional single-scale entropy approaches would fail to distinguish them. MCI and normal subjects start to be statistically separable at scale factor 2, and MCI subjects and severe AD patients at scale factor 3 (t-test, p < 0.05). The largest separation between severe AD patients and other two groups is obtained at scale factor 6 at which a significant pathological mechanism of AD could take place. However, the most separable scale factor in one case might not be valid for another case. When one tries to differentiate severe AD patients from other subjects, scale factor 6 provides valuable information, but scale factor 6 would yield poor results in case when differentiating MCI subjects and normal subjects. In this case, scale factor 6 can be considered to contain any additional information in early development of AD.
By using a classification algorithm, we examined how the MSE method could be used as a clinical tool for differentiating these groups. In Fig. 3 we present LDA results for three groups. Thirty S E values, based on the significant scale factors in MSE results, were carefully selected from two EEG channels, P7 and Fp1, as a training set. The classification result reached at most 92% in success rate. Since only two channels of EEG data were utilized for the analysis, it is feasible to expect a higher classification rate if using an optimized feature selection.
MSE and EEG Spectral Analysis
We compare the MSE method and EEG spectral analysis in terms of our results. Figure 4 represents the power spectral density of EEG at the left occipital region (O1) from MCI subjects along with normal subjects. A decrease of mean frequency with an increase in delta (0.5-3.5 Hz) and theta (3.5-7.0 Hz) power was observed in almost every channel for MCI subjects (dotted curve), compared to that of normal subjects. To investigate how these spectral features are expressed in MSE curve, we evaluated an MSE curve for a synthetic EEG-like signal, a 1/f signal superimposed on a pure sinusoidal rhythm with various frequencies (Figs. 5a-5c ). Figure 5d shows MSE curves for the composite signals with frequencies of 5, 10 and 20 Hz, as well as the original 1/f signal with its flat MSE curve. The sinusoidal component destroys the correlation of the 1/f signal at small time scale, inducing a local maximum entropy value to some extent before the component is being filtered out through the coarse-graining procedure. After the sinusoidal component is being filtered out completely, the curve stabilizes to a baseline entropy value. Numerically, we revealed that the scale factor spanning at least one period of a sinusoidal component is sufficient for S E values to become stable. Thus, the scale factor where S E values stabilize shifts to a large scale factor as the frequency of the pure sinusoidal component decreases, which is the reminiscent of the shifted MSE curve from MCI subjects compared to that from normal subjects (Fig. 2) . In Fig. 1 , the scale factor where the MSE curve stabilizes to a baseline entropy value (τ ≈ 20) corresponds to the alpha rhythm (7-13 Hz), the most characteristic frequency band for EEG. Thus, the shift of scale factors in MSE curves from MCI subjects or severe AD patients, as shown in Fig. 2 , is closely associated with the slowing phenomena of EEG in pathological condition.
CONCLUSION
The valuation of a nonlinear measure is subjected to how it fits the parameter that we are to determine. For most cases, the parameter may not be inherent in a trivial scale, and a significant scale is hard to be assigned in advance. Even though the significant scale is possibly found, intrinsic or extrinsic noise could lead to incorrect results when we count on a single-scale analysis. In our study, multiscale analysis is crucial for both early and severe development of AD. Considering MCI as an intermediate stage toward AD, dynamical changes owing to AD development can be effectively described by an MSE curve. When the brain is changed into mild dementia from the normal state, this transition is initially represented in the MSE curve as the shift of scale factors without any entropy losses. In this case, EEG complexity of MCI subjects can still be regarded as preserving nonlinear properties as that of normal subjects. The scale discrepancy in MCI subjects, possibly coming from a spectral abnormality, is an initial symptom of AD, which allows effective early treatment, 17, 18 as far as average entropy value maintains the level of normal case. As the disease become severe, the complexity of the signal is remarkably reduced, and this nonlinear transition is represented in the MSE curve as an entropy loss over the wide range of scale factors, which is regarded as an incurable brain state. Clinically, maintaining an entropy level over significant scales is more relevant for the preclusion of a development toward severe AD than early detection of AD.
