We introduce deterministic perturbation schemes for the recently proposed random directions stochastic approximation (RDSA) [19] , and propose new first-order and second-order algorithms. In the latter case, these are the first second-order algorithms to incorporate deterministic perturbations. We show that the gradient and/or Hessian estimates in the resulting algorithms with deterministic perturbations are asymptotically unbiased, so that the algorithms are provably convergent. Furthermore, we derive convergence rates to establish the superiority of the first-order and second-order algorithms, for the special case of a convex and quadratic optimization problem, respectively. Numerical experiments are used to validate the theoretical results.
Introduction
We consider the following problem:
We operate in a setting in which the analytical form of the objective function f is not known, but noisy measurements of the function can be obtained. Furthermore, noisy estimates of the objective function gradient are not directly available, so the function gradient needs to be estimated using the aforementioned noisy measurements. Robbins and Monro [21] developed an incremental-update algorithm that estimates the zeros of the function f when only its noisy measurements are available. This algorithm has found applications in several engineering domains such as signal processing, manufacturing, communication networks, autonomous systems, vehicular traffic networks, etc., where it is often used to find either (a) the fixed points of a certain function or (b) the optima of a certain objective given noisy function measurements.
a balanced (two-measurement) Hessian estimator, is seen to work better in practice -again the same two measurements also estimate the gradient. In [12, 8] , gradient and Newton SF algorithms based on the multi-variate q-Gaussian density as the smoothing functional, i.e., the perturbation distribution, have been presented. This gives rise to a class of smoothing densities parameterized by the q-parameter. Densities such as multivariate Normal, Cauchy and Uniform that were known to satisfy the properties required of smoothing functionals [23] in SF algorithms, emerge as special cases of the q-Gaussian density for different values of the parameter q. Thus, these papers have served to significantly extend the class of perturbations that play the role of smoothing densities in SF algorithms. Finally, the RDSA procedure has recently been revisited in detail by Prashanth et al. [19] , and novel gradient and Newton algorithms have been devised. Recall that in the original RDSA procedure described in [18] , the perturbation variates are required to be uniformly distributed over the surface of the unit sphere in R N , N being the parameter dimension. The approach taken in [19] involves a uniform distribution over a unit cube as opposed to the surface of the unit sphere. The perturbation (component) random variables are thus allowed to be independent, symmetric, and uniformly distributed over an interval that is symmetric around zero. Another class of perturbations, namely asymmetric Bernoulli, have been investigated and found to work nearly as well as SPSA in both theory and practice. Hessian estimators derived from these perturbations have also been proposed in [19] , and both gradient and Newton algorithms have been investigated in detail. The reader is referred to [4] for a rigorous introduction to the class of simultaneous perturbation methods.
In this paper, we are concerned with developing deterministic perturbation variants of first and secondorder RDSA algorithms, henceforth referred to as RDSA-DP family of algorithms, with 1RDSA-DP (resp. 2RDSA-DP) denoting first (resp. second) order variants. The principal aim is to incorporate deterministic perturbation sequences into RDSA, such that the resulting gradient estimates are still asymptotically unbiased and the overall stochastic gradient algorithm converges, preferably at the same rate as that of the random perturbation RDSA counterparts. We consider two novel choices for deterministic perturbationsa semi-lexicographic sequence and a permutation matrix-based sequence. We combine the two sequences with first and second-order RDSA.
In the case of 1RDSA-DP, the resulting algorithms, under both choices for deterministic perturbations, possess theoretical guarantees that are comparable to those of their random perturbation counterparts. This statement is true when we consider the asymptotic unbiasedness of the gradient estimation and asymptotic convergence of the overall 1RDSA-DP family of algorithms. Moreover, from a non-asymptotic bound that we derive for the special case of strongly-convex objective functions, we observe that the permutation matrix-based perturbations perform best, and even match the rate of a first-order method, whose gradients are directly available.
In the case of second-order RDSA, we incorporate both perturbation sequences to arrive at two variants of 2RDSA-DP, say 2RDSA-Lex-DP and 2RDSA-Perm-DP. However, the theoretical guarantees for the two variants differ significantly. For 2RDSA-Lex-DP, the asymptotic unbiasedness claim holds for the full Hessian, while a similar claim holds only for the Jacobi variant of 2RDSA-Perm-DP involving a diagonal matrix with diagonal elements being those of the Hessian. Furthermore, for the special case of a quadratic optimization problem in the noise-free regime, 2RDSA-Lex-DP is shown to exhibit a convergence rate that is comparable to that of 2SPSA with an adaptive feedback sequence that was proposed in [25] . Note that a similar rate result does not exist for regular 2RDSA, and we believe, cannot be established. In any case, to the best of our knowledge, no deterministic perturbation sequences exist for the class of second-order simultaneous perturbation algorithms, including the popular 2SPSA [15] .
In comparison to [5] , which is the closest related work, we remark that (i) we propose a novel deterministic perturbation scheme and combine it with first-order and second-order RDSA, while the deterministic perturbation schemes in [5] are only for first-order SPSA; (ii) unlike [5] , we provide asymptotic normality results that quantify the convergence rate; and (iii) the permutation matrix-based perturbations that we propose are much easier to implement and require much less computational memory in comparison to the deterministic perturbation sequences proposed in [5] . In particular, the permutation matrices have a linear dependence on the dimension N , while the lexicographic/Hadamard matrix-based perturbations in [5] scale exponentially with N .
The rest of the paper is organized as follows: Section 2 presents the first-order RDSA variants with two deterministic perturbation sequences, and Section 3 describes deterministic perturbation variants of the second-order RDSA algorithm. The main theoretical guarantees for 1RDSA-DP and 2RDSA-DP algorithms are presented in Sections 2-3, while Section 4 provides detailed convergence proofs. Section 5 presents simulation experiments that compare the performance of the DP variants of RDSA with several algorithms that employ the simultaneous perturbation technique. Finally, Section 6 presents the concluding remarks.
2 First-order RDSA with deterministic perturbations (1RDSA-DP)
A first-order method, given the gradient ∇f (·), would feature an incremental update as follows:
In the simulation optimization setting, we are given noisy function measurements, from which the gradient has to be estimated. The simultaneous perturbation method [4] is a popular approach for obtaining such gradients. The recently proposed RDSA algorithm estimates ∇f (x n ) as follows:
where y ± n = f (x n ± δ n d n ) + ξ, ξ is the measure noise and δ n is a perturbation constant. Further,
T is the random perturbation vector, with d i n , i = 1, . . . , N chosen using the asymmetric Bernoulli distribution, i.e., d i n = −1 with probability (w.p.)
(1 + ǫ) (2 + ǫ) and 1 + ǫ w.p.
(2 + ǫ)
for some ǫ > 0.
In this paper, we propose a variant of 1RDSA that loops through a deterministic sequence to cancel out the bias in the gradient estimate -a property that regular RDSA achieves in expectation through a zero-mean random perturbation. We consider two deterministic constructions for the perturbations d n . The first choice is based on a semi-lexicographic sequence, while the second employs permutation matrices. In both cases, we perform gradient descent similar to (2) , with a gradient estimate inspired from that of 1RDSA. However, unlike (3) that has a random source for perturbations d n , we loop through a deterministic sequence (cf .  Tables 1 and 2 below) .
Semi-lexicographic sequence-based perturbations
Algorithm 1 presents the pseudocode for the 1RDSA-Lex-DP algorithm that employs a semi-lexicographic sequence for perturbations. Our proposed construction for perturbations d m is illustrated for the case when N = 2 and N = 3 in Tables 1a and 1b, respectively. Letting I N denote the N × N identity matrix, for N = 2, we have
In a similar fashion, for N = 3, we have 
For any N , we require that
T m = I N to ensure that the gradient estimate ∇f (x n ) (see (5) in Algorithm 1 is asymptotically unbiased. The crucial ingredient in the asymptotic-unbiasedness proof, presented later in Lemma 2, is the following step that uses suitable Taylor's series expansions:
Hence, if the product d m d
T m sums to identity over a loop, then ∇f (x n ) would be asymptotically unbiased.
We now present the deterministic perturbation sequence for a general N . Set Algorithm 1 1RDSA-Lex-DP Input: initial parameter x 0 ∈ R N , perturbation constants δ n > 0, step-sizes a n , deterministic perturbations {d 0 , . . . Obtain function values y
where ξ is the measure noise.
end for
Gradient estimate:
Parameter update:
end for Return x n .
Permutation matrix-based perturbations
While the semi-lexicographic sequence-based perturbations result in a gradient estimate that is asymptotically unbiased, the inner loop for the perturbations becomes exponentially longer as a function of the dimension N . This exponential dependence on N is problematic, because the descent in parameter x n occurs at the end of the inner loop (see Algorithm 1), and hence, a long inner loop would imply slow updates (and slow convergence) to x n . In this section, we propose an efficient alternative to the semi-lexicographic deterministic sequence; the approach is based on permutation matrices. A permutation matrix is a matrix whose rows are the rows of an identity matrix in some order. For instance, the permutation matrices in two dimension are In three dimensions, there are 6 permutation matrices. In general, there are N ! permutation matrices in dimension N . In the case of permutation matrix-based deterministic perturbations, the overall algorithm follows the template provided in Algorithm 1, except that the perturbations are generated using a permutation matrix in N -dimensions, the inner loop for m runs from 0 to N − 1 and the gradient estimate in (5) is replaced by Table 2 illustrates the perturbations d m used in Algorithm 1, for N = 2 and N = 3. In a nutshell, the sequence shown in Table 2 loops through the rows of the identity matrix in some order. [17] obtains 2N function samples per iteration, corresponding to parameters x n ± δ n e i , i = 1, . . . , N and updates the parameter as follows:
where 
Main results
Let D 1 N , . . . , D N N denote the N columns of the semi-lexicographic perturbation variables. Consider the matrix
Proof. See Section 4.1.1.
Before providing the convergence claims for 1RDSA-DP with either perturbation choice, we outline the necessary assumptions below.
(A1) f : R N → R is three-times continuously differentiable 1 with ∇ 3
. . , N and for all n.
, where P = 3 N − 1 for semilexicographic 1RDSA-DP and P = N − 1 for permutation matrix-based 1RDSA-DP.
(A3) For some α 0 , α 1 > 0 and for all m, n,
denotes the third derivative of f at x and ∇
for i1, i2, i3 = 1, . . . , N .
(A4) The step-sizes a n and perturbation constants δ n are positive, for all n and satisfy a n , δ n → 0 as n → ∞, n a n = ∞ and n a n δ n 2 < ∞.
(A5) sup n x n < ∞ w.p. 1.
The assumptions above are common to the analysis of simultaneous perturbation methods, and can be found, for instance, in the context of 1SPSA [26] -see also [4] for the analysis of other simultaneous perturbation schemes that employ similar assumptions. The first two are necessary to establish asymptotic unbiasedness of the 1RDSA-DP gradient estimate through a Taylor series expansion facilitated by (A1), while ignoring the noise owing to (A2). The third and fourth assumptions are necessary to ignore the effects of noise on the convergence behavior of x n . The final assumption requiring boundedness of the iterates x n can be ensured by constraining the iterates x n to evolve in a certain compact region and projecting them back each time they go out of the region, see [18] (Chapter 5). If the projected region contains the optima, then the stochastic gradient algorithms (RDSA or SPSA) would converge to this point, and in the complementary case, the algorithm would get stuck on the boundary of the projection region. In the literature, there also exist approaches to overcome the latter case, by either growing the projection region [6] , or performing sparse projections [9] (i.e., at time instants that grow exponentially to infinity, while not projecting the iterates at the remaining time instants).
Lemma 2. (Asymptotic unbiasedness of 1RDSA-DP gradient estimate) Under (A1)-(A5),
(ii) for ∇f (x n ) defined according to (7), we have a.s. that
Proof. See Section 4.1.2.
The advantage of the permutation matrix approach is that the dependence on the dimension N is linear, whereas the semi-lexicographic sequence has an exponential dependence on N .
We now have an asymptotic convergence claim for x n updated according to (6) ; the claim is verbatim from Theorem 2 of [19] . 
is the solution to the ODE with initial condition x 0 . Assume (A1)-(A5), and also that there exists a compact subset D of D(x * ) such that x n ∈ D infinitely often. Let x n be governed by (6) , with the gradient estimate ∇f (x n ) defined either according to (5) or (7) . Then,
Proof. See Section 4.1.3.
For the special case when the objective f is strongly-convex, we present a non-asymptotic bound for 1RDSA-DP with permutation matrix-based perturbations. More precisely, we assume the objective function f satisfies the following assumption: (A1') For any x, x ′ , we have
, for some µ > 0.
Theorem 4. Under (A1') and (A2)-(A5), we have,
where x * is the global minimizer of f ,
is as defined in Lemma 2, and
Proof. See Section 4.1.4.
The initial error depends on the starting point x 0 of the algorithm. The sampling error relates to a martingale difference sequence, which arises due to the fact that only noisy measurements of the objective function are available. The bias error arises out of the need to estimate gradients from function measurements and quantifies the error in gradient estimation. The initial and sampling error components are common to classic stochastic convex optimization settings, while the bias error is specific to the simulation optimization framework, i.e., a setting where gradients are not directly available and have to be estimated from noisy function measurements. Now we specialize the result above by choosing the step-size a n and perturbation constant δ n to obtain an order O 1 √ n bound in expectation on the optimization error of the algorithm.
Then under (A1'), (A2) and (A3),
Proof. See Section 4.2.
Choosing δ = 0, one can recover the optimal rate of the order O n −1/2 for simultaneous perturbation schemes. Further, choosing c such that µc > 1/2, it is easy to observe that the initial error is forgotten faster than the other error components. In contrast, for the more general case of non-convex objective f , the authors in [26, 7] are able to establish a rate of O n −1/3 obtained from an asymptotic mean square error analysis using the second moment of the limiting normal distribution. More recently, for the case of convex (and not necessarily strongly-convex) objective f , an error of the order O n −1/3 is unavoidable from an information-theoretic (or minimax) viewpoint -see [14] for further details.
3 Second-order RDSA with deterministic perturbations (2RDSA-DP)
Second-order methods provide many advantages over their first-order counterparts. The main benefit of second-order methods over first-order methods is that they converge at the optimum rate without requiring knowledge of minimum eigenvalue of ∇ 2 f (x * ). Other benefits include (i) faster convergence in the final phase, i.e., when the iterate is close to the optima as second-order methods minimize a quadratic model of f and (ii) scale-invariance, i.e., second-order methods adjust automatically to the scale of the parameter and hence, the update rule is unaffected. On the flip side, second-order schemes require estimating the Hessian in addition to the gradient of f and have a higher per-iteration cost due to matrix inversion.
Using the two deterministic sequences, i.e., semi-lexicographic and permutation matrix-based choices, presented in the previous section, we provide two variants of the 2RDSA algorithm proposed in [19] .
Semi-lexicographic sequence-based perturbations
The reason such deterministic choices for perturbations work in the context of 2RDSA can be seen as follows: Using suitable Taylor's series expansions (see Lemma 6 below), we have
From Lemma 1, it can be seen that
The above equality can be directly verified for the case when N = 2 and N = 3 using Table 1 . Plugging the fact above into (10) followed by a tedious calculation (see Lemma 6 below), we obtain
Remark 2. (Jacobi variant) If the Hessian is known to be in a diagonal form, i.e., if the requirement is for an algorithm to estimate
, then the estimate of Algorithm 2 can be replaced by the following:
with the inner-loop Hessian estimate given bỹ
Notice that, unlike Algorithm 2, the scheme above (the so-called Jacobi variant of stochastic Newton algorithms -cf. [1] 
Algorithm 2 2RDSA-Lex-DP Input: initial parameter x 0 ∈ R N , perturbation constants δ n > 0, step-sizes {a n , b n }, matrix projection operator Υ. The deterministic perturbation {d m } sequence is chosen in the same manner as in 1RDSA-DP.
for n = 0, 1, 2, . . . do Obtain function value y n = f (x n ) + ξ, where ξ is the measure noise. ⊲ As in 1RDSA, fix x n and loop through the rows of matrix
Hessian estimate:
Hessian update:
Permutation matrix-based perturbations
In the case of permutation matrix-based deterministic perturbations, it is not possible to estimate the offdiagonal entries of the Hessian. This is because
While a similar property holds for semi-lexicographic perturbations as well, we could add correction factors through the M m matrix (see Algorithm 2) to produce an estimate for all the entries in the Hessian matrix. A similar correction factor is not feasible for the case of permutation matrix-based perturbations, because each column of a permutation matrix contains only one positive (= 1) entry, while the rest are zero. In other words, in (10), the second term inside the brackets always sums to zero when the outside summation for m goes up to N − 1, irrespective of the choice for M m .
However, using a permutation matrix, it is possible to estimate the diagonal entries of the Hessian. In this case, the overall algorithm follows the template provided in Algorithm 2, except that the perturbations are generated using a permutation matrix in N -dimensions, the inner loop for m would run from 0 to N − 1, and the gradient/Hessian estimates in Algorithm 2 are replaced by
Alternative using two permutation matrices
Let D N andD N be two N -dimensional permutation matrices that are not identical. Let Hessian estimate:
Main results
The analysis of 2RDSA-DP is under assumptions that match those employed for studying the convergence behavior of regular second-order SPSA and RDSA algorithms (i.e., with random perturbations), and we list them below for the sake of completeness.
(C1) The function f is four-times differentiable 3 with ∇ 4
f (x n ) < ∞, for i 1 , i 2 , i 3 , i 4 = 1, . . . , N and for all n.
(C2) For each n and all x, there exists a ρ > 0 not dependent on n and x, such that ( 
(C7) For any ς > 0 and nonempty S ⊆ {1, . . . , N }, there exists a ρ ′ (ς, S) > ς such that
(C8) For some α 0 , α 1 > 0 and for all m, n,
Comments on assumptions (C1)-(C9):
(C1) and (C2) are basic assumptions about the smoothness and steepness of the function f . (C1) holds if f is twice continuously differentiable with a bounded second derivative on R N and (C2) ensures the function f has enough curvature. (C3) and (C4) are common martingaledifference noise and step-sizes conditions and can be motivated in a similar manner as in the case of 1RDSA-DP (see Section II-C). (C5) says that if x n is uniformly bounded away from x * , then x n cannot be bouncing around causing the change in signs of the normalized gradient elements an infinite number of times. (C6) can be ensured by having Υ(A) defined as performing an eigen-decomposition of A followed by projecting the eigenvalues to the positive side by adding a large enough scalar. (C7) ensures that, after sufficiently large iterations, each element off n (x) tends to make a non-negligible contribution to products of the form (x − x * ) Tf n (x) (see C2). (C5) and (C7) are not necessary if the iterates are bounded, i.e., sup n x n < ∞ a.s. Finally, (C8) and (C9) are necessary to ensure convergence of the Hessian recursion, in particular, to invoke a martingale convergence result (see Theorem 7 and the proof of [24, Theorem 2a] ). For a more detailed interpretation of the above conditions, the reader is referred to Section III and Appendix B of [24] .
The main claim that establishes the asymptotic unbiasedness of the Hessian estimate in the DP variants of 2RDSA that we propose is given below. (i) for H n defined according to (14) , we have a.s. that 4 , for i, j = 1, . . . , N ,
(ii) for H n defined according to (18) , we have a.s. that
for i = 1, . . . , N .
Proof. See Section 4.3.1.
Once we have the asymptotic unbiasedness for the 2RDSA-DP Hessian estimate, the convergence of the Hessian recursion is immediate and is given below for the sake of completeness.
Theorem 7. (Strong Convergence) Assume (C1)-(C9)
. Then x n → x * a.s. as n → ∞, where x n is given by (16) . For 2RDSA-Lex-DP H n → ∇ 2 f (x * ) a.s. as n → ∞, furthermore, if the true Hessian is diagonal, then even for 2RDSA-Perm-DP H n → ∇ 2 f (x * ) a.s. as n → ∞, where H n is governed by (15) .
Proof. See Section 4.3.4.
We next present a convergence rate result for the special case of a quadratic objective function under the following additional assumptions, which have been used to establish a rate result for a variant of 2SPSA in [25] :
The assumptions (C10) and (C11) are much stronger compared to (C1) and (C6), respectively. In a noise-free setting, after suitable Taylor series expansions, the Hessian estimate of 2SPSA can be written as
where H(x n ) is the Hessian at iterate x n and Ψ((H(x n )) is a function that involves the Hessian at x n and random perturbations used in 2SPSA. More importantly, Ψ(H(x n )) is zero-mean. In [25] , since the true Hessian H(x n ) is not known in practice, in place of H n in the Hessian update in (15), the author uses the following improved Hessian estimate: H n (2SP SA) − Ψ(H n ). The rationale underlying this replacement is that subtracting the Ψ(H n ) term reduces the error in Hessian estimation. In [20] , the authors use a similar trick to reduce the Hessian estimation error in regular 2RDSA. We claim such a feedback term is not necessary in the context of 2RDSA-DP and this can be argued as follows: From the proof passage leading to (37), it is easy to infer the following after ignoring the noise terms:
The principal difference with feedback variants of 2SPSA/2RDSA is that the equation above implies that there are no zero-mean terms involving the perturbations that one needs to worry about in case of 2RDSA-DP.
To substantiate the claim that the feedback terms are not necessary for 2RDSA-DP, we provide a rate result that parallels a corresponding result for 2SPSA with feedback [25] . The proof given later is also much simpler than the corresponding version for 2SPSA, due to the fact that there are no extra terms involving perturbations to handle. 4 Here Hn(i, j) and ∇ 2 ij f (·) denote the (i, j)th entry in the Hessian estimate Hn and the true Hessian ∇ 2 f (·), respectively.
Theorem 8. Assume (C9), (C10) and (C11)
, and also that the setting is noise-free. Let b n = b 0 /n r , n = 1, 2, . . . , k, where 1/2 < r < 1 and 0 < b 0 ≤ 1. Let H * = ∇ 2 f (x) for any x, and
Proof. See Section 4.3.5.
4 Convergence proofs 4.1 Proofs for 1RDSA variants with deterministic perturbations
Proof of Lemma 1
Proof.
Case 1: Semi-lexicographic sequence-based perturbations
We prove the claim by induction. Consider first the case of N = 1.
Thus the result holds for N = 1. Suppose that the claim above holds for N = k, i.e., M k = 2 × 3 k I k . Consider the case of N = k + 1. We make the following observations: 
3. In the first column, i.e., D 1 k+1 , the first 2 × 3 k elements are −1 and the remaining 3 k elements are 2.
4. The off-diagonal terms in M k+1 are all zero. This is argued as follows: For i = j, i, j ∈ {2, . . . , k + 1}, we have that and D i k+1 as follows:
where −1 and 2 are k × 1 vectors with each entry −1 and 2, respectively. Thus, from (23) and the foregoing,
5. Finally, the diagonal terms of M k+1 are 2 × 3 k+1 . This can be seen as follows: For i = 1, . . . , k + 1,
In the above, we have used the fact that D i k+1 is a 3 k+1 -dimensional vector with two-third entries −1 and the remaining one-third entries as 2.
Thus, M k+1 = 2 × 3 k+1 I k+1 and the claim follows for semi-lexicographic perturbations. 
Proof of Lemma 2
Proof. We prove the claim for semi-lexicographic perturbations; the claim for the case of permutation matrix-based perturbations follows by an analogous argument. By Taylor's series expansions, we obtain, a.s.,
where ⊗ denotes the Kronecker product andx + n (respectively,x − n ) are on the line segment between x n and (x n + δ n d m ) (respectively, (x n − δ n d m )). Then
The first term on the RHS of (25) follows from Lemma 1. Now, the lth coordinate of the second term in the RHS of (25) can be upper-bounded as follows:
The first inequality above follows from (A1), while the second inequality follows from the fact that
is non-zero only if either l = i 2 and i 1 = i 3 or vice-versa and in this case, we have
The equality above can be easily inferred using induction arguments similar to proof of Lemma 1 and we omit the details.
Proof of Theorem 3
Proof. Follows in exactly the same manner as the proof of Theorem 2 of [19] , given the asymptotic unbiasedness result in Lemma 2.
Proof of Theorem 4
Proof. Fixing δ n for the inner loop and using arguments from the proof of Lemma 2, we obtain
n , the update in (6) is equivalent to
Since ∇f (x * ) = 0, we have the following from the fundamental theorem of calculus:
Here z n x n − x * denotes the optimization error at instant n of 1RDSA-DP. Then, using (26), we have the following recursive update form for z n :
where
A similar unrolling of a general stochastic approximation recursion can be found in [11] . However, our setting involves biased gradient estimates and the non-asymptotic bounds require a careful handling of the perturbation constant δ n , so that the overall convergence rate is of the order O (1/ √ n). Moreover, we make all the constants explicit in the final bound. Now, for the square of the error z n+1 2 2 , we use (27) and Jensen's inequality to obtain
For the last inequality, we have used the fact that η k is zero-mean (see (A2)) in order to ignore a cross term. For the other two cross terms, we have used Cauchy-Schwarz to conclude a, b ≤ max( a ) and hence, the first and last square terms can appear at most twice, while the second square term can appear at most thrice.
The second moment of the noise factor η n can be bounded as follows:
where we have used the fact that for permutation matrix-based perturbation d m 2 = 1 and
The term
is bounded as follows:
The second inequality above follows by observing that I − a n J n 2 ≤ exp(−µa n ), since ∇ 2 f (x) − µI is positive semi-definite owing to strong-convexity of f (see (A1')). The main claim now follows by plugging in the bounds in (29) and (30) into (28).
Proof of Theorem 5
Proof. We bound each of the error terms on the RHS of (9) separately. For bounding the initial error, we use the following inequality:
In arriving at the bound above, we have compared a sum with an integral. Substituting a k = c/k and δ k = δ 0 /k δ into the bias error term in (9), we obtain
Along similar lines, the sampling error term in (9) can be upper-bounded as follows:
The claim follows by combining the bounds derived above on each of the error terms on the RHS of (9).
Proofs for 2RDSA variants with deterministic perturbations 4.3.1 Proof of Lemma 6
Proof. Case 1: Semi-lexicographic sequence-based perturbations As in the proof of Lemma 4 in [19] , we employ Taylor's series expansions of f (·) at x n ± δ n d n to obtain
Recall that the Hessian estimate is given by
M m is as defined in Algorithm 2. For the sake of simplicity, we ignore the zero-mean noise term ξ + m + ξ − m − 2ξ m temporarily and analyze the following product inside the Hessian estimate:
Off-diagonal terms in (32)
We now consider the (k, l)th term in (32): Assume without loss of generality, that k < l. Then,
The last equality follows from the fact that the first term in (33) is 0 since k = l and
while the second term in (33) can be seen to be equal to ∇ 2 kl f (x n ) using induction arguments similar to proof of Lemma 2.
Diagonal terms in (32)
Consider the lth diagonal term inside the conditional expectation in (32):
Now, we analyze each of the four terms on the RHS above. The first term on the RHS of (35) can be simplified as follows:
For the second equality above, we have used the fact that
(easy to infer this claim along the lines of point (5) in the proof of Lemma 1) and
The second term in (35) is zero because
for any l and i = j -a claim that can be easily proved using an induction argument.
The third term in (35) without the negative sign can be simplified as follows:
Combining the above followed by some algebra, we obtain
The fourth term in (35) is zero from Lemma 1. Denote the product in (32) by (A) and the (i, j)th term there by (A) i,j . Then,
The last equality above follows from (C3), while the term involving the factor (A) reduces to the true Hessian with a bias of O(δ 2 (n3 N )
) due to (34) and (36). The main claim follows. Case 2: Permutation matrix-based perturbations From the first step involving Taylor series expansions in Case 1, we have
Using the facts that
Denote the term on LHS in (39) by (B), and following an argument similar to that used in simplifying the noise terms in (37), we obtain
Hence proved.
Proof of Theorem 7
Proof. Follows in a similar manner as that of the proofs of Theorem 5 and 6 in [19] .
Proof of Theorem 8
Proof. From the quadratic assumption, we have that H(x) is a constant, independent of x. From the proof leading up to (37), we have that H n = ∇ 2 H(x n ) = H * . Now, we follow the technique from [25] to derive the main claim.
Notice that
Unrolling the recursion above, we obtain
Using the above, we can arrive at a simpler representation for the trace E(Λ T n Λ n ) as follows:
Simplifying further, using the fact that
, with the O(b 2 k ) being strictly positive as e −b k is convex, we have
∀k ≥ 2, and r > 1/2, the c kn are uniformly bounded in magnitude. Further,
Using the bound derived above in (40), we obtain
The main claim follows.
5 Numerical Experiments
Implementation

5
where F (x, ξ) is the sample observation of the objective function f (x) corrupted with zero mean noise ξ. In particular, the noise is [x T , 1]ξ, where ξ is a multivariate Gaussian distribution with mean zero and covariance σ 2 I N +1 . A similar noise structure has been used earlier in the implementation of both RDSA and SPSA algorithms in [19] and [24] , respectively. For all the experiments, we consider two different settings of noise: (i) low noise with σ = 0.001; and (ii) high noise with σ = 0.1. We consider three different functional forms for F (x, ξ), namely quadratic, fourth-order and Rastrigin, respectively, in both N = 5 and N = 10 dimensions, for evaluating our algorithms. Before describing the example functions, we present the details about the algorithms implemented.
We implement the first-order and second-order algorithms proposed in this paper and compare them with several baselines that are based on the simultaneous perturbation method.
The first-order algorithms implemented include 1RDSA-Lex-DP, 1RDSA-Perm-DP and 1RDSA-KW-DP -the three deterministic perturbation variants of 1RDSA (see Section 2 for a detailed description). We compare these algorithms with the following baselines: RDSA with uniform and asymmetric Bernoulli perturbations proposed in [19] and henceforth referred to as 1RDSA-Unif and 1RDSA-AsymBer, respectively, and SPSA with Bernoulli perturbations, henceforth referred to as 1SPSA.
The second-order algorithms implemented include 2RDSA-Lex-DP and 2RDSA-Perm-DP -the two deterministic perturbation variants of 2RDSA (see Section 3 for a detailed description). We compare these algorithms with the following baselines: second-order RDSA with uniform and asymmetric Bernoulli perturbations proposed in [19] and henceforth referred to as 2RDSA-Unif and 2RDSA-AsymBer, respectively, and second-order SPSA with Bernoulli perturbations, henceforth referred to as 2SPSA.
The settings of the parameters δ n and a n for both first-and second-order algorithms are listed in Table  3 , and a similar setting has been used in implementation of both RDSA and SPSA algorithms in [19] and [24] , respectively. The distribution parameter for RDSA variants is set as follows: η = 1 for RDSAUnif, ǫ = 0.0001 for 1RDSA-AsymBer, and ǫ = 1 for 2RDSA-AsymBer, and a similar setting has been used earlier for RDSA implementation in [19] . Each coordinate of the parameter is projected onto the set [−2.048, 2.047], which helps to keep the iterates stable. All results are averages over 50 independent runs. Table 3: Step-size and perturbation constant parameter settings, for first and second order algorithms.
Algorithms
δ n a n First-order 1.9/n 0.101 1/(n + 50) Second-order 3.8/n 0.101 1/n 0.6
To compare the algorithms' performance, we use parameter error as the performance metric. For a given simulaton budget, the parameter error measures the distance between the final iterate obtained after the final update iteration and the optimum parameter x * . More precisely, we use the following form for the parameter error, after suitable normalization:
where τ is the number of times x is updated until the end of the simulation. Notice that τ varies with the algorithm and the number of function measurements. For example, with a budget of 5000 measurements for N = 10, τ = 250 for 1RDSA-Perm-DP and 1RDSA-KW-DP as they use 2N measurements per iteration. Further, τ = 2500 for 1SPSA as well as for both variants of 1RDSA, as they use two measurements per iteration. Notice that 1RDSA-Lex-DP does not make much progress under low simulation budgets, as it requires 2 × 3 N measurements per iteration. On the other hand, for second-order algorithms, an initial 20% of the measurements were used up by the corresponding first-order algorithm for initialization. Thus, for N = 10 and a budget of 5000 measurements, the initial 1000 measurements are used for the firstorder algorithm and the remaining 4000 are used by the second-order algorithm. As a consequence of the simulation budget split, the number of update iterations τ = 4000/30 ≈ 133 for 2RDSA-Perm-DP, 4000/4 = 1000 for 2SPSA, and 4000/3 ≈ 1333 for 2RDSA algorithms. The 2RDSA-Lex-DP algorithm does not output a meaningful parameter with a low simulation budget, owing to its high inner loop length. The difference here is due to the fact that 2RDSA-Perm-DP uses 3N measurements per iteration, while 2RDSA-Lex-DP needs 3 × 3 N , 2RDSA needs 3 and 2SPSA needs 4.
Example 1: Quadratic objective
Let A be such that N A is an N × N upper triangular matrix with a ij = 1 for i ≤ j and let b be an N -dimensional vector of ones. Then the quadratic objective function is defined as follows:
The initial point x 0 is set to the N -dimensional vector of ones and the optimal point x * is dimension dependent. For instance, with N = 10, the optimal point x * , is the 10-dimensional vector of −0.9091 for the choice of A and b described earlier. Note that f (x * ) = E ξ [F (x * , ξ)] = −4.55. Figures 1 and 2 present the parameter error for the first-order and second-order algorithms under the quadratic objective (42) for dimension 5 and σ = 0.001 and 0.1.
Among the first-order algorithms, for both settings of noise, 1RDSA-Perm-DP and 1RDSA-KW-DP exhibited similar performance and outperformed the other algorithms. The parameter error in 1RDSA-Perm-DP and 1RDSA-KW-DP is of the order of 10 −5 , while for the others, the same is of the order of 10 −3 . 1RDSA-Lex-DP (not shown in the figure) showed a parameter error that was an order of magnitude higher than the other algorithms.
Among the second-order algorithms, for both settings of noise, 2RDSA-Lex-DP exhibited the best performance. Furthermore, it is interesting to see that for both settings of noise 2RDSA-Perm-DP, and 2RDSA-Lex-DP gave consistent performance with parameter error of the order of 10 −4 and 10 −7 , respectively, while the parameter error of 2RDSA-AsymBer, 2RDSA-Unif, and 2SPSA increased with noise. Further, the benefit of using second-order algorithms is more noticeable under the low noise setting.
For the low noise setting, the parameter error of 2RDSA-Perm-DP is not shown in the figure, for the sake of readability in comparing the errors of the other algorithms. 1RDSA-Perm-DP 1RDSA-KW-DP 1RDSA-AsymBer 1RDSA-Unif 1SPSA Figure 3 : Evolution of the parameter error as the simulation budget is varied, for the first-order algorithms under the quadratic objective with N = 10 and σ = 0.001. Figure 3 compares the parameter error of 1RDSA-Perm-DP, 1RDSA-KW-DP, and both variants of 1RDSA and 1SPSA algorithms for the quadratic objective with dimension 10, σ = 0.001 and a simulation budget of 50000 function measurements. As in the case of the problem with dimension 5, 1RDSA-Perm-DP and 1RDSA-KW-DP performed best, while the result of 1RDSA-Lex-DP is not reported due to its high inner loop length.
Example 2: Fourth-order objective
The function given below has been used for evaluating both RDSA and SPSA algorithms in [19] and [24] , respectively. where A and ξ are the same as in the quadratic objective. The initial point x 0 is set to the N -dimensional vector of ones and the optimal point x * is the N -dimensional vector of zeros, with f (x * ) = E ξ [F (x * , ξ)] = 0. Figure 4 shows a plot of the fourth-order objective (43). Figure 5 presents the parameter error for both first and second order algorithms in the case of the fourthorder objective (43) with dimension 5 and σ = 0.001 and 0.1. Among the first-order algorithms, for both settings of noise, all algorithms except 1RDSA-Lex-DP exhibited similar performance.
Among the second-order algorithms, similar to the quadratic case, for both settings of noise, 2RDSA-Perm-DP and 2RDSA-Lex-DP gave consistent performance with parameter error of the order of 10 −2 . Under the low noise setting, i.e., σ = 0.001, 2RDSA-Unif exhibited the best performance, while under the high noise setting with σ = 0.1, 2RDSA-Lex-DP outperformed the other algorithms. Thus, we observe that 2RDSA-Lex-DP and 2RDSA-Perm-DP algorithms are more tolerant to the noise, as compared to their random counterparts 2RDSA-AsymBer, 2RDSA-Unif, and 2SPSA.
Since the fourth-order objective is more difficult to optimize than the quadratic one, we observe that under the low noise setting, the parameter error in the case of the fourth-order objective for the first-order algorithms is higher, of the order of 10 −2 compared to 10 −5 for the quadratic case. For the second-order algorithms, the same is also of the order of 10 −2 compared to 10 −6 for the quadratic case. A similar trend is observed in the high noise regime. Figure 6 compares the parameter error of 2RDSA-Perm-DP, as well as both variants of 2RDSA and 2SPSA algorithms, for the fourth-order objective function with dimension 10, σ = 0.001 and a simulation budget of 50000 function measurements. As in the five-dimensional problem, 2RDSA-Unif and 2SPSA exhibited similar performance and outperformed the other algorithms. The results of the 2RDSA-Lex-DP algorithm are not displayed as it requires 3 × 3 10 function measurements per iteration. 
Example 3: Rastrigin objective
The Rastrigin objective function is defined as follows:
(x 2 i − 10 cos(2πx i )) + 10N + 1 + ξ,
where ξ is the same as for the quadratic objective. The initial point x 0 is set to the N -dimensional vector of twos and the optimal point x * is the N -dimensional vector of zeros, with f (x * ) = E ξ [F (x * , ξ)] = 1. 8 shows a plot of the Rastrigin objective (44), which has many local minima. Figure 7 presents the parameter error for both first-order and second-order algorithms for the Rastrigin objective (44) with dimension 5 and σ = 0.001 and 0.1.
For both settings of noise, among the first-order algorithms, 1RDSA-Unif outperformed the other algorithms, while 2RDSA-Lex-DP performed the best among the second-order algorithms.
Similar to the quadratic and fourth-order objective, first-order algorithms, 2RDSA-Perm-DP and 2RDSA-Lex-DP gave consistent performance under both settings of noise.
In summary, for all the three objectives, among the first-order algorithms, we observed that 1RDSA-Perm-DP and 1RDSA-KW-DP performed best, while 1RDSA-Lex-DP showed poor performance. On the other hand, among the second-order algorithms, 2RDSA-Lex-DP exhibited the best performance. 
Conclusions and Future Work
We incorporated two novel deterministic perturbation (DP) schemes into the RDSA class of simultaneous perturbation algorithms. The proposed DP variants of first-order, as well as second-order, RDSA were shown to result in asymptotically unbiased gradient/Hessian estimates, thus resulting in provably convergent 1RDSA/2RDSA variants. We also performed numerical experiments to validate the theoretical findings. As future work, it would be interesting to perform a finite-time analysis of the RDSA schemes and study the impact of deterministic perturbations therein. To the best of our knowledge, non-asymptotic bounds are not available for vanilla RDSA algorithms, especially. in a general simulation optimization setting where convexity cannot be assumed. Another fruitful direction would be try the deterministic perturbation variants of RDSA in sophisticated applications, e.g., in transportation, networks and service systems.
