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ABSTRACT
During the last few years we have witnessed a rapid evolution of wireless
technologies and a steep growth in the number of wireless networking de-
vices. This proliferation of devices and networks is posing higher demands in
terms of connectivity and capacity. Consequently, this necessitates a reduced
reliance on infrastructure-based networks and support for network connec-
tivity through non-coordinated networks. The attention of the research com-
munity has thus largely shifted from carefully planned, infrastructure-based
wireless networks to non-coordinated, infrastructure-less wireless networks.
The development of emerging non-coordinated wireless networks is, however,
challenging. Significant efforts are still needed in both theoretical and practical
domains for their analysis, modelling, and practical implementation.
The objective and contribution of this thesis is to study non-coordinated
wireless networks using approaches that are novel to wireless networking
research. This work is largely inspired by concepts and methods of statistical
mechanics. In general, it is mainly motivated by the core idea behind statistical
mechanics: the analysis of collective behaviour in systems comprising of many
individual entities. We apply one of the most widely used approximation
methods of statistical mechanics – the mean field method – to present a novel
and flexible analysis of the throughput of a Carrier Sense Multiple Access with
Collision Avoidance (CSMA/CA) protocol with respect to offered traffic.
Furthermore, we exploit the notion of phase transitions; we argue that net-
work characterization and modelling via phase transitions can be very fruitful,
as phase transitions designate abrupt qualitative changes, that is, operational
points of significant importance. We discuss a different approach on the sta-
bility of Nash Equilibria and question whether a Nash Equilibrium is always a
desirable solution. We also propose employing phase transitions for modelling
hard inequality constraints in utility-based network optimization, and phase
diagrams for characterizing wireless networks. In addition, motivated by the
need for analytical work that goes beyond the assumption of Poisson dis-
tributed nodes, we study the percolation phase transition of clustered wireless
topologies.
Finally, the practical implementation of self-organizing schemes has also
been a motivation for a part of this work. We show how Minority Games –
a family of interaction models widely exploited in statistical mechanics – can
be applied to provide self-organizing solutions for a wide range of resource
allocation problems, with limited requirements for exchange of feedback in-
formation.
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KURZFASSUNG
Die vergangenen Jahre sind durch eine rasche Entwicklung drahtloser
Technologien sowie eine enorme Zunahme der Zahl drahtloser Netzwerk-
geräte gekennzeichnet. Der zukünftige Verbreitungsgrad von Geräten und
Netzwerken stellt höhere Konnektivitäts- und Kapazitätsansprüche, welcher
eine Verringerung der Abhängigkeit von infrastrukturbasierten drahtlosen
Netzwerken und die Förderung der Netzwerkkonnektivität durch nicht-
koordinierte drahtlose Netzwerke erfordert. In diesem Rahmen hat sich
die Aufmerksamkeit der Forschung von sorgfältig geplanten, infrastruktur-
basierten Netzwerken auf infrastrukturlose drahtlose Netzwerke verlagert.
Jedoch stellt die Entwicklung von aufkommenden nicht-koordinierten draht-
losen Netzwerken eine Herausforderung dar. Um ihre Analyse, Modellierung
und praktische Umsetzung zu ermöglichen, sind erhebliche Anstrengungen
sowohl im theoretischen als auch im praktischen Bereich notwendig.
Ziel und Beitrag dieser Dissertation ist die Erforschung von nicht-
koordinierten drahtlosen Netzwerken unter Verwendung von neuartigen
Ansätzen für die drahtlose Netzwerkforschung. Die Arbeit stützt sich weit-
gehend auf Konzepte und Methoden der statistischen Mechanik. Sie orientiert
sich hierbei insbesondere an der Kernidee dieses wissenschaftlichen Feldes:
der Analyse des kollektiven Verhaltens von Systemen aus vielen einzelnen
Teilchen. Wir verwenden eines der am häufigsten genutzten Näherungs-
verfahren der statistischen Mechanik, die Molekularfeldmethode, als neues
und flexibles Analysewerkzeug zur Durchsatzberechnung in Relation zum
angebotenen Verkehr bei Mehrfachzugriff mit Trägerprüfung und Kollisions-
vermeidung (CSMA/CA).
Darüber hinaus führen wir den Begriff der Phasenübergänge ein. Wir
postulieren, dass die Netzwerkcharakterisierung und -modellierung
durch Phasenübergänge sehr effektiv sein kann, da abrupte qualitative
Veränderungen, d.h. signifikante Betriebszustandsänderungen, durch Phasen-
übergänge gekennzeichnet sind. Wir diskutieren eine alternative Interpreta-
tion der Stabilität des Nash-Gleichgewichts und stellen in Frage, ob dieses
immer einer gewünschten Lösung entspricht. Ferner schlagen wir den Einsatz
von Phasenübergängen für die Modellierung von harten Ungleichungsneben-
bedingungen in der nutzen-basierten Netzwerkoptimierung vor und verwen-
den Phasendiagramme für die Charakterisierung von drahtlosen Netzwerken.
Angeregt durch den Mangel an analytischen Arbeiten, die über die Annahme
von Poisson-verteilten Knoten hinausgehen, untersuchen wir darüber hinaus
den Perkolationsübergang in geclusterten drahtlosen Netzwerktopologien.
V
VI KURZFASSUNG
Eine zusätzliche Motivation für einen Teil dieser Arbeit ist die praktische
Umsetzung in selbstorganisierenden Systeme. Wir zeigen, wie Minderheiten-
Spiele – eine in der statistischen Mechanik weit verbreitete Familie von
Interaktionsmodellen – genutzt werden können, um selbstorganisierende Lö-
sungen für eine breite Palette von Ressourcenzuteilungsproblemen mit be-
grenzten Anforderungen an Verwaltungsdatenaustausch anzubieten.
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1INTRODUCTION
During the last years wireless technologies have been greatly evolved, leading
to an impressive increase on the penetration of wireless networks and bringing
us steps closer to a reality of ubiquitous computing [1]. Not only is the number
of classical networking devices – such as computers, routers and phones –
rising, but many other industrial and everyday objects are expected to acquire
connectivity capabilities; these trends are often referred as industry 4.0 and
Internet of Things (IoT), respectively. Due to this proliferation of devices and
networks, there is a growing interest and even necessity for enabling the use
of non-coordinated wireless networks. Evidently, as the connectivity needs
expand, there is an aim to relax the reliance on infrastructure-based networks
and support network connectivity through non-coordinated networks. In this
thesis we study specific aspects of analysis of non-coordinated wireless net-
works in terms of collective behaviour.
1.1 RESEARCH MOTIVATION
The development of non-coordinated wireless networks is challenging. Signif-
icant efforts need to be made not only in aspects of practical implementation,
but also in the theoretical domain. The analysis and modelling are vital for
attaining an understanding of networks, which is in turn imperative for the
design and implementation of efficient networks. The objective and contri-
bution of the present thesis is to address non-coordinated wireless networks
with approaches that are novel to wireless networking research. This work is
largely inspired by concepts and methods of statistical mechanics (or statistical
physics)1. In general, it is mainly motivated by the core idea behind statistical
mechanics, that is, the analysis of collective behaviour in systems comprising
of many individual entities.
Statistical mechanics aims to describe the macroscopic behaviour of phys-
ical systems, that results from the interactions among the system particles
taking place at a microscopic scale. In a similar spirit, our aim is to model
the interactions among nodes in non-coordinated wireless networks in a way
1Strictly speaking, statistical physics is a broader term that includes statistical mechanics.
In the present thesis – as often encountered in the literature – the two terms are used as
synonyms, and thus, are used interchangeably.
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such as to comprehend the network characteristics in terms of collective be-
haviour. A physical system consisting of many particles can be equated to a
non-coordinated network consisting of wireless nodes. As the behaviour of
individual particles in a physical system and the interactions between them
determine an ensemble of macroscopic system properties, the collective be-
haviour of nodes makes up a set of operation and performance characteristics
of the wireless network.
The motivation to study collective behaviour in non-coordinated wireless
networks is similar to that of statistical mechanics and it is actually two-fold.
First, it is an approach towards simplifying a complex system and making its
analysis possible. Given a large number of interacting wireless nodes forming
a network, an exhaustive analysis in which all interactions and interdepen-
dencies among nodes are modeled is practically non-tractable. Second, even if
we are able to model a system at a node level, having a view of the collective
behaviour of all nodes is still important. Within the context of wireless net-
working, the so-called collective behaviour is associated with the aggregate
network performance and may reveal certain network properties that are are
not perceptible at a node level.
One of the concepts originating in statistical mechanics and which is sub-
stantially exploited in this thesis is that of a phase transition. A phase transi-
tion is a threshold phenomenon of qualitative nature. Thus, it designates an
operational point of significant importance in the sense that it corresponds to
a point of a qualitative change for the system under study. In this thesis we
will argue that network characterization and modelling via phase transitions
can be a fruitful approach. First, it provides a theoretical understanding of
the network behaviour, and second, it can offer practical benefits to network
performance when taken into account at the design of networking algorithms.
On the contrary, if the existence of such a threshold effect is ignored, this
can lead to undesirable, unexpected outcomes. It is typical that many phase
transition phenomena happen with respect to some aggregate network char-
acteristic and, therefore, are a result of a collective node behaviour. This comes
to strengthen the argumentation for the usefulness of studying collective be-
haviour.
The concept of self-organization has also been a motivation for a part of this
work. Actually, self-organization is inherently connected to non-coordinated
wireless networks. If a network is to operate in non-coordinated fashion, it
evidently needs to rely on self-organizing mechanisms. We believe that a
statistical mechanics point of view of studying the collective behaviour is es-
pecially useful when it comes to the analysis and modelling of self-organizing
solutions. In particular, attention has to be drawn to addressing the collective
outcome of proposed self-organizing solutions, since it is that which provides
a projection to aggregate network performance metrics.
The trend towards self-organization in wireless networks calls for decen-
tralized and distributed algorithms. Non-cooperative game-theoretic models
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offer a suitable framework for this purpose as each individual possesses its
own payoff function, which intends to maximize. In this thesis we shall be
considering and referring to game theoretic approaches.
Furthermore, one of the critical issues of developing self-organizing proto-
cols for wireless networks is the amount of knowledge available to the wire-
less nodes. The information exchange overhead can escalate quickly with the
amount of information nodes need to have. However, the exchange of feed-
back information is costly in terms of network resources and performance, that
is, network capacity, latency, and battery consumption. Therefore, algorithms
that realize coordination while requiring a minimal level of cooperation among
individuals like, for example, minority games, are of tremendous interest for
wireless networking.
Finally, the need for analytical work that goes beyond the assumption of
Poisson distributed wireless nodes has motivated our study on the percolation
transition on clustered wireless topologies. The percolation phase transition is
a subject stemming from statistical mechanics, but its study has been vastly
expanded in many scientific fields. Over the past years it has been recog-
nized that in reality wireless network topologies are rather not following a
Poisson spatial distribution. However, although there is a plethora of studies
on percolation phase transition, to the best of our knowledge, research work
on percolation of other spatial point distributions, besides the Poisson distri-
bution, is almost non-existent. In fact, we have to mark that the latter is an
issue that concerns the entire field of wireless networking research, and not
only the subjects of percolation and connectivity. There is, in general, a gap
in analytical studies on non Poisson network topologies and we believe that
significant research efforts need to be devoted towards this direction. This
is not one of the central topics of this thesis, however it has been our main
motivation for working on percolation phase transition.
1.2 THESIS CONTRIBUTIONS
The key contribution of the present thesis is to address collective behaviour
in non-coordinated wireless networks and to introduce concepts and methods
of statistical mechanics in the analysis and modelling of wireless networks.
More precisely, the individual contributions of the thesis can be summarized
as follows:
1. We address percolation phase transition in clustered ad hoc networks.
In particular, the developed methodology applies to topologies where
nodes are arranged in symmetric clusters with the probability that a node
lies at a certain location decreasing with the distance form the cluster
center. We introduce our methodology on Gaussian distributed clus-
ters. As an additional case study, we apply the method on exponentially
distributed clusters. We estimate the probability density function (pdf)
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of the percolation radius within a cluster, and the average value of the
minimum connecting distance between two clusters. As far as the author
is aware of, this thesis work is the first one that has studied analytically
percolation on clustered network topologies.
2. We present a mean field analysis for the throughput of a Carrier Sense
Multiple Access with Collision Avoidance (CSMA/CA) protocol with
respect to offered traffic. The analysis refers to the case of a single-hop
network. We reduce the outcome of the collective behaviour of all the
nodes to an averaged channel state. Then, while the behaviour of a
certain node depends upon the current actions of all the other nodes,
we can consider just the interaction between the node and mean field
channel model. In comparison to the so far existing analyses, our ap-
proach exhibits the advantage of providing flexibility with respect to
modelling the protocol for variable traffic loads and taking into account
retransmissions.
3. By exploiting the concept of phase transitions we discuss a different ap-
proach on the stability of the Nash Equilibrium (NE). Specifically, due to
the fundamental dynamic nature of wireless communications, external
factors might cause the system to drift from the NE after it has been
reached. In such case, the existence of a phase transition very close to
an NE solution might cause the system to undergo a harsh, undesirable
fluctuation when drifting slightly from the NE. Thus, we show that
the existence of phase transitions with respect to network performance
metrics may render the NE unstable in terms of the overall performance,
and hence, an undesirable outcome.
4. We propose the employment of the notion of phase transitions in dis-
tributed network optimization. It is common in utility-based formula-
tions to account for inequality constraints by introducing penalty terms
in the utility functions. However, the penalty term can not explicitly
specify a certain threshold value, as this is usually defined by the in-
equality constraint. We suggest that in many cases a hard inequality
constraint can be modeled in distributed, utility-based approaches as a
phase transition effect, since it defines a threshold that corresponds to a
qualitative change between an acceptable and an unacceptable solution
regime. In practice, our aim with this tactic is to facilitate the elimination
of fluctuations between acceptable and unacceptable solutions.
5. We show how phase diagrams can be utilized to characterize wireless
networks by means of a reduced number of simulation points. A phase
diagram does not provide an outcome of the same accuracy level as a
full simulation study, but it fully characterizes the system with respect to
the points of state changes. The points where a system changes its state
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correspond to a qualitative change in the properties of the system, there-
fore there are points of significant interest and importance as far as the
characterization and understanding of a system is concerned. We apply
Support Vector Machine (SVM)s for deriving a phase diagram with an
attractive computational effort, that is, a limited amount of simulations,
compared to a full simulation study.
6. The Minority Game (MG) can be employed in non-coordinated wire-
less networks in order to provide self-organizing solutions to a wide
spectrum of resource allocation problems with limited requirements for
exchange of feedback information. Towards this direction we define
variations of the MG that are especially suited to be applied in the context
of wireless networking. Additionally, we illustrate two paradigms of
self-organizing algorithms for wireless networks based on MGs. Namely,
we implement a dynamic channel allocation mechanism and s splitting
algorithm for the Medium Access Control (MAC) layer.
Most of the contributions of this thesis have been published or submitted
in peer-reviewed conferences and journals. The reader is referred to [2–9] for
the corresponding publications.
1.3 RELATED WORK
In this section we present a brief overview of existing work related to the core
subject of the thesis, namely to the employment of statistical mechanics and
phase transitions in the context of networking. Of course, presentation of
related work with respect to the more specific aspects explored in each chapter
is included throughout the thesis.
A review of methods and tools from statistical physics that can be ap-
plied to the modelling and analysis of networking systems is presented in [10].
The authors suggest that statistical physics offers a framework for obtaining a
macroscopic overview of networking systems. They propose the application of
statistical physics to several networking issues, such as, the sensitivity of a net-
work to cascading node or line failures, the prediction of phase transitions in
hard combinatorial problems, and the allocation of resources. Some example
ideas of how statistical physics can be applied to provide solutions to network-
ing problems are discussed in [11]. A book by Franceschetti and Meester [12]
on the statistical mechanics of random networks is mainly focused on percola-
tion on randomly deployed networks and topology-related issues, like routing
and information flow. A series of work [13–15], where approaches of statistical
mechanics are employed in wireless networking, is conducted by Haenggi et
al. Furthermore, in 2014 another doctoral dissertation was accomplished on
the application of statistical mechanics to the analysis of wireless networks
by M. Girnyk [16]. Specifically, asymptotic methods from statistical physics
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were considered for characterizing the performance of multi-antenna system
in different settings.
Phase transition phenomena have been previously addressed in the context
of wireless networks. However, the majority of existing work refers, directly
or implicitly, to the percolation phase transition. For example, the phase tran-
sition of k-connectivity with respect to the transmission range for multihop
wireless networks is considered in [17]. In particular, a generic analytical
formula for any integer k and a large number of nodes is derived. In [18],
the phase transition on network connectivity caused by random node failures
is addressed. In particular, the authors define a random node failure model
and present an analysis on the time needed for the transition from an almost
connected to a fully partitioned phase. Krishnamachari et al. [19, 20] point out
that there are many global properties in wireless networks that exhibit a phase
transition. Examples are, among others, the ad hoc network connectivity,
the node reachability with probabilistic flooding, the neighbour count, and
the multi-path reliability. On the one side of a critical threshold the global
property exists with negligible probability, whereas the property exists with
high probability on the other side. The authors argue that the identification
of such phase transitions and the determination of the corresponding critical
thresholds can be utilized beneficially in the design of wireless networks or
in the development of algorithms for wireless networks, such that desirable
global properties are ensured with high probability.
There is also a limited amount of work referring to phase transitions that
are not relevant to percolation, but in author’s opinion we still lack more sys-
tematic approaches on exploiting the usefulness of phase transitions in wire-
less networking. For instance, in [21], Baras and Jiang propose a distributed
trust computation model for mobile ad hoc networks and identify and discuss
the occurrence of phase transitions in the model. In [22], it is shown that
the unfairness due to border effects in CSMA/CA networks exhibits a phase
transition with respect to the frequency with which nodes attempt to access the
channel. The message propagation speed in delay-tolerant vehicular networks
is studied in [23]. A phase transition behaviour is reported for the average
message propagation speed in terms of the traffic density in each driving di-
rection. The authors in [24] illustrate a phase transition in multi-hop wireless
networks, whereby an infinitesimal traffic increase at a network node might
suddenly render the network instable. Finally, there is an interesting paper
analyzing the statistical mechanics of links interfering at the MAC layer and
illustrating the existence of a phase transition [25].
1.4 THESIS OUTLINE
The thesis is structured in eight chapters. In Chapter 1 we explained the
research motivation for our work, presented briefly the existing related liter-
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ature and summarized the main contributions of this thesis. In Chapter 2 we
introduce and discuss briefly the background topics on which the core of the
thesis is based.
Chapters 3, 4, 5, 6 and 7 contain the body of the work conducted for this
thesis. In Chapter 3 we study percolation on clustered wireless networks. We
present analytical results on percolation on topologies of Gaussian distributed
clusters and we discuss the generalization of the presented derivation to other
point distributions. In Chapter 4 we demonstrate a mean field analysis of
CSMA/CA throughput with respect to the total offered traffic. Chapter 5
questions whether an NE is always a desirable solution in wireless network-
ing problems. By exploiting the concept of phase transitions we argue that
an NE might be a particularly unstable outcome in terms of the overall net-
work performance. Chapter 6 is dedicated to addressing phase transitions in
wireless networks. We model phase transitions in distributed, utility-based
optimization approaches by means of a dummy variable, so that the system
is prevented from undergoing a phase transition effect. Furthermore, we em-
ploy phase diagrams in order to characterize wireless networks by means of a
reduced number of simulation points. In Chapter 7 we consider MGs for the
design of self-organizing algorithms with limited requirements for exchange
of feedback information. We define appropriate variations of the MG and
demonstrate two paradigms of MG-based self-organizing mechanisms. Fi-
nally, Chapter 8 gives the conclusions of the thesis and suggests directions
for future work.
2BACKGROUND
In this chapter we provide a brief presentation of the background relevant
to the core ideas of this thesis. More specifically, we present a taxonomy of
wireless networks and explain the concepts of ad hoc and non-coordinated
wireless networks. Furthermore, we introduce the field of statistical mechanics
and the theory of phase transitions. Finally, we present an introduction to
game theory since it shall be utilized more than once throughout the thesis.
2.1 TAXONOMY OF WIRELESS NETWORKS
A possible taxonomy of wireless networks emerges based on the reliance on
network infrastructure [26]. On the one side, in infrastructure-based wireless
networks the operation of the network relies on base stations or access points.
The wireless nodes communicate only through the base stations, that is, all
traffic is relayed through the base stations. In addition, typically the base
stations or access points have a coordinating role and are charged to perform
network control functions. The network usually relies on centralized control
mechanisms.
On the other side, infrastructure-less or ad hoc wireless networks operate
without any infrastructure. An ad hoc network can be deployed on-the-fly
by a collection of two or more devices with wireless networking capability.
The nodes can communicate directly with each other without relaying the
traffic through access points or base stations. Obviously, all network control
functions, such as routing and MAC functionality, need to be carried out by
means of decentralized and distributed mechanisms.
Figure 2.1 shows an illustration of the network taxonomy, with examples
of network types from each class. The work in the present thesis focuses on
infrastructure-less or ad hoc wireless networks. In particular, we consider non-
coordinated wireless networks – a more strictly defined category of ad hoc
networks – which we shall introduce in the following section.
2.2 AD HOC AND NON-COORDINATED WIRELESS NETWORKS
An ad hoc wireless network [27,28] can be created without the presence of any
infrastructure elements, such as access points or base stations. The term “ad
hoc” is borrowed from Latin and means “for this”. In general, it is usually
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Figure 2.1: Taxonomy of wireless networks.
used to refer to solutions that are developed in an impromptu manner for a
specific purpose. In the context of wireless networking, an ad hoc network
is a wireless network that can be established quickly for a purpose by the
participating devices, without the need for any system administration.
In an ad hoc network, the nodes are not necessarily within communication
range of each other, but a multi-hop communication model is employed. That
is, apart from being a source or a destination, a node might need to act as a re-
lay and forward packets destined for other nodes. Consequently, a distributed
routing algorithm must be operated by the nodes. Furthermore, the ad hoc
devices might be either static or mobile. Thus, in principle, mobility is one of
the challenges to be addressed in wireless ad hoc networking. Actually, one of
the characteristics of ad hoc networks is the fact that the participating devices
can be heterogeneous. Therefore, an ad hoc network can be composed of a
combination of static and mobile nodes.
The spectrum of applications for ad hoc networks is wide; it spans from
applications for providing communications in critical situations, to applica-
tions that aim to make life easier, safer and more effective, and expands to
applications destined just for entertainment and fun purposes. In particular,
ad hoc networks can play a vital role in critical situations like, for example,
in military operations and emergency situations, such as rescue operations
and crisis management after natural disasters. Variants of ad hoc networks
that aim to ease and support various jobs and tasks as well as everyday life
are, for example, vehicular networks and sensor networks. Vehicular net-
works formed among vehicles can propagate useful information about acci-
dents, traffic jams, road conditions, etc. Sensor networks have a plethora of
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applications in various fields, such as agricultural and environmental moni-
toring, personal health monitoring, etc. Applications for entertainment and
fun purposes include gaming, providing coverage extension of Internet access
via relaying devices, data exchange among visitors of an establishment or
spectators of an event, etc.
Quite evidently, since ad hoc networks do not rely on any infrastructure,
they need to possess the property of self-organization since they do not rely on
any infrastructure. Thus, the participating nodes are responsible for carrying
out the network control functions. Of course, network designers and engineers
are then saddled with the responsibility of developing and implementing self-
organizing and adaptive algorithms, that can be implemented and run in a
distributed and decentralized fashion.
In this thesis we consider explicitly non-coordinated networks – a more
strictly defined category of ad hoc networks. An ad hoc network operates with
distributed and decentralized protocols as it does not involve any infrastruc-
ture elements. However, the device heterogeneity implies that some devices
are more powerful than others; there are differences in computational power,
memory, and battery capacity. This fact is sometimes taken into account by
designing protocols where some devices, which are more powerful than oth-
ers, are charged with additional functions playing, thus, a coordinating role in
the network. An example are the so-called cluster-based protocols. In these
protocols, the network nodes are divided into groups, called clusters, and in
each cluster a selected node, the cluster head, might perform tasks of a coordi-
nating nature. Therefore, the fact that a protocol must run in a distributed and
decentralized fashion, does not necessarily prohibit the presence of entities
assigned with coordinating functions.
In non-coordinated networks – as implied by the term itself – there are
no coordinating entities, therefore all nodes are assumed to have the same
functionality and capabilities. We consider protocols and algorithms in which
no different types of nodes exists – with respect to the assigned functionality
and not to the type of device – but all network nodes are treated as identical.
Thus, from a single node’s point of view the operation of a protocol is identical
for all nodes in the network. We stress, though, that this does not imply
any constraint related to the heterogeneity of devices; the fact that all devices
perform the same functionalities does not actually mean that we are talking
about identical devices.
2.3 STATISTICAL MECHANICS
Statistical mechanics is a branch of theoretical physics which uses statistics
and probability theory to study the macroscopic properties of physical systems
based on the microscopic laws of nature. A physical system consists of an ex-
tremely large number of particles, in the order of magnitude of the Avogadro’s
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number (6× 1023). The system particles are, of course, governed by mechanical
laws. But even if we were given a complete specification of an initial state
of the system, that is, all positions and momenta of all molecules, we would
not be able to solve the system and predict a future state by considering all
equations of motion. In addition, a specification of such an initial state is
anyway not possible. Due to the enormous number of particles, it is practically
impossible to analyze the system at a microscopic level and account all the
interactions among the particles.
However, it is perceptible even from everyday experience that physical sys-
tems are characterized by certain macroscopic observable quantities, such as
temperature and pressure. Additionally, they obey certain laws which can be
defined at a macroscopic level. For example, when two objects with different
temperatures come in contact, energy will flow from the hotter to the colder
object until temperature equalization occurs. Quite evidently, the macroscopic
laws and quantities can be determined without having a complete microscopic
description of a physical system.
Therefore, we have two types of descriptions for a physical system – a
microscopic and a macroscopic description. Analogously, the system has two
types of states – the microstates and the macrostates. These two different
concepts of states can be described as follows:
• Microstate: A microstate of the system is specified by the positions and
momenta of all the molecules in the system.
• Macrostate: A macrostate of the system is specified by a well defined set
of a few macroscopic quantities, e.g., pressure, energy, volume. These
macroscopic quantities, which are sufficient to specify the state of the
system, are called the state variables of the system.
A macrostate can be realized by a number of different microstates. We do
not have a way to distinguish one microstate from another and specify the
current microstate of a system. Actually, while at a particular macrostate, a
physical system changes between the microstates that correspond to the par-
ticular macrostate. Thus, the macroscopic quantities represent averages over
microscopic properties. Consequently, the macroscopic laws are of a statistical
nature. But due to the enormous number of particles a system consists of,
the fluctuations around those averages are extremely small. Therefore, the
statistical predictions of macroscopic properties are precise.
The object of statistical mechanics is to provide a statistical framework to
bridge the microscopic and macroscopic descriptions of a physical system. A
macroscopic state can be described statistically by considering the probabilities
of occurrence of its corresponding microstates. The probability of a certain
microstate, C, is given by the Boltzmann distribution
P(C) =
1
Z
exp
(
−
1
T
EC
)
, (2.1)
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where T is the temperature and EC is the energy of the system in the microstate
C. The normalization factor, Z, is the partition function, given by
Z = ∑
C
exp
(
−
1
T
EC
)
. (2.2)
We can conclude from the Boltzmann distribution that microstates with the
same energy are equiprobable. Therefore, along with the energy EC, all we
need to know is the number of microstates that correspond to the particular
macrostate, which is termed the statistical weight of the macrostate.
Left to itself, a system will eventually reach a macroscopic state in which
it shall remain forever, unless some external influence acts to change it. This
is called an equilibrium state. The equilibrium state is a consequence of the
Boltzmann distribution in the sense that it is the most probable macrostate
resulting from the Boltzmann distribution, taking into account the constraints
imposed by the system conditions. For example, in an isolated system the
temperature remains constant, whereas it can change for a system in a heat
bath due to heat exchange between the system and the heat bath.
Therefore, while we know the current macrostate of the system, we are
uncertain of its current microstate. The system can be with equal probability
in any of the microstates that comprise the particular macrostate. That is, the
larger the statistical weight of the macrostate, the higher the uncertainty. Also,
as mentioned above, while at a particular macrostate, the microstate of the
system changes all the time. Hence, the larger its statistical weight, the more
disordered the macroscopic state. This is actually the microscopic view of the
fundamental notion of entropy. In particular, the entropy of a system is defined
by
S = k ln Ω, (2.3)
where k is the Boltzmann’s constant, and Ω is the statistical weight of the
current macrostate. The concept of entropy, as a measure of disorder, is used
in many scientific disciplines.
The subject of phase transitions is introduced in the following section. Ad-
ditional material from statistical mechanics, that is exploited in this thesis, will
be presented accordingly in the relevant chapters. For a thorough discussion
of the whole subject of statistical mechanics we refer to [29, 30].
2.4 PHASE TRANSITIONS
As explained above, a system can exist in a number of different macrostates,
which can be distinguished from each other by a set of well defined macro-
scopic quantities, that is, the state variables of the system. A phase transition
is a significant change in the macrostate of the system, caused by a change of an
external parameter, called control parameter. More specifically, there is a well
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defined value of the control parameter, termed critical point, below which the
system under study is at one phase and as the control parameter goes above
that value a new phase emerges. A phase transition is also characterized by
an order parameter. The order parameter is an observable quantity that is able
to distinguish between the two phases; it is zero in one phase, and obtains a
non-zero value as the system enters the new phase.
A basic tool for understanding the phase transitions that can occur in a
system is the drawing of the phase diagram. A phase diagram is a graphical
representation of the space of all possible phases of a system with respect to
state variables. It depicts the phase of the system for every possible combina-
tion of the values that the plotted state variables can take. The lines on a phase
diagram represent the phase boundaries and indicate the conditions under
which two (or more) states of matter may stably coexist in equilibrium. The
crossing of a line corresponds to the occurrence of a phase transition.
Perhaps of the most widely known everyday examples of phase transitions
are the solid to liquid and the liquid to gas phase transitions. Most substances
can exist in the solid, liquid, or gas state depending on the values of tempera-
ture, pressure, and volume, which constitute state variables in this particular
example. Let us consider, for example, the solid-liquid phase transition of
water. Under the assumption of a certain constant pressure and volume, tem-
perature plays the role of the control parameter. At very low temperatures
the substance is solid and as the temperature crosses the critical point of 0 ◦C,
water becomes liquid. Figure 2.2 illustrates the phase diagram of the states
of matter of a pure substance, such as water, with respect to pressure and
temperature at constant volume.
Phase transitions are classified to first-, second-, or even higher-order, ac-
cording to the behaviour of the derivatives of the Gibbs free energy. In particu-
lar, the order of a transition is the order of the lowest derivative of free energy
which exhibits a discontinuity. In this thesis we shall not be concerned with
the the concept of free energies. However, it is of qualitative interest to mark
that first-order phase transitions are accompanied by a discontinuous change
of state and a discontinuity in the order parameter itself. Whereas higher-
order phase transitions, which are also called continuous phase transitions,
are accompanied by a continuous change of state. Also, in continuous phase
transitions the order parameter is continuous at the phase transition point; as
the system enters the new phase the order parameter, which was zero in the
other phase, starts increasing from zero.
The macroscopic properties of a system in different phases usually differ
significantly. Briefly, a phase transition is an abrupt change of qualitative
nature in the macroscopic view of the system. There is often a conception
that a phase transition is always a discontinuous change in the properties of
a system. We would like to stress that a phase transition is indeed an abrupt
change from a qualitative point of view, but does not necessarily correspond
to a numerical discontinuity in the state variables of the system. Consider, for
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Figure 2.2: The phase diagram of the states of matter of a pure substance at
constant volume (adopted from [29]).
instance, a second-order ferromagnetic phase transition as in the Ising model,
which we will later introduce analytically in the following chapters. The two
phases, corresponding to a magnetized and unmagnetized system, become
identical as the critical point is approached and the transition from the one
phase to the other takes place in a continuous fashion.
Although the term phase transition originates in physics, effects analogous
to phase transitions have been recognized to occur within the context of many
scientific fields, such as graph theory, optimization theory, computational com-
plexity, traffic theory, and wireless networking.
2.5 GAME THEORY
Game theory provides a mathematical framework for modelling situations in
which autonomous decision makers interact. The decision makers are referred
to as players. Game theoretic models are to be used in cases where the interests
of the players are conflicting or interdependent. Otherwise, if the players have
independent interests, then there is practically no interaction among them and
the situation reduces to one of independent decision problems. For classical
references on Game Theory we refer to [31, 32].
There are two classes of games: cooperative and non-cooperative games. In
cooperative games players may form coalitions and cooperate in order to ob-
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tain the largest total payoff for the coalition. Players make binding agreements
on how to to play and how to distribute the payoff among the members of the
coalition. However, in this thesis we consider only non-cooperative games. In
non-cooperative game theory players are selfish in the sense that each player
is solely interested in maximizing her own profit.
We consider that players choose their actions simultaneously, therefore we
refer to strategic games. A game in strategic (or normal) form consists of
• a set of M players
• for each player i ∈ M, a set of actions Ai
– An assignment of an action ai ∈ Ai to each player i is an action
profile, a = (a1, a2, · · · , aM). The joint action of all players (an
action profile) produces a game outcome.
• for each player i ∈ M, a payoff function, Pi
– The payoff function represents the player’s preferences over
the set of possible action profiles. More precisely, the payoff
function associates a number with each action profile, such
that P(a) > P(a′) if and only if the player prefers a to a′.
Perhaps the best-known example of a simple, non-cooperative strategic
game is the Prisoner’s dilemma. A strategic game can be either a one-shot
game, like the Prisoner’s dilemma, or a repeated game. A one-shot game is a
single-round game played just once, whereas a repeated game is practically a
repetitive form of one-shot games played for multiple rounds.
In non-cooperative game theory, each selfishly acting player aims to max-
imize her payoff function. A core concept in game theory is the theory of
rational choice; it simply states that a player chooses the best possible action
according to her preferences. More formally:
Let ai denote the action of player i. According to the theory of
rational choice, player i chooses an action a∗i if she expects, based
on her current knowledge, that
P(a∗i ) ≥ P(ai), ∀ai ∈ Ai.
The action that a player takes at a particular stage of the game is determined
by the strategy followed by the user. A strategy is a complete playing algo-
rithm for every potential stage of the game, and the strategy space of a player
is the set of all strategies available to the player. Clearly, in a one-shot game
a strategy is one of the available actions of the player, whereas in a repeated
game a strategy is a complete plan of actions for each potential game outcome.
One of the goals of game theory is to predict the outcome when a game is
played. Or from a different point of view, is to set the strategies of the players
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so that the game reaches a desirable outcome. In 1950, J. Nash introduced the
concept of an NE [33], which became the most influential and widely exploited
solution concept in game theory up to this date. An NE corresponds to a stable
state in which none of the players can benefit from unilaterally altering her
action. More formally:
Let ai denote the action of player i, and a−i the actions of all
players except for player i. An action profile a∗ = (a∗i , a
∗
−i) corre-
sponds to an NE if
P(a∗i , a
∗
−i) ≥ P(ai, a
∗
−i), ∀ai ∈ Ai.
That is, no player i can increase her payoff by choosing an action
different from a∗i , given that every other player j chooses a
∗
j .
3PERCOLATION IN CLUSTERED
AD HOC NETWORKS
The theory of percolation is concerned with the occurrence of connected com-
ponents in a network or graph. With respect to wireless networks, percolation
is related to the connectivity properties of the network. A wireless network
is said to be connected if there exists a communication path between any
two nodes in the network. Connectivity is one of the essential properties of
wireless networks since it is this property that designates the communication
possibilities between the nodes of the network. For this reason, percolation
of wireless networks has been a subject of constant interest for the research
community.
In this chapter we study the percolation of clustered wireless networks
with respect to distance; that is, two nodes are considered connected if they
are sufficiently close to each other. The connectivity is influenced by many
environmental factors, such as fading and interference, but exhibits a strong
and fundamental dependence on the distances between the nodes. Therefore,
although the connectivity between two nodes does not deterministically re-
sult from the distance between them, the distance is a crucial parameter in
radio propagation calculations and, thus, in connectivity studies of wireless
networks.
Despite the fact that the assumption of Poisson distributed nodes is highly
unrealistic for commercial networks, analytical work on the percolation of
other node distributions is almost non-existent. In many real scenarios wire-
less nodes are often placed around certain locations in a way such that they
form clusters. Therefore, clustered point processes are important tools for
modelling wireless network topologies. We consider as a paradigm a set of
nodes that are spatially arranged in Gaussian distributed clusters. For the
simplicity of the analysis, but without losing generality, let us assume that
the location of each cluster centre is known and the nodes in each cluster
are distributed according to a symmetric Gaussian point process. We derive
analytical results on the percolation within and between the clusters [2]. Fi-
nally, we illustrate how the presented methodology can be straightforwardly
generalized to address other distributions of symmetric clusters, whereby the
probability that a node lies at a location is monotonically decreasing with the
distance from the cluster centre. As a case study, we consider a topology of
exponentially distributed clusters [4].
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3.1 PRELIMINARIES ON PERCOLATION
Percolation theory was originally introduced for studying clustering and con-
nectivity properties on point lattices. In percolation terminology, vertices on a
lattice are termed sites, and edges are termed bonds. Therefore, given a lattice
there are two main types of percolation: the site percolation and the bond
percolation. In the former case each site on the lattice can be open (occupied)
or closed (empty), and percolation deals with the clusters formed by adjacent
open sites. In bond percolation the bond between any two adjacent sites may
be open (present) or closed (removed), and percolation theory is concerned
with the connected graphs created by open bonds. For a comprehensive pre-
sentation of classical percolation theory, see [34].
In order to address a broader variety of problems, the classical percolation
theory has been later extended from discrete lattices to configurations defined
in the continuous Euclidean space (R2). This branch of percolation theory
is called continuum percolation [35, 36]. The concept of continuum percola-
tion was initially introduced in 1961 by E. N. Gilbert for proposing a model
for multi-hop communication networks [37]. Specifically, Gilbert generated
points in the two-dimensional Euclidean space by means of a Poisson spatial
point process and considered an edge between any two points if they were
sufficiently close to each other. Since then, continuum percolation theory has
been extensively studied and numerous models of continuum percolation exist
nowadays.
We will use a model that is very similar to Gilbert’s original model. Since
our main aim is to address non-uniform distributions of wireless nodes, it is
necessary to make an appropriate generalization. Therefore, we define the
following model of continuum percolation:
Given a set of N points, X = {X1, X2, · · · , XN} in R
2, we join
each pair of points by a link if the distance between the two points
is smaller than or equal to d.
This results to the creation of one or several connected components in the set
X. Naturally, there exists a distance dP – termed the percolation threshold – for
which percolation is realized. This means that for d ≥ dP a so-called spanning
cluster emerges, that is, a connected component that spans the diameter of the
network.
The concept of percolation is relevant in the field of statistical mechanics.
Specifically, it is related to the study of critical phenomena and phase tran-
sitions [38]. The point at which the system transits from the state where a
spanning cluster does not exist to the state where a spanning cluster exists
is called a percolation phase transition, and it is probably the most widely
known example of a geometric phase transition. In our case the parameter d is
the control parameter of the system, and the percolation threshold, dP, is the
critical point of the phase transition. The order parameter of the problem is
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usually defined as the fraction of points in the spanning cluster, i.e.,
FP =
Number of points in the spanning cluster
Number of points in X (N)
. (3.1)
For d < dP there is no spanning cluster, hence FP = 0, and as we cross the
critical point, dP, the value of FP starts to increase.
We can define a value dC, at which FP takes its maximum value of unity
and the network becomes connected, i.e., all points in X form a single cluster.
Obviously, the value dC will be greater than or equal to dP. The percolation
threshold, dP, is related to questions on the ability to traverse a structure. For
example, if a liquid that is poured on top of a porous material will reach the
bottom of the material. However, within the context of wireless networks we
can say that the parameter dC is of a more fundamental meaning because the
aim is not just to reach an edge of the system, but a specific node, since unicast
packets are destined to specific nodes (although the notion of the percolation
threshold, dP, is of interest as well for studies on the k-connectivity of the net-
work). Therefore, in the following sections we concentrate on the derivation
of dC. A connected network means that there exists a path between all pairs
of nodes in the network, i.e., a packet can be delivered from any source node
to any destination node in the network. Hence, we can say that the value
of dC is a critical point of a phase transition between a connected and a non-
connected network. A convenient order parameter for this phase transition
can be defined as the fraction of points not belonging to the largest connected
cluster, i.e.,
FC =
Number of points not in the largest connected cluster
Number of points in X (N)
. (3.2)
The non-connected state corresponds to a value of FC that is greater than zero,
and FC becomes zero as the network enters the connected state. In terms of
network connectivity, a network is connected, i.e., there exists a path between
any pair of nodes, if communication between any two nodes is guaranteed for
separation distances smaller than or equal to dC.
3.2 PERCOLATION IN WIRELESS NETWORKS
The connectivity of a wireless ad hoc network is fundamentally dependent
on the physical distances between the nodes. Due to environmental factors
that are either stochastic, such as interference and fading, or difficult to be
analytically evaluated, like the ground and urban morphology, the received
power is not in reality a deterministic and monotonically decreasing function
of the distance. However, this does not eliminate the strong dependency of the
received power on the distance between sender and receiver. The distance is
22 3. PERCOLATION IN CLUSTERED AD HOC NETWORKS
a crucial parameter for propagation that is present in every radio propagation
model. Thus, the critical percolation radius is a fundamental parameter for
studying connectivity of wireless ad hoc networks. Nevertheless, we note that
the use of distance as percolation metric is without loss of generality; one can
use also non-distance metrics for determining percolation threshold.
There is a plethora of analytical studies on the connectivity of wireless
networks from percolation perspective. With respect to wireless networks,
percolation is related to a variety of questions. Obviously, percolation can be
realized by means of determining the transmission powers appropriately. In
this context, one of the best known studies is by Gupta and Kumar [39] who
derived results on the critical transmission power required for guaranteeing
asymptotic connectivity. While in [39] a common transmission power is as-
signed to all the nodes, the case of variable transmission powers has been also
investigated (see, for example, [40]). In addition, there are several studies,
such as [41, 42], considering the required transmission power for achieving k-
connectivity. A Poisson distribution is defined via a single parameter, namely
the density. Therefore, under the assumption of Poisson distributed nodes,
the critical density of nodes at which percolation occurs is a valid question
that is widely discussed in the literature [43–45]. Furthermore, several studies
address the problem from the angle of estimating the number of neighbours
needed for ensuring network connectivity [46, 47]. A recent percolation study
by Morone and Makse [48] addresses the problem of finding a minimal set of
activated nodes, called influencers, so that information is spread to the whole
network. This problem can be seen as relevant to epidemic spreading and
network security since attacking one of the influencers shall affect severely
the network. Finally, the percolation theory has also relevance within the
context of stochastic geometry, a mathematical field which has been recently
also employed in the theoretical analysis of wireless networks [49, 50].
The vast majority of research work on the topic is conducted on topologies
of randomly distributed nodes, sampled from a Poisson spatial distribution.
However, over the past years it has been recognized that the assumption of
Poisson distributed nodes is rather implausible for real, deployed wireless
network. And in fact, it has been also shown that the spatial distribution
of the nodes has a significant impact on several properties of the network,
among which is connectivity [51–53]. Therefore, percolation characteristics
of uniformly distributed nodes could be used, at best, as an approximation
reference. Despite this, as far as we are aware, there are only few studies that
go beyond the assumption of Poisson node distributions. For instance, in [54],
Bettstetter assumes a certain transmission range and derives generic proba-
bilistic results on connectivity for some general model of a spatial probability
density function. In [55] the authors generate an inhomogeneous Poisson pro-
cess and present stochastic results on the nearest neighbour distances. In [53]
and [51] the authors demonstrate by simulations the connectivity properties
of several non-uniform point distributions. Santi et al. [56] consider Poisson
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Figure 3.1: Example of a node distribution consisting of three Gaussian dis-
tributed clusters with 100 points per cluster and σ = 20
distributed nodes, but present also simulations on the effect of mobility on the
network connectivity.
Our aim in this chapter is to study percolation on non-uniform node dis-
tributions. In many real cases the distribution of wireless nodes exhibits some
sort of spatial clustering, thus clustered point processes are of practical interest
for the modelling of wireless network topologies. We consider as a paradigm a
set of nodes that are placed forming Gaussian distributed clusters. It has been
shown that Gaussian clusters can be a reasonable toy model for local area wire-
less networks [57]. We present analytical results on the percolation within and
between the clusters. We then show that the presented methodology actually
applies to a more generic model of a point distribution of symmetric clusters,
with the property that the probability that a node lies at a certain location is
monotonically decreasing with the distance from the cluster centre. Here we
provide two contributions. The first is the derivation of the analytical results
on the percolation of an arrangement of symmetric clusters, which exhibit the
previously mentioned property. Second, we aim to provide a motivation and
inspiration for addressing other types of clustered distributions in the future.
3.3 THE MODEL OF GAUSSIAN DISTRIBUTED CLUSTERS
Let us consider a node structure of Gaussian distributed clusters. The locations
of the cluster centres are known. Without loss of generality, we suppose that all
clusters are generated by a symmetric Gaussian point process with the same
standard deviation, σ. An example of such a distribution consisting of three
symmetric clusters with 100 points in each cluster and standard deviation, σ,
equal to 20, is shown in Figure 3.1.
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As discussed in Section 3.1, we are interested in the critical distance value
that separates the states between a connected and non-connected network.
Clearly, the percolation problem of such a clustered structure can be decom-
posed into two sub-problems, namely:
1. The percolation within a cluster: We consider only a single cluster and
study the percolation problem only for the points of the cluster. For
the sake of shortness, let us refer to the critical distance that results to
a connected cluster as the percolation radius of the cluster.
2. The minimum connecting distance between two clusters. In case the
network structure consists of more than two clusters, this subproblem
has to be solved for every pair of clusters.
In Section 3.4 we derive the pdf of the percolation radius within a symmet-
ric Gaussian cluster and in Section 3.5 we estimate the average value of the
minimum connecting distance between two symmetric Gaussian clusters.
Before proceeding to the analytical derivations, let us review some prelimi-
naries on the statistics of a Gaussian point process. Given a location C : (xC, yC)
as the centre of the cluster, we consider N wireless nodes placed around the
cluster centre according to a two-dimensional Gaussian spatial distribution.
The locations of the nodes around the cluster centre are generated by a bivari-
ate Gaussian distribution with mean µ = [xC, yC] and a diagonal covariance
matrix Σ = diag(σ2x , σ
2
y ). The pdf describing the probability that an arbitrary
point of the Gaussian point process (i.e., a node)1 is located at a location L with
coordinates (xL, yL) is given by
pL =
1
2πσxσy
exp
(
−
(xL − xC)
2
2σ2x
−
(yL − yC)
2
2σ2y
)
. (3.3)
Considering a symmetric Gaussian distribution with σx = σy = σ, the pL
depends only upon the distance of the location L from the cluster centre. Equa-
tion 3.3 reduces to
pL =
1
2πσ2
exp
(
−
r2L
2σ2
)
, (3.4)
where rL denotes the distance of the location L from the cluster centre, that is,
rL =
√
(xL − xC)2 + (yL − yC)2. (3.5)
Thus, Equation 3.4 expresses the pdf that an arbitrary node lies at a location
whose distance from the cluster centre is equal to rL. In a symmetric Gaussian
point process all the locations on a circle centered at the cluster centre are
equiprobable.
1The terms point and node shall be used interchangeably in the present chapter.
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3.4 PERCOLATION RADIUS WITHIN A GAUSSIAN CLUSTER
In this section we derive analytically the pdf of the percolation radius within a
cluster. For simplicity, and without losing generality, we assume that the centre
of the cluster is at the origin of the coordinate system, i.e., at the location (0, 0).
The cluster consists of N nodes.
In a symmetric Gaussian cluster there will be a number of outliers lying
exceptionally far away from the cluster centre and at relatively large distances
from all the other nodes in the cluster. Initially, we suppose intuitively that
the percolation radius of the cluster will be most likely imposed by the most
distant outlier node, that is, the node lying at the largest distance from the
cluster centre. For the sake of shortness we shall call this node the outlier node.
Therefore, we consider the percolation radius to be the distance between the
outlier node and its closest node in the cluster. The validity of this intuitive
assumption is justified later in this section.
Let us refer to the distance of the outlier node from the cluster centre as
the outlier distance. We derive the probability that the outlier distance is ap-
proximately equal to ro, namely between ro − ǫ and ro + ǫ (with ǫ ≪ ro), by
calculating the probability that there is one arbitrary node located at a distance
equal to ro ± ǫ, whereas all the other nodes are not farther than ro + ǫ from
the cluster centre. Since the locations of the nodes are independent from each
other, the probability that the outlier distance in the cluster is approximately
ro (that is, ro ± ǫ) is derived as follows
pro = N p[0 ≤ r ≤ ro + ǫ]
N−1 p[ro − ǫ ≤ r ≤ ro + ǫ]. (3.6)
The quantity p[r′ ≤ r ≤ r′′] denotes the probability that the distance of an
arbitrary node from the cluster centre lies between r′ and r′′. By taking into
account Equation 3.4, we can estimate p[r′ ≤ r ≤ r′′] by the following double
integral in polar coordinates,
p[r′ ≤ r ≤ r′′] =
2π∫
0
r′′∫
r′
1
2πσ2
exp
(
−
r2
2σ2
)
r dr dθ. (3.7)
As discussed above, we expect that the percolation radius of the cluster
is given by the distance between the outlier node and its closest node in the
cluster. Therefore, for a random value of the outlier distance, let us say ro, we
have to estimate how far from the outlier node we expect to find the closest
node. In other words, we want to find the radius of the smallest possible disc
centered at the outlier node, such that exactly one other node is expected to be
found within the disc. The geometry of the problem is illustrated in Figure 3.2.
The cluster centre is at the origin of the coordinate system and the outlier node
with coordinates xo and yo, call it O, is lying at distance ro from the cluster
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Figure 3.2: The geometry of the problem. The origin of the coordinate system
is the cluster centre and point O is the outlier node. The percolation radius
Rc is calculated such that exactly one node is expected to be found within the
circle (O, Rc).
centre. We want to find the radius, Rc, of the circle centered at O, so that
exactly one node (apart from the outlier node itself) is expected to fall within
the circle.
The probability that an arbitrary node is lying within the circle (O, Rc),
i.e., within distance Rc from the outlier node, is given by the following polar
integral
pRc =
θ2∫
θ1
r2∫
r1
1
2πσ2
exp
(
−
r2
2σ2
)
r dr dθ, (3.8)
where the limits of integration for θ and r, namely the parameters θ1, θ2, r1,
and r2, are depicted in Figure 3.2.
The angles θ1 and θ2 are the slopes of the two tangent lines to the circle
(O, Rc) that pass through the cluster centre. The equation of circle (O, Rc) is
(y− yo)
2 + (x− xo)
2 = R2c , (3.9)
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and the equation of the line that passes through the cluster centre is
y = (tan θ)x. (3.10)
From Equation 3.10 we substitute y into Equation 3.9 as follows
(
(tan θ)x− yo
)2
+
(
x− xo
)2
= R2c . (3.11)
We want Equation 3.11 to represent the tangent to the circle, therefore we set
its discriminant with respect to x equal to zero and obtain two solutions for θ,
which are the parameters θ1 and θ2.
The distances r1 and r2 will be expressed as functions of the angle θ. We
solve the system of Equations 3.9 and 3.10 with respect to x and y and obtain
two solutions for x and y as a function of θ, which are the two points where the
line that passes through the cluster centre (Equation 3.10) intersects the circle
(O, Rc). The distances of the two intersection points from the cluster centre are
the parameters r1 and r2.
Using Equation 3.8 we can estimate the expected number of nodes within
distance Rc from the outlier node to be
E[NRc ] = (N − 1) pRc . (3.12)
Thus, with probability pro , the cluster percolation radius is equal to Rc, where
Rc is calculated such that
E[NRc ]
!
= 1. (3.13)
Given that, we are able to estimate the pdf of the percolation radius by making
use of the above statement for a range of values of ro. More specifically, a set
of pairs of percolation radii and their corresponding probabilities (Rc and pro)
can be used to construct the empirical pdf of the percolation radius.
We provide the pseudocode for finding Rc for a specific value of the outlier
distance in Algorithm 1. The algorithm is, of course, useful for many practical
applications and simulations.
We note that the estimation of Rc based on Equation 3.13 provides an ex-
pected value for Rc so that the outlier node is connected with its closest neigh-
bour, however, it is not a guarantee that the node is actually connected. As
this is a statistical law, its precision shall increase with the number of points
in the cluster (N). Thus, it shall hold for sufficiently large number of nodes.
Nevertheless, we can estimate the probability with which the distance Rc is
sufficient to connect the outlier node with its closest neighbour. In particular,
combination of Equations 3.12 and 3.13 shall give the following value for the
probability that an arbitrary node is lying within distance Rc from the outlier
node
pRc =
1
N − 1
. (3.14)
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Algorithm 1 Algorithm for the estimation of Rc
1: rc ← 0 ⊲ radius of circle centered at O
2: Nrc ← 0 ⊲ expected neighbours of O in circle (O, rc)
3: while Nrc < 1 do
4: rc ← rc + drc ⊲ where drc is a small distance step
⊲ Finding the limits of integration for Equation 3.8
5: Let ∆ be the discriminant of Equation 3.11 with respect to x.
6: Solve Equation ∆ = 0 with respect to θ and obtain two solutions, θ1
and θ2.
7: Solve the system of Equations 3.9 and 3.10 with respect to x and y and
obtain two solutions, (x1(θ), y1(θ)) and (x2(θ), y2(θ)).
8: r1 ←
√
x21 + y
2
1, r2 ←
√
x22 + y
2
2
9: if r1 > r2 then
10: Swap r1 and r2
11: end if
12: Estimate the probability, prc , that a node is lying within distance rc from
the outlier node (from Equation 3.8).
13: Nrc = (N − 1)prc
14: end while
15: Rc ← rc ⊲ set the critical range equal to rc
The probability that the outlier node is actually connected corresponds to the
fact that at least one out of the other N − 1 nodes lies within the circle (O, Rc).
From Equation 3.14 this probability is equal to
1− (1− pRc)
N−1 = 1−
(
1−
1
N − 1
)N−1
. (3.15)
Of course, to further increase it one can set the goal to a higher value, i.e.,
E[NRc ]
!
= c > 1. (3.16)
The fact that the outlier point is the one that determines the percolation
radius in the cluster can be easily proven. The percolation radius was deter-
mined as the distance between the outlier node and its nearest neighbour, i.e.,
as the radius of the circle centered at the outlier point, such that exactly one
node apart from the outlier node itself is expected to be found lying within
the circle. For every node in the cluster, P, let us define the radius RP of the
circle centered at P so that the circle (P, RP) is expected to contain exactly one
node apart from P, i.e., the nearest neighbour of P. By means of the pdf that
describes the probability that an arbitrary point is located at a location L , pL,
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the previous statement can be expressed by the following integral
(N − 1)
∫∫
(P,RP)
pL dA
!
= 1, (3.17)
where the area of integration (P, RP) is the circle with radius RP centered
at P and dA represents an infinitesimal area element. The left hand side of
the equality gives the expected number of points, apart from P, that fall in
the circle (P, RP). The assumption that the percolation radius of the cluster
is imposed by the outlier point is equivalent to the following statement: For
any two points, P1 and P2, at distances r1 and r2 respectively, from the cluster
centre, the inequality RP1 > RP2 holds if and only if r1 > r2. We have the
following equality
(N − 1)
∫∫
(P1,RP1 )
pL dA
!
= (N − 1)
∫∫
(P2,RP2 )
pL dA
!
= 1, (3.18)
where the area of integration (P1, RP1) (or (P2, RP2)) is the circle with radius
RP1 (or RP2) centered at P1 (or P2). For the case of a symmetric Gaussian spatial
distribution, according to Equation 3.4, we have
∫∫
(P1,RP1 )
exp
(
−
r2
2σ2
)
dA
!
=
∫∫
(P2,RP2 )
exp
(
−
r2
2σ2
)
dA
!
=
2πσ2
N − 1
, (3.19)
where r represents the distance of a location (x, y) from the cluster centre
(r2 = x2 + y2). The exponential term (exp[−r2/2σ2]) is illustrated in Figure
3.3. By observing Equation 3.19 and Figure 3.3 it is straightforward that in
order for the equality of Equation 3.19 to hold, the radius RP1 needs to be
larger than RP2 if r1 > r2. This statement does not hold only for the Gaussian
distribution, but also for every other point distribution where the probability
that an arbitrary point lies at a certain location (pL) is monotonically decreasing
with the distance from the mean (cluster centre). Therefore, this treatment
for derivating the percolation radius can be generalized and applied to every
point distribution that generates a symmetric clustered set of points around a
cluster centre and satisfies this property.
We can draw another interesting theoretical conclusion after this justifica-
tion. Let us recall the critical distances, dP and dC, explained in Section 3.1.
The parameter dC corresponds to the percolation radius we derived in this
section (the point where the network becomes connected), and the parameter
dP corresponds to the point where a spanning cluster is created which spans
the network diameter. Obviously, if the distance dC is imposed by the most
distant node to the cluster centre, then dP and dC shall coincide in this case.
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Figure 3.3: The exponential term exp[−r2/2σ2] for different values of σ.
We would like to point out that although a closed-form expression for
the critical range would be desirable, it is not a straightforward task since it
requires the estimation of the conditional probability that the critical transmis-
sion range is equal to rc, given than the outlier point is at distance ro (prc|ro).
The outlier point is at distance approximately equal to ro from the cluster
centre, but this does not necessarily hold only for a single node; this fact
complicates the estimation of prc|ro . Furthermore, the outlier point exhibits the
higher probability of being the one that shall determine the outlier distance,
however, this is not a guaranteed fact. It is probable that the critical range is
determined by a node at distance from the cluster centre slightly smaller than
the outlier distance, which means that even a calculation of the probability
prc|ro would not be sufficient for estimating the critical range. Nevertheless, the
approach we proposed by means of pairs of values (pro , Rc) is very accurate;
even if the critical range is the distance between a node at distance slightly
smaller than ro and its nearest neighbor, the pair (pro , Rc) is still a reasonable
approximation.
3.4.1 Validation through Simulations
In order to illustrate the validity of our analytical method we make a compar-
ison with empirical results obtained by simulations. We generated symmetric
Gaussian clusters with different number of nodes (N) and different values
of standard deviation (σ) to verify our analytical results. Additionally, the
simulation results provide an insight on how much a limited sampling (Monte-
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Figure 3.4: The pdf of the percolation radius in a symmetric Gaussian cluster
with 200 points and σ = 20.
Carlo sampling) might bias the results. For each generated random realiza-
tion we run a clustering algorithm to find the smallest distance for which
the network becomes connected. Figures 3.4, 3.5, and 3.6 show examples
of the analytically estimated pdfs of the percolation radii together with the
corresponding empirical pdfs. An empirical pdf of the percolation radius (for
a specific value of N and a specific value of σ) was obtained after averaging
the results of 10000 random realizations.
It is interesting to note that when it comes to a spatial Gaussian distribution,
the standard deviation, σ, affects strongly the average value of the percolation
radius and the width of its pdf. This is illustrated in Figure 3.7, where we
show two pdfs of the percolation radii when the standard deviation, σ, of
the Gaussian cluster changes. One should also note that the derived pdf is
not symmetric around the peak value, but exhibits a long tail towards large
percolation radii.
3.5 CONNECTING DISTANCE BETWEEN GAUSSIAN CLUSTERS
In this section we derive the average connecting distance between two sym-
metric Gaussian clusters. Consider two symmetric Gaussian clusters with
cluster centres C1 and C2 respectively. The distance between the cluster centres
is dC1C2 . Without loss of generality, we assume that both clusters have the same
standard deviation, σ, and consist of equal number of points, namely N. We
denote by X1 the set of N points of the one cluster with cluster centre C1, and
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Figure 3.5: The pdf of the percolation radius in a symmetric Gaussian cluster
with 50 points and σ = 20.
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Figure 3.6: The pdf of the percolation radius in a symmetric Gaussian cluster
with 300 points and σ = 50.
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Figure 3.7: The pdfs of the percolation radii in two symmetric Gaussian
clusters with σ = 10 and σ = 100. In both cases the number of points is
200.
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Figure 3.8: The area of integration D (shaded area) around a location L.
by X2 the set of N points of the other cluster with cluster centre C2. Our aim is
to find the average minimum distance between any node in X1 and any node
in X2. For the sake of shortness we shall refer to this distance as the average or
expected connecting distance, and denote it by dX1X2 .
To begin with, let us consider a single cluster with N nodes around cluster
centre C : (xC, yC). We define an area D to be a portion of a circular ring around
a location L : (xL, yL) as illustrated by the shaded area in Figure 3.8. The area D
is explicitly defined via parameters rL, φL, ∆r, and ∆φ, where φL and rL are the
polar coordinates of L (i.e., xL = rLcosφL and yL = rLsinφL). The quantities ∆r,
∆φ are depicted in Figure 3.8. The probability that an arbitrary point is located
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Figure 3.9: Dividing the space around each cluster centre by means of concen-
tric circles and radial lines.
in D is estimated by the following double integral
pD =
∫ φL+∆φ/2
φL−∆φ/2
∫ rL−∆r/2
rL−∆r/2
1
2πσ2
exp
(
−
r2
2σ2
)
r dr dφ. (3.20)
The probability that none of the N cluster points lies within D is
p¯D = (1− pD)
N, (3.21)
and the probability that D is not empty of points is (1− p¯D).
Let us consider a potential value, d, for the average connecting distance
between the two clusters. If the expected number of point pairs – where the
first point is from X1 and the second point from X2 – separated by a distance
smaller than d is greater than 1, then the expected connecting distance will be
smaller than d. Therefore, we decrease d by a small step and repeat the process
until we reach a value of d, for which the expected number of pairs at distances
smaller than d drops below 1. Clearly, the connecting distance will be smaller
than the distance between the cluster centres (dC1C2), therefore this value can
be used as an upper limit for d. Therefore, we start the procedure by setting
d = dC1C2 .
In order to estimate the number of point pairs at distances smaller than d,
we divide the space around each cluster centre into small subareas by means
of concentric circles and radial lines (Figure 3.9). Each one of these small
subareas is a portion of a circular ring, similar to area D introduced above.
Suppose an arbitrarily selected subarea D1 corresponding to C1 around a lo-
cation L1 : (x1, y1). Similarly, we consider an arbitrary subarea D2 around a
location L2 : (x2, y2) corresponding to C2 (Figure 3.9). By means of Equation
3.21 we can estimate the probability of finding a pair of points in areas D1 and
D2,
pD1D2 = (1− p¯D1)(1− p¯D2). (3.22)
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Figure 3.10: Illustration of parameters.
For every distance, d, by means of Equation 3.22 we estimate the pair existence
probability for all pairs of subareas, D1 and D2, for which the distance between
their corresponding locations, L1 and L2, is smaller than d.
We need to note that the quantity (1 − p¯D) gives the probability that the
area D is not empty of points, that is, the probability that area D contains
at least one point. Therefore, strictly speaking the pD1D2 corresponds to the
probability of having pair or pairs of points within areas D1 and D2. Since we
want pD1D2 to approach the probability that there is only one pair of points
in D1 and D2, the defined areas D1 and D2 have to be very small, so that
the probabilities (1− p¯D1) and (1− p¯D2) take very small values. In this case,
the pD1D2 is a good approximation for the existence of a single pair and the
expected number of point pairs separated by a distance smaller than d can be
estimated by
n = ∑
D1
∑
D2
dL1L2<d
pD1D2 , (3.23)
where dL1L2 is the distance between the locations L1 and L2.
However, taking into account that the distribution of the points in each
cluster is symmetric around the cluster centre, all the small subareas in the
same concentric circle around the cluster centre shall carry a cluster point with
equal probabilities (provided that we account the same ∆φ for all of them).
Let us consider two such circles (C1, rk) and (C2, rj), one corresponding to
each cluster, and the common internal tangents to the two circles (Figure 3.10).
The T1k, T2k, T1j, and T2j are the points where the two tangents intersect the
two circles as shown in Figure 3.10. For every location on circle (C1, rk), its
closest location on circle (C2, rj) is in the arc T1jT2j. Analogously, for every
location on circle (C2, rj), its closest location on circle (C1, rk) is in the arc
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T1kT2k. Consequently, given that all locations on a circle are equiprobable,
only point pairs in the arcs T1kT2k, T1jT2j are of interest for the estimation of
the average connecting distance. Hence, for every distance, d, we estimate the
pair existence probability for all pairs of subareas D1 and D2, whose corre-
sponding locations L1 and L2 are in the arcs T1kT2k and T1jT2j respectively, and
are separated by distance smaller than d.
Also, we can skip checking those pairs of concentric circles on which all
location pairs are farther away than d. These are the circles whose closest
locations are separated by distance larger than d, therefore their radii, rk and
rj, satisfy the relationship
d(C1C2)− rk − rj > d. (3.24)
Algorithm 2 gives the pseudocode for estimating the average connecting dis-
tance.
Algorithm 2 Algorithm for the estimation of dX1X2
1: d ← dC1C2
2: n ← 1
3: while n ≥ 1 do
4: d ← d− 1
5: n ← 0
6: rmin = (d(C1C2)− d)/2
7: rmax = (d(C1C2)/2)− ǫ
8: for rk ← rmin to rmax with step ∆rk do
9: for rj ← rmin to rmax with step ∆rj do
10: Find the two internal tangents to circles (C1, rk), (C2, rj)
11: Let T1k, T2k be the two tangent points to (C1, rk)
12: Let T2j, T2j be the two tangent points to (C2, rj)
13: for φk ← φ1k to φ2k with step ∆φk do
14: for φj ← φ1j to φ2j with step ∆φj do
15: dkj ← distance between points (rk, φk), (rj, φj)
16: if dkj ≤ d then
17: Define area Dk(rk, φk, ∆rk, ∆φk)
18: Define area Dj(rj, φj, ∆rj, ∆φj)
19: n ← n+ pDkDj
20: end if
21: end for
22: end for
23: end for
24: end for
25: end while
26: dX1X2 ← d
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Figure 3.11: The average connecting distance for two Gaussian distributed
clusters consisting of 50 points each. The two cluster centres are separated
by a distance of 200 metric units.
3.5.1 Validation through Simulations
We validate the analytical estimation of the average connecting distance be-
tween two symmetric Gaussian clusters by comparing analytically obtained
values with extensive simulation results. We generated pairs of identical Gaus-
sian clusters with different numbers of nodes per cluster (N), different values
of standard deviation (σ), and different distances between the cluster centres
(dC1C2). Figures 3.11 and 3.12 show examples of the analytically estimated
average connecting distances together with the corresponding values that we
obtained by simulations. The parameter N is kept constant while the σ is
increasing. In Figure 3.13 we show the average connecting value when the
σ remains the same, but the N changes. Each simulated value of the average
connecting distance (for a specific value of N, σ, and dX1X2) was obtained after
averaging the results of 500 random realizations.
3.6 GENERALIZATION TO OTHER POINT DISTRIBUTIONS
In Section 3.4 it was shown that the presented analysis is not valid only for
Gaussian distributed clusters, but for every point distribution that generates
symmetric clusters with the property that the probability of a node lying at
a certain location decreases monotonically with the distance from the cluster
centre. Furthermore, the analysis on the connecting distance between clusters,
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Figure 3.12: The average connecting distance for two Gaussian distributed
clusters consisting of 200 points each. The two cluster centres are separated
by a distance of 400 metric units.
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Figure 3.13: The average connecting distance for two Gaussian distributed
clusters with σ = 20. The two cluster centres are separated by a distance of
300 metric units.
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presented in Section 3.5, is valid for any type of symmetric clusters. Let pL
be the pdf describing the probability that an arbitrary point of the cluster is
located at a location L : (xL, yL), and let rL denote the distance of L from the
cluster centre. The analysis holds if pL is a monotonically decreasing function
with respect to rL. In addition, we suppose symmetrically shaped clusters, to
wit, all the locations on a circle centered at the cluster centre are equiprobable.
In mathematical terms, the pL is only a function of rL, and does not depend on
the specific coordinates (xL, yL).
In order to adapt the presented analysis for addressing other point distri-
butions, one only needs to modify those equations from Sections 3.4 and 3.5
that contain terms that are specific to the Gaussian distribution. These are
Equations 3.7, 3.8, and 3.20 and they can be specified for any two-dimensional
point process provided the corresponding pdf: pL . Hence, the procedure
applies exactly as described in Sections 3.4 and 3.5.
3.6.1 Case Study: Exponentially Distributed Clusters
We consider that the nodes of each cluster are positioned according to a point
distribution in which the distance from the cluster centre, rL, is following an
exponential distribution. Based on the pdf of the exponential distribution, we
may write the pdf describing the probability that a node lies at distance rL
from the cluster centre,
prL =
1
λ
exp
(
−
rL
λ
)
, (3.25)
where λ is the parameter which controls the rate of the exponential decrease.
Thus the probability that a node is found at a location L whose distance from
the cluster centre is equal to rL is provided by the following pdf
pL =
1
2πrL
prL =
1
2πrL
1
λ
exp
(
−
rL
λ
)
. (3.26)
Therefore, by means of Equation 3.26, Equations 3.7, 3.8, and 3.20, respectively,
can be written as
p[r′ ≤ r ≤ r′′] =
2π∫
0
r′′∫
r′
1
2πλ
exp
(
−
r
λ
)
dr dθ, (3.27)
pRc =
θ2∫
θ1
r2∫
r1
1
2πλ
exp
(
−
r
λ
)
dr dθ, (3.28)
and
pD =
∫ φL+∆φ/2
φL−∆φ/2
∫ rL−∆r/2
rL−∆r/2
1
2πλ
exp
(
−
r
λ
)
dr dφ. (3.29)
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Figure 3.14: The pdf of the percolation radius in a symmetric exponentially
distributed cluster with 50 points and λ = 3.
We have generated exponentially distributed clusters with different num-
ber of nodes (N) and different values of λ. Figures 3.14 and 3.15 show exam-
ples of the analytically estimated pdfs of the percolation radii together with the
corresponding empirical pdfs. We also generated pairs of identical clusters
in order to estimate the average connecting distance between them. Figure
3.16 depicts a sample of the results for a case with 200 points per cluster and
dC1C2 = 300.
We observe that the estimated values of the average connecting distance are
closer to the empirically obtained values in the case of the Gaussian distributed
clusters, than in the case of the exponentially distributed clusters. Never-
theless, we would like to mark that this is not attributed to the estimation
method, but to the nature of the exponential distribution. Specifically, due
to the fact that the exponential distribution has a slowly decreasing pdf, we
actually verified that the position of the outlier points – which are the ones that
play a decisive role in our estimations – is very much uncertain. That is, among
different random realizations of the point distribution with the same parame-
ters, the distances of the outliers from the cluster centre vary significantly and
the expected numbers of nodes found within annuli at large distances from
the cluster centre can happen to be significantly different than the expected
theoretical ones, as they are directly estimated from the pdf (Equation 3.26).
3.6. GENERALIZATION TO OTHER POINT DISTRIBUTIONS 41
0 10 20 30 40 50 60 70 80 90
0
0.01
0.02
0.03
0.04
0.05
percolation radius
p
ro
b
ab
il
it
y
 d
en
si
ty
 
 
empirical
analytical
Figure 3.15: The pdf of the percolation radius in a symmetric exponentially
distributed cluster with 200 points and λ = 10.
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Figure 3.16: The average connecting distance for two exponentially distributed
clusters consisting of 200 points each. The two cluster centres are separated by
a distance of 300 metric units.
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3.7 DISCUSSION
For the case of the percolation radius within a cluster (Section 3.4) we were
able to estimate its pdf, whereas for the connecting distance between clusters
(Section 3.5) we estimated only the average value. In the former case we were
able to derive the probability that the outlier distance takes a certain value
because the location of an arbitrary point in the cluster in independent of the
locations of the other points. Therefore, the probability of a certain outlier
distance was formulated in Equation 3.6 by means of a simple multiplication
because the two probabilities appearing in the equation are independent of
each other. On the other hand, as far as the connecting distance between
clusters is concerned, let us consider two small areas D1 and D
′
1 corresponding
to C1, and a small area D2 corresponding to C2. Obviously, the event that a pair
of points is to be found within areas D1, D2 is not independent of the event that
a pair of points is to be found within D′1, D2. For this reason, the probability
of the combined event that a pair exists in D1, D2 and a pair exists in D
′
1, D2
can not be simply evaluated as the product of the probabilities of the separate
events. There are dependencies among the pair existence probabilities which
are not easily analytically tractable and this does not allow an estimation of
the pdf of the connecting distance.
Furthermore, it is particularly interesting to get an insight of the extent to
which the point distribution affects the percolation characteristics of a wire-
less network. We generated a Gaussian cluster, an exponentially distributed
cluster, and a Poisson distribution of nodes such that they all exhibit identical
point densities, i.e., the same number of nodes within the same amount of
area. In particular, we generated 1000 random realizations of each distribution
type with 200 nodes by selecting the parameters – namely, σ, λ, and the region
of the Poisson distribution – accordingly, so that the average area of the axis-
aligned minimum bounding rectangle for each of the topologies is the same.
In Figure 3.17 we plot the empirical pdfs of the percolation radii for the three
distributions, from which we observe that the average value of the percolation
radius, as well as the width of each pdf differs significantly for the three cases.
The width of the pdf is associated with the uncertainty involved in the estima-
tion of the percolation radius. More specifically, the wider and less peaked the
pdf, the higher the uncertainty in the determination of the percolation radius.
Thus, it is interesting to observe that the clustered point distributions exhibit
a significantly higher uncertainty in the estimation of the percolation radius in
comparison to the Poisson distribution. In conclusion, the point distribution
influences considerably the percolation characteristics of the network. Thus
the study of percolation within the context of wireless networks needs indeed
to extend beyond the assumption of Poisson distributed nodes. Furthermore,
the dependence of percolation radius on the point distribution also indicates
that not only connectivity, but also other communication properties – such as
capacity and achievable sum-rate – can be dependent on point distribution.
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Figure 3.17: The empirical pdfs of the percolation radii for a Poisson distribu-
tion, a Gaussian distributed cluster and an exponentially distributed cluster
exhibiting the same point density. Each topology consists of 200 nodes.
Finally, we would like to note that the formulation of the network con-
nectivity problem as a percolation problem with respect to distance is in fact
similar to the problem definition adopted in the classical paper by Gupta and
Kumar [39]. In general, a distance-based definition of connectivity is equiva-
lent to connectivity definitions that are based on a path loss model, in which
the received power is solely dependent on the distance between sender and
receiver, i.e., does not take into account any type of fading.
3.8 SUMMARY
In this chapter we presented analytical results on the percolation of a clustered
node distribution. Although percolation has been widely studied in the con-
text of wireless networks, the majority of existing literature is based on the
assumption of Poisson distributed nodes. As far as we are aware, we are the
first to present analytical results on the percolation or critical range of clustered
distributions. However, in many real cases the distribution of wireless nodes
might exhibit some sort of clustering, thus clustered distributions are of great
interest for modelling wireless network topologies.
As a paradigm we considered a configuration consisting of a set of symmet-
ric Gaussian clusters. We estimated the pdf of the percolation radius within
a Gaussian cluster, and the average connecting distance between a pair of
clusters. However, apart from the results derived specifically for Gaussian
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clusters, this approach aims to suggest a framework that can be generalized for
addressing other types of clustered distributions as well. The derivation of the
average minimum connecting distance between two clusters can be applied
to other types of symmetric clusters as well. Additionally, the method we
presented for estimating the pdf of the percolation radius within a Gaussian
cluster can be generalized to any other type of symmetric clusters with the
property that the probability that an arbitrary point lies at a certain location is
monotonically decreasing with the distance from the cluster centre. We pre-
sented a model of exponentially distributed clusters that follows this property.
The correctness of our analytical methods are verified by simulation results.
4A MEAN FIELD ANALYSIS OF
CSMA/CA THROUGHPUT
In this chapter we present a mean field analysis of the CSMA/CA through-
put with respect to the offered traffic. CSMA/CA protocols are extensively
employed in commercial wireless networks like, for instance, in IEEE 802.11
networks. Therefore, the analysis of this family of MAC protocols is without
doubt a topic of significant interest for the networking community. There
exists a considerable amount of literature on the analysis of CSMA/CA MACs,
but the topic can not be, in any case, considered as exhausted.
The mean field theory is an approximation method from the field of statis-
tical mechanics, intended to address systems of many interacting particles that
can not be solved exactly. The idea behind it is to simplify the treatment of a
many-body system by describing the interaction of one particle with the other
interacting particles in the system by an average potential, the so-called mean
field.
In the case of a CSMA/CA model, the nodes of a wireless network consti-
tute a set of interacting particles that interact through the fact that they contend
for access to a shared transmission medium. The behaviour of a node that
wants to transmit a packet and the success of the transmission depend upon
the current actions of the other nodes, which determine the current state of the
shared channel. In our mean field approach the individual node behaviours
are reduced to an averaged channel state. The averaged channel state is the
so-called mean field in our problem, with which a node interacts.
We estimate the amount of busy slots and the aggregate network through-
put with respect to the offered traffic for the case of a single-hop network.
We consider a slotted CSMA/CA scheme that is very similar to the algorithm
described in the IEEE 802.15.4 standard. Our analysis is of a recursive form;
starting from a very small amount of offered traffic, at each step we increase
the offered traffic by a small amount and make use of a parameter estimated
in the previous step. Our model also takes into account retransmissions [5].
4.1 MEAN FIELD APPROXIMATION
The mean field approximation originates in statistical mechanics and it is a
widely used approximation method employed to address systems of many
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interacting particles that cannot be solved exactly. The strongest advantage
of mean field methods is their simplicity. In a loose sense, the concept of
mean field theory is to describe the effect of all other individuals on any given
individual by a single average effect (the mean field). In other words, the
interaction of one particle with the other interacting particles in the system
is reduced to an approximate problem where the certain particle is considered
to be under the influence of a mean field, which results from the collective
behaviour of all the other interacting particles. Thus, the interaction of an
individual with the remaining ones is reduced from a many-body problem to
a one-body problem. For a more comprehensive presentation of mean field
theory one may refer to [58, 59].
In order to demonstrate the essence of mean field theory we consider the
application of one of its simplest interpretations, namely the Weiss theory of
ferromagnetism [60], on the Ising model. Particularly, we consider a system
consisting of N spins, where each spin i ∈ {1, 2, · · · , N} can point in one of
two directions denoted by σi = +1, or σi = −1. Each spin interacts with its
neighbouring spins through a coupling constant J, as well as with an external
magnetic field h. The Hamiltonian, i.e., the total energy of the system, is given
by
H = −J ∑
〈ij〉
σiσj − h∑
i
σi, (4.1)
where the symbol 〈ij〉 denotes a pair of interacting spins i and j, thus, the
first sum runs over all pairs of particles that interact with each other. By
considering all contributions involving spin i we define the energy of the single
spin i as,
Ei = −Jσi ∑
j
σj − hσi. (4.2)
The mean field approximation constitutes in replacing the actual values of the
spins interacting with spin i by the mean spin value, which we will denote by
σ. Therefore, Equation 4.2 is simplified to
Ei = −Jσinσ− hσi, (4.3)
where n is the number of spins interacting with spin i. The mean spin value is
given by
σ =
1
N
N
∑
j=1
σj. (4.4)
Therefore, the energy of spin i can be writen as
Ei = −σi hmf, (4.5)
with
hmf = Jnσ+ h. (4.6)
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The energy of spin i has been now transformed into a one-body problem where
spin i is under the effect of an external magnetic field hmf, which is the sum of
the external field h, and of the mean field induced by the interacting spins, Jnσ.
Evidently, the mean field approximation is based on a central assumption
that the fluctuations around the mean value are so small that they can be ne-
glected. In addition, the states of the particles are considered to be statistically
independent. For example, in the Ising model the orientation of a spin is
statistically independent of the orientation of any other spin. Naturally, the
accuracy of a mean field approximation improves as the size of the system
under study becomes larger. It is a universal fact that averages become more
accurate when they are based on larger samples, therefore as the number of
particles increases the estimated mean field becomes preciser and fluctuations
average out. Also, the validity of the statistical independence assumption is
strengthened as the number of objects grows.
4.2 RELATED WORK
The first analytical model for a CSMA/CA protocol is due to Bianchi, who
proposed a Markov chain model to analyze the saturation throughput of the
IEEE 802.11 Distributed Coordination Function (DCF) [61, 62]. Since then,
Bianchi’s model has been widely used as a framework. It has been subse-
quently modified for addressing different network conditions and different
variations of CSMA/CA mechanisms. To the best of our knowledge, the vast
majority of the existing throughput analyses of CSMA/CA protocols proposed
in the literature employ a Markov chain.
Several variations of Markov chains have been also developed for the per-
formance analysis of the slotted CSMA/CA scheme used in the IEEE 802.15.4
standard [63], the one on which we base the analysis to follow. In [64], Park et
al. presented the first attempt, where they estimated analytically the through-
put and energy consumption under the assumption of saturated traffic con-
ditions. Other studies that rely on the assumption of saturated traffic are, for
example, [65,66]. In [67] and [68] the authors study the throughput and energy
consumption for scenarios with unsaturated traffic, but without taking into
account retransmissions. Additionally, the latency is evaluated in [69]. Un-
saturated traffic conditions and retransmissions are considered, for example,
in [70, 71].
To the extent of our awareness, in almost all of the existing analyses a
Markov chain is used to model the operation of a single node in the net-
work. The interaction between the Markov chains that model different nodes
is realized through a probability parameter, which represents a mean value
that is related to the state of the common channel (it is, for example, either
the channel sensing probability, or the transmission probability for a node in
an arbitrary time slot). Therefore, this formulation can be interpreted to be
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based on a mean field assumption and exhibits an analogy to a mean field
approximation [72]. Furthermore, using mean field techniques, the authors in
[73] showed that for random backoff algorithms the source behaviours become
mutually independent as the number of sources increases. This justifies the
employment of separate Markov processes for each node that interact through
a mean field parameter. An analogous statement for a more generic scenario
of interacting objects is also proved in [74].
Despite the fact that the mean field approximation is hardly applied in the
field of wireless networks, there are certainly a few examples of such studies.
For instance, results from mean field theory are used to determine the NE for
a proposed power control policy for cognitive networks in [75]. In [76] the
authors present a compositional construction of a mobility model using Petri
Nets and its analysis by means of a mean field approximation. A partial mean
field approximation is introduced in [13] for estimating the throughput and
end-to-end delay in ad hoc networks. There are also a few studies based on
mean field game theory – a topic in game theory that stems from mean field
theory (see, for example, [77]). A generic mean field model for interacting
agents that can be exploited in the context of various scenarios in computer
and communication systems is proposed in [78]. Finally, strongly related to
wireless networks is the work of Barabasi et al. exploiting mean field theory
on the connectivity of scale-free random networks [79].
4.3 DESCRIPTION OF THE CSMA/CA MODEL
In this section we describe the operation of the CSMA/CA algorithm under
study. We consider a slotted Carrier Sense Multiple Access (CSMA) scheme
with Binary Exponential Backoff (BEB). The details of the protocol follow
relatively closely the algorithm described in the IEEE 802.15.4 standard [63],
with the difference that instead of two, we perform only a single Clear Channel
Assessment (CCA) for allocating the channel. In addition to the following
description, the operation of the algorithm is illustrated as a flow chart in
Figure 4.1.
The time is divided into equal-duration slots. A node wishing to transmit
a packet waits until the beginning of the next time slot and selects randomly
a backoff interval b, that is, a random number of time slots in the range of 1
to 2BE. The parameter BE is the Backoff Exponent (BE) and is initially set to a
predefined minimum value, BEmin. The node backoffs (waits) for the number
of time slots that was randomly selected as backoff time (i.e., for b time slots).
When the backoff timer expires the node senses the channel to verify whether
it is busy or idle. If the channel is assessed idle the node starts transmitting
at the beginning of the following time slot. If the channel is sensed busy, the
node repeats the backoff process after increasing the value of the BE by one.
4.3. DESCRIPTION OF THE CSMA/CA MODEL 49
CSMA/CA
transmitted r times?
BE = BEmin
Failure
Drop packet
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Figure 4.1: The CSMA/CA algorithm.
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This can continue until the BE takes a maximum value, BEmax. If the BE
reaches the maximum value and a packet is still not transmitted, the value of
the BE is initialized again to BEmin and the procedure starts over again. We do
not set a limit for the total number of times the algorithm can backoff until a
packet is finally transmitted, but our analysis can be modified to address such
a limit.
Each packet is acknowledged, and an Acknowledgement packet (ACK) is
sent immediately upon reception of a packet without using the CSMA/CA
mechanism. A packet loss is detected by the timeout of the retransmission
timer at the sender. The expiration of the retransmission timer triggers a re-
transmission of the corresponding packet. The number of times a specific
packet is transmitted are counted and after r unsuccessful transmissions a
packet is dropped.
In order to assess whether the channel is busy or idle, in most implementa-
tions of the IEEE 802.15.4 MAC a node performs two CCAs in two consecutive
time slots. For the sake of simplicity we consider a scheme that performs
only a single CCA. In order to guarantee that ongoing transmissions will
not go undetected when using a single CCA, we take care that the following
two conditions are fulfilled: First, the time slot duration should be longer
than the maximum propagation delay in the network. Second, the execution
of a CCA should not be performed just by sensing the channel on the time
slot boundary, but by sensing the channel, either continuously or periodically,
for the duration of the time slot. Nevertheless, although this shall increase
the degree of complication, it is possible to modify the analysis to address a
scheme that applies two consecutive CCAs.
4.4 MEAN FIELD FORMULATION OF SLOTTED CSMA/CA
We consider a single-hop network consisting of N nodes, where all nodes
generate equal amounts of Constant Bit Rate (CBR) traffic and use a slotted
CSMA/CA protocol to gain access to the channel at the MAC layer. The details
of the operation of the CSMA/CA scheme under study are described in Section
4.3. Our aim is to estimate the fraction of busy slots and the aggregate network
throughput with respect to the offered traffic.
In a single-hop wireless network with N nodes, through the contention
for accessing the shared medium, a certain node practically interacts with
the remaining N − 1 nodes of the network. Considering a certain, arbitrarily
selected node, its behaviour and the outcome of its actions depend upon the
simultaneous actions of the other N − 1 nodes, which determine the current
state of the shared channel. Our mean field analysis consists of treating the
interaction of a node with the other nodes by mapping their collective be-
haviour to a channel state (idle, busy with collision, or busy with successful
data transmission). Then, the channel state is the so-called mean field in our
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Figure 4.2: An typical curve of CSMA/CA throughput on normalized axes
with respect to the channel capacity.
problem, with which the certain node interacts. Also, as typically considered
in mean field approximations, we neglect any fluctuations and we suppose
averaged channel conditions with respect to time, i.e., all time slots correspond
to a specific channel state with the same probability.
We present a recursive analysis. We start our analysis by considering a very
small amount of offered traffic and, at each step, we increase the traffic by a
small, constant amount. At each step of traffic, except from the initial one, we
make use of a parameter estimated in the previous step. The subscript t next
to the parameters shall stand for the corresponding step (or amount) of offered
traffic. Therefore, at each step, t, we make use of a quantity estimated in the
previous step, t− 1. Since we study a slotted protocol for the sake of simplicity
all time-related quantities are expressed in time slots.
The qualitative behaviour of the CSMA/CA throughput with respect to
offered traffic is well known. A typical curve for a scenario with 20 users is
illustrated in Figure 4.2. The axes are normalized with respect to the channel
capacity (i.e, a normalized value of throughput (offered traffic) equal to one
indicates that the throughput (offered traffic) is equal to the channel capacity).
Based on the behaviour of the throughput against the offered traffic we iden-
tify three different phases, which we treat differently. The first phase (Phase
1) corresponds to the lower values of traffic where the aggregate throughput
grows with rate approximately proportional to the increase of offered traffic,
or, in other words, the throughput is approximately equal to the offered traffic.
Then, in the second phase (Phase 2) the throughput is already close to the
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saturation point and increases only slightly as the offered traffic grows. And
finally, at some point we reach the saturation point where the throughput
remains approximately constant (Phase 3).
4.4.1 Phase 1
For the analysis of the phase 1 we introduce a second recursion; for a step of
offered traffic, t, we begin with an initial estimate of the busy slot probability
assuming no retransmissions are done. Then, we go through as many itera-
tions as the retransmissions limit, we estimate the collision probability, and
update the busy slot probability accordingly taking into account the collisions
and the retransmissions. The number in the second subscript shall refer to
the number of retransmissions we are taking into account. In order to ease
readability, we summarize all the parameters that will be used throughout the
analysis in Table 4.1.
Let T be the duration of the period under study in time slots and Mt,0
denote the number of packets generated by the application layer of each node
in the duration T. In an ideal case where no collisions occur the transmission
of all the generated packets would result to NMt,0L busy time slots, where L
is the number of time slots needed to transmit a packet and the corresponding
ACK. We average over time to obtain the probability that an arbitrary slot is
busy, that is,
P′t,b0 =
NMt,0L
T
. (4.7)
However, in reality some packets will be transmitted simultaneously and
collide. Therefore, with a retransmission limit equal to zero (i.e., no retransmis-
sions), the busy slot probability is lower than the one attained by Equation 4.7.
Specifically, we need to subtract a factor that corresponds to collided packets,
but this parameter can not be evaluated at this stage. We apply a recursion and
use as an approximation the probability that a slot carries a collision estimated
at the previous step of offered traffic. Thus, Equation 4.7 becomes
Pt,b0 = P
′
t,b0
− Pt−1,c0 =
NMt,0L
T
− Pt−1,c0 , (4.8)
where the exact definition and estimation of the probability Pt−1,c0 will follow
below. Provided that the step of increase of the offered traffic is small enough,
the recursion used in Equation 4.8 gives a sufficiently good approximation.
Additionally, we need to note that the subtraction of this second term corre-
sponds to a situation in which all collisions involve only two packets. This
does not hold for all of the collisions, but probabilistically should be actually
true for the vast majority of them, thus Equation 4.8 is still a sufficient approx-
imation. Obviously, for the initial step of offered traffic we do not have any
value for the probability Pt−1,c0 . However, if we start from a very small value
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Table 4.1: Parameters used in the analysis. The t and i in the subscripts
refer to the step (or amount) of offered traffic and to the current value of the
retransmission limit respectively.
Symbol Description
N number of nodes
T duration of period under study in time slots
L time slots for transmitting packet and ACK
Mt,i number of packets per user
Pt,bi busy slot probability
Kt,i discrete random variable for the number of sense attempts to
transmit a packet
nt,i average number of transmission attempts for a packet
τt,i probability that a node performs a CCA in an arbitrary time slot
Pt,coli probability that a transmitted packet suffers a collision
Pt,ci probability that an arbitrary slot corresponds to a collision
xt expected fraction of idle slots due to lack of coordination among
nodes
x′t updated value of xt after updating the busy slot probability
n exponent for the correction of busy slot probability in the phase 1
(Section 4.4.1.1)
at additional number of time slots expected to be filled in the phase
2
Pk,idle probability that the channel is assessed idle at the k-th transmis-
sion attempt
〈b〉 average backoff value (in time slots)
Aj j-th transmission attempt〈
bj
〉
average backoff value at the j-th transmission attempt (in time
slots)
PˆAj normalized probability of occurrence of Aj
BEj value of the BE at the j-th transmission attempt
w probability that an arbitrary time slot is not sensed by a certain
node
B average length of the busy period (in time slots)
I average length of the idle period (in time slots)
Pt,s probability that an arbitrary slot corresponds to successful packet
transmission (normalized throughput)
Lack time slots for transmitting an ACK
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of offered traffic we can assume that this probability approximates zero.
Given the probability that an arbitrary slot is busy, Pt,b0 , we can estimate
the probability that a packet is transmitted at the k-th transmission attempt,
i.e., after finding the channel busy k− 1 times. Let us define a discrete random
variable, Kt,0, for the number of sense attempts needed to transmit a packet
and construct its probability mass function (pmf), Pt,0[Kt,0 = k]. The derivation
for Pt,0[Kt,0 = k] is presented in Section 4.4.5. Then, we can find the average
number of transmission attempts needed for the transmission of a packet as
follows
nt,0 =
∞
∑
k=1
k Pt,0[Kt,0 = k]. (4.9)
Since we know that each user sends Mt,0 packets, we can estimate the proba-
bility that a node performs a CCA in an arbitrary time slot
τt,0 =
Mt,0 nt,0
T
. (4.10)
Given that a node sensed an idle channel and is going to transmit a packet
at the beginning of the next time slot, the transmitted packet will suffer a
collision if at least another one of the nodes performed a CCA in the same
time slot in order to transmit a packet as well. Therefore, the probability that a
transmitted packet suffers a collision is
Pt,col0 = 1− (1− τt,0)
N−1. (4.11)
Additionally, we would like to estimate the probability that an arbitrary slot
corresponds to a collision. A collision will occur in a slot if two or more nodes
sensed the channel in the precedent time slot and found it to be idle. The
transmission of a packet takes L time slots, therefore L consecutive time slots
shall correspond to a collision upon the occurrence of this event. Thus, the
probability that an arbitrary slot carries a collision is
Pt,c0 =
(
1− (1− τt,0)
N − Nτt,0(1− τt,0)
N−1
)
(1− Pt,b0)L. (4.12)
Therefore, if we increase the retransmission limit to one the number of
packets each user has to transmit becomes
Mt,1 = Mt,0 + Mt,0Pt,col0 . (4.13)
The packets that collide will be retransmitted once, thus we will have an in-
crease of the busy slots approximately equal to the number of slots with colli-
sions. Thus, for a retransmission limit equal to one, the busy slot probability
is
Pt,b1 = Pt,c0 + Pt,b0 . (4.14)
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Then, given the updated busy slot probability, Pt,b1 , we recalculate the pmf
that a packet is transmitted at the k-th attempt, Pt,1[Kt,1 = k], and we find the
average number of transmission attempts per packet
nt,1 =
∞
∑
k=1
kPt,1[Kt,1 = k], (4.15)
and the probability of a node performing a CCA in an arbitrary time slot
τt,1 =
Mt,1nt,1
T
. (4.16)
Since retransmissions result in increasing the busy slot probability, obvi-
ously the amount of collisions rises as well. The probability that a transmitted
packet suffers a collision will now be
Pt,col1 = 1− (1− τt,1)
N−1, (4.17)
and the probability of a slot with collision is
Pt,c1 =
(
1− (1− τt,1)
N − Nτt,1(1− τt,1)
N−1
)
(1− Pt,b1)L. (4.18)
If we set now the retransmission limit to two, similarly to Equations 4.13
and 4.14, the number of packets per user will be
Mt,2 = Mt,0 + Mt,0Pt,col1 , (4.19)
and the busy slot probability becomes
Pt,b2 = Pt,c1 + Pt,b0 . (4.20)
Therefore, we can continue with the estimation of the other parameters analo-
gously to Equations 4.15-4.18.
The recursive procedure we described so far can be repeated several times
until the retransmission limit reaches the desired value. In the discussion to
follow we will be considering that the retransmission limit is set to r, and
the procedure has been performed as many times as required to obtain the
corresponding parameters.
4.4.1.1 Lack of Coordination
What we have described so far ignores an operational aspect of the protocol,
which is the overhead introduced by the lack of coordination (or synchroniza-
tion) among the nodes. Due to the fact that each node is selecting randomly
and independently from the others its backoff intervals, it just happens that all
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nodes are backing off at some particular moments. Therefore, even in the case
of saturated traffic a certain amount of slots will remain idle. To incorporate
this effect we define a parameter xt, that is the expected fraction of idle slots
due to this particular fact. The derivation of xt is presented in Section 4.4.6.
Apparently, we have to apply a correction to the busy slot probability since
it was estimated without taking into account the lack of coordination among
the randomly selected backoffs. A portion of the busy slot probability that is
proportional to xt must be subtracted in order to obtain a corrected estimation.
Thus,
Pt,br = Pt,br − Pt,brxtα, (4.21)
where α is a parameter between 0 and 1 that controls the influence of xt on the
busy slot probability.
When the amount of offered traffic is small and the busy slot probability
is low, a large fraction of the channel capacity is anyway idle and the lack of
coordination among the nodes due to their randomly selected backoffs hardly
affects the so far estimated busy slot probability. As the offered traffic grows
and the utilization of the channel increases, the lack of coordination starts
affecting significantly the busy slot probability. Therefore, the value of α needs
to increase with Pt,br . By intuition, we set α = (Pt,br)
n, hence the corrected
value of the busy slot probability is
Pt,br = Pt,br − Pt,brxt(Pt,br)
n. (4.22)
The effect of xt on the busy slot probability is also dependent upon the
number of nodes (N), and upon the minimum and maximum BE values (BEmin
and BEmax). In particular, larger numbers of nodes mean that a smaller fraction
should be subtracted from Pt,br due to lack of scheduling. Also, the larger the
BEs the more probable that a slot will remain idle because all nodes are cur-
rently backing off, therefore a larger portion of the Pt,br needs to be subtracted.
These two effects need to be incorporated by means of appropriate selection
of the value of n. As far as the number of users is concerned, the value of n is
proportional to the number of users, i.e., if the number of users is doubled,
then the value of n should be multiplied by two. However, although we
have an understanding of whether the value of n should increase or decrease
with the minimum and maximum BE values, we are not able to estimate it
analytically so far, but only empirically (by means of simulations).
Since we applied a correction to the estimated value of the busy slot prob-
ability, we have to update accordingly all the other parameters that are going
to be used in the calculations to follow. Given the new Pt,br , we can estimate a
corrected value for the probability that a node performs a CCA in an arbitrary
time slot, τt,r, by solving the following equation with respect to τt,r,
Pt,br =
(
1− (1− τt,r)
N
)
(1− Pt,br)L. (4.23)
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Equation 4.23 states that a slot shall be busy if at least one node sensed the
channel in the precedent time slot and found it to be idle. The transmission
of a packet takes L time slots, therefore L consecutive time slots will be busy
upon the occurrence of this event.
Finally, we calculate a new value, x′t, based on the updated value of the
busy slot probability. In order to do this, we need beforehand to estimate the
pmf, Pt,r[Kt,r = k], and the average backoff value, 〈b〉 (see Sections 4.4.5 and
4.4.6).
4.4.2 Phase 2
There is still some margin for throughput improvement in the phase 2. How-
ever, the channel is already heavily loaded and the throughput increase can not
be any more analogous to the increase of the offered traffic. For analyzing the
system at a step of traffic, t, we use the parameters estimated at the previous
traffic step, t− 1.
At step t, the amount of remaining idle time slots in terms of packet trans-
mission times is
(1− Pt−1,br)
T
L
. (4.24)
Taking into account the parameter x′t−1, we estimate how many of the idle slots
can potentially become occupied in terms of packet transmission times
pt = (1− Pt−1,br − x
′
t−1Pt−1,br)
T
L
. (4.25)
Then, by means of the probability that a node performs a CCA in an arbitrary
time slot, τt−1,r, we estimate how many additional time slots are expected to
be filled
at =
(
1− (1− τt−1,r)
N
)
ptL. (4.26)
And finally we can calculate the busy slot probability as
Pt,br = Pt−1,br +
at
T
. (4.27)
After estimating the Pt,br we can proceed with estimating the pmf Pt,r[Kt,r =
k] and the x′t (as described in Sections 4.4.5 and 4.4.6).
4.4.3 Phase 3
In the phase 3 we have reached the saturation point where the throughput
does not increase further with the offered traffic. Therefore, we simply have
Pt,br = Pt−1,br = Pt2→3,br , (4.28)
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where t2→3 is the transmission point from the phase 2 to the phase 3, i.e., is the
last traffic step of the phase 2.
4.4.4 Transition Points
Since the system behaviour with respect to throughput is divided into three
phases, we have to define two phase transition points. Specifically, we have to
determine at which step of traffic the system enters the phase 2, and at which
step it enters the phase 3.
The phase 2 corresponds to the situation where the throughput increases
only to a small extent, and not proportionally to the offered traffic. Actu-
ally, the fact that stands as an obstacle to the continuation of the throughput
increase at a rate comparable to the increase of the traffic is the lack of syn-
chronization among the nodes that was discussed in Section 4.4.1.1, and was
quantitatively characterized by means of the parameter xt. The system enters
the phase 2 when the fraction of idle slots becomes smaller than the parameter
xt. Therefore, we have,
1− Pt,br > xt Phase 1
1− Pt,br < xt Phase 2.
(4.29)
Let us denote the last step of traffic for which the system is still in the phase
1 by t1→2. Based on the parameter xt we calculated an updated value of the
busy slot probability, and then an updated value x′t. As the system enters
the phase 2 the throughput grows only marginally with the offered traffic
up to the saturation point where the throughput does not increase further
even if the offered traffic grows. The throughput can not any more increase
proportionally to the offered traffic due to the effect expressed by parameter
xt, but the correction applied afterwards at the busy slot probability (Equation
4.21), which led subsequently to a new estimation of x′t, is what defines the
small margin to saturation. Hence, the updated value x′t1→2 (the value of x
′
t
that corresponds to the traffic step t1→2) shall give the transition point where
the system enters the phase 3. Specifically, we have,
1− Pt,br > x
′
t1→2
Phase 2
1− Pt,br < x
′
t1→2
Phase 3.
(4.30)
4.4.5 The pmf of the Number of Sense Attempts
In this section we present the derivation of the pmf that a packet is transmitted
at the k-th transmission attempt, Pt,i[Kt,i = k].
A packet is transmitted at the k-th transmission attempt when the first k− 1
channel assessments find the channel to be busy and the k-th attempt finds
the channel idle. For the sake of shortness, in the current section we denote
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the probability that an arbitrary slot is idle by Pi (i.e., Pi = 1 − Pt,bi). The
first transmission attempt finds the channel idle with probability P1,idle = Pi.
Otherwise, with probability 1 − Pi the channel is assessed busy because the
CCA took place during the transmission of another packet, suppose at the m-th
slot of the packet transmission duration, with 1 ≤ m ≤ L. We suppose that all
candidate values for m (that is, 1, 2, · · · , L) are equiprobable, with probability
1/L.
In the case the channel was assessed busy the node will randomly select a
backoff value, b, and sense the channel again after b time slots. The outcome
of the following CCA depends on the random values of m and b. Specifically,
if the values of m and b are such that b ≤ L−m, then the next CCA takes place
during the same ongoing transmission, therefore the channel will be found
idle with probability zero. The time slot following directly after the end of
the ongoing transmission is always idle, therefore the channel will be found
idle with probability one if b = L− m+ 1. Otherwise, for b > L− m+ 1 the
channel will be sensed idle with probability Pi.
For a certain backoff value, b, the probability that the channel shall be found
idle depends on the value of m. Assuming that all possible values for m are
equiprobable with probability 1/L, the mean probability that the channel is
found idle is
m=1︷︸︸︷
1
L
0 +
m=2︷︸︸︷
1
L
0 + · · ·+
1
L
0︸ ︷︷ ︸
L−b
+
1
L
1 +
1
L
Pi +
1
L
Pi + · · ·+
m=L︷︸︸︷
1
L
Pi︸ ︷︷ ︸
b−1
=
1
L
1 +
b− 1
L
Pi.
(4.31)
Obviously, if b > L the mean probability that the channel is idle is
m=1︷︸︸︷
1
L
Pi +
m=2︷︸︸︷
1
L
Pi + · · ·+
m=L︷︸︸︷
1
L
Pi = Pi. (4.32)
The backoff value is randomly selected in the range [1, 2BE], where the BE
is increased by one after every unsuccessful transmission attempt, hence it
depends on k. All possible backoff values are equiprobable, therefore b takes
a certain value with probability 1/2BE. In order to estimate the probability
that the node finds an idle channel at the k-th sense attempt for k ≥ 2, we
distinguish two different cases with respect to the maximum possible value of
the backoff compared to the packet size. With the help of Equations 4.31 and
4.32 we can construct the following two probabilities. If the maximum possible
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backoff is smaller than the packet size (2BE ≤ L), we have
Pk,idle =
1
2BE
( 1
L
1
)
︸ ︷︷ ︸
b=1
+
1
2BE
( 1
L
1 +
1
L
Pi
)
︸ ︷︷ ︸
b=2
+
1
2BE
( 1
L
1 +
2
L
Pi
)
︸ ︷︷ ︸
b=3
+ . . . +
1
2BE
( 1
L
1 +
2BE − 1
L
Pi
)
︸ ︷︷ ︸
b=2BE
=
=
1
2BE
2BE
∑
l=1
( 1
L
1 +
l − 1
L
Pi
)
.
(4.33)
Otherwise, in the case where the packet size is larger than the maximum pos-
sible backoff (2BE > L) we have
Pk,idle =
1
2BE
( 1
L
1
)
︸ ︷︷ ︸
b=1
+
1
2BE
( 1
L
1 +
1
L
Pi
)
︸ ︷︷ ︸
b=2
+
1
2BE
( 1
L
1 +
2
L
Pi
)
︸ ︷︷ ︸
b=3
+ . . . +
1
2BE
( 1
L
1 +
L− 1
L
Pi
)
︸ ︷︷ ︸
b=L
+
+
1
2BE
Pi + . . . +
1
2BE
Pi︸ ︷︷ ︸
b=L+1,...,2BE
=
=
1
2BE
L
∑
l=1
( 1
L
1 +
l − 1
L
Pi
)
+
1
2BE
2BE
∑
l=L+1
Pi.
(4.34)
We can summarize the probability that the channel is assessed idle at the
k-th channel attempt as follows
Pk,idle =


Pi = 1− Pt,bi , if k = 1
1
2BE
2BE
∑
l=1
(
1
L1 +
l−1
L Pi
)
, if k ≥ 2 and 2BE ≤ L
1
2BE
L
∑
l=1
(
1
L1 +
l−1
L Pi
)
+ 1
2BE
2BE
∑
l=L+1
Pi, if k ≥ 2 and 2
BE
> L.
(4.35)
Finally, the probability that a packet is transmitted at the k-th transmission
attempt corresponds to the probability that the first k − 1 attempts find the
channel busy and the k-th attempt finds the channel idle, that is calculated as
follows
Pt,i[Kt,i = k] =
( k−1
∏
l=1
(1− Pl,idle)
)
Pk,idle. (4.36)
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4.4.6 Fraction of Idle Slots Due to Lack of Coordination
As discussed in Section 4.4.1.1, a fraction of slots, xt, remains idle due to the
lack of synchronization among the nodes, and particularly due to the fact that
each node is selecting randomly and independently from the others its backoff
intervals. In this Subsection we present the derivation of xt.
Given the pmf that a packet is transmitted at the k-th attempt, Pt,i[Kt,i = k],
we can calculate the average backoff value in the system, 〈b〉. For a packet that
is transmitted at the k-th transmission attempt the system goes through 1 to k
transmission attempts, each with the corresponding BE. Let us denote by Aj
the j-th transmission attempt (either successful or not). The j-th transmission
attempt shall occur in all cases when a packet is transmitted at the k-th trans-
mission attempt such that k ≥ j. Thus, to each transmission attempt, Aj, we
can assign a probability of occurrence, PAj ,
PAj =
∞
∑
k=j
Pt,i[Kt,i = k]. (4.37)
It is useful to normalize the variables PAj ,
PˆAj =
PAj
∞
∑
u=1
PAu
. (4.38)
The set of normalized probabilities PˆAj (for j = 1, 2, · · · , ∞) sums to one and
constitutes a pmf for the random variables Aj. At the first transmission at-
tempt the BE is equal to BEmin, at the second transmission attempt the BE is
BEmin + 1, and so forth. Should the maximum value, BEmax, be reached, the
procedure starts over at BEmin. The BE at the j-th transmission attempt takes
the value
BEj = BEmin + (j− 1)mod(BEmax − BEmin + 1). (4.39)
All the candidate backoff values are selected with the same probability. Hence,
the average backoff value for the j-th transmission attempt is
〈
bj
〉
=
2BEj
2
. (4.40)
Therefore, we can estimate the average backoff value in the system
〈b〉 =
∞
∑
j=1
PˆAj
〈
bj
〉
. (4.41)
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On average each node will perform a CCA every 2〈b〉 time slots. Therefore,
in the duration of the period under study each node will sense the channel
s = 2〈b〉/T times. Each node is expected to perform a CCA in s out of the set of
T time slots. Assuming that all time slots might be sensed by a node with equal
probability, there are (Ts) ways to choose s time slots out of T. Suppose that a
specific time slot is not sensed by a node; this event corresponds to a selection
of the s slots out of T− 1 time slots, that can be realized in (T−1s ) different ways.
The probability that a certain, arbitrarily selected slot is not sensed by a node
is
w =
(T−1s )
(Ts)
=
T − s
T
, (4.42)
and, therefore, the probability that a slot is not sensed by any of the N nodes
is wN.
When observing the channel over time we see a cyclic behaviour of busy
and idle periods [80]. A busy period consists of one or several successive
packet transmissions (successful or not) and the idle period is the interval
between two busy periods. Due to the operation of the CSMA protocol, con-
secutive packet transmissions in the busy period are divided by one idle slot,
where the channel needs to be sensed and found idle in order for the next
packet transmission to take place.
Let us consider the length of a busy period in terms of the number of
consecutive packet transmissions1. Obviously, the length of a busy period is
at least equal to one. After the first packet transmission the following time slot
will be sensed by one or more nodes with probability 1− wN; this event will
result to another transmission directly after the first one, thus, increasing the
length of the busy period to two. Alternatively, with probability wN the follow-
ing time slot will not be sensed by any of the nodes and the length of the busy
period will be equal to one. In general, a busy period of l packets corresponds
to the event that the idle slot following directly after a packet transmission
is sensed by one or more nodes for l − 1 consecutive times, whereas the slot
after the l-th packet transmission is not sensed by any of the nodes. Thus,
the probability that the length of the busy period is l packet transmissions is
(1− wN)l−1wN. The average duration of the busy period in time slots is
B =
( ∞
∑
l=1
l(1− wN)l−1wN
)
L. (4.43)
In a similar way we can estimate the length of an idle period. The length of the
idle period is at least equal to one, since the time slot following directly after a
packet transmission is always idle. An idle period of l time slots corresponds
1We ignore the idle slot between consecutive packet transmissions. It can be very easily
added to calculations by a slight modification in Equation 4.43, but the difference at the end
result is negligible.
4.5. MODEL VALIDATION 63
to the event that l − 1 consecutive time slots following a packet transmission
are not sensed by any node, whereas the l-th slot is sensed by one or more
nodes, resulting thus to the transmission of one or more packets starting at the
following time slot. The probability that the duration of the idle period is l
time slots is (wN)l−1(1−wN), and the average length of an idle period in time
slots is
f I =
∞
∑
l=1
l(wN)l−1(1− wN). (4.44)
Finally, we can estimate the expected fraction of slots that remain idle due to
the fact that the random backoff processes among the nodes are not synchro-
nized, that is,
xt =
I
B+ I
. (4.45)
4.4.7 Throughput
We define the normalized network throughput as the ratio of the network
throughput over the channel capacity, where both quantities are measured
with the same unit, e.g., in bits per second. Hence, the normalized throughput
is a unitless quantity representing the fraction of the channel capacity that
corresponds to the successful transmission of data packets. It is equivalent to
define the normalized throughput as the fraction of time slots that correspond
to successful transmissions, that is, the probability that an arbitrarily selected
time slot corresponds to a successful transmission.
The successful transmission of a packet takes place when exactly one node
sensed the channel in the precedent time slot and found it to be idle. The
transmission of a packet takes L− Lack time slots, where Lack is the number of
time slots for transmitting the corresponding ACK. Thus, L− Lack consecutive
time slots shall correspond to a successful transmission upon the occurrence
of this event. Therefore, the probability that an arbitrary time slot carries a
successful transmission is
Pt,s = Nτt(1− τt)
N−1(1− Pt,br)(L− Lack). (4.46)
The probability Pt,s is the normalized throughput of the system.
4.5 MODEL VALIDATION
In order to evaluate the validity of the proposed model we performed simu-
lations using the Qualnet network simulator [81]. We compare the busy slot
probability and the network throughput obtained by the proposed analytical
model and simulations. For this purpose, a MAC protocol following the oper-
ation of the modeled CSMA/CA (as described in Section 4.3) was developed
in Qualnet.
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For each scenario with different parameters, all simulations are executed 10
times with different random seeds. The simulation duration is 3 minutes. All
the nodes contribute equally to the offered traffic by generating CBR streams of
UDP traffic for randomly chosen destinations in the network. The CSMA/CA
protocol is run over the IEEE 802.11b physical layer with a data rate equal
to 11 Mbit/s. The time slot duration was set to 20 µs, according to the IEEE
802.11 standard. The minimum BE (BEmin) is 5. The analysis considers the
case of single-hop networks, therefore all simulations are performed on single-
hop topologies. We note also that the node topologies are generated such that
the time slot duration is longer than the maximum propagation delay in the
network in order to ensure that sensing for a time slot duration is sufficient for
detecting all ongoing transmissions.
Figures 4.3, 4.4, 4.5, and 4.6 present simulation-based and analytical results
for different combinations of parameter values, namely, for different number
of users (N), packet sizes (L), and maximum BEs (BEmax). For each case we
illustrate the busy slot probability (Pt,br) and the normalized throughput (Pt,s)
against the total offered traffic. The number of retransmissions is set to 3 (r =
3). As discussed in Section 4.4.1.1, the appropriate value for the parameter n is
found empirically. We observe that the analytical and simulated curves are in
very close agreement in all cases.
The amount of busy slots can not increase beyond a certain point, regard-
less of any further increase in the offered traffic. In our analytical model this is
expressed through the parameter x′t. Particularly, the x
′
t represents the fraction
of idle slots that can not be further reduced and is tightly connected to the
maximum achievable throughput of the system. In simulations this parameter
is acquired by recording the fraction of idle slots for a very large amount
of offered traffic (i.e., saturated traffic). For different parameter values we
report the values x′t obtained analytically and by simulations in Table 4.2.
For the simulation-based values we considered offered traffic of 13 Mbit/s,
whereas the channel capacity at physical layer is 11 Mbit/s. We observe that
the analytical and simulated values match closely.
4.6 SUMMARY
In this chapter we presented a mean field approach for the throughput analysis
of a CSMA/CA scheme for a single-hop network. Specifically, we presented
a recursive formulation for estimating the amount of busy slots and the net-
work throughput with respect to the offered traffic. Starting from a very small
amount of offered traffic, at each step we increase the offered traffic by a small
amount and make use of a parameter estimated in the previous step. The
network throughput with respect to the offered traffic was divided in three
different phases and each phase is addressed differently. Our analysis takes
into account retransmissions of collided packets.
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Figure 4.3: The busy slot probability (Pt,b3) and the normalized throughput
(Pt,s) for a network with N = 20 users, packets of 2250 bytes, BEmin = 5 and
BEmax = 12. The parameter n is set to 8.
66 4. A MEAN FIELD ANALYSIS OF CSMA/CA THROUGHPUT
0 2 4 6 8 10 12 14
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
offered traffic (Mbps)
b
u
sy
 s
lo
t 
p
ro
b
ab
il
it
y
 (
P
b
)
 
 
simulated
analytical
(a)
0 2 4 6 8 10 12 14
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
offered traffic (Mbps)
n
o
rm
al
iz
ed
 t
h
ro
u
g
h
p
u
t
 
 
simulated
analytical
(b)
Figure 4.4: The busy slot probability (Pt,b3) and the normalized throughput
(Pt,s) for a network with N = 60 users, packets of 2250 bytes, BEmin = 5 and
BEmax = 12. The parameter n is set to 24.
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Figure 4.5: The busy slot probability (Pt,b3) and the normalized throughput
(Pt,s) for a network with N = 40 users, packets of 1500 bytes, BEmin = 5 and
BEmax = 12. The parameter n is set to 16.
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Figure 4.6: The busy slot probability (Pt,b3) and the normalized throughput
(Pt,s) for a network with N = 40 users, packets of 2250 bytes, BEmin = 5 and
BEmax = 14. The parameter n is set to 8.
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Table 4.2: The parameter x′t for different parameter values
(a) N = 40, BEmin = 5, BEmax = 12
packet size
(bytes)
x′t
analytical simulated
1500 0.1036 0.1056
1750 0.0975 0.1054
2250 0.0828 0.0939
(b) packet size: 2250 bytes, BEmin = 5, BEmax = 12
N x′t
analytical simulated
20 0.1312 0.1293
40 0.0828 0.0939
60 0.0615 0.0764
(c) N = 40, packet size: 2250 bytes, BEmin = 5
BEmax x
′
t
analytical simulated
10 0.0323 0.0525
12 0.0828 0.0939
14 0.1536 0.1569
In a single-hop CSMA/CA network, each node interacts with all the other
nodes in the network. Our mean field analysis consists of treating the interac-
tion of a node with the other nodes by mapping their collective behaviour to an
averaged channel condition. Clearly, this simplifies the problem by reducing
it from a many-body problem to a one-body problem. A comparison of the
analytical results with simulations show that the proposed method provides a
very good approximation.
Nevertheless, the analytical estimation of the value of the exponent n (Sec-
tion 4.4.1.1) remains an open problem for the future work. Of course, we have
the understanding of whether the n should increase or decrease with other
parameter values, but an exact value is still empirically chosen.
In comparison to the existing Markov-chain analyses of CSMA/CA algo-
rithms, the proposed analysis exhibits the advantage of providing flexibility
with respect to modelling the protocol for variable traffic loads and taking into
account retransmissions.
5A DIFFERENT APPROACH ON THE
STABILITY OF NASH EQUILIBRIA
Over the past years game theory has gained an increased popularity in wire-
less communications and networking research communities [82–84]. Specif-
ically, game theoretic models have been applied to several problems in the
field, such as routing, power control, channel allocation, and multiple access
control.
One of the principal aims of game theory is to provide a mathematical
framework for modelling the interactions among autonomous and interde-
pendent decision-makers with possibly conflicting objectives and selfish be-
haviour. Therefore, it is quite evident why the trend towards designing dis-
tributed and self-organizing wireless networks has prompted the employment
of game theoretic models; usually the nodes of the wireless network are con-
sidered as the players of the game that have to take their own decisions in
order to optimize their performance.
Nevertheless, so far the main focus of the existing game theoretic research
on wireless networks has been to ensure and prove that the game shall even-
tually reach a Nash Equilibrium (NE). In this chapter our aim is to question
whether an NE must be used as an all-purpose treatment without taking into
consideration additional factors. Specifically, by exploiting the notion of phase
transitions that occur along lines of equilibrium, we argue that in the case
of a dynamic wireless environment – where the system might be constantly
drifting from the NE due to external factors – the NE might be a particularly
unstable outcome in terms of the overall performance, and hence, not a desir-
able outcome.
In wireless networks we have to deal with highly dynamic environments,
thus several factors might easily cause the system to drift from the NE after
it has been reached. The system might be easily driven into a situation of
repeatedly drifting from, and trying to reach an NE, therefore the properties
of the game outcome around the NE do play an important role as well. The
notion of NE in game theory is similar to that of equilibrium in physics. It is
known from statistical mechanics that phase transitions often occur at states
of equilibrium, i.e, even the slightest drift from the equilibrium state causes
the system to undergo a phase transition. Similarly, if an effect analogous to
a phase transition occurs at NE, then a slight drift from the NE might lead
to a large, undesirable fluctuation in the game outcome, and probably to a
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considerable degradation in the performance. In order to demonstrate this
effect we present a simplified toy-model of a resource allocation game that
models how many users can be handled efficiently by a simple CSMA/CA
MAC protocol, without falling below a certain performance level [6].
5.1 STATISTICAL MECHANICS AND GAME THEORY
Statistical mechanics studies the macroscopic properties of large population
systems, i.e., systems consisting of a large number of particles. More specif-
ically, it deals with the behavioural interactions among the particles by em-
ploying methods of probability theory and statistics. As game theory models
the interactions among players, statistical mechanics studies the interactions
among molecules, atoms, or particles in a physical system.
The notion of equilibrium in statistical mechanics is analogous to that of
NE in game theory. Left to itself, a physical system eventually reaches an
equilibrium state. Once the equilibrium state is reached, all changes in the
macroscopic properties of the system cease and the system will remain in that
state until some external influence acts to change it. Therefore, an equilibrium
state is a stable state. Within the context of game theory, in an NE no player can
benefit from changing her action, provided that the actions of all other players
remain unchanged. Thus, in the absence of an external influence – such as, a
change in the set of players, a change in the current payoff values due to the
fluctuations of external, environmental factors – an NE is also a steady state in
the sense that once it is reached, no player has a reason to deviate from it.
When a physical system is at equilibrium, the quantities that determine the
macroscopic properties of the system, such as the internal energy, remain con-
stant. Nevertheless, a macrostate corresponds to various microstates. In other
words, a set of definite macroscopic properties of the system can be realized by
various configurations of the particles at a microscopic level. For an isolated
system the equilibrium state is the state of maximum probability. The law of
conservation of energy dictates that the energy of the system cannot change.
All possible microstates of the system with the same energy are equiprobable,
hence the most probable macrostate – the equilibrium state – is the one that
can be achieved by the largest number of microstates. The stability of the equi-
librium state emerges from the fact that this macrostate comprises the over-
whelming majority of microstates, compared to all other possible microstates.
Hence the probability of appreciable deviations from equilibrium occurring
can be accounted as negligible. Consequently, if the entropy is a measure
of disorder of the system in a given macrostate, the entropy is maximum at
the equilibrium state. The connection between maximum entropy and game
theoretical equilibrium (i.e., NE) has been discussed in the literature [85, 86].
In statistical mechanics a system maximizes its entropy towards reaching an
equilibrium, whereas an NE corresponds to a set of mutual best responses
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where all players maximize their own, individual payoff functions, but not a
collective payoff. Thus, although it is not a strict analogy, there exist a strong
correspondence between entropy and the payoff functions of the players.
For a sake of completeness, we will describe the principle of minimum
energy of thermodynamics. For a system in a heat bath at constant temper-
ature, since energy can be transferred between the system and the heat bath,
the energy of the system can change. In general, systems tend to minimize
their energy. The probability P(C) that the system is at a specific microstate C
is given by the Boltzmann distribution, according to which the following holds
P(C) ∝ exp
(
−
1
T
EC
)
, (5.1)
where T is the temperature and EC is the energy of the system in the microstate
C. This implies that, on the one hand, lower energy states are favoured since
they are more probable than microstates with higher energy. But on the other
hand, the extent to which this is possible is controlled and restricted by the
temperature, which tends to push the system to higher energy states. At
T = 0, the probability P(C) is completely concentrated in the lowest energy
states, i.e., the ground states. As the temperature increases the Boltzmann
distribution broadens and the probability of microstates with higher energies
grows up to the extreme case of T = ∞, at which all possible microstates are
equiprobable. Consequently, the equilibrium state is the result of minimizing
the energy to the extent that this is permitted by the temperature. The drive of
the system to minimize its energy at a specific temperature can be parallelized
with the maximization of the payoff functions in game theory. This analogy shall
be used in the sections to follow.
5.1.1 Related Work
For modelling the collective behaviour of interacting agents1, methods of sta-
tistical mechanics have been initially introduced and mostly used to study
socioeconomic phenomena (see, for example, [87–89]). Such behavioural in-
teractions are also the key element of game theory.
There exist several articles that draw a connecting line between the two
fields, namely game theory and statistical mechanics. In [86], behaviour in the
context of game theory is formulated as a thermodynamical natural process.
Specifically, a game formulation is given where the objective in the game is
to increase entropy in the least time. In addition, the authors discuss analo-
gies between thermodynamics – from a statistical mechanics point of view –
and game theory. Using methods of statistical mechanics, the properties of
NEs in two-player games in the limit where the number of strategies of each
1In models in social and economic sciences, the decision makers – which are termed
players in game theory – are typically referred to as agents.
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player tends to infinity are analyzed in [90]. Wolpert [91] identifies an analogy
between the issue of accommodating bounded rationality in games and the
problem of decoupling joint probability distributions in statistical mechanics
models. Miekisz [92] points out similarities and differences between systems
of interacting players maximizing their payoffs and particles minimizing their
interaction energy, and uses concepts of statistical mechanics to study game
theoretic models. Finally, the statistical mechanics of players on a lattice who
interact directly only with a neighbouring set of players are investigated in
[93].
In this chapter we employ one of the classical models of statistical mechan-
ics, namely the Ising model. Particularly, we formulate a game that exhibits
a one-to-one correspondence with an Ising model. We are not the first to
refer to an analogy between the Ising model and a game theoretic model. For
example, in order to facilitate a statistical mechanics approach to evolutionary
game theory, the Ising model is used as an analogy to a game where players
placed on a lattice interact with their nearest neighbours [94]2. Galam and
Walliser [95] designate a correspondence framework between the standard
Ising model and a normal form game and compare the behaviour of the two
models in terms of NEs and Pareto optima. In [14], the Ising model is applied
for modeling interactions among interfering stations in wireless line networks
in the context of MAC performance analysis.
5.2 MOTIVATION
A system that can exist in a number of different phases undergoes a phase
transition when a change of an external parameter causes the system to switch
from one phase to another. At a phase transition point, two (or more) phases
can coexist in equilibrium with each other. Considering the phase diagram of
a system, the dividing lines between states are termed phase transition bound-
aries or lines of equilibrium as they mark, on the one hand, the boundary
conditions whose crossing corresponds to a phase transition and, on the other
hand, the conditions under which multiple phases can coexist in equilibrium.
Therefore, in statistical mechanics phase transitions occur along lines of equi-
librium. In practice, this means that for a system on the phase boundary, where
two or more phases coexist in equilibrium, even the slightest drift would cause
the system to cross the phase boundary line and undergo a phase transition.
It is particularly interesting that threshold phenomena, analogous to phase
transitions, have been found to occur in many optimization problems, like, for
example in the famous traveling salesman problem. Optimization theory over-
laps with game theory in the sense that games model optimization problems
where the payoff functions of the players are the objective functions that need
2These sort of games have also an obvious correspondence with cellular automata that are
widely studied in Physics
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to be mutually maximized. An example of a game that models the collective
behaviour of agents and undergoes a phase transition is the Minority Game
(MG), where the volatility – a measure of the outcome performance – exhibits
a phase change for a specific value of the control parameter (see Chapter 7).
In the existing game theoretic research on wireless networks, when it comes
to proposing game theoretic schemes the fact that an NE is a desirable game
outcome due to its stability if often taken for granted. Additionally, many
game theoretic analyses examine the behavior of the system at NE points, but
do not consider the effect of a slight drift from the NE.
Clearly, an NE is particularly interesting because it corresponds by defini-
tion to a set of mutual best responses for all players, and therefore, it is a stable
state in the sense that when it is reached no player has a reason to deviate from
it. This holds if the system under consideration is isolated from the outside
world, thus, it is not subject to any external influences. But when it comes to
wireless networks one has to deal with a highly dynamic environment, where
several external factors might easily cause the system to drift from the NE
after it has been reached. Even the wireless network itself is often changing,
for example, new users can join or leave the network, and hence the NE of
the game might be shifted. Consequently, the system might be easily driven
into a situation of repeatedly drifting from, and trying to reach an NE again.
Therefore, since such a dynamic system might spend a reasonable amount of
time being close, but not at an NE point.
As already discussed in Section 5.1, the notion of NE in game theory is
similar to that of equilibrium in physics. Therefore, taking into account the
similarities between statistical physics and models of interacting agents, it
is reasonable to question whether threshold phenomena, analogous to phase
transitions, are also likely to occur at NE points. In other words, we are ques-
tioning whether – similarly to statistical mechanics where phase transitions
occur along lines of equilibrium – an NE of a game might correspond to a
phase boundary point.
In the highly dynamic environment or a wireless network, if the NE of
the game coincides with the occurrence of a threshold effect, then a small
deviation from the NE shall cause large fluctuations in the properties of the
game outcome, which might lead to a significant performance degradation.
In such cases we argue that other solutions points might be more desirable
than NEs in respect to the overall performance over time. We argue and
show by means of statistical mechanics that a search of NE should not be
always considered as a common, all-purpose treatment, but additional factors
– specifically, the system behaviour around NE points – should be carefully
taken each time into account.
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5.3 PHASE TRANSITION OF A GAME THEORETIC CSMA/CA
MODEL
The concept of the present chapter is based on the correspondence of game
theory with statistical mechanics. In order to build the connection between
the two scientific areas we present a pair of equivalent problems, a version
of the Ising model which is a classical problem of statistical mechanics, and
a resource allocation game that models a CSMA/CA MAC protocol. First,
we describe the two-dimensional Ising model in Section 5.3.1. Then, we shall
present our CSMA/CA model in Section 5.3.2 and demonstrate its correspon-
dence with the Ising model.
5.3.1 The Mean Field or Curie-Weiss Ising Model
The Ising model is a classical mathematical model of ferromagnetism. The
two-dimensional case is one of the simplest, but yet important models in sta-
tistical physics that exhibit a phase transition from a disordered to an ordered
state. Although it is very simple, the Ising model has been successfully em-
ployed to model several real phenomena, such as forest fires, structure of social
networks, and phase separation in spin glasses. Here we shall be considering a
well known variation of the Ising model, the so-called mean field Ising model
or the Curie-Weiss model, a more comprehensive description of which can be
found in [96].
The model consists of discrete variables called spins than can be in one of
two states. Particularly, let us consider a system consisting of N spins. Each
spin i ∈ {1, 2, · · · , N} can point in one of two directions: up or down. Let
σi = +1 denote that spin i is pointing up and σi = −1 denote that spin i
is pointing down. In the standard Ising model each spin interacts only with
its nearest neighbours. The Curie-Weiss variation constitutes a generalized
case of an Ising model on a complete graph [97], i.e., each spin interacts with
all other spins. The degree of interaction between two spins is given by a
coupling factor, which we consider here to be equal to J/N for all pairs of
spins. In a ferromagnetic model parallel orientation is favoured. As already
discussed in Section 5.1, microstates with lower energy are more probable than
microstates with higher energy and the temperature T controls the degree to
which this is so. At a specific temperature the system tends to minimize its
energy. Therefore, the intention of favouring parallel spin alignment calls for
an energy function that tends to be lower when spins are aligned, and higher
when spins are anti-aligned. The energy due to the interactions between the
spins is given by the following term
−
J
N ∑
i<j
σiσj,
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where J > 0. In addition, we introduce a uniform external magnetic field,
whose interaction with each of the spins is given by h. The total energy of the
system, i.e., the Hamiltonian, is
E(σi, σ2, · · · , σN) = −
J
N ∑
i<j
σiσj − h∑ σi, (5.2)
and the energy of spin σi is given by
Ei = −
J
N
N
∑
j=1
j 6=i
σiσj − hσi. (5.3)
If h > 0, then the positive spin direction minimizes the energy of the system.
Alternatively, if h < 0, then the configuration with all spins down is energeti-
cally favored.
All the magnetic interactions present in the system act towards minimizing
energy. In this particular case, because of the fact that the coupling factor is
the same between all pairs of spins (J/N), the minimization of each Ei (for
i = 1, 2, · · · , N) with respect to σi is equivalent to the minimization of E with
respect to σ1, σ2, · · · , σN. Therefore, instead of minimizing E, the functions Ei
can be individually minimized, which comes in agreement with the structure
of a game theoretic model where each player acts selfishly by maximizing her
own individual payoff function.
For simplicity, let us initially consider the system in the absence of the
external magnetic field h (i.e., h = 0). At T = 0, the system is entirely under
the influence of the magnetic interactions, which cause the spins to become
parallelly oriented, either pointing up or down. The increase of the temper-
ature tends to randomize the directions of the spins. At the extreme case of
T = ∞ the directions of the spins are entirely random. Therefore, we can
identify two different regimes. On the one hand there is a low temperature
regime where the influence of the temperature is rather weak and spins tend
to align along each other as a result of the magnetic interactions between them.
And on the other hand, we have a high temperature phase where random fluc-
tuations dominate and the directions of the spins tend to become randomized.
Consequently, as the temperature gets higher the system undergoes a phase
transition from an ordered to a disordered phase.
Let us consider the mean field approximation of a single spin, σi. We
replace the actual values of the spins interacting with spin i by the mean spin
value, which let us denote by σ,
σ =
1
N
N
∑
j=1
σj. (5.4)
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Hence, Equation 5.3 of the energy of spin i is simplified to
Ei = −
J
N
σiNσ− hσi = −Jσiσ− hσi = −(Jσ+ h)σi. (5.5)
The partition function of the spin i is
Z = ∑
σi=±1
exp(−βEi) = e
+β(Jσ+h) + e−β(Jσ+h) = 2 cosh
(
(Jσ+ h)
)
, (5.6)
with β = 1/T. The average energy of the spin i can be calculated from the
partition function as follows
〈Ei〉 = −
∂
∂β
ln Z =
∂
∂β
(
− ln 2− ln
[
cosh
(
β(Jσ+ h)
)])
=
= −(Jσ+ h)
sinh
(
β(Jσ+ h)
)
cosh
(
β(Jσ+ h)
) = −(Jσ+ h) tanh (β(Jσ+ h)). (5.7)
If we take averages on both sides of Equation 5.5, we can write
〈Ei〉 = −(Jσ+ h)σ, (5.8)
and by comparing Equations 5.7 and 5.8 we simply obtain
σ = tanh
(
β(Jσ+ h)
)
. (5.9)
A graphical representation of the solution of Equation 5.9 provides a visual
illustration of the Ising phase transition. The case where h = 0 is shown in
Figure 5.1. For simplicity, we take J = 1. When the temperature is high,
namely when T > 1, the slope of the hyperbolic tangent is small and the two
curves cross each other only at a single point, thus the system exhibits a single
solution, σ∗ = 0. This means that each spin points at a random direction. The
system is in the disordered phase and it is unmagnetized. As the temperature
decreases the slope of the hyperbolic tangent gradually steepens and when the
temperature becomes equal to one the two curves start crossing each other at
three points, therefore we find three solutions. The first one is for σ∗ = 0,
and the other two are symmetric differing only in their sign, i.e. σ∗ = ±σ0.
It can be shown that the solution σ∗ = 0 is unstable compared to the other
two solutions, therefore the values ±σ0 constitute the possible equilibrium
states for the system. The two solutions, σ∗ = ±σ0, can occur with the same
probability. In this phase, the spins tend to align with each other and the
system is magnetized, either positively (+σ0) or negatively (−σ0). Evidently,
starting from T = 1 and decreasing the temperature, the resulting average spin
value, σ0, starts from an infinitesimally small value (near zero) and increases
gradually up to unity. Analogously, the value of −σ0 decreases from near zero
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Figure 5.1: Graphical representation of the solution of Equation 5.9 with h = 0
and J = 1 for different temperatures. The dashed line represents the function
f1 = σ and the solid line the function f2 = tanh(βσ).
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Figure 5.2: The positive branch of magnetization, σ∗, versus the temperature
for J = 1 and h = 0.
to minus unity. The two phases of the Ising model are separated by the critical
temperature Tc = 1, at which the two different phases of the system coexist
in equilibrium, but crossing the line towards any direction brings up a phase
qualitatively different from the other one. The positive branch of the solution,
that is, the value of +σ0 versus the temperature, is shown in Figure 5.2. By
observation of Figure 5.2, it is quite straightforward to identify that the order
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Figure 5.3: Graphical representation of the solution of Equation 5.9 with h =
0.25 and J = 1 for T < 1. The dashed line represents the function f1 = σ and
the solid line the function f2 = tanh
(
β(σ+ h)
)
.
parameter of the phase transition is the average spin value at equilibrium (σ∗)
– termed magnetization – which tends to be zero in the disordered phase, and
different from zero in the ordered phase.
As discussed above, in the absence of an external magnetic field (h = 0), be-
low the critical temperature we have a symmetry between two configurations
with opposite magnetization since the solutions +σ0 and −σ0 are equiproba-
ble. The addition of a magnetic field, e.g. h > 0, breaks the symmetry and
favors +σ0 over −σ0. Similarly, a negative magnetic field, h < 0, would attain
a negative magnetization. This is graphically shown in Figure 5.3, where the
solution of Equation 5.9 for T < 1 is plotted. In comparison to Figure 5.1c,
the curve f2 = tanh
(
β(σ + h)
)
is now shifted to the left, yielding a single
positive value for the magnetization. Actually, even at a high temperature
the magnetization might be different from zero in the presence of an external
magnetic field. The magnetization decreases with h, and vanishes when h
reaches zero. But nevertheless, the effect caused by the external magnetic fields
does not change the qualitative characteristics of the phase transition.
5.3.2 The CSMA/CA Game Model
In this section we describe a simplified game theoretic model in the context of
wireless networking, which has a strong correspondence with the mean field
Ising model presented in Section 5.3.1. Our aim is to show that an undesirable
phase transition coincides with the NE solutions of the model.
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Consider a set of N wireless nodes using a CSMA/CA MAC protocol for
gaining access to a shared channel [98]. A CSMA/CA MAC protocol can
handle efficiently a number of users, which depends on the traffic load that
each user generates, and on the operational parameters of the protocol, e.g., the
minimum and maximum values of the congestion window [99]. Without los-
ing generality, in the following we suppose that the parameters of the protocol
are predefined and remain unchanged. Also, we assume that all users generate
the same amount of traffic and all packets are of the same size. Therefore,
for a given amount of offered traffic per user, the efficiency of the CSMA/CA
protocol can be expressed only in terms of the number of users.
We define the efficiency to be a function of the achieved throughput and the
mean packet delay, which are the two key performance metrics that are usually
considered when it comes to wireless MAC protocols [100,101]. Starting from a
very small number of users the efficiency is rather low due to low throughput,
and thus, due to the low utilization of the available channel capacity. If we
start adding more users the efficiency will increase up to some point where it
will start dropping due to an increased number of collisions that result in long
delays and decreased throughput. In mathematical terms we can define the
efficiency as follows
η = T − βD, (5.10)
where T ∈ [0, 1] is the normalized throughput, namely the achievable through-
put (in bits per second) normalized by the physical layer data rate, and D is
the mean packet delay (in seconds). The variable β controls the interaction
between the positive payoff accounting for high throughput and the penalty
induced by long delays.
We consider a situation where a node needs to evaluate the utilization of
a channel (or access point), and decide whether it should access that channel
(or access point), or not. A node should decide to access the channel if the
CSMA/CA protocol is able to handle efficiently more users, meaning that the
efficiency, η, will increase further if more users are added. In the case when the
channel is already fully loaded, the addition of users shall drop the efficiency.
Here we suppose that a node has alternative choices to consider and choose
from, but we will not be concerned with this issue further. We would like to
point out that in this particular case the global performance coincides with the
individual performance of the node making a decision, because causing the
overall performance of the system to drop would mean that the node itself
will experience a decreased performance as well.
Although the presented CSMA/CA model is used as a simple toy-model,
it is not without some direct value. First, this model can be interpreted also as
a simplified model of realistic channel selection problem that is encountered
in the case of cognitive radios systems that are based on CSMA, or similarly
when one is doing local channel selection for WiFi access points. In these cases
there are many classical game theory based algorithms that could be cast into
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similar context as our model. A relevant balls and bins game proposed for
dynamic channel allocation and load balancing in cognitive networks can be
found in [102, 103].
Alternatively, we can generalize this CSMA/CA scenario to a resource allo-
cation problem. The channel is the available resource with capacity C, where
C is the number of users that can be handled efficiently by the CSMA/CA
protocol3. In other words, the capacity C is the number of users for which
the efficiency, η, is maximized. If the number of users utilizing the channel is
smaller than C, then the resource, i.e., the channel, is underutilized. Similarly,
if the number of users is larger than C, the resource is considered overutilized.
Our resource allocation problem can be formulated in the following game
theoretic context: Consider a set of nodes or players N that compete in every
round of the game to access a resource (channel) R with capacity C ∈ Z+,
where C is defined in terms of the number of players. A player i can choose
between two alternative actions, namely to utilize (ai = +1) or not utilize the
resource (ai = −1). Let us define the utilization of the resource as
U =
N
∑
i=1
ai = a1 + a2 + · · ·+ aN. (5.11)
Naturally, if the resource is underutilized (i.e., the number of users utilizing the
resource is lower than C), then the player i should be awarded with a positive
payoff if she has chosen action ai = +1, but should obtain a negative payoff
if she has chosen ai = −1. Correspondingly, in the case where the resource is
overutilized the decision ai = −1 should give a positive payoff, whereas the
decision ai = +1 should lead to a negative payoff for player i. If n out of the
N users decide to use the channel, then the utilization is given by
U = n(+1) + (N − n)(−1) = 2n− N. (5.12)
For n = C, the resource is used exactly at its capacity level, corresponding to
the peak of the efficiency, η. Moreover, it is overutilized if U > 2C − N, and
underutilized if U < 2C− N. Hence, the following inequality holds
U − (2C− N)


< 0, channel is underutilized
= 0, channel utilized at its capacity
> 0, channel is overutilized.
(5.13)
3We note here that we use the term capacity differently from its classical information theory
meaning. From channel allocation and operator point of view this definition works for the
purposes of this chapter.
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Table 5.1: Correspondence between the two models.
Mean field Ising model Resource Allocation game
σi ai
Ei −Pi
J/N −1
h (2C− N)
σ U/N
Thus, we may define the payoff of player i as follows
Pi = −ai(U − (2C− N)) =
= −aiU + (2C− N)ai =
= −(aia1 + aia2 + · · ·+ aiaN) + (2C− N)ai =
= −
N
∑
j=1
aiaj + (2C− N)ai. (5.14)
Each user i aims to maximize the payoff function Pi. Equivalently, instead of
maximizing a payoff, each user can aim at minimizing a cost, i.e., the negative
payoff function
− Pi =
N
∑
j=1
aiaj − ai(2C− N). (5.15)
This simple resource allocation model exhibits a similar structure to the
mean field Ising model of Section 5.3.1. The spin variables in the Ising model
correspond to the players in the resource allocation game, with the directions
of the spins being the actions of the players. The minimization of the individ-
ual energies of each spin in the Ising model , Ei, with respect to s1, s2, · · · , sN
(Equation 5.3) is analogous to the minimization of the negative payoffs, −Pi,
with respect to the actions a1, a2, · · · , aN (Equation 5.15) . Evidently, there is an
exact correspondence between the two models and between Equations 5.3 and
5.15, which is depicted in Table 5.1. We note that although there is a one-to-one
analogy between the parameters, Equations 5.3 and 5.15 exhibit the following
difference: whereas in Equation 5.3 the sum excludes the product of spin i
with itself, in Equation 5.15 the sum does include the product of a player’s
action with itself. This different is, however, insignificant with respect to our
discussion.
Nevertheless, we note that from the perspective of physical meaning, the
resource allocation game corresponds to a mean field Ising magnet where
spins show a reverse behaviour in comparison to the model discussed in Sec-
tion 5.3.1. Namely, it corresponds to a mean field antiferromagnetic Ising
model, where spins tend to align at opposite directions as a result of their
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in-between interactions. In particular, if we set: (2C − N) = 0, which is
analogous to the absence of an external magnetic field in the Ising model, the
payoff functions are not maximized when all users take the same decision, but
when half of the users take a decision “+1”, and the other half takes a decision
“-1”. However, the relation between the resource capacity (C) and the number
of users (N), i.e., the term (2C − N), is analogous to the value of the external
magnetic field in the Ising model. Similarly to the Ising mode, this term defines
eventually the equilibrium point of the system, at which the maximum payoffs
are attained.
We can easily recognize that an NE of the game corresponds to the game
outcomes where exactly C players make the decision to utilize the channel.
Then, no player can receive a higher payoff by changing her decision if the de-
cisions of all the other players remain the same. Therefore, the game possesses
C(N,C) NEs, where C(N,C) stands for the number of possible combinations
of C objects from a set of N objects. Every other solution corresponds either to
an overutilization or to an underutilization of the channel. In the first situation
(overutilization), a user that has chosen to access the channel can do better
if she changes her decision, and in the latter (underutilization), a user that
has made the decision to defer can receive higher payoff if she decides to
utilize the channel. Consequently, we have seen that the Ising model in the
presence of an external magnetic field exhibits a phase transition in terms of
magnetization at the point where the temperature starts influencing the spin
directions. Similarly, our resource allocation game exhibits a phase transition
in terms of utilization, separating a phase of underutilization and a phase of
overutilization.
It is, however, crucial from a practical perspective to examine the effect
of this phase transition on the performance characteristics of the system. Let
us consider a slotted CSMA/CA wireless network where the users generate
equal amounts of CBR traffic. For different amounts of offered CBR traffic
per user, the mean packet delays obtained by simulations performed in the
Qualnet network simulator [81] are shown in Figure 5.4. As explained above,
an NE solution corresponds to a point where exactly C users are accessing the
channel, i.e., the resource is utilized exactly at its capacity level. In the context
of our CSMA/CA model the resource capacity C is defined as the number of
users for which the efficiency peaks (Equation 5.10) . Figure 5.5 shows the
efficiency for different values of β and for a traffic amount of 0.2143 Mbps
per user. We observe that for a quite large range of reasonable values for the
parameter β, the maximum efficiency is achieved for 30 users due to the drastic
delay increase that occurs at this point (see Figure 5.4). In a similar fashion
we can identify the NEs for different amounts of generated traffic per user.
The NEs are located exactly at the points where the slope of each delay curve
changes drastically; on Figure 5.4 these points are marked by red circles.
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Figure 5.4: Mean packet delay against the number of users. The red circles
denote the locations of NE points.
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Figure 5.5: The efficiency, η, for different values of the parameter β (see
Equation 5.10). In all cases each user generates CBR traffic of 0.2143 Mbps.
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users. The red circles denote the locations of NE points.
The fact that this effect is very similar to a phase transition is indicated
more clearly if we consider the first differences4 of the mean packet delays
illustrated in Figure 5.6. The NEs are marked with circles again. Depending on
the number of users and on the amount of offered traffic, there is a well defined
point below which the packet delay is not seriously affected when more users
attempt to access the channel, but above which the increase in the packet delay
increases drastically even with the addition of few additional users.
While an NE corresponds to a set of mutual best responses, we observe that
when the system is at an NE state the addition of even a few users can lead to
an exceptional increase in the mean packet delay. In practice, there are usually
specific performance requirements for an operational network that need to
be fulfilled. In our example, such a large increase in the delay might even
drive the system instantly from a good-performance state to an unacceptable
performance state. Combined with the fact that when it comes to wireless
networks we have to encounter for highly dynamic conditions, we argue that
the NE in this case is a highly unstable point in the sense that even a slight drift
increases drastically the delay, hence, the system performance. In addition, let
us take into account the throughput of the system, illustrated in Figure 5.7.
There, we can observe that by selecting a point where the number of users is
slightly lower than in the NE the overall performance of the game does not
suffer significantly even in terms of throughput.
The reader should note that in the case of CSMA both throughput and de-
4The first differences are defined as the differences between consecutive samples, i.e., we
subtract each value of mean packet delay from its succeeding sample.
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Figure 5.7: The normalized throughput against the number of users. The red
circles denote the locations of NE points.
lay are important performance metrics to consider. Our discussion on through-
put and delay is dualistic and in the case of this toy-model we are indeed
talking about the same dynamics and NE. Although the importance to con-
sider both throughput and delay, and additionally fairness, is well known by
networking community, it seems to be useful to stress once again that once
analyzing different NEs, it is imperative to consider this. Some simplistic
analysis for proving the existence of NE for one of the global parameters may
miss the fact that other parameters might be at the highly inefficient regime.
For instance, even if the principal aim is to maximize the throughput, there are
always delay constraints that need to be obeyed. Therefore, the properties of
an NE should be examined with respect to all constraint requirements. In sta-
tistical physics this issue is addressed by drawing full phase diagrams, which
depict the phases in dependence on all the control parameters5. This issue
is also encountered in the presented CSMA/CA scenario, where although we
aim to maximize the number of users, and therefore the determination of NEs
is based upon this objective, we observe a drastic and probably unacceptable
increase in the delay appearing just above the NE-point. In practice, this
suggests that the behaviour of the game around the NE should be examined
as well.
5Actually from a mathematical, formalistic point of view handling multiple global state
parameters concurrently could often be easier by means of a phase transition (statistical
mechanics) framework than classical game theory.
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5.4 DISCUSSION
By means of a simple paradigm we have illustrated that because of the highly
dynamic wireless conditions that may easily cause the system to drift from an
NE, the properties of the system around an NE play a role as well in the long-
term performance. Due to threshold phenomena that might happen to occur
next to NE points, an NE solution can be, with respect to stability, a rather non-
desirable solution point for a wireless networking scenario, whereas selection
of another solution point might lead to a better overall performance over time.
Consequently, formulating a problem in the context of a game and seeking
for NEs does not necessarily yield sufficiently good outcomes, but further
investigation is called for as far as the properties of the system around the NE
are concerned. Nevertheless, an appropriate method for handling such cases
can not be proposed as an all-purpose treatment, but individual treatment is
needed for each case. In below we discuss two examples of different cases.
As a first example, we refer to the CSMA/CA resource allocation game
of Section 5.3.2. A game theoretic context inherently leads to seeking for NE
points, since players aim to maximize their payoffs and NEs constitute sets of
mutual best responses. Additionally, an overwhelming amount of theoretical
work in game theory is on NEs. Therefore, treatment of games with respect to
NEs is tactically advantageous because existing theoretical results are already
available and can be used for this purpose. In some cases, upon recognizing
that the NE of the game lies at a phase transition point, the game can be
modified such that the NE is shifted and a margin is introduced between
the NE and the threshold phenomenon. For instance, Equation 5.14 can be
modified to
Pi = −
N
∑
j=1
aiaj +
(
2(C−M)− N
)
ai, (5.16)
with M ∈ Z+, and M << C. In a few words, we just opt for a solution where
the resource will not be used at its capacity, but it will be slightly underutilized,
so that a small drift will not cause the system to enter the high-delays regime
(Figures 5.4 and 5.6). On the other hand, as we can observe from Figure 5.7, the
throughput shall not be severely affected by such a decision. With the payoff
functions of Equation 5.16, an NE of the game corresponds now to the cases
when exactly C −M players make the decision to utilize the channel and the
game possesses C(N,C−M) NEs.
As a second example, rather different than the first one, we consider the
MG. Figure 5.8 shows the volatility (σ2/N) against the history length (M) for
two games with 35 and 51 players (N = 35 and N = 51, respectively)6. Each
player possesses two strategies. Clearly, when exploiting MGs for rendering
coordination among wireless nodes the optimal value for the history length
6Details of the MG will be discussed in Chapter 7, and reader is referred to there for
introduction and more exact discussion of the MG.
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Figure 5.8: The volatility of the MG, (σ2/N), against the history length, M, for
35 and 51 players.
and, thus, the control parameter of the game, is the one that results to the
lowest volatility, i.e., the critical point of the phase transition, at which the two
phases of the game coexist at equilibrium. Let us consider a scenario where
the number of nodes in the network is not constant, but changes over time.
Therefore, the length of history, M, needs to be changed periodically in order
to make sure that we keep the volatility at minimum. However, let us say that
we have a rough knowledge that the number of nodes is expected to be, at
some particular large time interval, in the order of 40-50. At some particular
moment when the value of M is to be evaluated, the number of nodes in the
network is 35. As depicted in Figure 5.8, for N = 35 the lowest volatility is
achieved for M = 4. However, as it is highly probable that the number of
nodes might increase, the value of M = 4 will start to correspond to much
higher volatility as we can observe for the curve of N = 51. On the contrary, if
we choose the value M = 5 when N = 35, the difference in the volatility is not
significantly worse, compared to the optimal value obtained for M = 4. This
is due to the fact that the volatility curve is very steep in the regime below the
critical value, whereas it increases slower in the other phase. Consequently, it
might be a better decision to set M = 5, although at the specific time instant
when the value is updated, this is not the optimal choice.
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5.5 SUMMARY
The employment of game theory in wireless networking has been gaining a
great interest. In this chapter we addressed a potential fallacy behind concen-
trating solely on the behaviour of the system at the NE. Because of the fact
that wireless environments are highly dynamic, there are external factors that
may easily cause the system to drift from the NE after it has been reached.
Therefore, the properties of the system around the NE do play a significant
role. Specifically, we consider the occurrence of threshold phenomena around
an NE, similarly to phase transitions occurring along lines of equilibrium in
physical systems. If a system is characterized by the occurrence of such effects
around an NE, then even a slight deviation from the NE can induce large, un-
desirable fluctuations that might degrade significantly the performance. Thus,
in a game theoretic solution scheme seeking only strict NE solutions should
not be always the case since selection of another solution point might lead to a
better overall performance over time. Also, a game theoretic analysis aiming
to provide an understanding of a particular mechanism needs to examine the
behaviour of the game around the NEs as well.
We have verified our argument by means of an example modelling the
number of users that can be handled efficiently by a simple CSMA/CA pro-
tocol without falling below a certain performance level. We showed that for a
number of users slightly larger than the value corresponding to an NE, the de-
lay increases so drastically that it probably becomes unacceptable. However,
we note that the presented CSMA/CA toy model can be readily generalized to
an M-channel access scenario in order to represent more sophisticated prob-
lems.
6THE NOTION OF PHASE TRANSITIONS IN
WIRELESS NETWORKS
The notion of phase transitions originates in physics but is not limited to phys-
ical systems; phase transition phenomena have been found to occur in systems
within the context of various scientific fields. Practically, phase transitions
can be found to occur in all sorts of dynamic systems, including of course
wireless networks. For example, the throughput of CSMA-based protocols can
be raised up to a certain point where it becomes saturated and then remains
constant. Therefore, we can clearly identify two different phases with respect
to throughput, a non-saturated and a saturated throughput phase. In this
chapter we consider the employment of the notion of phase transitions in
wireless networks. We argue that this can be proven useful for modelling
wireless networks, as well as for defining more efficient operational schemes
and algorithms.
A phase transition marks a severe change for the system under study since
it corresponds to a qualitative change in its macroscopically observed proper-
ties. Thus, the identification of critical points, at which the system transits from
one phase to another, offers a network characterization that is of significant
meaning from a qualitative point of view. For instance, consider the simple
case of a two-phase scenario where the system can exist in two phases with
respect to a specific performance metric. Let the one phase correspond to an
acceptable (or good) performance and the other one to an unacceptable (or
bad) performance. Then, the knowledge of the corresponding critical point
corresponds to the knowledge of the point that separates the acceptable and
unacceptable performance regions. Beside from its meaning with respect to the
understanding and analysis of the network, this knowledge can be exploited
in the implementation of on-line schemes so that undesirable transitions to
the unacceptable performance regime are tried to be eliminated as much as
possible.
We present two paradigms of how the notion of phase transitions can be
usefully employed for the understanding and characterization of networks,
as well as in the practical implementation of wireless networking schemes.
In Section 6.1 we introduce our concept in wireless networking optimization,
and specifically in the definition of a utility-based, distributed power control
scheme [7]. In Section 6.2 we apply the notion of phase diagrams to character-
ize a wireless network by means of a reduced number of simulation points, in
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comparison to a fine-grained simulation analysis, that is typically very costly
in terms of time consumption [8].
6.1 PHASE TRANSITIONS IN WIRELESS NETWORKING
OPTIMIZATION
The concept of optimization – not only in its strict mathematical sense – is
fundamental in wireless networking research. Especially the trend towards
cognitive and self-organizing wireless networks has raised the demand to dive
deeper into distributed network optimization.
Strictly speaking, optimization is the procedure of maximizing some ben-
efit or minimizing a well defined cost. However, we would like to stress
that in wireless networking the term optimization is used rather more freely.
Generally, in engineering sciences the aim of optimization is often relaxed to a
more realistic design goal, that is, to obtain a required performance level while
satisfying some constraints. Especially in non-coordinated wireless networks
where decentralized and distributed approaches are called for, the standard
definition of an optimization problem by means of a single optimization func-
tion that expresses the overall system performance is rather not very useful
in practice. Instead, a distributed framework is needed, where each network
node aims to optimize its own individual utility function. This framework is
actually very similar to that of game theoretic models discussed in Chapter 5.
There is an inherent connection between statistical physics and optimiza-
tion theory. The objective in an optimization problem is to find a configuration
of the problem parameters that minimizes a cost function. The fact that a
physical system tends towards the lowest energy can be interpreted as an
optimization problem, whose objective is to minimize the energy function.
Our aim in this section is to introduce the notion of phase transitions into
wireless networking optimization. Our initial motivation emerges from the
fact that phase transitions are already exploited in optimization theory and
have proven to be a very powerful tool in modelling dynamical and statistical
physics systems (see, for example, [97, 104–106]). It has been recognized that
threshold phenomena, analogous to phase transitions in physical systems, oc-
cur is several optimization problems. Actually, there is a considerable and in-
creasing amount of literature that attempts to draw a connecting line between
optimization problems and the theory of phase transitions. Despite this, the
notion of phase transitions has not yet been considered in wireless networking
optimization.
Within the context of optimization problems a phase transition is simply
an abrupt change in the problem behaviour. The identification of an existing
phase transition contributes to a better understanding of the problem that is
not only of theoretical interest, but can be also useful in solving optimization
problems. However, it is important to stress once more that in statistical me-
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chanics a phase transition corresponds to a qualitative change in the system.
Therefore, our goal is to address sudden changes that have a qualitative effect
on the performance of the system under study.
Let us consider, for example, an optimization problem with one or more
constraints, among which an inequality constraint. The inequality constraint
separates the solution space of the problem into two phases, one that corre-
sponds to the subset of feasible solutions and a second phase that corresponds
to the unacceptable solutions. Optimization tasks in wireless networking sce-
narios constitute a special case due to the dynamic characteristics of the wire-
less environment. Unlike classical optimization problems, a wireless network-
ing optimization task is to be executed on a wireless network which is subject
to external influences. Consequently, finding an optimal or adequate solution
is not always sufficient because in a wireless network several factors might
easily cause the system to drift from the solution after it has been reached.
As also discussed in Chapter 5, under these dynamic conditions not only the
optimality of the solution, but also the stability of the performance with respect
to time is an important factor that has to be taken into account. Solving the
problem very close to the point defined by the inequality constraint might
result in experiencing fluctuations that can easily bring the system into the
unacceptable performance regime. Thus, the behaviour of the system around
a selected solution point needs to be considered as well. However, in several
cases falling slightly below the value defined by an inequality constraint cor-
responds to an analogous performance degradation which brings the system
at an operational point not satisfying the system requirements. In such a case
we might decide that slight violations of the inequality constraint for short
time periods can be tolerated. On the other hand, sometimes the inequality
constraint might correspond to a very drastic negative jump with respect to
some performance metric, or even to a point below which the performance
of the system collapses and the system is not any more operational. In the
latter two cases, the inequality constraint can be defined as a phase transition
effect since the crossing of the threshold corresponds to a significant change of
qualitative nature. In such cases it is desirable to construct a solution method-
ology, or even define the mathematical representation of the problem in a way
that the emergence of undesirable solutions, that lie near a critical point, is
eliminated. However, we stress that an appropriate treatment can only be
determined according to problem-specific factors.
The phase transition dynamics and analysis we are introducing can be seen
as a complementary, or sometimes alternative tool, for the game theoretical
analysis on the stability of NEs discussed in Chapter 5. Phase transitions in
the context of utility optimization provide a mathematical framework that is
similar to, but different from game theory, and in a sense it emphasizes more
the need to analyze the stability of optimal solutions and consequences of
perturbations around those points. The mathematical formalism on treating
phase transition dynamics is also different than game theoretical analysis of
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equivalent problems. Sometimes this is an advantage on finding solutions,
but equally sometimes game theoretical formulations can be advantageous for
finding solutions. Thus, phase transitions are at minimum a useful concept
and methodology to study dynamic systems, and in some areas also exhibit
fundamentally new perspectives.
As a case study, in Section 6.1.1 we demonstrate a power control optimiza-
tion problem in a macrocell-femtocell network scenario. In particular, we sug-
gest that in many cases a hard optimization constraint can be interpreted as a
phase transition effect since it defines a threshold that usually corresponds to a
qualitative change in the system in the sense that its violation is intolerable. We
show how such a phase transition effect can be mathematically incorporated
by means of a dummy variable; this is a typical technique used in econometrics
for modelling qualitative changes. In our scenario we apply this approach in
formulating a distributed, utility-based representation of the problem in order
to prevent the occurrence of poor solutions. In Section 6.1.1.1 we present
the system model and the phase transition arising from the standard-form
formulation of the optimization problem and in Section 6.1.1.2 we discuss the
distributed, utility-based approach of the problem.
6.1.1 The Notion of Phase Transitions in a Power Control Scenario
We demonstrate the idea by introducing the notion of phase transitions in
a power control optimization problem. Specifically, we consider an uplink
power control problem in a two-tier femtocell network. This scenario has
become very interesting due to the fact that femtocells offer an attractive pos-
sibility to increase the capacity of wireless networks. We stress that our aim
here is not to present a novel solution methodology for the specific power
optimization task, but rather to propose a different and complementary op-
timization approach based on the notion of phase transitions that can be used
to address a multitude of other wireless networking optimization problems.
6.1.1.1 The System Model
We consider a macrocell-femtocell scenario where a single Macrocell Base Sta-
tion (MBS) is underlaid with M femtocells. Each femtocell is served by a
Femtocell Access Point (FAP). The system model is illustrated in Figure 6.1.
The macrocell and the femtocells have access to the same set of K subchannels,
{0, 1, ..., k, ...,K − 1}. The cellular network operator owning the MBS is the
licensed user of the spectrum. The femtocells – which are small, low-power
networks deployed in homes and enterprises – are allowed to make use of
the same channels (frequencies) under the strict requirement that they will not
disrupt the operation of the macrocell. That is, a specified Signal to Interfer-
ence and Noise Ratio (SINR) for the macrocell communications needs to be
guaranteed anytime. We assume that a subchannel allocation scheme operates
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Figure 6.1: A two-tier femtocell network where a cellular macrocell is under-
laid with shorter range femtocells.
independently of power control. After the subchannel assignment a power
control scheme can be applied independently in each subchannel. Therefore,
without losing generality, we shall be concerned with the uplink power con-
trol in a single subchannel, k. We suppose that a subset of N femtocells,
{0, 1, ..., n, ..., N − 1}, are assigned with subchannel k. Each femtocell might
serve several users, but obviously only one user will use subchannel k in each
of the N femtocells. Therefore, we will concentrate only on a single Femtocell
User Equipment (FUE) in each femtocell n, denoted as FUEnk . We suppose
that the subchannel k is currently used also by the MBS in order to serve a
Macrocell User Equipment (MUE), MUEk. This fact introduces a macrocell-
femtocell interference in our scenario, whereas the reuse of subchannel k by
more than one femtocells causes a femtocell-to-femtocell interference. Since
we concentrate only on subchannel k, for the sake of brevity the subscript k
shall be omitted in the discussion to follow.
Assuming that the transmission power in the macrocell is already deter-
mined, the goal is to set the uplink transmission powers, {p1, p2, ..., pn, ..., pN},
of the FUEs in each of the N femtocells so that the total femtocell capacity, that
is, the sum of the capacities achieved in each of the N femtocells, is maximized.
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Thus, the objective function can be defined as follows
max
pn
N
∑
n=1
Cn, (6.1)
where Cn is the capacity achieved in femtocell n.
Clearly two types of interference constraints arise in the uplink case; one
accounts for the interference suffered by the MBS from the FUEs, and the
second for the interference suffered by a FAP from the MUE and from FUEs
in neighbouring femtocells. However, the first priority of a cellular operator
is to fully satisfy all macrocell users, and shall allow the deployment of co-
channel femtocells only if they do not disrupt the communications within the
macrocell. Thus, we can address the interference constraints by borrowing the
concept of primary and secondary users from Cognitive Networks [107, 108];
the MBS plays the role of a primary user, whereas the FAPs are the secondary
users. We apply this concept by defining a hard constraint for the SINR at the
MBS, and soft constraints for the SINRs of the FAPs as follows
γM ≥ γMtarget (Hard Constraint) (6.2)
γFn ≥ γFmin , ∀n ∈ {1, 2, ..., n, ...N} (Soft Constraint). (6.3)
The parameter γM stands for the SINR at the MBS and the γMtarget stands for
the SINR required for the MBS. Analogously, the parameter γFn denotes the
SINR at the FAP in femtocell n and the γFmin denotes the minimum requirement
for the SINR of a FAP. In optimization theory a hard constraint is a constraint
that must be satisfied. On the other hand, soft constraints are supposed to be
followed to the extent that this is possible, but not at the expense of the hard
constraints.
Although femtousers will not be necessarily fully satisfied, a soft SINR
constraint for every FAP (Equation 6.3) aims to preserve the bit rate in all
the femtocells at an acceptable level in order to avoid an extremely unfair
capacity assignment among the femtocells. On the other hand, the macrouser
must remain fully satisfied all the time, meaning that a violation of the hard
constraint (Equation 6.2) is not tolerated. The hard constraint can be trans-
lated into a phase transition separating two phases in the solution space of
the optimization problem, one corresponding to feasible solutions, and the
other to unacceptable solutions. The received SINR at the MBS acts as the
control parameter of the phase transition and the target value defined by the
corresponding constraint, γMtarget , is the critical value.
Therefore, we need to take care that a solution algorithm for this particular
scenario shall not converge to a solution which is too close to the phase tran-
sition point. In this case the critical point is precisely known, thus if we plan
to solve the problem in a centralized fashion (based on Equations 6.1, 6.2 and
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Figure 6.2: The order parameter of the phase transition for a critical point, i.e.,
target SINR at the MBS, equal to 20 dB.
6.3) we can just shift the critical point in order to include a safety margin, ǫ, by
slightly modifying the corresponding constraint (Equation 6.2) as follows
γM ≥ γMtarget + ǫ. (6.4)
Naturally, the value of the margin, ǫ, has to be determined according to the
severeness of the performance fluctuations around the critical point.
Nevertheless, in practice the solution to this issue is usually less trivial.
In the following section we will be discussing a self-organized, distributed
approach for this scenario.
The critical point of the phase transition, which is the value of the SINR that
separates the acceptable and unacceptable solution regimes, is determined by
the bit rate we need in order to satisfy the user. For the sake of completeness we
shall discuss about the order parameter of the encountered phase transition.
The order parameter should be equal to zero in the one phase, and non-zero
in the other phase. An interpretation that has also a physical meaning is to
consider that the order parameter provides an evaluation of the solution in
respect to the macrocell performance. For example, Figure 6.2 illustrates two
alternatives options, depending on the communication scenario between the
MBS and MUE. For example, if the user accesses a service with specific and
well-defined capacity requirements, such as voice services, then the order pa-
rameter would just be a binary variable (solid line). On the other hand, if a user
is capable of consuming more capacity than the target capacity, which is typical
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with data services, then we should define an order parameter according to a
monotone positive function that starts taking positive values when crossing
the critical point (dashed line).
6.1.1.2 A Utility-based Distributed Approach
In the previous section we discussed the occurrence of a phase transition in an
uplink power control problem for a macrocell-femtocell scenario. The defini-
tion of the optimization problem as presented in Section 6.1.1.1 corresponds to
a centralized approach of the problem, and thus, is not particularly attractive
from a more practical point of view. In this section we shall consider a dis-
tributed, self-organizing approach of the problem based on utility functions.
The communicating pairs of FAPs and FUEs are responsible to determine their
own transmission powers. For this purpose we assume that the elements of
each pair exchange control information between them. Specifically, for the
case of uplink power control the task is to determine the transmission powers
of each FUE and we suppose that the corresponding FAP is informing the FUE
about its received SINR.
The utility function of each FUE consists of a reward term, which assigns
a payoff increasing with the SINR achieved at the FAP, and a penalty term,
which penalizes the interference caused by the FUE to other FAPs of neigh-
bouring femtocells, and to the MBS. The reward term corresponds to the objec-
tive function of the optimization problem (Equation 6.1), and the penalty term
accounts for the constraints (Equations 6.2 and 6.3). Additionally, a variable β
needs to be introduced in order to control the interaction between the reward
term and the penalty. Therefore, we write the utility function for FUEn as
follows
Un = Rn(γFn ,γFmin)− βPn(pn,γFn). (6.5)
We define the reward function as follows [109]
Rn(γFn ,γFmin) = 1− exp
(
− α(γFn − γFmin)
)
(6.6)
and the penalty term as
Pn(pn,γFn) = pnγFn . (6.7)
The reward is negative if the achieved SINR is below the minimum require-
ment for the SINR, it becomes zero when the SINR is equal to the minimum
SINR and increases exponentially towards one. The rate of this exponential
increase is controlled by parameter a. On the other hand, the penalty term
discourages the FUE from increasing its transmission power unlimitedly by as-
signing a high cost if the transmission power and the achieved SINR are high.
We shall be considering one of the simplest strategies that can be adopted. The
FUEs initialize their transmission powers at some minimum value, pmin, and
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continue by increasing the transmission power in small steps if such a decision
will increase their utility function.
The quantitative results that shall be presented in the following discussion
are obtained by a Matlab simulation of this distributed, utility-based scheme.
We consider an MBS and an outdoor MUE separated by a distance of 250 m.
Then, we consider that 50 FAPs use channel k within the coverage area of the
MBS and are placed at random locations within 300 m from the MBS. The
FUEs are within a radius of 20 m from their FAP, and the FAPs are at least
40 m away from each other (i.e., we assume that the FAP closest to each FUE is
its serving FAP). All FUEs are considered to be indoors, in the same building
with their associated FAP, but within a different building from neighbour-
ing FAPs. The pathloss models we use follow the 3GPP Long Term Evolu-
tion (LTE) specification [110]. We also consider lognormal shadowing with
standard deviation equal to 4 dB for communication within a femtocell, and
8 dB for every other case [110]. We consider Additive White Gaussian Noise
(AWGN) with variance σ2 = NoB, where No is the noise power spectral density
and B is the subchannel bandwidth. The noise power spectral density is set to
−174 dBm/Hz and the subchannel bandwidth is 200 kHz.
The solution where the network will converge is determined by the value
of the parameter β. As already discussed, the femtocells should not be de-
ployed at the expense of the macrocell performance, hence a violation of the
hard constraint of Equation 6.2 is not tolerated. Consequently, an appropriate
selection of β must guarantee the satisfaction of this constraint. Figure 6.3
illustrates the achieved SINR at the MBS for different values of β. The dif-
ferent curves correspond to results obtained for different network topologies.
Clearly, the outcome is highly variable for different random topologies indi-
cating that the determination of the parameter β is definitely not a straightfor-
ward task. However, in both cases the SINR increases approximately linearly
with β. Actually, in practice the SINR requirements are imposed by the data
rate required to provide the services accessed by the user. From the user’s
point of view the achieved data rate is the performance. If we plot in Figure
6.4 the achieved capacity based on the Shannon’s law, instead of the SINR, we
observe that the relation with β is not linear in this case and for the lower
values of β the performance in terms of capacity is even more sensitive to
small changes of β. Therefore, there is a region where even small errors in the
determination of an appropriate value for β can affect drastically the macrocell
capacity. The dashed red lines in Figure 6.4 indicate the values corresponding
to the critical SINR value of 20 dB at the MBS.
In utility-based approaches it is a common tactic to account for inequality
constraints by introducing penalty terms. Nevertheless, the two represen-
tations are not precisely the same; the penalty term cannot define a precise
threshold like an inequality constraint. As discussed in Section 6.1.1.1, the
hard inequality constraint of Equation 6.2 defines basically the critical point
between two phases, one corresponding to the acceptable and the other to
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Figure 6.3: The SINR received at the MBS against the parameter β for two
different random topologies. The target SINR at the MBS (γMtarget), i.e., the
critical point, is set to 20 dB
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Figure 6.4: The normalized capacity for the MBS against the parameter β for
two different network topologies. The dashed red lines indicate the values
corresponding to the critical SINR value of 20 dB at the MBS.
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unacceptable solutions. Although this phase transition in the solution space
is quite straightforward from the standard constraint-based representation of
the optimization problem, this effect is not clearly mapped in the distributed
approach. More precisely, what is missing from the utility-based approach is
the effect of a drastic degradation of the utilities as the SINR at the MBS crosses
the critical point. Towards this direction, we shall create this phase transition
effect by means of a binary variable. The usage of binary (or dummy) variables
to model structural changes1 is commonly employed in econometrics [111].
We define the utility functions as follows
Un = Rn(γFn ,γFmin)− (β+ δ)Pn(pn,γFn). (6.8)
The binary variable is the parameter δ, which can be defined as follows
δ =
{
x, if γM < γMtarget − ǫ
0, otherwise.
(6.9)
where x is a very large value which makes the penalty very expensive if the
SINR at the MBS is below the critical value, so that a further increase of the
transmission powers is prohibited. Initially, the FUEs set the parameter δ to 0.
The MBS shall inform all the FUEs if its received SINR is below the threshold
value, and then the FUEs shall change the value of δ to x. The parameter ǫ is
just a safety margin from the critical point. Figure 6.5 illustrates the SINR
at the MBS when using the utility function of Equation 6.8 for exactly the
same configurations as those used to produce Figures 6.3 and 6.4. Basically,
the binary variable δ does not allow the system to undergo a phase transition
towards the regime of unacceptable solutions.
Finally, we would like to stress that the method of introducing a binary
variable in order to model an existing phase transition is not specific to this
particular scenario presented here. In general, a binary variable can be used
to model a discrete shift, or equivalently, it can distinguish two alternatives.
Therefore, the proposed approach of introducing a binary variable in modeling
a utility function is in general suitable for treating two phases differently like,
for example, in the case we want to favour a solution lying in the one side of a
phase transition.
6.2 WIRELESS NETWORK CHARACTERIZATION VIA PHASE
DIAGRAMS
In this section we aim to introduce the concept of phase diagrams in wireless
networking. A phase diagram represents the space of all possible phases of
1In econometrics terminology such phenomena are called structural changes, but they are
clearly analogous to what we call phase transitions.
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Figure 6.5: The SINR received at the MBS against the parameter β after
introducing the binary variable δ in the utility functions
a system with respect to the state variables. More specifically, the lines on
a phase diagram refer to the phase boundaries, that is, to the dividing lines
between two phases. By means of a phase diagram we are able to determine
the state of the system for every possible combination of values that the state
variables can take. Evidently, phase diagrams are inherently related to phase
transitions as the crossing of a line on a phase diagram corresponds to a phase
transition phenomenon. To the extent of our awareness, phase diagrams have
not been considered in wireless networking research.
The points where a system undergoes a phase transition are basically the
points where significant qualitative changes in the properties of a system are
observed. Thus, the information supplied by a phase diagram is of significant
importance for the characterization and understanding of the system under
study. For example, we consider a phase transition with respect to some per-
formance parameter; this means that the range of values the parameter can
take can be divided in sub-ranges based on some qualitative characteristics. In
the simplest case of a two-phase scenario the system can exist in two phases
with respect to the specific performance metric, let the one phase correspond to
an “acceptable (or good)” performance and the other one to an “unacceptable
(or bad)” performance. Then, the corresponding phase diagram shall provide
information about which regions of the state variable space lead to a good
or – alternatively – bad performance. Therefore, compared to a fine-grained
simulation analysis performed to determine the behaviour of the system for
a range of values of one or more parameters, deriving just a phase diagram
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decreases the amount of information obtained about the system under study,
however, not in an arbitrary way.
Moreover, we show that the phase diagram can be estimated by means of
a reduced set of simulations in comparison to a full simulation study, which
makes our approach have a practical usefulness. Many realistic wireless sim-
ulations can take several hours or even a couple of days to run for a single
case, thus the brute force simplified parameter space search, or Monte Carlo
simulations, is sometimes not an attractive possibility. Alternatively, a phase
diagram that can be derived much faster provides a more coarse, but still
meaningful characterization of the system under study.
We suggest that a phase diagram can be derived from a limited set of sim-
ulation points by means of SVMs. Specifically, simulation outcomes for a set
of state variable combinations are used to train the SVM, whose objective will
be the determination of the phase transition boundaries. We demonstrate our
idea by means of a simple case study on a very well known model. Namely, in
the following sections we present an example where the model under study is
a CSMA/CA network and the performance metric of interest is the aggregate
network throughput.
In Section 6.2.1 we discuss the phase transitions in the CSMA/CA model
and construct the phase diagram. In Section 6.2.2 we demonstrate how the
derivation of the phase diagram can be performed with minimal computa-
tional effort by means of an SVM.
6.2.1 A Phase Diagram of the CSMA/CA Throughput
In this section we discuss the phase transitions observed in the CSMA/CA
throughput and derive the corresponding phase diagram. There are many
parameters that determine the aggregate throughput and act as state variables
for the system. The number of state variables we take into account specifies the
dimensions of the phase diagram. For the sake of simplicity, and without loss
of generality, we focus on a two-dimensional case in order to demonstrate our
concept. Therefore, we select two parameters as state variables, namely the
frame size and the total offered traffic. The simulated aggregate throughput
in a CSMA/CA network with BEB for several frame sizes against the total
offered traffic is shown in Figure 6.6. As the offered traffic load increases
the aggregate throughput increases linearly with the offered traffic, then it
continues to increase with a lower rate until the point it becomes saturated.
For larger frame sizes the behaviour remains the same in a qualitative sense,
but the performance becomes overall better, i.e., the saturation throughput
increases with the frame size.
There is often a misconception that the existence of a phase transition is
to be considered only in the case of a drastic numerical discontinuity. How-
ever, in the context of statistical mechanics a phase transition is a sudden
quantitative change in some relevant property of the system, and does not
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Figure 6.6: The aggregate throughput obtained by a CSMA/CA MAC protocol
with respect to the total offered traffic load for several frame sizes. Each user
generates the same amount of traffic. The minimum BE is 5.
necessarily correspond to a numerical jump. For instance, let us consider the
CSMA/CA aggregate throughput for a specific, arbitrary frame size (Figure
6.6). The throughput curve does not exhibit any abrupt and drastic change.
But from a qualitative point of view we can identify different regions (phases).
For lower values of traffic the aggregate throughput is approximately equal to
the amount of offered traffic; this is a fully efficient regime where traffic can
be handled with minimal delays. Then, the aggregate throughput continues to
increase with the offered traffic but with a slower rate, thus the throughput is
not any more approximately equal, but lower than the traffic; this is clearly a
less efficient region of operation. Finally, as the offered traffic increases beyond
a certain point the aggregate throughput remains constant; this is the saturated
phase where we can say that practically the protocol cannot handle anymore
the amount of offered traffic.
From this point of view the throughput constitutes a three-phase model.
As discussed in the previous paragraph, we have a fully efficient phase (Phase
1), a less efficient phase (Phase 2), and a saturated phase (Phase 3). This means
that the CSMA/CA throughput undergoes two phase transitions (we have one
phase transition between Phases 1 and 2 and another one between Phases
2 and 3). Now we need to specify mathematically the phase boundaries or,
equivalently, the critical points where each phase transition occurs.
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Let us define the normalized aggregate throughput, Tnorm, as the ratio of
the aggregate throughput to the amount of offered traffic
Tnorm =
aggregate throughput
total offered traffic
. (6.10)
By definition of the phase 1,
Tnorm = 1 (6.11)
in the phase 1 and starts decreasing as the system enters the phase 2. Thus, the
critical point of the phase transition between Phases 1 and 2 can be defined
as the operational point where Tnorm starts dropping below 1. Of course,
in practice the value of Tnorm in the phase 1 is not strictly equal to, but is
fluctuating near unity. Therefore, we define the critical point of the phase
transition between Phases 1 and 2 to be the following
Tnorm = 1− ǫ1. (6.12)
The value of ǫ1 was empirically chosen and set to 0.01; a smaller or larger value
can be applied depending on how strictly one wants that the phase 1 satisfies
Equation 6.11. With ǫ1 = 0.01, if Tnorm ≥ 0.99 the network operates in the fully
efficient phase (Phase 1), where the aggregate throughput is approximately
equal to the offered traffic; otherwise we are either in Phase 2 or in Phase 3.
In statistical mechanics terms, every phase transition is characterized by an
order parameter; the order parameter is a quantity which is zero in one phase
and obtains a non-zero value as the system enters the new phase. For the phase
transition between Phases 1 and 2 we can define the following order parameter
m1 = −Tnorm + 1, (6.13)
which is approximately equal to zero if the network is in the fully efficient
regime, i.e., Phase 1 (Tnorm ≥ 0.99), and takes positive values as the system
enters Phase 2.
In order to determine the critical point between Phases 2 and 3 we consider
the first differences2 of the aggregate throughput,
Tdiff = aggregate throughputi − aggregate throughputi−1. (6.14)
In the saturated phase the throughput differences will be approximately equal
to zero. However, in practice we need to take into account a tolerance margin,
thus we define
T′diff =
{
0, if Tdiff < ǫ2
Tdiff, otherwise.
(6.15)
2The first differences are defined as the differences between consecutive samples, i.e., we
subtract each value of the aggregate throughput from its succeeding sample.
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If T′diff > 0 the aggregate throughput still increases with the offered traffic.
Otherwise, if T′diff = 0, the network is in the saturated throughput phase.
We would like to stress that since there is no established definition of how
to specify a single operational point as the saturation point of a CSMA system,
the determination of a value for ǫ2 should be seen as an empirical process
based on individual problem needs. The determination of the order parameter
for the second phase transition is more straightforward, that is,
m2 = T
′
diff. (6.16)
We would like, though, to point out that the number of different phases
and their boundaries can be defined differently, depending on the operational
points of the system one wants to stress on. For example, in the case of the
CSMA/CA throughput another rational option would be to specify only two
different phases that correspond to non-saturated and saturated throughput
regimes respectively.
At this point we have all the information we need for drawing the corre-
sponding phase diagram after simulating the network for all possible com-
binations of the state variable values, namely of the frame size and the total
offered traffic. We consider a slotted CSMA/CA protocol with BEB. Simula-
tions are performed using the Qualnet network simulator [81]. The network
consists of 20 users that generate CBR traffic. The channel bit rate is 11 Mbit/s.
Specifically, we ran simulations for 7 different frame sizes (500, 750, 1000, 1250,
1500, 1750, 2000 bytes) and 133 different values of offered traffic (from 0.1 to
13.3 Mbps with steps of 0.1 Mbps), which yields a total of 7 × 133 = 931
simulation configurations. The resulting phase diagram is shown in Figure
6.7. The two lines on the diagram represent the phase boundaries and the
diagram illustrates at which of the three phases our network operates for every
combination of the state variables. The left area of the diagram corresponds to
the fully efficient phase, where the condition Tnorm ≥ 0.99 is satisfied. The
middle area is the less efficient phase, where Tnorm < 0.99 and T
′
diff > 0, and
finally the right area corresponds to the saturated phase, where T′diff = 0.
Up to this point we showed how a phase diagram can be created given that
the outcome of the system is known for all combinations of the state variables.
However, on its own, this is not particularly useful in practice; our objective
is to be able to derive a phase diagram by means of a reduced number of
simulation points and this will be presented in the following section.
6.2.2 Derivation of the Phase Diagram by Means of Support Vector Machines
In Section 6.2.1 we created the phase diagram of the CSMA/CA throughput
after simulating the network for a set of 931 different simulation points, i.e, 931
combinations of the state variables. In this section we use SVMs to show how
we can derive the same phase diagram from a significantly reduced number
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Figure 6.7: The phase diagram of the CSMA/CA throughput with respect to
the frame size and the total offered traffic load.
of simulation points. We note that we employ SVMs as an efficient method
for deriving phase diagrams without, however, precluding the suitability of
other machine learning methods. For example, in [112] genetic algorithms are
proposed for locating phase transitions in agent-based scenarios.
SVMs [113] belong to the class of supervised learning algorithms and have
become a popular machine learning technique [114] for addressing classifica-
tion problems. The task of a classification problem is to classify some objects
into a number of classes (categories) based on a specified set of features. In
supervised learning we use a training set, i.e., a set of objects whose class is
known, in order to derive a classifier function that will be then used to map
objects to classes. The objective of an SVM is to find the maximum margin
hyperplane, that is, the hyperplane that maximizes the distance to the closest
training points of each class. In other words, the maximum distance hyper-
plane is the classifier function to which an SVM converges. SVMs can handle
non linearly separable classes by applying the so-called kernel trick; the idea is
to map the feature vectors through a kernel function into a higher dimensional
feature space in which they become linearly separable.
For the derivation of a phase diagram the state variables of the system
under study shall constitute the features of a classification task. In the context
of the scenario we presented in Section 6.2.1, these are the frame size and
the amount of offered traffic. Thus, a combination of a specific frame size
and a specific amount of offered traffic is a so-called feature vector in a two-
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dimensional classification problem, denoted as
F = [ f , t]T, (6.17)
where f is the value of the frame size and t the offered traffic.
Our aim is to approach the phase boundary lines. For each of them we
apply a two-class SVM classifier. The objective is that the function to which
the SVM will converge coincides with the phase boundary line. For the first
phase transition (between Phases 1 and 2) the one class corresponds to state
variable combinations belonging to Phase 1 and the other class corresponds
to the combinations belonging either to Phase 2 or to Phase 3. For the second
phase transition (between Phases 2 and 3) the one class corresponds to the
phases 1 and 2 and the other class corresponds to the phase 3. Since SVM
classification belongs to the family of supervised learning methods we need to
generate a set of training vectors, that is a set of feature vectors, of which we
know their classes. The same set of training vectors can be used for the two
SVM classifiers meaning that we shall assign two different class labels to each
training vector; the first class label will apply for the first SVM classifier to find
the boundary of the first phase transition and the second class label will apply
for the second SVM classifier for the second phase transition. The training
vectors are selected randomly and in order to classify them, i.e., to determine
the two class labels for each training vector for the first and for the second
classifier, we have to simulate the network for the corresponding parameter
values f and t.
In order to reduce further the number of simulation points we apply the
following two rules. The first rule concerns the first SVM classifier. For a
randomly selected training vector
F′ = [ f ′, t′]T,
if we already have another training vector, F1 = [ f1, t1]
T, with f ′ = f1 and
t′ < t1, and F1 belongs to the class that corresponds to the phase 1, then we
can directly classify F′ to the same class without performing a simulation. For
acting more on the safe side and avoid missclassifications of training vectors
we will expect to have two training vectors, instead of one, that satisfy the
conditions like F1 before classifying F
′ without running a simulation.
A similar rule applies for the second classifier. For a training vector
F˜ = [ f˜ , c˜]T,
if we have already two (instead of one, as before) training vectors F2 = [ f2, t2]
T,
with f˜ = f2 and t˜ > t2, and F2 belongs to the class that corresponds to the
phase 3, then we can directly classify F˜ to the same class.
The phase diagram obtained by means of the two SVM classifiers is il-
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Figure 6.8: The 2-dimensional phase diagram of the CSMA/CA throughput
derived by means of SVMs. The coloured points correspond to the training
vectors. The green phase transition boundaries are those resulting from a full
simulation of the system, whereas the black lines are the boundaries obtained
by the two SVMs.
lustrated in Figure 6.8. The coloured points correspond to the training vec-
tors. The green phase transition boundaries are those resulting from the full
simulation of all the 931 simulation points, whereas the black lines are the
boundaries obtained by the two SVMs. The set of training vectors we used
was approximately the one half of the full set of 931 simulation points, but the
number of configurations we had to simulate was significantly smaller due to
the enhancement described in the two previous paragraphs. Specifically, the
number of simulation points we have to run varies somewhere between the
25% and 30% of the full set of the 931 points.
Following exactly the same procedure we can increase the dimensions of
the problem and derive, for example, a 3-dimensional phase diagram (Figure
6.9). Along with the frame size and the offered traffic the minimum value of
the BE is added to the state variables that we take into account, and which com-
prise the feature vectors of the classification problem. In Figure 6.9 the green
and magenta surfaces correspond to the phase boundaries resulting from the
two SVM classification problems. Compared to the full simulation analysis
(for 7 different frame sizes, 133 traffic loads and 4 minimum BEs) that would
require to simulate 3724 different configurations, the phase diagram can be
derived from approximately the 30% of the full simulation set.
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Figure 6.9: The 3-dimensional phase diagram of the CSMA/CA throughput
derived by means of SVMs.
6.3 SUMMARY
We presented two paradigms to show that the notion of phase transitions can
exploit its usefulness in wireless networks. A phase transition corresponds to
a qualitative change in the system under study, therefore a network charac-
terization with respect to the points of phase transitions provides a knowledge
about the system that is, without doubt, meaningful in a qualitative sense. Ad-
ditionally, we argue that in several cases the awareness of a phase transition in
a wireless networking context should be taken into account when developing
solution schemes in order to ensure the stability of the resulting solution by
trying to eliminate the possibility that the network might undergo that phase
transition.
In particular, in our first paradigm we addressed phase transitions in the
context of wireless networking optimization. In wireless networking optimiza-
tion, given one or more optimization objectives we often need to define mathe-
matically an optimization task, so that a set of requirements is not violated. Es-
pecially in non-coordinated wireless networks, optimization approaches need
to be implemented in a distributed and decentralized fashion. Thus we are in-
terested to find utility-based approaches that can be practically employed in a
self-organizing network. We presented a power control optimization problem
for a macrocell-femtocell network. A hard constraint in the problem creates
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a phase transition phenomenon between two regions in the solution space,
one corresponding to acceptable and the other to unacceptable solutions. We
showed how we can formulate a distributed, utility-based approach of the
optimization problem in order to map clearly this effect of distinguishing be-
tween a favourable and an undesirable phase by means of a binary variable.
This approach is suitable if we want to treat two phases in a different way,
for instance, if we want to favour solutions lying in the one side of a phase
transition.
As a second paradigm, we considered the concept of phase diagrams for
characterizing wireless networks by means of a reduced number of simulation
points. Given the fact that sometimes a full simulation analysis requires an
unattractively large amount of computation time, our much faster derivation
of the system’s phase diagram can be an interesting alternative in certain prac-
tical cases. A phase diagram provides a complete picture of the phase space; it
illustrates in which state our system shall be for every possible combination of
values the state variables can take. A phase diagram does not provide an out-
come of the same accuracy level as a full simulation study, but it fully charac-
terizes the system with respect to the points of state changes. The points where
a system changes its state correspond to qualitative changes in the properties
of the system, therefore there are points of significant interest and importance
as far as the characterization and understanding of a system is concerned.
We stress that our approach of characterizing wireless networks via phase
diagrams is very well suited to cross-layer optimization objectives, in which
case a phase diagram can be simply created with respect to state variables
from different layers. In order to derive a phase diagram with an attractive
computational effort, that is, a limited amount of simulations, we propose the
application of SVMs. As a case study we presented a simple CSMA/CA model
where the aggregate throughput is the performance parameter of interest. The
throughput with respect to the offered traffic can be divided into three phases:
a fully efficient phase, a less efficient phase, and a saturated throughput phase.
We generated the corresponding phase diagram and we showed how this task
can be solved as an SVM classification problem. Finally, we would like to point
out that our suggestion to employ SVMs for deriving phase diagrams with an
attractive computational effort is not limited to wireless networks, but can be
used within the context of various scientific fields.
7EMPLOYING MINORITY GAMES IN
WIRELESS NETWORKS
Designing distributed protocols with limited requirements for exchange of
feedback information between the nodes is a key element in the development
of cognitive and self-organizing ad hoc networks. We argue that the MG and
its variations can constitute a useful tool towards this direction. The MG is a
repeated coordination game in which players need only a minimal amount of
information in order to play the game and act in a coordinated fashion.
In the present chapter we illustrate the employment of MGs in the de-
sign of self-organizing algorithms for wireless networks by presenting two
paradigms. Namely, we implement a dynamic channel allocation mechanism
and a splitting algorithm for the MAC layer [9]. Nevertheless, our aim is more
general; we want to emphasize that MG-inspired algorithms can be designed
to provide solutions to a wide spectrum of resource allocation problems in
non-coordinated wireless networking. We thus begin the chapter by defining
variations of the MG that are especially suited to be applied in wireless net-
working context.
7.1 INTRODUCTION AND RELATED WORK
The MG and its variations are well known paradigms of repeated coordina-
tion games used widely to model socioeconomic systems and financial mar-
kets [115]. Originally, the development of MG is inspired by the El Farol bar
problem. The inhabitants of a town have to decide every week whether they
will go to the El Farol bar or stay at home given that the night at the bar is
enjoyable only if the bar is not overcrowded.
The MG can be seen as an approach to economics and game theory from a
statistical mechanics point of view. A complex system consisting of a large
number of individuals interacting with each other is described via a small
number of macroscopic parameters. These macroscopic parameters are ad-
equate to determine the macroscopic behaviour of the system. The game ex-
hibits a phase transition that can be depicted as a function of a control parame-
ter. Indeed, the MG has triggered the intense interest of the physics community
and has been analyzed in the framework of statistical mechanics [116, 117].
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What is utmost interesting in the MG, is its property of attaining coordina-
tion among the participating individuals while requiring only a limited level
of explicit cooperation between them. Only a minimal amount of information
needs to be known to players in order to play the game, thus making it suitable
to be implemented in a distributed fashion. Obviously, this feature makes MG
very attractive for wireless networks. The employment of MGs is promising
for developing distributed coordination schemes with minimal information
exchange. For the design of self-organizing and cognitive wireless networks,
the required amount of information exchange is an aspect of crucial interest.
On the one side, exchange of control information is essential for achieving any
sort of coordination among the network nodes. Gathering more information
facilitates the implementation of more complex and preciser coordination al-
gorithms. But on the other side, it generates an overhead in terms of used net-
work capacity, latency, and energy consumption. Therefore, there is a trade-off
between the information exchange overhead and the payoff gained by coop-
eration among nodes. This trade-off has been discussed in the literature as the
price of ignorance [118] or the value of perfect information [119]. Nevertheless,
there is clearly a significant benefit from applying coordination mechanisms
that require limited amount of feedback information.
So far, there are only a limited number of studies that make use of MGs
in networking context. For example, in [120] the El Farol bar problem has
been used as a paradigm to model and provide a solution to coordination
and congestion problems which may arise due to overutilization of the In-
ternet. The authors in [121] consider the MG, and repeated games in general,
for tackling resource allocation problems and enable coordination in wireless
sensor networks. A congestion control scheme is proposed in [122], where the
transmission speed of the transmitters is selectively reduced upon detecting
congestion based on the outcomes of an MG. In [123], Mertikopoulos and
Moustakas use an MG with multiple options to model the behaviour of users
that are able to select among multiple wireless access points in a heterogeneous
network environment. In the context of a distributed spectrum sensing model
for secondary users, the MG is played in order for each node to decide whether
to sense the channel or not [124]. Recently, MG was adopted to coordinate
how nodes shall be acting as relays in delay tolerant networks [125]. An MG-
inspired solution for a channel allocation problem is proposed in [126]. In
particular, the authors present a game theoretic model based on a modified
MG for converging to an NE solution for the problem of finding an efficient
channel assignment for co-existing IEEE 802.22 networks that operate in un-
used TV bands.
The MG formulation is well suited for developing resource allocation al-
gorithms (see, for example, [127, 128]). Mähönen and Petrova argue that MGs
can be employed to address a variety of resource allocation problems in cog-
nitive wireless networks with minimal requirements for exchange of feed-
back information [129]. In this chapter we present two such examples of MG-
7.2. MINORITY GAME AND VARIATIONS 115
based resource allocation schemes. Specifically, in Section 7.3 we present a
dynamic channel allocation scheme using a MG with multiple options. The
proposed model provides a solution to the generic problem of assigning many
transmitter-receiver pairs to a set of available channels efficiently and in a
distributed manner. In Section 7.4 we present an MG-based splitting algorithm
for the MAC layer that can be utilized to reduce the probability of collision in
dense and overloaded with traffic wireless networks.
A preliminary step towards designing MG-based schemes for wireless net-
works is the selection or formulation of MG variations that are suitable and
useful for addressing the problems we are aiming to solve. For instance, the
original MG is defined to operate with an odd number of players. This restric-
tion is definitely not reasonable for building resource allocation algorithms
since the resulting algorithm shall be practically useless if it can only be ap-
plied when the number of potential resource consumers is odd. Thus, the first
part of this chapter, namely Section 7.2, is dedicated to the formulation of MG
variations that are practical for addressing resource sharing problems in real-
world wireless networking. Fortunately, the MG appears to be quite flexible
in changes to the original definition in the sense that its desirable properties
persist. Of course, before discussing variations, the original MG needs to be
introduced.
7.2 MINORITY GAME AND VARIATIONS
7.2.1 The Original Minority Game
The MG was originally introduced by Challet and Zhang in 1997 [130] based
on the well known El Farol bar problem. The El Farol bar problem, which is
named after the homonym bar in Santa Fe, was formulated by Arthur in 1994
as a paradigm to model inductive reasoning and bounded rationality [131].
The problem reads as follows: A finite population of people decide indepen-
dently every Thursday whether to go to the El Farol bar where a live music
event is hosted. However, space is limited and the show is enjoyable only if
the bar is not too crowded. If too crowded, one would have a better time if
stayed at home. Therefore, if we suppose that the bar is considered crowded
if more than x% of the population attends the event, the preferences of each
individual can be described as follows:
• If x% or less of the population will attend, it is preferable to go to
the bar.
• If more than x% of the population will attend, it is preferable to stay
at home.
The decision is, of course, trivial if one can know beforehand how many people
will show up at the bar. However, this is not the case and the problem consti-
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tutes in defining strategies for predicting the attendance and, thus, making a
decision, based on some information about the attendance in the past.
As implied by its name, the MG sets the limit above which the bar is consid-
ered unpleasantly crowded to 50%, making the game symmetric with respect
to the two options. The game is repeated and in every round the players who
are in the minority group win. By definition of the game, it is required that the
number of players is odd so that one group is always smaller than the other
one. Below we present a brief overview of the classical MG. A more thorough
presentation can be found in [115, 132, 133].
Formally, the MG is defined as follows: An odd number of players, N,
chooses in each round between two alternatives, “0” or “1”. Let us denote the
action or decision of player i at time t by ai(t). Within the context of the El Farol
bar problem, at week t, player i decides whether to stay at home (ai(t) = 0),
or go to the bar (ai(t) = 1). The central quantity of interest is the attendance at
time t, which encapsulates the actions of all players at time t to the following
A(t) =
N
∑
i=1
(
2ai(t)− 1
)
. (7.1)
The minority rule sets the comfort level at A(t) = 0. The larger the absolute
value of A(t), the more uneven the allocation of the players between the two
alternative options. The winning action for the round played at time t can be
expressed by means of the Heaviside function 1 as
w(t) = H[−A(t)]. (7.2)
The information known to the players and on which they base their de-
cision for the round at time t is the past winning actions at the M previous
rounds. This is called the history of the game and it is usually denoted by
µ(t) = {w(t−M), · · · ,w(t− 1)}. Provided the history, each user has to make
a decision. For this purpose, every player possesses a set of S ≥ 2 strategies.
Evidently, there are 2M different history sequences. A strategy is defined as
a mapping of all the possible 2M histories to an action a(t). Thus a strategy
is simply a binary sequence of 2M “0”s and “1”s, where each position in the
sequence corresponds to a specific history. The strategies of each user are
randomly generated and remain unchanged throughout the duration of the
game.
However, in each round the selection of the strategy that the player shall
use to determine her action is a result of an adaptive process. The players
keep a virtual score for each of their strategies. At the beginning of the game
all strategies are assigned a zero score. After every played round, a player
updates the virtual score of each of her strategies as follows: a strategy gains
1The Heaviside function H(x) equals 0 for x < 0 and 1 for x > 0.
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a point if it would have predicted correctly the winning group, otherwise it
loses a point. That is,
Ui,s(t+ 1) = Ui,s(t) + 2 δ
(
a
µ(t)
i,s − w(t)
)
− 1, (7.3)
where δ(x) is the delta function2, Ui,s(t) is the virtual score of the strategy s of
player i at time t, and a
µ(t)
i,s is the decision that the strategy s of player i would
yield given the history µ(t). In every round a player uses the strategy with the
highest virtual score for making a decision. In case of a tie, a strategy among
those with highest virtual score is randomly selected.
Players themselves collect payoff points. If player i made a correct decision,
she gains one point, otherwise she loses a point. That is, in every round the
payoff of player i is updated as follows
pi(t+ 1) = pi(t) + 2 δ
(
ai(t)− w(t)
)
− 1. (7.4)
Thus, the virtual score of a strategy is the hypothetical payoff the strategy
would deliver if it was adopted in every round from the beginning of the game.
As the game is being played for a long a period of time, i.e., for a very
large number of rounds, the average of the attendance equals zero, 〈A(t)〉=0.
However, the long-term average of the attendance would be equal to zero even
if the players were choosing between the two options by tossing a coin (i.e.,
random decisions). The emergence of coordination in the MG is perceptible
through the fluctuations of the attendance around the average value. The
variance of the attendance, termed volatility, is given by
σ2 =
〈
A2
〉
− 〈A〉2 , (7.5)
and it is a measure of the global efficiency. Savit et al. [134] found out that the
volatility is only a function of the ratio α = 2M/N. The parameter α is actually
the control parameter of the system. It was also suggested that for S > 2, α
should be 2M+1/SN [135]. Nevertheless, the qualitative behaviour of the game
is the same, independently of the number of strategies each player holds (S).
Due to the latter fact, we shall be mostly using S = 2 in the implementations
presented in the subsequent discussions. Figure 7.1 shows the normalized
volatility (σ2/N) against the control parameter α for S = 2. The dashed line
represents the case where the players make random decisions (coin-toss). By
observing Figure 7.1 we recognize that the control parameter, α, separates
the behaviour of the game with respect to volatility in two phases. For low
values of α the volatility becomes very large and the game outcome becomes,
actually, worse than the coin-toss case. On the other hand, for large values of α
the normalized volatility approaches the value that the coin-toss game would
2The delta function δ(x) equals 1 if x = 0 and 0 otherwise.
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Figure 7.1: The normalized volatility (σ2/N) as a function of the control
parameter, α, for S = 2. The dashed line represents the coin-toss case.
yield. At the critical value of the control parameter, αc, where the two phases
meet, the volatility attains a minimum value. At this point, the maximum
level of coordination emerges among the players and the game is at its most
efficient point. It is the fact that the minimum value of volatility is reached
with confined memory lengths that was one of the original surprises of MG,
i.e., the fact that increasing the knowledge of players does not always payout.
By means of extensive simulations, Cavagna [136] discovered a remarkable
property of the MG. Namely, he showed that the history can be replaced by
random information provided that all players utilize the same piece of informa-
tion in each round. The properties of the game, such as the volatility, remain
the same, meaning that coordination does not arise from the knowledge of
past game outcomes, but rather due to the fact that all players take as input and
respond to the same piece of information. The only quantity that matters is the
parameter M, which practically defines the dimensions of each strategy, that is
2M, and the range of possible values the random information can take in each
round, that is [0, 2M − 1]. It is important, though, to stress that the outcome of
the previous round is still needed to the players for scoring their strategies, but
loosening the dependence of the game on the knowledge of previous outcomes
does provide a degree of robustness against imperfect feedback mechanism.
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7.2.2 Playing with Even Number of Players
The standard MG is defined with the requirement that the number of players
is odd, so that there is a winning choice in each round. However, this restric-
tion is not convenient for practical applications of the game. For example, in
wireless networks we can not expect that the number of nodes is all the time
an odd number. For handling even numbers of players we basically need to
address the fact that we may not have a winning side in each and every round
of the game, but the players may be divided evenly into the two options. We
need to modify the original formulation of the MG by focusing to those parts
of the game where a previously winning options is employed and addressing
the event that no side won in a round.
First, in the classical MG past winning actions construct the history of the
game, which is used by the players for making their decisions. However, as
mentioned in Section 7.2.1, the history can be replaced by random information
that is shared among all players. Consequently, the case of a game outcome
with two-equally sized groups can be translated to any option in the history
string (“0” or “1”) provided that all players consider the same translation rule
and the considered history string will, thus, be the same for all players. Of
course, in case the MG is played with random information, instead of the real
history sequence, this issue is automatically circumvented.
Second, the winning side in every round is used for assigning virtual points
to the strategies. The objective of each player in the MG is to belong to the
minority group. We rephrase – and thus slightly alter – the goal to be that a
player desires not to belong to the majority group. This is, of course, equivalent
to the objective of a player in the classical MG if the number of players is odd.
If the game is played by an even number of players, this translates to that all
players are perfectly satisfied if they are split into to equally sized groups. In
other words, the goal of the game is the splitting of the players to two groups
that are equally sized to the extend that this is possible. Certainly, the virtual
points of each strategy need to be updated by a rule that resembles the above
modification. A strategy gains a point if it would place the player in a group
that contains no more than N/2 players. Otherwise, the strategy loses a point.
That is,
Ui,s(t+ 1) =
{
Ui,s(t) + 1, if n ≤ N/2
Ui,s(t)− 1, if n > N/2,
(7.6)
where n is the number of players that made the decision that the strategy under
evaluation would made, i.e.,
n =
N
∑
k=1
δ
(
ak(t) = a
µ(t)
i,s
)
. (7.7)
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Figure 7.2: The normalized volatility (σ2/N) as a function of the control
parameter, α, for S = 2. The game is played with random information and
even numbers of players. The dashed line represents the coin-toss case.
The a
µ(t)
i,s represents the decision that the strategy s of player i would yield
given the history (or random information) µ(t).
Similarly, we need to modify the rule that updates the payoff of player i,
pi(t+ 1) =
{
pi(t) + 1, if n
′ ≤ N/2
pi(t)− 1, if n
′
> N/2,
(7.8)
where n′ is the number of players in the group of player i,
n′ =
N
∑
k=1
δ
(
ak(t) = ai(t)
)
. (7.9)
Obviously, for the purpose of designing self-organizing schemes for wire-
less networks the event that two-equally sized groups emerge is typically de-
sirable with many resource allocation problems. Hence, the above modifica-
tion is the most suitable. However, in an analogous manner one can modify
the MG formulation for a game with even number of players so that players
are satisfied only if they belong to a strict minority.
Figure 7.2 depicts the normalized volatility (σ2/N) against the control pa-
rameter α for S = 2 for a game played with random information and even
number of players. The dashed line represents the case where the players
make random decisions (coin-toss). A comparison of Figure 7.2 with Figure
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7.1 reveals that the altered MG introduced in the present section exhibits the
same behaviour with the classical MG with respect to volatility, which is the
quantity of interest since it is the measure of global efficiency of the game.
7.2.3 The El Farol Bar Problem Revisited for a Family Night Out
The classical El Farol bar problem considers that each player goes alone to
the bar. In this section we exploit a scenario where individuals may go to
the bar either alone, or with family. The motivation behind this variation
is to address cases with players of different weights, that is, players that do
not contribute equally to the attendance. Consider, for instance, resource al-
location problems – a class of problems that can be suitably formulated by
means of MGs. In resource allocation games players need to be assigned to the
available resources and, very often, not all players consume equal amounts
of a resource’s capacity. Within the context of the El Farol bar problem this
translates to a situation whereby each player shall occupy a different number
of seats at the bar depending on whether she is going alone, or bringing along
her family. To address this kind of situations we define a new variation of the
MG, the Family Minority Game (FMG) [3].
For each of the N players we need to specify how many seats she will
potentially occupy if attending the bar. More specifically, for each player i
we define a parameter fi ∈ Z
+ that represents the number of family members
(including the player i herself) that will or will not go to the bar following the
decision of player i. Therefore, while the game is played by N players, the
number of potential attendees at the bar (i.e., the total number of attendees if
all players would decide to attend the bar) is
F =
N
∑
i=1
fi. (7.10)
We suppose that the number of potential attendees, F, can be either odd or
even, therefore we follow the details of Section 7.2.2 to formulate the game. In
each round the objective is to split the potential bar attendees to two groups
that are equally sized to the extent that this is possible. Thus the attendance is
now defined as
A(t) =
N
∑
i=1
((
2ai(t)− 1
)
fi
)
. (7.11)
Each of the N players possesses a set of randomly generated strategies as in
the classical MG and utilizes the history or random information, which is pub-
licly known to all players, in order to make a decision. At each round player
i uses the strategy with the highest virtual score. If two or more strategies
have the same score, one of them is randomly selected. After every round the
virtual score of each strategy is updated as follows: a strategy gains a point
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if the group it would select contains no more than half of the total number of
attendees, and loses one point in the opposite case. That is,
Ui,s(t+ 1) =
{
Ui,s(t) + 1, if n ≤ F/2
Ui,s(t)− 1, if n > F/2,
(7.12)
where n is the number of attendees that correspond to the decision that the
strategy under evaluation would made, i.e.,
n =
N
∑
k=1
(
δ
(
ak(t) = a
µ(t)
i,s
)
fk
)
. (7.13)
Similarly, the payoff of player i is updated as follows,
pi(t+ 1) =
{
pi(t) + 1, if n
′ ≤ F/2
pi(t)− 1, if n
′
> F/2,
(7.14)
where n′ is the number of attendees in the group of player i,
n′ =
N
∑
k=1
(
δ
(
ak(t) = ai(t)
)
fk
)
. (7.15)
Coordination in the MG is realized due to the fact that players employ a
piece of common information – either history or random information – for
making decisions. In addition, coordination emerges through the adaptation
of the virtual scores of each player’s strategies. If the parameters of the game
are set appropriately the virtual scores of the strategies are adjusted in a way
that the players act in a coordinated fashion when using their best rated strate-
gies. The virtual score of a strategy is updated according to the attendance of
the group that the strategy would have selected. In the classical MG a strategy
earns a point if it predicts a decision that corresponds to the minority group,
therefore, the virtual points of a strategy tend to be related to the degree to
which the strategy differs from all strategies used by all other players [135].
Nevertheless, it is unlikely that the coordination is owed and limited to the
specific formulas adopted in the classical MG for the definition of attendance
and the assignment of points to strategies. Li at al., for instance, show that the
coordination properties of the MG persist when we assign variable payoffs to
strategies that depend on the size of the minority group [137].
To formulate the FMG we practically altered the definition of the atten-
dance and set the updating rule for the virtual scores of the strategies accord-
ingly. We expect that the scores of the strategies will evolve in such a way that
coordination can still emerge with respect, of course, to the altered definition of
the attendance. That is, coordination in the FMG is associated with outcomes
where the F potential attendees, and not the N players, are divided evenly
7.2. MINORITY GAME AND VARIATIONS 123
into two groups. In other words, we argue that the coordination through
the adaptation of the virtual scores is not due to the specific definition of
the attendance adopted in the MG and the corresponding updating rule of
the scores, but rather due to the fact that the virtual scores of all strategies
of all players are updated simultaneously in response to the previous game
outcome, using the same updating rule.
The control parameter in the FMG is α = 2M+1/SN, as in the classical MG.
It was observed that the properties of the MG are only a function of the ratio
2M+1/SN. The nominator in the control parameter (2M+1) is the number of
strategies of the so-called reduced strategy space, that is, it is the number of
strategies that are substantially different from each other. The denominator
(SN) is the number of strategies possessed by all players and, thus, the total
number of strategies used in the game. The coordination in the game emerges
due to a proper balance between these two quantities. If all players together
possess a number of strategies that is excessively greater than 2M+1, then many
players use identical or very similar strategies and react as crowds (or swarms)
resulting in high volatility. On the contrary, if the set of strategies used in the
game does not span adequately the reduced strategy space and it is only a
small fraction of it, then we have a situation that is equivalent to the random-
decision case. Consequently, the control parameter of the game results from
the relationship between the dimensions of the reduced strategy space and the
total number of strategies employed in the game. In the proposed FMG, none
of these two parameters is altered compared to the classical MG. Since the
strategies are generated exactly as in the MG, the dimensions of the reduced
strategy space are calculated as in the MG, that is 2M+1. Also, a set of SN
strategies is in use throughout the game.
It is interesting to note that the presented FMG is equivalent to a classi-
cal MG in the case of the set of players contains subsets of identical players,
i.e., players that possess the same strategies. Specifically, it is equivalent to a
classical MG with F players, when the set of players consists of N subsets of
identical players with fi being the size of subset i. In an MG with identical
players the control parameter would not be defined based on the total number
of players, but based on the number of non-identical players since this is what
actually defines the number of strategies employed in the game.
Figures 7.3a and 7.4a illustrate two examples of the normalized volatility
of the FMG. The dashed horizontal lines represent the analogous cases where
the players make random decisions. We note that the volatility of the random-
decision case is not equal to unity as in the classical MG, but it depends on the
values of the parameters f1, f2, · · · , fN. Nevertheless, this is not a critical fact
as long as the relationship between the volatility of the game and the random-
decision case remains unchanged.
To confirm further that the FMG has indeed the same dynamical behaviour
as the standard MG we observe the predictability, H, which is the order param-
eter of the phase transition. The predictability is a function of the conditional
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probability of the winning actions, w, given different histories or different
random information strings, µ, and it is defined as follows [134, 138] ,
H =
1
2M ∑µ
〈
w′|µ
〉2
, (7.16)
where w′ = −1 if w = 0, and w′ = 1 if w = 1. The predictability measures
to which extend the history or random information string gives information
about the next outcome. When the control parameter is smaller than the critical
value (α < αc) the M-length history or random information sequence, µ, does
not provide a sufficient amount of information and the game is unpredictable
with respect to µ. Thus the conditional probability P(w|µ) is independent of µ
and 〈w′|µ〉 = 0. Consequently, H = 0. In the other phase (α > αc) the µ does
influence the game outcome, thus H > 0. When playing with even number
of players we do not necessarily have a winning action in every round. We
thus consider w′ = 0 when A = 0, i.e., no winning side emerges. We note
that this does not alter at all the physical meaning and qualitative behaviour
of the quantity. Figures 7.3b and 7.4b illustrate that the predictability in the
FMG exhibits the expected behaviour.
7.2.4 Multiple Choice Minority Game
The MG portrays a scenario where in every round individuals have to choose
between two options. Nevertheless, in the real world there are often similar
situations but with more than two alternatives to choose from. The El Farol bar
problem poses the question whether one should go to the bar or stay at home.
In a similar context we can consider that there is a variety of bars in the town
and players need to choose where to go aiming to avoid overcrowded places.
Thus, a Multiple Choice Minority Game (MCMG) can exploit is usefulness in
many realistic scenarios.
Indeed, there are a few studies that introduce extensions of the MG with
multiple options. For example, D’hulst and Rogers [139] presented two varia-
tions of a three-choice MG that aims to mimic the cyclic trading of goods. An
evolutionary three-choice MG is presented in [140]. Ein-Dor et al. defined an
MCMG where each player is represented by a perceptron, thus a neural net-
work is employed for making the decisions. Chau and Chow [141] presented
an MCMG where the players choose their strategies from the reduced strategy
space, i.e., a strategy space consisting only of mutually anti-correlated and
uncorrelated strategies. Finally, Chow and Chau proposed another version of
an MCMG [142]. This model is the one we use as a base in our work in this
thesis.
In particular, based on the model proposed by Chow and Chau we consider
an MCMG played with random information and formulated such that there is
no restriction on the number of players. The case that a game outcome does
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Figure 7.3: The normalized volatility (σ2/N) and the predictability (H) of the
FMG as a function of the control parameter for N = 200 with fi = 1 for
i ∈ [1, 100], and fi = 2 for i ∈ [101, 200]. The game is played with random
information. The dashed line in the volatility plot represents the random-
decision case.
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Figure 7.4: The normalized volatility (σ2/N) and the predictability (H) of the
FMG as a function of the control parameter for N = 100 with fi = 1 for i ∈
[1, 40], fi = 2 for i ∈ [41, 70], and fi = 3 for i ∈ [71, 100]. The game is played
with random information. The dashed line in the volatility plot represents the
random-decision case.
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not bear a winning choice is treated similarly as in Section 7.2.2. While the
original formulation of Chow and Chau can be found in their paper [142], here
we present only the altered version of the MCMG, in which it is possible that
a winning side, i.e., a strict minority, does not always emerge.
We consider a population of N players. In each round, every player has
to choose one of Nc options, namely {0, 1, · · · , Nc − 1}. All the involved pa-
rameters and operations are defined in the Galois field, GF(Nc). The action or
decision of player i at time t is χi(t) ∈ {0, 1, · · · , Nc− 1}. In this model the term
attendance is defined per option; the attendance of option j ∈ {0, 1, · · · , Nc −
1} at round t is simply the number of players that chose option j,
Aj(t) =
N
∑
i=1
δ
(
χi(t) = j
)
. (7.17)
In every round the minority group, that is, the players that chose the least
populated option, win. Let the winning action for the round played at time t
be denoted by Ω(t).
As in the original MG, the history is the only public information known to
all players and used for making their decision. The history used for making
decisions at time t constitutes of the past M winning actions, µ(t) = {Ω(t−
M), · · · , Ω(t− 1)}. If two or more options share the least number of players
at one round, then one among them can be randomly selected for constructing
the history sequence. Alternatively, the game can be played using randomly
generated information, instead of the real history. That is, before each round
t we select randomly an element Ω′(t− 1) ∈ {0, 1, · · · , Nc − 1}. The random
information used for making decisions at time t constitutes of the sequence of
elements, {Ω′(t−M), · · · , Ω′(t− 1)}.
The strategies are defined differently than in the classical MG. A strat-
egy s consists of a uniform random variable ρs ∈ GF(Nc) and M weights
(ωs1,ω
s
2, ..., · · · ,ω
s
M) ∈ GF(Nc) satisfying the following condition
M
∑
k=1
ωsk = η, (7.18)
where η is a fixed constant in GF(Nc). The decision produced by the strategy
s of player i at time t with history µ(t) is
χ
µ(t)
i,s = ρs +
M
∑
k=1
ωskΩ(t− k), (7.19)
where all operations are performed in the GF(Nc). Alternatively, we can use
random information by substituting the past game outcomes , Ω(t − k), in
Equation 7.19 by the randomly generated values, Ω′(t− k). For more details
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on the properties of the strategies the interested reader is referred to the origi-
nal paper [142].
The goal of the game in every round is that the players are spread as evenly
as possible among the Nc options. In addition, as indicated by the original def-
inition of the MG, a player does not like overpopulated options. On the other
hand, joining a less crowded group is not an undesired choice. Therefore, we
consider that belonging to a group of N/Nc or fewer players is a satisfactory
outcome for a player, whereas groups with more than N/Nc players are to be
avoided. Consequently, a strategy gains a virtual point if it would place the
player in a group that contains no more than N/Nc players, whereas in the
opposite case the strategy loses a point. This is expressed as follows
Ui,s(t+ 1) =
{
Ui,s(t) + 1, if n ≤ N/Nc
Ui,s(t)− 1, if n > N/Nc.
(7.20)
The n represents the number of players that made the decision that the strategy
under evaluation would made, i.e.,
n =
N
∑
k=1
δ
(
χk(t) = χ
µ(t)
i,s
)
, (7.21)
where χ
µ(t)
i,s is the decision that the strategy s of player i would yield given the
history (or random information) µ(t).
In addition, we update the payoff of player i,
pi(t+ 1) =
{
pi(t) + 1, if n
′ ≤ N/Nc
pi(t)− 1, if n
′
> N/Nc,
(7.22)
where n′ is the number of players in the group of player i,
n′ =
N
∑
k=1
δ
(
χk(t) = χi(t)
)
. (7.23)
Since the attendance is now defined per option, the volatility is also defined
separately for each option. In particular, the volatility of option j is
σ2j =
〈
A2j
〉
−
〈
Aj
〉2
. (7.24)
Due to symmetry, the attendance and thus the volatility of each option have
the same behaviour. It is expected that σ2j ≈ σ
2
k , ∀ j, k ∈ {0, 1, · · · , Nc − 1}.
Hence, we consider the volatility of one of the options as the volatility that
characterizes the global efficiency of the game. Specifically, we consider that
the volatility of the game is σ2 = σ20 . Of course, instead of option “0”, one
can arbitrarily select any of the other Nc − 1 options. The control parameter
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Figure 7.5: The normalized volatility (σ2/N) as a function of the control
parameter, α, for S = 2 and Nc = 3. The game is played with random
information. The dashed line represents the random-decision case.
for the MCMG is α = NMc /NS. Figure 7.5 shows the normalized volatility
(σ2/N) against the control parameter α for S = 2 and Nc = 3 for a game
played with random information. The volatility verifies that the MCMG under
consideration exhibits the similar desirable behaviour as the original MG. The
dashed line represents the case where the players make random decisions.
Similar curves result for different values of available options, Nc, and different
number of strategies per player, S.
7.2.5 The Family Version of Multiple Choice Minority Game
Analogously to the variation of the El Farol bar problem revisited for a family
night out, which we introduced in Section 7.2.3, we consider the Family Mul-
tiple Choice Minority Game (FMCMG), that is, an MCMG where players may
contribute unequally to the attendance [3]. In other words, we consider that
each of the players might be accompanied in her decision by her family. Thus,
we have a set of N variable-weight players with the constraint that the weight
of a player is a positive integer. That is, for each player i we define a weight
fi ∈ Z
+. While the number of players is N, the total number of attendees is
F =
N
∑
i=1
fi. (7.25)
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The game is played exactly as described in Section 7.2.4 but we need, of
course, to modify appropriately some quantities. The attendance of option
j ∈ {0, 1, · · · Nc − 1} at round t is calculated as
Aj(t) =
N
∑
i=1
(
δ
(
χi(t) = j
)
fi
)
. (7.26)
The virtual score of the strategy s of player i is updated as follows
Ui,s(t+ 1) =
{
Ui,s(t) + 1, if n ≤ F/Nc
Ui,s(t)− 1, if n > F/Nc,
(7.27)
where n is the number of attendees that correspond to the decision that the
strategy under evaluation would made, i.e.,
n =
N
∑
k=1
(
δ
(
χk(t) = χ
µ(t)
i,s
)
fk
)
. (7.28)
Finally, the payoff of player i is updated as follows
pi(t+ 1) =
{
pi(t) + 1, if n
′ ≤ F/Nc
pi(t)− 1, if n
′
> F/Nc,
(7.29)
where n′ is the number of attendees in the group of player i,
n′ =
N
∑
k=1
(
δ
(
χk(t) = χi(t)
)
fk
)
. (7.30)
In order to confirm that the FMCMG exhibits a phase transition of the
same nature as the original MG we examine the order parameter. An order
parameter for the MCMG is proposed in [141, 142] provided the constraint
that there is a winning side, i.e., a strict minority, in every round of the game.
However, the definition needs to be altered to fit our modified model. We
define the predictability for the FMCMG as
H =
1
NMc
∑
µ
(
Nc−1
∑
j=0
(
P(Aj|µ ≤ F/Nc)−
1
Nc
)2)
, (7.31)
where P(Aj|µ ≤ F/Nc) denotes the conditional probability that the attendance
of option j is not higher than F/Nc given µ.
Figures 7.6a and 7.6b illustrate respectively the normalized volatility and
the predictability of an FMCMG against the control parameter. We note that
the control parameter of an FMCMG with N players is the same as that of
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an MCMG with N players, for the reasons explained in Section 7.2.3 for the
control parameter of the FMG.
7.3 DYNAMIC CHANNEL ALLOCATION WITH MCMG
An MCMG-model for coordinating the access of a large number of nodes to
multiple channels is presented. Given a set of available channels, an as bal-
anced as possible distribution of the nodes among these channels is desirable.
Certainly, situations where some of the channels become overloaded while
others remain underloaded is inefficient. Such flash crowd phenomena can
actually occur in the absence of any coordination among nodes [143]. The aim
of a balanced channel allocation is to achieve a spectral usage that is not only
efficient, but also fair for the users. Furthermore, avoiding overloading of the
channels ensures lower collision probabilities, hence, a better performance in
terms of throughput and delay.
The problem of channel allocation in wireless networks is extensively stud-
ied [144,145]. The two major application paradigms considered in the existing
literature are: the dynamic channel allocation problem for secondary users in
cognitive radio networks, and static or dynamic channel allocation in Wi-Fi
networks (see, for example, [146–148] and the references therein). The MG-
inspired scheme we propose belongs to the category of distributed and self-
organizing solutions. It is a generic scheme that can apply for both, Wi-Fi
channel allocation and spectrum sharing for secondary users.
7.3.1 The MCMG as a Channel Allocation Mechanism
The MCMG is used for assigning channels to the network nodes. Specifi-
cally, we consider the following problem: Given a set of available channels
and a set of transmitter-receiver pairs, the communicating pairs need to be
assigned to the available channels. We consider the transmitter-receiver pairs
as the players of an MCMG. The available channels are the options among
which players have to choose in every round of the game. The number of
transmitted-receiver pairs is typically greater than the number of channels,
hence multiple pairs of devices are assigned to each channel. Thus, a MAC
protocol is employed in each of the channels to coordinate the medium access.
The MCMG is played periodically and the channel allocation changes after
every round of the MCMG. Even if the network remains static for a long period
of time, unlike with other game-based schemes where typically an equilibrium
state is reached and the system then ceases (e.g., [103, 149]), with the MG the
channel allocation changes in every round. This fact offers the advantage
of ensuring fairness for users in case certain channels are subject to higher
interference than others.
If all communicating pairs exchange roughly equal amounts of traffic, then
an even distribution of the number of transmitter-receiver pairs to the avail-
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Figure 7.6: The normalized volatility (σ2/N) and the predictability (H) of the
FMCMG as a function of the control parameter for N = 100 with fi = 1 for
i ∈ [1, 40], fi = 2 for i ∈ [41, 70], and fi = 3 for i ∈ [71, 100]. The game is played
with random information. The dashed line in the volatility plot represents the
random-decision case.
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able channels is equivalent to a balanced distribution with respect to the traffic
load. In this case and for this purpose the MCMG of Section 7.2.4 is perfectly
suitable.
However, the assumption that all communicating pairs generate the same
amount of traffic is very restrictive with respect to realistic scenarios. A case
with transmitter-receiver pairs contributing unequally to the total amount of
traffic is analogous to a resource allocation problem where individuals con-
sume different amounts of a resource’s capacity. In order to address such cases
we employ the FMCMG introduced in Section 7.2.5. For each transmitter-
receiver pair i, i.e., for each player i, the parameter fi is set proportional to
the traffic generated by that particular pair. The fact that the parameters fi
in the FMCMG need to be integers imposes a discretization restriction on
the amounts of offered traffic per communication pair. However, there is no
restriction that the values assigned to parameters fi need to be kept smaller
than some limit, therefore, the step of discretization can be adjusted as needed.
For example, consider three players (communicating pairs), labeled 1, 2, and
3. Let player 1 generate 1 Mbit/s, player 2 generate 2 Mbit/s and player
3 generate 3 Mbit/s. We set f1 = 1, f2 = 2, and f3 = 3 resulting to a
scheme where the step of discretization is 1 Mbit/s. If now player 1 generates
1 Mbit/s, player 2 generates 2.5 Mbit/s and player 3 generates 3 Mbit/s, we
can simply set f1 = 2, f2 = 5, and f3 = 6, resulting to a discretization step of
0.5 Mbit/s.
7.3.2 Implementation Details
A split phase approach [150] is adopted as it is especially suited for imple-
menting an MG-based scheme. In a split phase protocol time is divided into an
alternating sequence of control and data phases. During the control phase all
nodes switch to a common control channel and exchange control information
in order to make agreements on the channels to be used during the following
data phase. During the data phase the nodes switch into the channels as agreed
in the previous control phase and exchange data. The advantage of the split
phase approach is that only one radio interface per node is needed. Its most
severe drawback is the need for synchronization among nodes, though the
synchronization requirements can be looser than in the common frequency
hopping approach. Evidently, this approach fits excellent to the operation of
the MG, according to which players have to play periodically and simultane-
ously a round of the game.
The operation of the MCMG played by the nodes follows exactly the mod-
els of MCMG and FMCMG described in Section 7.2.4. In each control phase
one round of the MCMG is played and the resulting arrangement of the nodes
to the available channels is adopted during the following data phase. To han-
dle the medium sharing among transmitters on the same channel during the
data phase, we use an IEEE 802.11 MAC [151] on each channel.
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One of the practical difficulties in implementing an MG-based scheme that
exploits the low volatility that can be attained by the MG is the fact that the
game needs to be run for several rounds in order to reach a stable state, in
which the minimum in the volatility is reached. In order to overcome this
issue we adopt the following approach: It is required that each transmitter-
receiver pair, i.e., each player, possesses a unique Player Identifier (PID) and
all players use the same algorithm for random number generation. This PID is
used as a seed to the random number generator for generating the strategies of
the corresponding player. Thus, provided that all nodes use the same random
number generator, and given the PIDs of all players, each player can fully
implement the MCMG and the game outcome can be calculated by all nodes
independently. In this way, it is feasible that several rounds are played during
the initialization phase of the network.
Of course, running the full MCMG increases the computational complexity
and memory consumption at each node compared to the case where each node
keeps track only of its activity. However, the load is not prohibitively high.
Because of the fact that there is actually no gain in terms of volatility when
using larger numbers of strategies per player, the memory requirements and
computational load of the game can be kept at minimum with two strategies
per player. Each strategy consists of M+ 1 integers, with the optimal value of
M being smaller for fewer strategies. Also, for each strategy, the virtual score
needs to be kept. As for the computational load, the decisions of the players
and the scores of the strategies are to be calculated; each strategy score update
is performed by means of a simple addition operation, whereas each decision
requires M multiplications and a single addition.
In our implementation, the information exchanged between the players
during the control phase is not the decisions made at the previous round
of the game, but the PIDs of the players. Given the PIDs, each player runs
the full MCMG. Nevertheless, running the full MCMG at every node can be
easily avoided after the first rounds played for initialization of the game if it
is considered to be computationally too intensive. The information exchanged
between the players can include both, the PIDs and the decisions the players
made at the previous round. Such a modification only increases insignificantly
the size of the control messages. Therefore, during the initialization phase of
the network and when a new transmitter-receiver pair joins the network, the
PIDs are to be used for running the full MCMG for several rounds and obtain
appropriate virtual scores for ones strategies. Otherwise, each player makes
only its own decisions and learns the game outcome needed for updating the
virtual scores of its strategies from the other players’s decisions contained in
the control messaging.
The MCMG can be also played either with real history, or random infor-
mation. Since players learn the decisions of the other players in order to
update the virtual scores of their strategies, it is straightforward to calculate
the outcome of the game, which is used to construct the real history. Alterna-
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tively, since players share the same random number generation algorithm, as
explained above, it is also relatively easy to set a common initial seed, which
will be used for generating a common random information sequence.
Also, the reception of broadcasted messages from the other nodes enables
each node to know at least roughly the number of nodes in the network. Given
that, nodes can select the appropriate value of M, so that the game is played
with minimum volatility. We note that a specific value of M is optimal for
a range of values of the number of players, therefore, small errors in the es-
timation of the number of players can be tolerated without causing a wrong
determination of M.
The control messages are broadcasted during the control phase. For broad-
cast packets no feedback about success or failure of the transmission is pos-
sible. If a broadcast packet collides, the contained information is lost. To
minimize the probability that the information of a player gets lost in one round
because of a collision, each transmitter sends two times a control message
during the control phase. In order to avoid collisions, the nodes select random
times within the control phase, at which they initiate the transmission of the
control message.
The duration of the data phase, that is, how often the MCMG is played and
the channel allocation changes, needs to be determined based on network-
specific and channel-specific conditions. Specifically, it should clearly depend
on how dynamically the network changes with time, with new nodes joining
or existing nodes leaving the network. In addition, channel-specific conditions
need to be taken into account as well. That is, how often the set of avail-
able channels changes in case of secondary spectrum usage. Or, whether the
network is susceptible to channel selective interference or fading, resulting
to unfairness issues among users if the channel allocation does not change
frequently enough. As for the duration of the control phase, this is a parameter
that should be set based on the number of control messages that need to be
sent, which is proportional to the number of nodes in the network.
On the one hand, highly static conditions call for a long data phase period
in order to minimize any unnecessary overhead. But on the other hand, if the
data phase period is very long, then a node that happens to join the network
just after the end of the control phase can not wait until the next control phase
in order to be assigned a channel and start operating. The latter issue can
be handled by simply allowing newcomers to switch at a randomly selected
channel until the beginning of the next control phase. This should not affect
severely the efficiency of the channel allocation mechanism since, in any case,
the data phase period should be set appropriately so that not many new nodes
are expected to join or leave the network during the duration of a single data
phase.
There is no point in starting the transmission of a packet if there is not
enough time remaining in the current data phase for the transmission to be
completed. Therefore, prior start transmitting, a node estimates the transmis-
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sion duration and proceeds with the transmission only if there is sufficient
time left for the transmission before having to switch to the control channel.
Otherwise, the data frame will be transmitted at the beginning of the next data
phase, possibly in a different channel.
7.3.3 Evaluation through Simulations
In order to evaluate the performance of the MCMG-based channel allocation
mechanism we have performed detailed simulations using the Qualnet net-
work simulator [81]. We implemented and compare the proposed MCMG-
based channel allocation scheme, a random channel allocation scheme, and a
competing balls and bins algorithm. The balls and bins algorithm is a well
known resource allocation algorithm in computer science [152], that has been
exploited as a channel allocation mechanism [102, 103, 153, 154].
7.3.3.1 Schemes under comparison
In the random channel allocation scheme the transmitter-receiver pairs choose
their channel randomly. Besides that, the operation of the scheme is identical
with that of the implemented MCMG-based algorithm. That is, the channel
allocation is not static, but changes periodically. In a random-decision scheme
with P transmitter-receiver pairs and C channels, the long-run average num-
ber of transmitter-receiver pairs per channels is P/C. The superiority of the
MCMG is due to the smaller variance (i.e., volatility) of the number of pairs
per channel over time. Thus, it is expected that the MCMG exhibits a better
performance on a short-period basis. When observing the performance of the
network with random channel decisions over a large number of rounds, the
effects caused by the larger variances at the loads of the channels simply aver-
age out. Therefore, we measure the network performance for short periods in
terms of number of rounds. We would like to mark, though, that the short-
term performance of the network is largely important because it ensures a
stable performance from a user’s point of view.
The balls and bins algorithm for dynamic channel allocation is presented
extensively in a series of papers [102, 103, 153, 154]. The transmitter-receiver
pairs evaluate a cost function and decide whether they will switch to another
channel with probability proportional to the excess of the current cost over a
cost threshold. As in the MCMG-inspired scheme the actions of the devices
are decided and performed concurrently and periodically. The algorithm con-
verges to an NE and nodes cease changing channels as long as the estimated
costs remains the same. Although the algorithm itself is very simple, the
challenging parts in the practical implementation are the estimation of the
current cost and the determination of the cost threshold. In order to make a fair
comparison between the MCMG-based and balls and bins schemes we have
to set a cost function and a cost threshold so that the target for the resulting
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channel allocation is the same for both schemes. Let us consider a system
with P transmitter-receiver pairs and C channels. If all nodes generate equal
amounts of traffic, then each transmitter-receiver pair estimates its current cost
as the number of communicating pairs at its channel and the cost threshold
is set to P/C. The case of different traffic loads per communicating pair is
treated analogously as in the FMCMG. That is, each transmitter-receiver pair
is counted as more than one players, in proportion to the traffic it generates.
7.3.3.2 Simulation Setup
Basis of the simulations is an IEEE 802.11b wireless network in ad hoc mode
(Independent Basic Service Set - IBSS) [151]. The physical layer data rate
is set to 11 Mbit/s. Necessary modification has been made to the 802.11b
MAC in order to model a multi-channel network and run the channel allo-
cation schemes under test. The channel bandwidth is 22 MHz and we use four
non-overlapping channels in the 2.4 GHz ISM frequency band, with central
frequencies at 2.412 GHz, 2.437 GHz, 2.462 GHz and 2.487 GHz. All nodes
transmit with the same power and they are all in communication range of
each other. Therefore, since we consider single-hop networks, the RTS/CTS
handshake is disabled. In the application layer we run a CBR traffic generator
of UDP packets with a payload of 2000 bytes.
The proposed MCMG-based channel allocation is suitable for non very
dynamic wireless network environments. The more dynamic the conditions,
the more often the channel allocation should change, i.e., the more frequently
the control phase should be taking place. Thus, under the assumption of a
relatively static wireless network we set the round duration to be 1 min, i.e.,
the channel allocation changes every 1 min. For example, such rates could ap-
ply to channel allocation for Wi-Fi access points. Certainly, the algorithm can
be run with shorter periods. However, if the period needs to be set too short
in order to accommodate highly dynamic conditions, an analogous random-
decision scheme may be preferable if the overhead generated by the exchange
of MCMG-related messages exceeds the benefit of low volatility.
The MCMG and FMCMG employed in the simulations are played with
random information and with two strategies per player. 1000 game rounds are
played during network initialization.
For each different test configuration, the results are averaged over 30 runs.
We record the aggregate network throughput, the minimum node throughput,
and the ratio of minimum over maximum node throughput. The minimum
over maximum node throughput is a measure of the fairness among commu-
nicating pairs; it would take a maximum value equal to one in an ideally fair
situation.
138 7. EMPLOYING MINORITY GAMES IN WIRELESS NETWORKS
7.3.3.3 Simulation Results
Figure 7.7 shows the results for a network with 20 transmitter-receiver pairs
and 2 available channels. Each simulated scenario was run for 5 min, i.e,
for 5 rounds. All transmitter-receiver pairs generate equal amounts of traffic.
The results show that as far as the aggregate throughput is concerned, the
balls and bins algorithm and the MCMG-based channel allocation perform
equally good and to some extent better than the random allocation. The major
benefit of the MCMG algorithm is, however, that it delivers significantly better
when we consider the performance of individual transmitter-receiver pairs.
The minimum node throughput and the ratio of minimum over maximum
node throughput, which are both related to fairness among pairs, are im-
proved when the MCMG algorithm is used. The balls and bins algorithm
performs equally good at lower traffic loads, but as the traffic increases it is
outperformed by the MCMG algorithm. The reader should note that in the
simulations we do not apply any external source of interference. But in reality,
if a specific channel suffers interference from an external source, the balls and
bins algorithm would incur increased unfairness against specific pairs since
channel switching ceases when the scheme converges.
Figure 7.8 represents a scenario where new nodes are joining the network
after it has been initialized. Specifically, the network starts with 20 transmitter-
receiver pairs. After 4 rounds, 4 pairs join the network, and after 4 more rounds
(i.e., after 8 rounds from simulation start), another 4 pairs are added, ending
up to 28 transmitter-receiver pairs. The results are recorded from the point the
last 4 pairs join the network and for 4 rounds, i.e., from round 9 to round 12. All
28 pairs generate equal amounts of traffic. This scenario aims to evaluate the
capability of the channel allocation mechanisms to react to network changes.
The balls and bins and the MCMG-based algorithms perform similarly. Both
can cope efficiently with network changes and they clearly outperform the
random allocation algorithm.
Finally, we present a scenario where the transmitter-receiver pairs generate
different amounts of traffic. We consider 30 transmitter-receiver pairs; a first
group of 10 pairs generate the 1/6 of the total traffic load, a second group of
10 pairs generate the 1/3 of the total traffic load, and finally, a third group
of 10 pairs generate the 1/2 of the total traffic load. For example, for a total
traffic load of 30 Mbit/s, 5 Mbit/s are generated by 10 transmitters, 10 Mbit/s
are generated by another 10 transmitters, and 15 Mbit/s are generated by
another 10 transmitters. That is, 10 transmitters generate 0.5 Mbit/s each, 10
transmitters generate 1 Mbit/s each, and 10 transmitters generate 1.5 Mbit/s
each. This is modeled by an FMCMG where the transmitter-receivers pairs in
each of the three groups are assigned parameters fi = 1, fi = 2 and fi = 3,
respectively. We run the simulation for 5 minutes with 4 available channels.
The results are depicted in Figure 7.9. The minimum node throughput and the
minimum over maximum node throughput are recorded separately for the
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Figure 7.7: The aggregate throughput (a), the minimum node throughput (b),
and the minimum over maximum node throughput (c) for a system with 40
users and 2 channels.
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Figure 7.8: The aggregate throughput (a), the minimum node throughput (b),
and the minimum over maximum node throughput (c) for a scenario with 3
channels. We start with 20 transmitter-receiver pairs and end up with 28 pairs.
The plotted results are recorded as soon as the total of 28 pairs are added to
the network.
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three groups of pairs and appearing from left to right for the first group, the
second group and the third group. As one should expect, the benefit of using
non-random channel allocation is more evident for the groups of users that
generate higher amounts of traffic. In general, for cases with variable traffic
loads per transmitter-receiver pair, the difference between using random or
coordination schemes becomes more significant. When all pairs generate equal
traffic loads they are optimally distributed to the available channels if we have
equal number of pairs per channel. But with variable traffic loads the optimal
distribution is such that the total amounts of traffic per channel are approxi-
mately equal. Clearly, when selecting randomly a channel for each transmitter-
receiver pair, it is expected that we shall obtain much better results in the
former case, than in the latter. Actually, the expected number of transmitter-
receiver pairs per channel is P/C, where P is the total number of pairs and C
is the number of channels. On the contrary, in the MCMG-based and balls and
bins schemes, the variable amounts of traffic are taken into account and the
coordination is done to this respect. In addition, we observe from the results
that for higher traffic loads the balls and bins algorithm does not perform well
in terms of fairness. In particular, the minimum node throughput and the ratio
of minimum over maximum node throughput becomes comparable with the
random scheme as the traffic increases. In scenarios with variable traffic loads
we have observed that the MCMG-based scheme generally outperforms the
other two.
7.4 AN MG-BASED SCHEME FOR CHANNEL ACCESS
In this section we present a distributed MG-based resource allocation scheme
for coordinating channel access. More specifically, we construct a splitting
algorithm [155] by combining a MAC protocol with an MG-based resource
allocation mechanism. The logic of splitting algorithms is to reduce the proba-
bility of collisions in dense wireless networks by limiting the number of nodes
that may contend concurrently for the channel.
Instead of letting all nodes contend simultaneously for accessing the chan-
nel, an MG is employed to split the users into two groups. The two groups are
then assigned to two consecutive blocks of time slots. We apply the proposed
channel access model on the widely used CSMA/CA MAC protocol. How-
ever, the presented MG-CSMA/CA protocol serves as an example of larger
paradigm; the concept can be certainly used analogously in combination with
other MAC protocols as well.
7.4.1 Model Description
We consider that time is divided into superframes and each superframe is
subdivided into two equal-duration frames. Each node may contend for the
channel only within one frame of each superframe. During this frame we will
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Figure 7.9: The aggregate throughput (a), the minimum node throughput (b),
and the minimum over maximum node throughput (c) for a system with 4
channels and 30 transmitter-receiver pairs generating different amounts of
traffic. The minimum node throughput and the minimum over maximum
node throughput are recorded separately for the three groups of pairs.
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be addressing the node as active. For the remaining frame of the superframe
the node is inactive. While being inactive, a node may not gain access to the
channel for transmitting, but it listens to the channel and may receive packets.
The MG is employed for distributing the nodes in the two frames of a
superframe. More specifically, a superframe corresponds to one round of an
MG, whose players are the nodes of the network. The outcome of one round
of the MG is basically the splitting of the nodes into two groups; each of these
groups is assigned one of the frames within a superframe.
During a frame all active nodes may allocate the channel by using a simple
slotted CSMA/CA protocol with BEB. In particular, we follow closely the
algorithm defined in IEEE 802.15.4 standard [63]. When an active node gains
channel access, it starts transmitting regardless of whether its transmission
will be finished within the current frame, even if the node will be inactive
during the following frame. This aims to maximize the channel utilization by
ensuring that time slots the the end of each frame do not remain unused.
The nodes need to broadcast very short messages containing their decisions
in the previous round of the MG. Having received the decisions of the other
nodes, each node can easily calculate the previous game outcome. The issues
of information exchange, selection of the appropriate value of M, and game
initialization in order to reach the operational point with low volatility have
been discussed in Section 7.3.2. The same discussion applies here with the
difference that time is not divided in control and data phases. Thus, broad-
casted control messages can be sent anytime until the next round of MG at
randomly selected time instants. Of course, the duration of a superframe must
be relatively short, so that the duration during which nodes are silenced (i.e.,
half a superframe) is not long. However, if the network is not very dynamic
the MG needs not to be played within every superframe, but the outcome of
a game round may be applied to few consecutive superframes. This shall
increase the period with which control messages are broadcasted, and thus,
reduce the overhead of information exchange.
7.4.2 Evaluation through Simulations
We compare the performance of the MG-CSMA/CA with that of a standard
CSMA/CA protocol in terms of throughput and packet delay. Simulations are
performed using the Qualnet network simulator [81].
We implemented a CSMA/CA algorithm with BEB that follows closely
the one in IEEE 802.15.4 standard [63]. The time slot duration is 20 µs. The
minimum and maximum values of the BE are set to 5 and 10, respectively,
resulting to backoff values ranging from 32 to 1024 time slots. We use a single
20 MHz channel in the 2.4 GHz ISM frequency band and a physical layer data
rate of 11 Mbit/s. All nodes transmit with the same power and they are within
communication range of each other. In application layer all nodes contribute
equally to the offered traffic by generating CBR streams of UDP packets for
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randomly chosen destination nodes. All the packets have the same size with a
payload of 1500 bytes.
The MG is played with random information and with two strategies per
player. Evidently, the MG-based splitting scheme aims to enhance perfor-
mance in congested networks, hence we consider cases with relatively high
amounts of traffic. Specifically, we present here an example with normalized
traffic load equal to 1 (i.e., 11 Mbit/s). Each configuration was run 50 times
with a simulation duration of 10 min. The fact that nodes are forbidden from
transmitting within half of the frames raises a consideration about packet de-
lay. For this reason, besides the aggregate throughput, we also measure the
average packet delay in order to ascertain that it is not prohibitively increased.
Figures 7.10a and 7.10b show the normalized throughput and the average
packet delay for different numbers of nodes in the network. The results show
that there is a significant throughput gain obtained by the MG-CSMA/CA
in comparison to standard CSMA/CA. This is due to the fact that the MG-
CSMA/CA decreases the number of concurrently contending nodes approxi-
mately by half. In CSMA protocols the number of nodes has a impact on the
number of collisions, and hence, on the network throughput.
Moreover, it is important to observe that the MG-CSMA/CA scheme does
not introduce a severe additional overhead in terms of delay. More specifically,
the degree of throughput improvement is greater than the overhead caused in
terms of delay. Although when using the MG-CSMA/CA nodes may access
the channel only during half of the frames, the number of contending nodes is
halved as well. Therefore, especially under high traffic conditions, this results
in lowering the waiting periods due to lower backoff values.
7.5 DISCUSSION AND SUMMARY
In this chapter we considered the employment of MGs in the development of
distributed, self-organizing resource allocation schemes for wireless networks.
We formulated variations of the MG that are suited for designing algorithms
for wireless networks. Furthermore, we presented two paradigms that can be
formulated as practical protocols. First, we adopted an MCMG for implement-
ing a dynamic channel allocation scheme in which the channel assignment
changes periodically. Second, we proposed a splitting algorithm for the MAC
layer that can be adopted to decrease the collision probability in dense and
highly loaded wireless networks.
MGs are especially attractive for self-organizing wireless networks due to
the desirable feature of attaining coordination among players with only a lim-
ited amount of knowledge. In the implementations of the schemes we pre-
sented, the issue of the dissemination of feedback information required to
play the MG was discussed supposing that this will be achieved via dedicated
control messages. Nevertheless, we would like to note that since the amount of
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Figure 7.10: The normalized throughput (a) and the average packet delay (b)
of MG-CSMA/CA and CSMA/CA for a single-hop network. The normalized
network load is equal to 1.
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information contained in the MG-messages is indeed minimal, and especially
in cases where the MG is played on a rather long period basis, a cross-layer
approach can be adopted so that the MG-related feedback information can be
encapsulated in packets that are anyway broadcasted for other purposes in
the network. For example, in [126] a modified MG is used to solve a dynamic
channel switching problem for IEEE 802.22 networks with the feedback infor-
mation collected from the broadcasting network beacons.
The issue of coordination by means of MGs for network topologies where
nodes can communicate only with their so-called neighbours, and not with
every other node in the network, is of utmost significance for the employment
of MGs in the context of wireless networks. So far, there are only few stud-
ies related to the subject like, for example, [156–159]. Dealing with resource
allocation problems in wireless environments where the potential resource
consumers do not all communicate with each other is, in general, a challenging
situation. The fact that a node utilizes the resource might have no influence for
other nodes if the consumer node is not within their reach. Therefore, resource
allocation problems acquire locality-dependent parameters. In this chapter we
have provided some new mathematical insights and tools on how to handle
this sort of resource allocation situations.
8CONCLUSIONS
The main focus of this thesis has been on addressing collective behaviour in
non-coordinated wireless networks. The presented work is largely inspired by
statistical mechanics; as statistical mechanics studies the macroscopic proper-
ties of large systems of identical particles, our aim was to address the collective
behaviour of networks consisting of wireless nodes with equivalent function-
ality and with absence of coordinating entities.
As the penetration of wireless networks is expanding, the trend towards
non-coordinated wireless network becomes a requirement. Already many Wi-
Fi networks and femtocellular systems – sometimes referred to as chaotic net-
works by many authors – exhibit non-coordinated behaviour. Therefore, sig-
nificant efforts need to be made for analyzing and modelling the operation of
non-coordinated wireless networks, as well as for proposing new ideas and
solutions for their realization. The objective of this work was to contribute
towards this direction. Its main results are summarized in Section 8.1 of this
chapter, followed by a discussion on possible directions for future work in
Section 8.2.
8.1 SUMMARY OF MAIN RESULTS
In this thesis we have worked towards developing and demonstrating novel
ideas for analyzing and implementing non-coordinated wireless networks. We
proposed specific methods for the theoretical analysis and modelling of non-
coordinated wireless networks, as well as more practical ideas for the design
of operation schemes and protocol algorithms for non-coordinated networks.
We have worked on a systematic employment of the notion of phase tran-
sitions in wireless networking. We have showed that the collective behaviour
in wireless networks may display phase transition phenomena. The points
where a system undergoes a phase transition are of utmost significance from
a qualitative viewpoint, since they represent points of qualitative changes in
the macroscopic properties of the system. Therefore, the analysis of a wireless
network with respect to phase transitions is important for the characterization
and understanding of the behaviour of the network under study. Moreover,
the awareness of phase transition points can contribute to fruitful practical
approaches. More specifically, the employment of phase transition has been
proposed in the following ways:
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1. The NE solutions are usually saught out without further consideration
as optimal solutions in game-theoretic models for wireless networks. We
showed, however, that an NE can coincide with a point where the net-
work undergoes a phase transition, similarly to phase transitions that
may occur while a physical system is at equilibrium. Since wireless
environments are dynamic, a network might easily drift from the NE
after it has been reached due to external factors. Therefore, if the NE lies
at a phase transition point, the system might undergo a phase transition
when control parameters shift even slightly from the NE. In conclusion,
in wireless networking an NE is not always a stable solution, but the
properties of the system around the NE play a vital role as well. Specif-
ically, the occurrence of phase transitions near NE points might render
the NE an unstable, and thus, possibly undesirable solution point for the
system.
2. We introduced the notion of phase transitions into wireless networking
optimization, motivated by the fact that phase transitions have been al-
ready exploited in the theory of optimization problems. In the context of
non-coordinated wireless networks, optimization problems are usually
expressed in the form of distributed, utility-based approaches, where
each node aims to optimize its own utility function. The objective of
our proposal is to formulate such problems in a way that the system
is prohibited from undergoing potential, undesirable phase transitions.
Similarly to the previous point, a utility-based solution might be sub-
ject to fluctuations due to the dynamic conditions in wireless networks.
Thus, when constructing a solution methodology, we must take into ac-
count that fluctuations around the potential solution point can arise. In
particular, in the presented paradigm we considered a hard inequality
constraint as a phase transition for the network between two phases, one
corresponding to an acceptable and the other to unacceptable solutions.
We showed how to formulate a distributed, utility-based approach of the
problem in a way to map clearly the separation between the favourable
and the unacceptable phase by means of a binary variable. This approach
is in general appropriate for treating two-phase systems when the one of
the two phases is to be favoured over the other one.
3. We suggested the use of phase diagrams for characterizing a wireless
network by means of reduced number of simulation points. A phase
diagram provides a full characterization of a system with respect to the
critical points of phase transitions. We showed how phase diagrams
can be estimated from a limited set of simulation point by means of
SVMs. Clearly, by reducing the amount of simulations – compared to
fine-grained exhaustive simulation analyses – we decrease somewhat the
accuracy of the result, however, not in an arbitrary way, as phase transi-
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tion points are points of particular significance for a system under study.
We argue that the proposed methodology can be an especially useful
tool given the fact that sometimes a full simulation analysis requires an
unattractively large amount of computation time.
Furthermore, to the best of our knowledge, we are the first that addressed
analytically the percolation phase transition in clustered node distributions.
Over the past years it has been recognized that real wireless networks are
rather not following a Poisson distribution. Moreover, clustered node topolo-
gies may apply to reality in several cases. Despite that, the vast majority of
existing related work is based on the assumption of Poisson distributed nodes,
whereas percolation on clustered distributions has not been studied analyti-
cally so far. We presented a probabilistic framework that applies to topologies
of symmetric clusters, whereby the probability that an arbitrary point lies at a
certain location is monotonically decreasing with the distance from the cluster
center. Specifically, we estimated the pdf of the critical percolation length
within a cluster and the average value of the minimum connecting distance
between two clusters. Besides contributing with specific results, our approach
aims to inspire studies on other types of node topologies as well.
We also presented a novel analysis of slotted CSMA/CA throughput by
adopting a mean field approach. Our approach is of a recursive fashion and
estimates successfully the busy slot probability and throughput with respect
to the offered traffic and by taking into account the retransmission limit. As
far as we are aware, the so far proposed methodologies for the analysis of
CSMA/CA MAC protocols are based on traditional Markov chain models. We
believe that the major asset of our approach, compared to the existing ones, is
its flexibility with respect to the throughput estimation for different amounts
of offered traffic, as Markov chain models are not versatile in modelling ar-
bitrary amounts of traffic load. In general, we believe that our mean field
approach provides a simple and flexible methodology that can be utilized for
the analysis of other CSMA variations or MAC protocols as well.
Finally, in the last chapter we have worked on the application of minority
games in the design of self-organizing algorithms for wireless networks. What
makes MGs attractive for this purpose is the fact that they realize coordi-
nation among players with limited requirements for exchange of feedback
information. The exchange of control information among nodes is considered
pricey because it generates an overhead in terms of network capacity, latency,
and energy consumption for mobile nodes. Hence, the required amount of
information exchange is a critical factor in self-organizing wireless networks.
The most fundamental part of our work on the topic is the formulation of
novel variations of the MG, appropriate to address resource sharing problems
in the context of wireless networks. Moreover, we presented two MG-based
paradigms, namely a dynamic channel allocation mechanism and a splitting
algorithm for the MAC layer.
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8.2 DIRECTIONS FOR FUTURE WORK
The most straightforward recommendation for future studies is to extend the
ideas and results presented in the thesis. More specifically, some of these
possible extensions are summarized in the following.
Percolation of wireless networks is extensively studied under the assump-
tion of Poisson distributed nodes, however, there is a lack of percolation stud-
ies on other node topologies. We believe that the modelling of more realistic
topologies – which has become an active research topic in the last years –
can provide basis material to stimulate the study of percolation beyond the
assumption of randomly distributed networks.
Our mean field analysis of CSMA/CA throughput illustrates that the mean
field approximation can be a powerful tool for the analysis of models in the
context of non-coordinated wireless networks. Especially for MAC protocol
analysis, the mean field approximation has been proven very flexible in ac-
counting for various traffic loads and retransmissions. Therefore, a directly
emerging task is to develop similar mean field approaches for the analysis of
other CSMA variations and other MAC protocols.
As argued in the thesis, a systematic approach on the employment of phase
transitions is of practical and theoretical interest. We have presented results
towards this direction, but there is certainly a great potential for further devel-
opments. In particular, as we have discussed, a network must be prevented
from undergoing an undesirable phase transition. However, the way this can
be achieved in self-organizing algorithms is not trivial. Another interesting
point for discussion is the ability of a self-organizing network to identify phase
transition points in an online-fashion. It is also interesting to note that the
employment of phase transition considerations is very well suited to, and can
be exploited in, cross-layer optimization designs.
The development of self-organizing minimal feedback protocols is a vital
matter for non-coordinated wireless networks. In this direction, we believe
that the formulation of MG variations we introduced in Chapter 7 can consti-
tute a useful groundwork for the design of a variety of MG-based schemes.
Moreover, the application of MGs in multi-hop wireless networks, in which
not all nodes are within communication range of each other, is a non-trivial
area of further study.
Finally, we want to stress that further research on non-coordinated net-
works is very timely. There is a clear interest and demand for developing
pervasive networking and making it a reality. Due to that, during the last
years there has been a heavy research activity on ad hoc and cognitive wire-
less networks. Nevertheless, we believe that the subject of non-coordinated
networks and self-organization is far from exhausted; there is a place and
need especially for novel approaches and alternative viewpoints, such as the
aspect of collective behaviour we considered in the thesis. In addition, not
only the penetration of ad hoc and cognitive networks will grow, but the span
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of applications of self-organizing network architectures is expected to expand
in the near future to new types of wireless networks. For example, with the
development of 5G cellular networks it is possible that the concept of self-
organization will expand to cellular networks as well.
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