INTRODUCTION
The magnetotellurics (MT) method measures naturally occurring time variations of electric and magnetic fields at the surface of the Earth. The electric (E) and magnetic fields (H) in any orthogonal direction are linearly related by the impedance tensor Z, whose components provide the distribution of electrical conductivity at depth. As for any non-linear geophysical problem, MT suffers from non-uniqueness. Deterministic MT inversion finds the best solution through a least-square minimization, often regularizing using a smoothness constraint (Constable et al., 1987) . However, this approach does not allow to obtain statistics on the model parameters, in particular the uncertainty around the results given the input errors.
In order to tackle the problem of the uncertainty assessment, the geophysical community started to make more use of probabilistic inversion methods. In particular, the reversible jump Markov-chain Monte Carlo (MCMC) sampling algorithm was recently applied to the 1D MT problem (Mandolesi et al., 2018 , Xiang et al., 2018 , Conway et al., 2018 , Brodie and Jiang, 2018 . These trans-dimensional samplers treat the model parameterisation dimension as an unknown during the inversion.
MCMC samplers may fail to converge when given extremely low data errors, or overfit when they are underestimated. To overcome this problem some authors have used error floors in their probabilistic inversions (Conway et al, 2018; Brodie and Jiang, 2018) . However, the level of error floor chosen is somehow arbitrary. Another option is to treat the noise as a parameter during the probabilistic inversion, such as in Bodin et al., 2012, where it is applied to ambient noise seismic tomography. This approach is more suitable when both data errors and modelling errors are not well understood. For the MT case the data errors are generally reliably estimated statistically during processing.
Aside from data errors, geometrical dimensionality assumptions can add considerable uncertainty to inversion results (see for example the review on 2D modelling of 3D MT data by Ledo, 2005) . Our work focuses on proper handling of the uncertainty introduced by a 1D model assumption. We propose that this can be achieved by deriving site-specific likelihood functions with the aid of synthetic data and machine learning methods. We show how this approach can improve the reliability of the 1D resistivity model ensembles obtained from trans-dimensional samplers.
MT PHASE TENSOR PROPERTIES
The MT impedance tensor Z is defined as the linear relationship between the horizontal electric E and magnetic fields H in the frequency domain, assuming spatial uniformity of the source fields:
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The four complex components of the impedance tensor Z are independent, and can provide information about the dimensionality of the conductivity structures (e.g. Swift, 1967; Bahr, 1991; Weaver et al., 2000) . Because of the well-known galvanic distortion affecting the impedance tensor, Caldwell et al., (2004) introduced the phase tensor, which is unaffected by galvanic distortion. The phase tensor is defined as: = )* where = + X being the real part and Y the imaginary part of the impedance tensor Z.
The phase tensor has four complex components and provides information about the nature of the regional conductivity structure. Data analysis in MT to determine the dimensionality SUMMARY A comprehensive understanding of the sources of uncertainty is essential in stochastic inversion workflows of magnetotelluric data. Input uncertainty related to the electromagnetic noise and measurement biases can be reliably estimated statistically during processing. Uncertainties related to limitations and oversimplifying assumptions made on the physics and geometry by the forward solver employed are usually lumped into error floors in magnetotelluric inversion workflows.
Here we propose a workflow for using 1D transdimensional Markov chain Monte Carlo samplers for estimating subsurface conductivity and its associated uncertainty. Our methodology replaces error floors with site-specific likelihood functions which are calculated using a machine learning algorithm trained on a set of synthetic 3D conductivity training images. The learning method quantitatively compensates for the bias caused by the 1D earth assumption. This is achieved by exploiting known dimensional properties of the magnetotelluric phase tensor.
We apply this workflow to synthetic data to quantify the improvement in reliability compared to classical 1D probabilistic inversion. of the subsurface nowadays widely uses the information provided by the phase tensor defined by Caldwell et al, (2004) . The properties of the phase tensor are generally represented using tensor invariants (Bibby et al., 2005) , in particular the skew angle and the ellipticity , which describe the physical properties of the tensor.
Given these two invariants and , the dimensionality and directionality of the geolectrical structures can be determined as a function of frequency. The necessary conditions for defining dimensionality given the values of the invariant parameters are (Caldwell et al., 2004) :
To account for the inevitable presence of noise in the observed data, Caldwell et al., (2004) relaxed these criteria introducing thresholds, under which the invariants are considered to be zero. Caldwell et al., 2004 suggests that ≤ 0.1 is still representative of a 1D behaviour, and that | | > 3 ∘ suggests 3D behaviour. We use the and parameters derived from the synthetic impedance tensor to determine the dimensionality for each frequency at each site.
DIMENSIONALITY UNCERTAINTY LEARNING
In order to learn empirical relationships between the measured impedance tensor, its derived phase tensor dimensionality parameters and the true 1D model underlying the MT site studied, we performed a model tree analysis. This machine learning algorithm is trained on synthetic data derived from an ensemble of 3D synthetic electrical conductivity models containing different types of geometrical dimensionality and directionality.
Site specific likelihood functions for trans-dimensional inversion are computed using a model tree (Quinlan, 1992) , which is a generalisation of decision trees. The workflow used to derive the model tree and the subsequent probabilistic transdimensional inversion is described in Figure 1 . The 1D forward solutions of a resistivity column beneath each MT site are used as the "target" responses. Impedance residuals are calculated between the 1D "target" response and the determinant of the impedance tensor of the 3D synthetic response at each site. Each leaf of the tree defines a model with five parameters. Each frequency in the input is mapped to one of these leaves.
Together, the sequence of leaf assignments for a given site defines a likelihood function in the form of a probability density over the impedance residual vector. That probability density is a 3 rd degree Markov chain model starting at the highest frequency, which helps take into account inter-frequency correlation.
The model tree used in the tests we present was inferred from an ensemble of six MT 3D models, having a total of 74400 training examples. The attributes on which the tree can split are various phase tensor ellipticity λ and β thresholds. The minimum message length principle was used to penalise tree complexity and prevent overfitting. To generate the training and validation datasets we computed MT synthetic data (full impedance tensor) at 31 frequencies between 10 kHz and 0.01 Hz, using the ModEM 3D forward solver (Kelbert et al., 2014) , in order to simulate the acquisition of both audio MT (AMT) and broad-band (BBMT) data. The responses were simulated at 400 sites for the six models. During the learning phase the impedance residuals are computed using noise-free data. The dimensionality parameters used are also noise-free, even if the thresholds used are relaxed, as we are solely focussing on the 3D to 1D simplification uncertainty.
The synthetic models used to generate the data for the learning and validation phase include several geologically plausible structures in an Australian exploration context (conductive cover overlying a resistive deformed basement), and has various types of dimensionality (see Table 1 and validation model in Fig. 2) : 
PROBABILISTIC TRANS-D 1D INVERSIONS
We analysed three MT sites which are illustrated in Figure 2 . Upon the 3D model, these sites are located in diverse geometrical configurations, given the possibility to test our algorithm for sites that present clear non-1D characteristics.
All the site exhibit non-1D characteristics (see λ and β parameters in the bottom panels of Figure 3 ): MT site 1 is located close to an abrupt basement uplift (λ > 0.4 and |β| > 5 degrees at 1Hz). MT site 2 is located above a north dipping cover-basement interface (λ > 0.5 and |β| > 5 degrees at 1Hz). Non-1D behaviour appears at higher frequency for MT site 3, being located on a thin cover on top of a south dipping coverbasement interface (λ > 0.5 at 10Hz and |β| ~ 3 degrees at 1Hz).
The probabilistic inversions were run using a trans-dimensional Markov chain Monte Carlo algorithm (Green, 1995) , where the number of layers, their thicknesses and electrical conductivity parameters are inferred. The 1D MT forward solver uses the impedance recursive formulation developed for 1D multi-layers (e.g. Wait, 1962) .
For each inversion we ran 100 chains of 500000 iterations each. All chains discard the first 75% of the iterations as burn-in. 100 models are recorded from each chain and used for the plotting. The prior probability distribution for the electrical resistivity was set between Log10 (0.01 / 100000) Ωm, and we assume a Poisson distribution with mean of six over the number of layers. A uniform distribution over the open standard simplex is used for layer thicknesses. Figure 3 and 4 show the posterior probability distributions of the data and the resistivity, respectively, for the three sites considered. Figure 4a shows the results using our workflow. For the sake of comparison, we also ran the probabilistic inversion algorithm using a traditional independent Gaussian error floor with constant standard deviation of 1% (Fig. 4b) , 3% (Fig. 4c ) and 5% (Fig. 4d ) for all frequencies in the data.
RESULTS
Note the variability of the results depending on the error floor considered (Fig 4b, c and d) . Without extra information, no quantitative criteria could be used to choose between these results. Depending on the MT soundings, some error floors perform better than others for particular features of the model.
It becomes clear that the capability of our workflow to better recover structures (shallow conductive layers or basement) is due to the error used. Where the data presents 1D characteristics, our method fit the data closely and recover subtle resistivity variations. Assuming a constant error of 1% also allows recovering these shallow structures, to a certain extent. However, it causes a bias where the data does not present 1D characteristic. On the other hand, a 5% constant error allows a broader sampling which might compensate, unintentionally, for dimensionality bias, but it does not recover subtle shallow variations. Figure 3 shows how the data is sampled depending on the dimensionality characteristics estimated from the phase tensor parameters. In all cases a broader sampling is observed when the data becomes 2D and / or 3D.
In the case of the MT site 1, the basement depth is underestimated by ~ 200m. This might be because it has important 3D characteristics compared to the majority of the training data. However, given the dipping basement beneath this site the estimation of its location is still quite representative (see the basement geometry beneath MT site 1 in Figure 2 ).
Further improvement for such sites should still be obtainable. Note that all three error floor inversions underestimated basement depth even more. Overall, our method gave better uncertainty estimates than the error floor alternative.
CONCLUSIONS
Compared to classical deterministic and probabilistic inversion, our approach represents a more objective way to perform 1D inversion by accounting for the bias caused by non-1D structures in the data. The learning algorithm allows assigning errors based on the phase tensor dimensionality parameters in an automated fashion. When truly 1D, our method samples almost only around the statistical data error, constraining the subsurface structures with high precision. When higher dimensional structures are present, the error is relaxed to avoid inversion biases. We showed that results obtained using this type of high quality data can be misleading if the dimensionality bias is not accounted for.
The model tree used here was learned using a set of 3D models which have similar characteristics to the validation 3D model. For real data applications we expect that the learning algorithm should be recomputed on an ensemble of 3D models that are representative of the geology of the area. In the case presented here, this tree should be valid for the estimation of the cover geometry as it exists in many parts of Australia.
Future works include increasing the ensemble of models for better and more diverse learning, compare results with 2D and 3D inversions and incorporating processing errors. 
