In the present paper, the notion of Lidstone Fractal Interpolation Function (Lidstone F IF ) is introduced to interpolate and approximate data generating functions that arise from real life objects and outcomes of several scientific experiments. A Lidstone FIF extends the classical Lidstone Interpolation Function which is generally found not to be satisfactory in interpolation and approximation of such functions. For a data {(x n , y n,2k ); n = 0, 1, . . . , N and k = 0, 1, . . . , p} with N, p ∈ N, the existence of Lidstone FIF is proved in the present work and a computational method for its construction is developed. The constructed Lidstone FIF is a
Introduction
The Lidstone Polynomials [13] were introduced to offer an approximation of sufficient number of times continuously differentiable functions at two points instead of their one point approximation given by Taylor Polynomials. A classical Lidstone Interpolation Function on the interval [x 0 , x N ] is comprised of a Lidstone Polynomial for each subinterval arising from a partition of the interval. It approximates a function in C 2p [x 0 , x N ], the class of 2p times continuously differentiable functions, such that the Lidstone Interpolation Function and all its even order derivatives up to the order 2p agree with the given function and its corresponding derivatives at finitely many abscissas of data points in the interval including its end points. Such an interpolation is widely used in the boundary value problem consisting of the 2p th -order ordinary differential equation y (2p) = −f (x, y, y ′ , . . . , y (2p−1) ) with Lidstone Boundary Conditions y (2i) (x 0 ) = α i , y (2i) (x N ) = β i , i = 0, 1, ..., p [1, 3, 8, 16] . However the classical Lidstone Interpolation is generally not suited for approximation of fractal functions [5] . Such functions quite often arise in various science and engineering problems [4, 9, 11, 12] , medicine [10] , economics [15, 17] , arts [7] , and music [14] .
In the present paper we introduce the notion of Lidstone Fractal Interpolation to approximate such fractal functions with respect to L ∞ -norm.
The organization of the paper is as follows. In section 2, we review some basic definitions and results on classical Lidstone Interpolation that are used in the later sections of the paper. In Section 3, for an interpolation data in the Euclidean plane R 2 , the notion of Lidstone FIF is introduced, its existence is established and a computational method of construction of Lidstone FIF is developed. The convergence of Lidstone FIF and its even order derivatives to the data generating function and its corresponding derivatives are studied in Section 4. To this end, first the continuous dependence of Lidstone FIF ℓ α and its even order derivatives on the parameter α is established. This is followed by proving that, for the classical Lidstone Interpolation Function φ = φ (0) and its even order derivatives φ (2k) and Lidstone FIF ℓ α = ℓ (0) α and its corresponding derivatives ℓ 2 Classical Lidstone and Piecewise-Lidstone
Interpolation: Basic Concepts
It is known [18] that a function g : R → R possessing a sufficient number of derivatives can be expanded as Lidstone Series
where, R is the real line, Λ l (x) are the Lidstone Polynomials defined by means of recursive relations:
The following proposition gives an explicit form of Lidstone Polynomial and its bound in the interval
The truncated Lidstone series 
For given y 0,2l , y N,2l , l = 0, 1, . . . , p, a representation of the Lidstone Interpolating Polynomial q(x)
is given by the following theorem:
The Lidstone Interpolating Polynomial q(x) can be expressed as
It is apparent that Lidstone Interpolating Polynomial interpolates a data given only at two points.
To interpolate a data given at more than two points, Lidstone Interpolation Functions defined below are employed. LetS p [x 0 , x N ], where −∞ < x 0 < x N < ∞ and p is a positive integer, be the set of all real-valued functions g(x) that satisfy the following conditions:
(ii) There exists a partition ∆ :
is continuously differentiable.
(iii) The sup-norm of g (p+1) is finite, i.e.,
For a fixed uniform partition ∆ : 
Definition 2.2 For a given function
In view of Theorem 2.1, L ∆ p+1 -interpolate for a function g ∈ C 2p [x 0 , x N ] uniquely exists and, for
Thus,
where,
It is easily verified that the set of functions {r p,n,l ; n = 0, 1, . . . N, l = 0, 1, . . . , p} forms a basis of the linear space L ∆ p+1 .
The error in approximation of a function belonging toS 2p [x 0 , x N ] and its even order derivatives by an L ∆ p+1 -interpolate and its corresponding derivatives is given by the following theorem:
where, ∆ = max{ x n − x n−1 ; 1 ≤ n ≤ N } and
E 2p and B 2p being 2p th Euler and Bernoulli numbers respectively.
Construction of Lidstone FIF
In this section, we introduce Lidstone Fractal Interpolation Function, prove the existence and give a computational method for its construction. We begin with the definition of Lidstone FIF for a given data:
. For α ∈ Θ 2p , consider the Iterated Function System (IFS )
and q n ∈ C 2p (R). For a given set of real numbers y n , n = 0, 1, . . . , N , if the IFS satisfies the join up conditions
for n = 1, 2, . . . , N , then the attractor of the IFS is the graph of a C 2p -fractal function ℓ α :
Definition 3.1 The C 2p -fractal function ℓ α , generated by the IFS {R 2 ; w n (x, y) = (a n x + b n , α n y + q n (x)), n = 1, 2, . . . , N }, is called Lidstone Fractal Interpolation Function (Lidstone FIF) for a data {(x n , y n,2k ); n = 0, 1, . . . , N and k = 0, 1, . . . , p}, if each q n is a Lidstone Interpolating
Polynomial of degree at most 2p
The tuple α = (α 1 , α 2 , . . . , α N ) ∈ R N is called scaling factor of the Lidstone FIF ℓ α
The existence and the method of construction of Lidstone FIF is given by the following theorem:
Theorem 3.1 For given data {(x n , y n,2k ); n = 0, 1, . . . , N and k = 0, 1, . . . , p}, with abscissas as partition points of [x 0 , x N ] and α ∈ Θ 2p , the Lidstone FIF ℓ α uniquely exists.
F n : R 2 → R are given by (3.1) and the polynomials q n of degree at most 2p + 1 are chosen as follows:
Let the maps F n,k (x, y) : R 2 → R, k = 0, 1, . . . , p, be defined by
The polynomials q n (x) are now chosen to satisfy the join up conditions F n,2k (x 0 , y 0,2k ) = y n−1,2k and F n,2k (x N , y N,2k ) = y n,2k for k = 0, 1, . . . , p so that α n y 0,2k + q
for k = 1, 2, . . . , p. Consequently, the chosen polynomials satisfy
Equivalently, the polynomials q n are Lidstone Interpolating Polynomials of degree at most 2p + 1
for the two point data (x 0 , a 2k
, which is the fixed point of Read-Bajraktarević Operator T α : F → F given by
For establishing that ℓ α is the Lidstone FIF for the given data, it remains to be shown that
α (x n ) = y n,2k , for n = 0, 1, . . . , N and k = 1, 2, . . . , p. Since, by construction, for n = 1, 2, . . . , N , F n,2k (x 0 , y 0,2k ) = y n−1,2k and F n,2k (x N , y N,2k ) = y n,2k , it follows that, the IFS {R 2 ;(L n (x), F n,2k (x, y)), n = 1, 2, . . . , N } determines an FIF ℓ :
α (x 0 ) = y 0,2k and
Thus, ℓ α is the Lidstone FIF for the given data.
Remark 3.1 It follows from the proof of Theorem 3.1 that, for
given by
and is a polynomial of degree at most 2p + 1 the interval
is given by
Convergence of Lidstone FIF and its Derivatives
The convergence of Lidstone FIF and its even order derivatives to the data generating function and its corresponding derivatives are studied in this section. To this end, the continuous dependence of Lidstone FIF ℓ α and its even order derivatives on the parameter α is proved first.This is followed by proving that, for the classical Lidstone Interpolation Function φ = φ (0) and its even order derivatives φ (2k) and Lidstone FIF ℓ α = ℓ
α and its corresponding derivatives ℓ Let data {(x n , y n,2k ); n = 0, 1, . . . , N and k = 0, 1, . . . , p} be generated by a function g(x) ∈ C 2p [x 0 , x N ] (i.e., g (2k) (x n ) = y n,2k ) and α ∈ Θ 2p . In the sequel, we use the following notations: |α| ∞ = max n {|α n |}, ρ = max k {|y 0,2k |, |y N,2k |} and
denote the polynomial q n (x) by q n (α n , x), to emphasize that it depends on the parameter α n , as observed in the proof of Theorem 3.1.
We first prove continuous dependence of Lidstone FIF ℓ α and its even order derivatives on the parameter α with the help of following proposition:
Proposition 4.1 Let q n (α n , x), n = 1, 2, . . . , N , be the polynomials constructed in Theorem 3.1.
Then, for k = 0, 1, 2, . . . , p and x ∈ [x 0 , x N ],
Proof The representation of q n (α n , x) as given by Equation (3.2) is
where, q
n (x 0 ) = a 2l n y n−1,2l − α n y 0,2l and q
n (x N ) = a 2l n y n,2l − α n y N,2l . Differentiating both sides of (4.2) with respect to α n ∂ ∂α n q n (α n , x) = (−1)
By Equation (4.3) and Inequality (2.2),
Further, the properties of Lidstone Polynomials (c.f. Section 2) and (4.2) give that, for 1 ≤ k ≤ p,
Thus, following the method of derivation of Inequality (4.4),
for all x ∈ [x 0 , x N ] and 1 ≤ k ≤ p. Inequality (4.1) follows from (4.4) and (4.5).
The continuous dependence of Lidstone FIF ℓ α on the scaling factor α is deduced by the following theorem:
Theorem 4.1 Let ℓ α ′ and ℓ α ′′ be the Lidstone FIF s with respect to scaling factors α ′ , α ′′ ∈ Θ 2p
respectively, for the data {(x n , y n,2k ); n = 0, 1, . . . , N and k = 0, 1, . . . , p}. Then,
where, M 0,2p = 2ρπ 3 p l=0
Proof For x ∈ [x n−1 , x n ], it follows by (3.5) and the mean value theorem that
for some ξ n lying between α ′ n and α ′′ n . By Proposition 4.1, the above inequality implies
which gives (4.6).
An estimate on L ∞ -error between the classical Lidstone Interpolation Function and Lidstone FIF for a given data is now found in the following corollary of Theorem 4.1:
Corollary 4.1 Let {(x n , y n,2k ); n = 0, 1, . . . , N and k = 0, 1, . . . , p} be a given data and α ∈ Θ 2p .
Let ℓ α be the Lidstone FIF and φ be the classical Lidstone Interpolation Function for the above data. Then
where, M 0,2p = 2ρπ 3
p l=0
Proof Inequality (4.7) is an immediate consequence of Inequality (4.6) with α ′ = α and α ′′ = 0 , Using Corollary 4.1, the order of convergence of Lidstone FIF to the data generating function is found in the following theorem:
{(x n , y n,2k ); n = 0, 1, . . . , N and k = 0, 1, . . . , p} be a data generated by the function
Let ℓ α be the Lidstone FIF for the data. Then,
Proof Let L ∆ p +1 g be the classical Lidstone Interpolation Function for data {(x n , y n,2k ); n = 0, 1, . . . , N and k = 0, 1, . . . , p}. Inequality (2.3) gives
, E 2p being 2p th -Euler number. Therefore, it follows by Corollary 4.1 that
x N −x 0 π 2l . Using Inequalities (2.3) and (4.8), the above inequality be-
, it follows from the above inequality that
so that
where
Since ϑ 0 is bounded for N > 1, the result follows from Inequality (4.9).
Our next result on continuous dependence of even order derivatives ℓ 
where, µ = min{a n : 1 ≤ n ≤ N } and M 2k,2p = 2ρπ 3 p−k l=0
Proof Since the 2k th derivative ℓ (2k) α of the Lidstone FIF ℓ α , is the fixed point of Read-Bajraktarević
Thus, by mean value theorem, for each x ∈ [x n−1 , x n ],
for some ξ n lying between α ′ n and α ′′ n . Using Proposition 4.1, the above inequality implies
which gives (4.10).
The estimates on L ∞ -error between even order derivatives of the classical Lidstone Interpolation
Function and corresponding derivatives of Lidstone FIF for a given data are now given by the following corollary of Theorem 4.2:
Corollary 4.2 For a data {(x n , y n,2k ); n = 0, 1, . . . , N and k = 0, 1, . . . , p} and scaling factor α ∈ Θ 2p , let ℓ α be the Lidstone FIF determined by Theorem 3.1 and φ be the classical Lidstone
Interpolation Function. Then, for k = 1, 2, . . . , p,
Proof Inequality (4.11) is an immediate consequence of Inequality (4.10) with α ′ = α and α ′′ = 0
Using Corollary 4.2, the order of L ∞ -error between even order derivatives of data generating function and the corresponding derivatives of its Lidstone FIF is found in the following theorem:
and {(x n , y n,2k ); n = 0, 1, . . . , N and k = 0, 1, . . . , p} be a data generated by a function g ∈ C 2p [x 0 , x N ]. For α ∈ Θ 2p , let ℓ α be the Lidstone FIF for the above data determined by Theorem 3.1. Then, for k = 1, 2, . . . , p,
Proof Inequalities (2.3), (4.11) and the triangle inequality give 
N , the above inequality gives
(4.14)
The Estimate (4.12) follows from Inequality (4.14), since it is easily seen that ϑ k is bounded for N > 1.
Computational Modeling of Lidstone FIF and its Derivatives
The results obtained in Section 3 are illustrated in this section by computationally constructing a C 4 -Lidstone FIF for a data {(x n , y n,k ); n = 0, 1, . . . , 10, k = 0, 1, 2} generated by the function sin x x in the interval [5, 25] . A generated data along with chosen scaling factors are given in Table 1 .
The random iteration algorithm with 20000 iterations is used to simulate the C 4 -Lidstone FIF and its derivatives using the construction method developed in Theorem 3.1. The resulting plots of Lidstone FIF and its second and fourth order derivatives are given in Figure 1 . and chosen scaling factors α n 
Conclusions
The classical Lidstone Interpolation is extended in the present paper as Lidstone FIF to simulate a given data {(x n , y n,2k ); n = 0, 1, . . . , N and k = 0, 1, . . . , p} with N, p ∈ N. The existence of Lidstone FIF is established in our work and a computational method for its construction is developed. The constructed Lidstone FIF is a C 2p [x 0 , x N ] fractal function ℓ α satisfying ℓ with an example of a data generating function.
