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Communicated by A. Cohen 
The asymptotic properties of a family of minimum quantile distance estimators 
for randomly censored data sets are considered. These procedures produce an 
estimator of the parameter vector that minimizes a weighted L2 distance measure 
between the Kaplan-Meier quantile function and an assumed parametric family of 
quantile functions. Regularity conditions are provided which insure that these 
estimators are consistent and asymptotically normal. An optimal weight function is 
derived for single parameter families, which, for location/scale families, results in 
censored sample analogs of estimators such as those suggested by Parzen. 
1. INTRODUCTION 
In this paper we consider the problem of parameter estimation from 
randomly censored data sets. A general method of estimation is presented for 
cases when the data is assumed to be from a known parametric family. The 
technique is based on the minimization of a weighted L2 distance measure 
between the Kaplan-Meier empirical quantile function and the assumed 
parametric family of quantile functions and is applicable to most common 
distributions. 
Let X, ,..., X,, denote the true survival times of n individuals which are 
assumed to be a random sample from the distribution function (d.f.) F(x; II”), 
where 6’ is a fixed unknown element of a known set or region 0 c iR”. (It is 
assumed throughout that F admits a continuous density f(x; 0”)) Further 
let Y, ,..., Y,, denote n independent identically distributed censoring random 
variables with common distribution function H that are independent of the 
XTs. In the random censoring model one observes not the Xi’s but, instead, 
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the pairs of random variables (Zi, S,), where Zi = min(X,, Yi) and di = 
ftXiGyi, with 1 denoting the indicator function. The d.f. of the Zi)s, F*, is then 
given by the relation 
1 -F*(x$O)= [1 -F(x;tl’)][l -H(x)]. (l-1) 
An important problem associated with this model is the estimation of the 
parameter vector, 0’, from the observed data. 
Let F,(x) denote the Kaplan-Meier estimator of the d.f. F(.x; 0”) (Kaplan 
and Meier (1958)) with associated empirical quantile function defined by 
(1.2) 
Estimation problems pertaining to specific forms for the vector 0” have been 
addressed by Sander (1975a, b, c), Susarla and Van Ryzin (1980) and Reid 
(1981) using estimators based, explicity, on both F, and Q,. In contrast, we 
develop an estimation procedure applicable to general 0’ under the 
assumption that the functional form of F is known. Thus when, for instance, 
8’ consists of only a location and scale parameter, the model we assume is 
the censored sample analog of the classical location and scale parameter 
model. 
Minimum distance estimation procedures based, for example, on the d.f. 
and quantile function have been proposed and both their large and small 
sample properties, for non-randomly censored data sets, have been exten- 
sively investigated. Specific minimum distance procedures have been shown 
to possess excellent robustness properties, to be consistent, asymptotically 
normal, and in some cases fully efficient. While a detailed discussion of these 
points is beyond the scope of this paper, the interested reader is referred to 
Beran (1977), Parr and Schucany (1980), and Millar (1981) for discussions 
of techniques which utilize the d.f., and to Parzen (1979a), Eubank (1981), 
LaRiccia and Wehrly (1981) and LaRiccia (1982) for estimation procedures 
formulated in the quantile domain. We note that certain results presented in 
subsequent sections may be regarded as censored sample analogs of 
techniques developed in Parzen (1979a) and LaRiccia (1982). 
In Section 2, we define our estimator and present our principal results 
regarding its asymptotic properties. The question of weight function selection 
is addressed in Section 3. In particular, an optimal weight function is 
provided for estimation in single parameter families. 
2. A FAMILY OF MINIMUM QUANTILE DISTANCE ESTIMATORS 
For each 8 E 0 define the quantile function associated with F(x; 0) by 
Q(u; 8) = inf{x: F(x; 0) > u}. P-1) 
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For a given weight function W(u; 0) mapping (0, 1) x 0 + R and associated 
real valued functions W,,(O) and Wb2(0), the minimum quantile distance 
estimator of the true parameter, B”, is any vector which minimizes 
R(Q,; 0) = j’* W@; e)[Q,(u) - Q@; VI’ du 
DI 
+ i W~i(e)[Q,GoJ - Q(Pi ;WI2 
i=l 
(2.2) 
over all 8 E 0 where j?, and /I2 are fixed real numbers satisfying 
0 < /3, < & < 1 but are otherwise arbitrary. Since individual members of this 
family of estimators are distinguished by their specific weight function we 
adopt the notation &Q,; IV) for this estimator. For notational convenience it 
will be useful to have an expression which incorporates all three of the 
functions W, Wo, and Wb2. Therefore, for any function Z(u; 0) we define 
jDZ wyu; e) z(24; e) du = j" W(U; e) z(u; e) du + t w,i(e) zGai; 0) (2.3) 
41 82 i=l 
and (2.2) may now be written as 
R(Q,; 0) = j;; W*(u; e)[Q,(u) - Q(u; O)]’ du. (2.4) 
Weight function selection strategies will be discussed in Section 3. 
In general, the computation of &Q,; W) can be accomplished using 
standard iterative techniques. Estimator computation is particularly simple 
for location and scale parameter families when the weight function is 
independent of 0 as, in this instance, the estimator is readily seen to have a 
closed form. 
One advantage of the minimum distance estimation technique is that 
WQ,$Q,; WI P rovides a measure of the goodness-of-fit of the assumed 
parametric family. In addition, the quantile function approach has the conse- 
quence that the estimation procedure is directly related to Q-Q plotting 
techniques. Therefore, the estimators can be easily incorporated into a 
statistical package which not only estimates the parameters but also provides 
checks for the appropriateness of the assumed parametric family and graphs 
which can be employed to, perhaps, suggest a more suitable family of 
distributions. 
To obtain our main result on the asymptotic behaviour of 6(Q,; IV) 
we require certain restriction on both W and Q. Thus, for any function 
Z(u; e) let .P(u; e) = i?Z(u; eyae,, Z”(u; e) = aZ(u; O)/Hi aej, Z’(u; e) = 
i?Z(u; e)/&, Z, = Z(- ; 8) and assume that 
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(1) uls;Se(u; e"W,W - Q<u; @">I converges weakly, with respect to 
the metric d in (2.9), to a zero mean Gaussian process with covariance 
kernel 
iu(u,~)=(l--~)(l--~)~~~~‘~‘“‘[(l -s)*(l -HQ(s;O’))]-‘ds (2.5) 
where HQ(u; 0) = H(Q(u; tl)) and fQ(#; 0) s f(Q(u; 0); 9) is the density- 
quantile function for F (see Parzen (1979a)). 
(2) W(u; 0”) Qi(u; 0”) is differentiable. 
(3) For fixed 0, the functions W(u; O), W’(u; e), W’j(u; g), Q’(u; 0) 
and Q”(u; 0) are continuous on [/I,, p2] and, for fixed a, in a neighborhood 
of 9’. W&(g), Wik(0), k = 1,2, are continuous in 8. 
(4) The functions W’(u; O), W(u; 0) Q’(u; O), W”(u; O), W’(u; O), 
Qi@; 0) and W(U; 0) Q”(u; 0) are bounded, on [p, ,p,] by integrable 
functions uniformly for all 8 in a neighborhood of 8’. 
(5) The s x s matrix B(Q,,, 0”) with 0th element 
” b, = 
I 
w*(u; e0) Q’(u; eo) Q+; e0) du (2.6) 
51 
is positive definite. 
THEOREM. Under the regularity conditions (l)-(S), 
(i) as n + co there exists, with probability tending to one, a unique 
function &I,; W) which locally minimizes (2.1), 
(ii) @Q,,; W) is a consistent estimator of O”, 
(iii) Jtf@(Q,; IV) - 0”) converges in law to a random variable Y 
having an N&O, C) distribution where 
c = [B(Q,o, eo)] -‘A [B(Q,,o, 0O)l - ‘. 
and A is an s x s matrix having typical element 
(2.7) 
42 52 
aij = il 
Q’(u; 0”) C&V; 0”) 
51 41 
w*(u; 0”) W*(K 8”) fe<u; o,,)fecv; eo) K(u, 0) du dv. (2.8) 
Proof: We sketch the proof of this result and refer the reader to LaRiccia 
(1982) or Eubank and LaRiccia (198 1) for more details. The proof consists 
of two parts; the first pertains to establishing certain asymptotic properties 
for Q, and the gradient vector stemming from the distance measure (2.2) 
through use of assumptions (1) and (2). The second employs these results, 
352 EUBANK AND LA RICCIA 
along with assumptions (3~(5), to justify application of the implicit function 
and mean value theorems and to derive the asymptotic properties of the 
estimator. 
Let .!? denote the class of left continuous functions on (0, 1) that are of 
bounded variation on (y, 1 - 7) for all 0 < y < 4 and, for g, h E .Z, let 
4&h)= s;pO*, I g(x) - W)l. (2.9) 
II 
Then, using assumption (l), it can be shown that 
(A) 4Q,, Q,o> -+p 0, h w ere +p denotes convergence in probability, and 
PI fi 4Q,, Qd = O,(l), h w ere 0, denotes probability order. 
Using these facts in conjunction with assumption (2), Example 3 of Reid 
(1981), and an argument similar to that in Shorack (1972) it can then be 
established that 
(C) The vector V,, with ith component 
Lq’ W*(u; 0”) Q'(u; tl")(Q,(u) - Q(u; 0")) du 
41 
converges in law to the N,(O, A) distribution where A is defined by (2.8). 
Note that results (A) and (B) have the consequence that (C) provides the 
asymptotic distribution for the gradient vector D(Q, ; t3) = M(Q, ; t3)/% 
when evaluated at 8’. 
Based upon (A)-(C) and (3~(5) straightforward arguments show that (i) 
the conditions of the implicit function theorem are satisfied by D(Q,; 8) and 
its associated Jacobian matrix, J(Q,; O), in an open neighborhood of 
(QeO, 0”) and.that (ii) @(Q,; W) admits the representation 
fi[@(Q,; W)-e”] =J(Q,;6)-1V, +op(l), (2.10) 
where op(l) -+ 0 as n -+ co and 6 = 8’ + d(8’ - &Q,; w>) for A some s X s 
diagonal matrix with all elements between 0 and 1. The remainder of the 
proof then parallels typical arguments for weighted L2 distance estimators 
such as those in LaRiccia (1982). 
Remark 1. Assumption (1) follows, under various hypotheses, from 
results in Sander (1975a), Gill (1983) or Aly, Csorgii and Horvath (1982). 
All these authors require certain restrictions on the behavior of fQ(u; 0”) 
near 0 and 1. For example, (1) is satisfied if F(0; 8”) = 0, H is continuous 
with HQ& ; 0”) ( 1 and fe(u; 8’) is continuous and bounded away from 
zero on p, ,p,] (cf. Corollary 1 of Sander (1975a)). A variety of alternative 
restrictions are detailed in Theorem 4.2 of Aly, Csijrgii and Horvkh (1982). 
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Remark 2. &Q,, ; I+‘) can be considered as a functional on the metric 
space (.‘G, d). Thus, assumptions on the differentiability of 8(Q, ; W) could be 
used to replace (2~(5). 
3. WEIGHT FUNCTION SELECTION 
In this section several possible choices are suggested for the weight 
function W. In particular, through use of an approach similar to that of 
Parzen (1979a), an optimal weight function is derived for estimation in 
single parameter families. 
The choice of W will, of course, be dictated by the types of efficiency or 
robustness properties that one requires from the estimator. However, some 
ad hoc candidates for W are W,(u) = 1, W,(u;O)=fQ(u; 0)’ and 
W3(u; 0) =fQ(u; fl)‘/K(u, u). The choice W, provides a trimmed version of 
the estimator 8 for which Q(u; 8) best fits (in the leasts squares sense) Q,(u). 
When s = 1 and 0, is a location parameter, this estimator is essentially the 
trimmed mean investigated by Sander (1975b, c) with an appropriate 
correction to incorporate knowledge about Q. The choice of W, or W, gives 
likelihood type and variance reciprocal weights respectively. Unfortunately, 
W, depends on the, possibly unknown, censoring d.f. H. This difficulty can 
be circumvented, however, if one uses the Koziol-Green model for random 
censorship (Koziol and Green (1976)), wherein, for some positive constant 
(11, H is assumed to satisfy 
i - H(~; e) = [i - F(X; e)y. (3.1) 
For this model W, reduces t0 w,(u;e)= (1 + a)fe(u;e)2/ 
[(l-u)-=+' - (1 - u)‘]. Th e p arameter a in (3.1) is termed the censoring 
parameter since v = (1 + a)-’ is the expected proportion of uncensored 
observations. A strongly consistent estimator of v considered by Csargii and 
Horvath (1981) is 
v,=n-’ + (J 
,e, i ’ 
(3.2) 
Consequently, if a is unknown, it may be replaced by a, = v;‘(l - v,) in 
(3.1) without altering the asymptotic properties of the estimator. This weight 
function may be satisfactory even when (3.1) is only an approximation to the 
true model. 
Regarding the more general problem of selecting a W that endows the 
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estimator with some specified set of properties we note that, due to (2.10) 
tI(Q,; w) is, asymptotically, a weighted sum of s linear functions of the 
order statistics. Thus the influence curve for these estimators can be deter- 
mined using the techniques developed in Reid (1981). This fact should prove 
helpful in obtaining weight functions that provide specific types of protection 
for a given parametric family. 
The remainder of this section is devoted to the problem of optimal weight 
function selection for a single unknown parameter. Therefore let us set s = 1 
and take 0, = 8. To obtain the optimal weight function we first note, as in 
Parzen (1979a), that the covariance kernel, K, in (2.5) generates a 
reproducing kernel Hilbert space, B%“(K), which provides us with a natural 
measure of information on [/I,, p,]. The properties of P(K) that impact on 
our present objective will now be briefly discussed. The reader is referred to 
Aronszajn (1950) and Parzen (196 1 a, b) for a more detailed presentation of, 
respectively, the theory of reproducing kernels and their role in inference for 
stochastic processes. 
Assuming that H admits a continuous density, h, it follows from Sacks 
and Ylvisaker (1966) that R(K) consists of continuous functions on [/I,, /I,] 
having finite R(K) norm where, for g ER(K), the norm is given by 
II glli = j;; WW12[1 -HQ(w @I du 
+ dm I 
1 1 -HQ@,;@ 
K(P,,PJ - 1 -P, I 
++@$[I -HQCj3,;0)]. 
2 
(3.3) 
The inner product in R(K) will be denoted by (., +)K. When considered as a 
function of s (for fixed t) K(s, t) possess the so called reproducing property 
that for g E Z(K) 
(g> KC.3 Oh = g(t). (3.4) 
We now, and in subsequent discussions, impose the regularity condition 
that fe(u; 0) Q’(u; 19) E Z(K) and define the information measure 
I(e) = b-~c-; e) ~7.; e)lG. (3.5) 
To justify this definition we first note that the densities corresponding to the 
censored and uncensored observations are, respectively, 
L(X; 0) = [ 1 - F(X; e)l h(x) 
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and 
f&Y 0) = [ 1 - H(x)] f(x; 0). 
Then, by making the change of variable X= Q(u; 0) it can be shown that, 
for instance, when p, = 0 and & = 1, I(@ becomes 
f,(X; e) dX + jam [ 1 ~~~x~)8)] ’ f,(X; e) dX. (3.6) 
7 
This is now recognized as the Fisher information corresponding to the 
parameter 0 upon examination of the form of the likelihood for the Zi)s given 
in, for example, Kalbtleisch and Prentice (1980). Similarly, I(0) can be seen 
to provide a measure of information in the Fisher sense, when 
0 </I, < p2 < 1, for estimators of B based on the quantile process. This 
follows from the observation that, asymptotically, fQ(u; 0”) Q,(U) has the 
same distribution as the continuous parameter time series 
Y(~)= fetu; eo) Q(U; eo) + n - MY, uE [&~P,l, 
where X(u) is a zero mean Gaussian process with covariance kernel (2.5). It 
is shown, for example, in Grenander (1980, p. 484) that the lower bound for 
the variance of an unbiased estimator of 0 in this model is [nl(e)] -‘. 
Although we have not, as yet, effected a rigorous proof we conjecture, for 
this reason, that (3.5) coincides with the Fisher information corresponding to 
6’ when the Iirst [n/3,] and last [n(l -/I,)] of the ordered Zls have been 
deleted. 
Our objective is to now find a weight function for which C in (2.7) 
coincides with l/1(0’). To do so we will first obtain two convenient forms 
for 1(8) which will make the choice of an optimal W transparent. Define 
G(u;e)=(l -u)j’[(l -s)*(l -HQ(s;e))]-‘ds 
0 
and assume that fe(u; B)Q’(u; 8) is twice continuously differentiable with 
respect to U. Then, results in Sacks and Ylvisaker (1966) furnish the 
representation 
fQ<w 0) Q'(u; e> = <A& - Q;, KC.2 u>) 
= 4*qqS;e)K(S,?.4)dS+ 
I 2 kz, hp) Kv,, 4, (3.7) 41 
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where 
Q(u; 6) = -[fQ(u; 0) Q'(u; @I"1  - HQ(u; e>] 
I 
’ cl _ u) hQ(u; 0) 
fQ<w 4 ' (3.8) 
( CfQcO, ; 0) Q'GO, ; 0) G'Ca, ; 0) 
h,(e) = 
-GCa,;e>(fQ.Q')'Co,;e)}[l-HQCc,;e)I 1 
WA ; 8) 
3 
(3.9) 
h,(e) = {fQGo,;~)Q’Cs,;e)+(l-Bz)(fQ~Q’>‘Co,;e)}[l-HQdlj~;O)] 
1 -P, 3 
(3.10) 
with the convention that (fQ a Q1)‘(pk; 0) = [fQ(u; 0) Q’(u; 0))’ luzBk. Use 
of (3.7) in conjunction with the reproducing property of K gives the two 
required identities, namely, 
+ i t,J@) fQc0, ; 6) Q% ; 8) (3.11) 
k=l 
and 
+ ’ + h,(‘) h,(e) Kdak7 ma k:, ,c, 
(3.12) 
We now ask what choice of Win (2.6) and (2.8) makes C agree with l/1(8’) 
and it follows immediately from (3.11) and (3.12) that the optimal choice is 
with 
w 
kc 
(#) = bo,(@fQdak; e, 
Q1(Pk;@) ’ 
k= 1,2. 
(3.13) 
(3.14) 
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The presence of 1 - HQ(u; 0) in (3.8~(3.9) has the consequence that the 
weight function (3.13)-(3.14) will, in general, depend on the censoring 
distribution which may be unknown. However, for the Koziol-Green model 
(3.1) a direct calculation shows that 
$(u; 0) = -( 1 - u)= ] [j-Q&; 8) Q’(u; @)I” + a [ fQ@’ p’-“:‘“; e, ] ’ 1 , 
(3.15) 
-VQ+Q’>‘Ga,;@ 3 
i 
(3.16) 
~,,(e)=(1-P,)“{(1-B~)-Ifec[j~;~>Q1Go,;~>+<fQ.Q’>‘~~;e>l. 
(3.17) 
Thus, as was the case for the weight function W, considered previously, one 
can substitute LY,, for the censoring parameter a without influencing the 
asymptotic properties of the estimator. This provides an easily computed, 
asymptotically optimal estimator of 0 for model (3.1) that does not require 
knowledge of H. For more general models, where no explicit form for H is 
available, the entire weight function can be estimated by substituting sup 
norm consistent estimators for the unknown functions G(u; e), HQ(u; e), 
hQ(u; 0) and G’(u; 0) in (3.13)-(3.14). The basic problem in constructing 
such estimators of 19 is the estimation of G(u; 0) and HQ(u; 0) as, hQ(u; 0) = 
WQ)‘(u; WOQCw 0) may b e estimated by finite differences and G’(u; 0) = 
[Cl - u)(l - HQ@; O)] - * is easily estimated, given an estimator of HQ. We 
note that estimators of G and HQ, that are consistent in the sup norm, can 
be found in Hall and Wellner (1980) and Aly, Csijrgii and Horvith (1982) 
respectively. The use of these estimators in conjunction with (3.13)-(3.14) 
will be explored further in future work. 
Finally, let us consider the case of 8 a scale parameter and H = 0, i.e., no 
censoring. In this case, F(x; 0) = F(x/@, f(x; 0) = & ‘f(x/e), Q(u; 0) = 
eQ(u), fQ(u; 0) =fe(u)/B and Q’(u; 0) = Q(U) with F(x), Q(U) andfQ(u) all 
specified functions. Equations (3.8 j(3.10) now reduce to 
$(u> = -WC~> Q<u)l", 
h, = P,‘fQcP,) Q&l - UQ - Q>'doA 
40, = (1 - PJ -'&Wd QW + <.fQ . Q)'GaA 
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and e(Q, ; IV) is given explicitly by 
This is precisely the fully efficient scale estimate given by Parzen (1979a, b). 
Identical results hold for location parameter estimation as well. Parzen has 
noted that these estimators are similar to those presented in Weiss (1964) 
and Weiss and Wolfowitz (1970). Consequently, the minimum quantile 
distance procedures developed in this paper, when incorporated with the 
weight functions derived in this section, may also be viewed as providing, for 
location/scale models, censored sample analogs of these type of estimators. 
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