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PFAFFIAN EQUATIONS AND CONTIGUITY
RELATIONS OF THE HYPERGEOMETRIC FUNCTION
OF TYPE (k + 1, k + n+ 2) AND THEIR APPLICATIONS
YOSHIAKI GOTO AND KEIJI MATSUMOTO
Abstract. We study the structures of Pfaffian equations and con-
tiguity relations of the hypergeometric function of type (k+ 1, k+
n + 2) by using twisted cohomology groups and the intersection
form on them. We apply our results to algebraic statistics; numer-
ical evaluation of the normalizing constants of two way contingency
tables with fixed marginal sums.
1. Introduction
We consider the hypergeometric integral of type (k + 1, k + n + 2)
defined as
F (α;x) =
∫

k∏
i=1
tαii ·
n∏
j=1
(
1 +
k∑
i=1
xijti
)αk+j
·
(
1 +
k∑
i=1
ti
)αk+n+1 · dt1 ∧ · · · ∧ dtk
t1 · · · tk ,
where αi’s are parameters, xij’s are k × n variables, and  is a cer-
tain region. In this paper, we study Pfaffian equations and contiguity
relations of the hypergeometric function F (α;x) by using the twisted
cohomology groups and the intersection forms. In [M2] and [G], a Pfaf-
fian equation and contiguity relations of Lauricella’s FD (the case of
k = 1) are studied in the same framework. This paper generalizes these
results.
We regard Pfaffian equations and contiguity relations as matrix rep-
resentations of some linear maps on twisted cohomology groups. To ob-
tain the matrices providing the relations, we use the intersection form of
the twisted cohomology group (Proposition 3.9 and Theorem 5.3). Our
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expressions have simple forms; each of the matrices for Pfaffian equa-
tions is determined by only an eigenvector with non-zero eigenvalue,
and that for contiguity relations is decomposed into a product of inter-
section matrices and a diagonal one. An advantage of our method is
that it systematically yields the relations from small initial data for a
given basis of the twisted cohomology group without complicated cal-
culations. Further, we give expressions of these linear maps by using
the intersection forms (Theorems 3.12 and 5.5). They are independent
of choice of bases of twisted cohomology groups.
Finally, we discuss an application of our results to algebraic statistics.
We can express the normalizing constant of the hypergeometric distri-
bution of the r1 × r2 two way contingency tables with fixed marginal
sums by the hypergeometric function of type (r1, r1 + r2) with integral
parameters. By using contiguity relations, we give an algorithm (Al-
gorithm 7.8) for evaluating values of the normalizing constant in the
framework of holonomic gradient method [N3OST2]. Further, a Pfaf-
fian equation gives the gradient matrix of the expectations, which is
important to solve the conditional maximal likelihood estimate prob-
lem [TKT, §4]. We refer [Og] and [TKT] for statistical applications of
hypergeometric functions.
Pfaffian equations and contiguity relations have been studied from
several points of view. In [KM], Kita and the second author give an
expression of the Gauss-Manin connection for some basis of the twisted
cohomology group. In fact, it does not directly imply a Pfaffian equa-
tion; see §4. Aomoto studies the contiguity relations of the hypergeo-
metric functions of type (k, n) by using twisted cohomology groups in
[A]. This result is based on calculations in only the target space of Ui in
Proposition 5.2. On the other hand, by considering both of its domain
and target spaces, we can clarify a structure of contiguity relations.
Sasaki studies them in the framework of the Aomoto-Gel’fand system
on the Grassmannian manifold in [S]. However, it only gives contiguity
relations on coordinates of the Grassmannian manifold in general case.
Though Takayama gives an algorithmic method that uses Gro¨bner
bases to derive the contiguity relations in [T], this method requires
huge computer resources. Recently in [OhT], Ohara and Takayama
give a numerical method to derive Pfaffian equations and contiguity
relations of A-hypergeometric systems, one of which F (α;x) satisfies,
to evaluate the normalizing constant of A-hypergeometric distributions,
but it is still difficult to get Pfaffian equations and contiguity relations
unless k and n are small enough.
For statistical applications, the method given in [OhT] is applicable
to evaluation not only for two way contingency tables but also for other
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cases, while our algorithm is much faster and can solve larger problems
than theirs for the two way contingency tables.
2. Preliminaries
Let Z = (zij) be a square matrix arranged n
2 variables zij (1 ≤ i, j ≤
n).
Fact 2.1. The logarithmic derivative of the determinant |Z| of Z is
d log |Z| =
∑
1≤i,j≤n
(−1)i+j|Zij|dzij
|Z| ,
where Zij is the square matrix of size n− 1 removing the i-th row and
the j-th column from Z, and |Zij| is its determinant.
Proof. By the cofactor expansion
|Z| =
n∑
p=1
(−1)p+izip|Zip|,
with respect to the i-th row of Z, we have
d|Z| =
n∑
p=1
(
(−1)p+i|Zip|dzip + (−1)p+izipd|Zip|
)
.
Since the minor |Zip| does not have the variable zij, the coefficient
function of dzij in d|Z| is (−1)i+j|Zij|. This property together with
the symmetry yields this fact. 
Let xij (1 ≤ i ≤ k, 1 ≤ j ≤ n) be k × n variables and x = (xij) be
the matrix arranging them. We set a (k + 1)× (k + n+ 2) matrix
x˜ = (x˜ij)0≤i≤k
0≤j≤k+n+1
=
(
1 0k 1n 1
t0k Ik x
t1k
)
=

0 1 · · · k k + 1 · · · k + n k + n+ 1
0 1 0 · · · 0 1 · · · 1 1
1 0 1 0 x11 · · · x1n 1
...
...
. . .
...
...
. . .
...
...
k 0 0 · · · 1 xk1 · · · xkn 1
,
where 0k = (0, . . . , 0) ∈ Zk, 1n = (1, . . . , 1) ∈ Zn, and Ik is the unit
matrix of size k.
Let J be the set of subsets of {0, 1, 2, . . . , k + n, k + n + 1} with
cardinality k + 1. Any element in J is expressed as
J = {j0, j1, . . . , jk}, 0 ≤ j0 < j1 < · · · < jk ≤ k + n+ 1.
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We set
x˜〈J〉 =

x˜0,j0 x˜0,j1 · · · x˜0,jk
x˜1,j0 x˜1,j1 · · · x˜1,jk
...
...
. . .
...
x˜k,j0 x˜k,j1 · · · x˜k,jk
 ,
which is the sub-matrix of x˜ consisting of the j0-th, j1-th, . . . , jk-th
columns. We define a subset of J by
J ◦ = {J ∈ J | dx|x˜〈J〉| 6= 0},
where dx is the exterior derivative with respect to x11, x12, . . ., xkn.
Lemma 2.2. Any element J of J ◦ does not include an index i with
1 ≤ i ≤ k and includes an index k + j with 1 ≤ j ≤ n.
Proof. If J ∈ J includes 1, . . . , k then |x˜〈J〉| = ±1. If J includes none
of k + 1, . . . , k + n, then there is no variable xij in x˜〈J〉. 
We count the cardinality of the set J ◦. It is easy to that #(J ) =(
k+n+2
k+1
)
. If we choose J = {j0, j1, . . . , jk} ∈ J so that
j0 = 1, j1 = 2, . . . , jk−1 = k,
then x˜〈J〉 becomes a constant for any jk. There are n + 2 ways to
choose jk. If we choose
j0 = 0, jk = n+ k + 1,
then x˜〈J〉 becomes a constant for {j1, . . . , jk−1} ⊂ {1, . . . , k}. There
are k ways to choose j1, . . . , jk−1. Thus we have the following lemma.
Lemma 2.3. The cardinality of J ◦ is(
k + n+ 2
k + 1
)
− (k + n+ 2).
Let Lj (0 ≤ j ≤ k+ n+ 1) be linear forms of t0, t1, . . . , tk defined by
(t0, t1, . . . , tk)x˜ = (L0, L1, . . . , Lk, Lk+1, . . . , Lk+n, Lk+n+1).
Namely,
Lj = tj (0 ≤ j ≤ k), Lk+j = t0 + t1x1j + · · ·+ tkxkj (1 ≤ j ≤ n),
Lk+n+1 = t0 + t1 + · · ·+ tk.
Lemma 2.4. Let J = {j0, . . . , jk} be an element of J . The linear form
ti = Li (0 ≤ i ≤ k) can be expressed in terms of Lj0 , . . . , Ljk as
ti =
1
|x˜〈J〉|
k∑
p=0
|x˜〈jpJi〉|Ljp ,
where jpJi = (J − {jp}) ∪ {i} = {j0, . . . , jp−1, i, jp+1, . . . , jk}.
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Proof. Since
(t0, t1, . . . , tk)x˜〈J〉 = (Lj0 , Lj1 . . . , Ljk),
ti’s are expressed as
(t0, t1, . . . , tk) = (Lj0 , Lj1 . . . , Ljk)x˜〈J〉−1.
We have only to write down the i-th column of the cofactor matrix of
x˜〈J〉. 
We regard (t0, t1, . . . , tk) as projective coordinates of Pk and (t1, . . . , tk)
as affine coordinates with setting t0 = 1. For J = {j0, j1, . . . , jk} ∈ J
we set
ϕ〈J〉 = dt log(Lj1/Lj0) ∧ dt log(Lj2/Lj0) ∧ · · · ∧ dt log(Ljk/Lj0),
where dt is the exterior derivative with respect to t1, . . . , tk.
Fact 2.5. We have
ϕ〈J〉 = |x˜〈J〉|dt∏k
p=0 Ljp
, dt = dt1 ∧ · · · ∧ dtk.
Proof. We use the following identity:
(2.1) ϕ〈J〉 =
k∑
p=0
(−1)pLjp
∧q 6=p
0≤q≤p dtLjq∏k
q=0 Ljq
.
Consider the cofactor expansion of the 0-th row of the sub-matrix x˜〈J〉
of x˜. 
3. Gauss-Manin connections
Let α0, α1, . . . , αk+n, αk+n+1 be parameters in C− Z satisfying
(3.1)
k+n+1∑
j=0
αj = 0.
We set α = (α0, α1 . . . , αk+n, αk+n+1). We often regard αi’s as inde-
terminants. For an element f(α) of the rational function field C(α) =
C(α0, . . . , αk+n+1), we put f(α)∨ = f(−α). For a matrix A with entries
in C(α), we denote by A∨ the matrix operated ∨ on each entry of A.
We define sets X and X as
X = {x ∈M(k, n;C) | |x˜〈J〉| 6= 0 for any J},
X = {(t, x) ∈ Ck ×X |
k+n+1∏
j=0
Lj 6= 0}.
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We set 1-forms ω and ωx as
ω =
k+n+1∑
j=1
αjdt logLj
= α1
dt1
t1
+ · · ·+ αkdtk
tk
+ αk+1
x11dt1 + · · ·+ xk1dtk
1 + t1x11 + · · ·+ tkxk1 + · · ·
+αk+n
x1ndt1 + · · ·+ xkndtk
1 + t1x1n + · · ·+ tkxkn + αk+n+1
dt1 + · · ·+ dtk
1 + t1 + · · ·+ tk ,
ωx =
n∑
j=1
αk+jdx logLk+j =
∑
1≤i≤k
1≤j≤n
αk+jtidxij
Lk+j
=
αk+1t1dx11
1 + t1x11 + · · ·+ tkxk1 + · · ·+
αk+1tkdxk1
1 + t1x11 + · · ·+ tkxk1
+ · · ·+ αk+jtidxij
1 + t1x1j + · · ·+ tkxkj + · · ·
+
αk+nt1dx1n
1 + t1x1n + · · ·+ tkxkn + · · ·+
αk+ntkdxkn
1 + t1x1n + · · ·+ tkxkn .
We define operators as
∇α = dt + ω∧, ∇αx = dx + ωx∧, ∇αij =
∂
∂xij
+
αk+jti
Lk+j
.
Note that
(3.2) ∇αx =
∑
1≤i≤k
1≤j≤n
dxij ∧∇αij.
For a fixed x ∈ X, we have twisted cohomology groups
Hk(Ω•(Tx),∇α) = Ωk(Tx)/∇α(Ωk−1(Tx)),
Hk(Ω•(Tx),∇−α) = Ωk(Tx)/∇−α(Ωk−1(Tx)),
where Tx is the preimage of x under the projection X 3 (t, x) 7→ x ∈ X,
and Ω l(Tx) is the vector space of rational l-forms on Pk with poles only
along Pk − Tx. Here, we identify Tx with an open subset of Pk.
Fact 3.1 ([AK]). The twisted cohomology groups Hk(Ω•(Tx),∇±α) are
of rank
(
k+n
k
)
.
There is the intersection pairing I between Hk(Ω•(Tx),∇α) and
Hk(Ω•(Tx),∇−α).
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Fact 3.2 ([M1]). For J = {j0, . . . , jk} and J ′ = {j′0, . . . , j′k}, we have
I(ϕ〈J〉, ϕ〈J ′〉) =

(2pi
√−1)k ·
∑
j∈J αj∏
j∈J αj
if J = J ′,
(2pi
√−1)k · (−1)
p+q∏
j∈J∩J ′ αj
if #(J ∩ J ′) = k,
0 otherwise,
where we assume that J−{jp} = J ′−{j′q} in the case of #(J∩J ′) = k.
Note that if we regard αi’s as indeterminants, we have I(ϕ〈J〉, ϕ〈J ′〉)∨ =
(−1)k · I(ϕ〈J〉, ϕ〈J ′〉).
Proposition 3.3. Let p and q be different two elements of the set
{0, 1, . . . , k + n+ 1}. We set
qJp = {J ∈ J | q /∈ J, p ∈ J},
pJq = {J ∈ J | p /∈ J, q ∈ J}.
Then {ϕ〈J〉}J∈pJq and {ϕ〈J ′〉}J ′∈qJp are bases of Hk(Ω•(Tx),∇±α).
Proof. Set J = {p, j1, . . . , jk} ∈ qJp and J ′ = {j1, . . . , jk, q} ∈ pJq.
Note that there are
(
k+n
k
)
ways to get such J and J ′ for fixed p and q.
We align ϕ〈J〉’s and ϕ〈J ′〉’s by the lexicographic order of (j1, . . . , jk).
Then the intersection matrix for ϕ〈J〉 and ϕ〈J ′〉 becomes diagonal
matrix with diagonal entries
(−2pi√−1)k
αj1 · · ·αjk
.
Thus they are bases of Hk(Ω•(Tx),∇±α). 
We define vector bundles of rank r =
(
k+n
k
)
over X with fibers
Hk(Ω•(Tx),∇α) and Hk(Ω•(Tx),∇−α) by
Hα =
⋃
x∈X
Hk(Ω•(Tx),∇α), H−α =
⋃
x∈X
Hk(Ω•(Tx),∇−α),
respectively. We can regard {ϕ〈J〉}J∈pJq and {ϕ〈J ′〉}J ′∈qJp as global
frames of these vector bundles. The operators∇αx and∇−αx are regarded
as connections on Hα and H−α, i.e., they are C(α)-linear maps
∇±αx : Γ(H±α)→ Γ(Ω1(X)⊗H±α)
satisfying
∇±αx (fϕ) = dxf ⊗ ϕ+ f∇±αx (ϕ),
for f ∈ Ω0(X) and ϕ ∈ Γ(H±α), where Ω l(X) is a space of ratio-
nal l-forms with poles only along the complement of X, Γ(V) denotes
8 Y. GOTO AND K. MATSUMOTO
the Ω0(X)-module of sections of V . They are called the Gauss-Manin
connections on the vector bundles H±α. Note that
∂
∂xij
∫

( n+k+1∏
j=1
L
αj
j
)
ϕ=
∫

( n+k+1∏
j=1
L
αj
j
)
∇αij
(
ϕ
)
,(3.3)
dx
∫

( n+k+1∏
j=1
L
αj
j
)
ϕ=
∫

( n+k+1∏
j=1
L
αj
j
)
∇αx
(
ϕ
)
,(3.4)
for ϕ ∈ Γ(Hα), where  is a twisted cycle associated with ∏n+k+1j=1 Lαjj
(refer to [AK, §3.2] for its definition). These mean that the partial
differential operators
∂
∂xij
and the exterior derivative dx are translated
into the operators ∇αij and the connection ∇αx through the integration
with respect to the kernel function
∏n+k+1
j=1 L
αj
j .
The intersection form I is extended to a pairing between Γ(Hα) and
Γ(H−α). We can regard H−α as the dual of Hα by the intersection form
I, since I is a perfect pairing. By the compatibility of the connections
and the intersection form, we have the following.
Proposition 3.4. The intersection form I satisfies
dxI(ϕ, ϕ′) = I(∇αx(ϕ), ϕ′) + I(ϕ,∇−αx (ϕ′)),
for ϕ ∈ Γ(Hα) and ϕ′ ∈ Γ(H−α).
Let Γ0(Hα) (resp. Γ0(H−α)) be the vector space in Γ(Hα) (resp.
Γ(H−α)) spanned by ϕ〈J〉’s (J ∈ J ) over the field C(α). Then any
elements ϕ ∈ Γ0(Hα) and ϕ′ ∈ Γ0(H−α) satisfy
(3.5) dxI(ϕ, ϕ′) = 0
by Fact 3.2.
We put J˙ = k+n+1J0, and align its elements lexicographically. We
denote J˙ = {J1, J2, . . . , Jr}, r = (k+n
k
)
, and define a column vector
Φ = t(ϕ〈J1〉, ϕ〈J2〉, . . . , ϕ〈Jr〉). We compute the connection matrix
Ψ(α;x) of ∇αx with respect to the frame {ϕ〈J〉}J∈J˙ ; i.e., it satisfies
(3.6) ∇αxΦ = Ψ(α;x) · Φ.
We remark that Ψ(α;x) is a square matrix of size
(
k+n
k
)
with entries in
Ω1(X). We also express ∇αx by the intersection form I without taking
a frame. By the decomposition (3.2) of ∇αx , we have
Ψ(α;x) =
∑
1≤i≤k
1≤j≤n
Ψij(α;x)dxij,
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where the matrix Ψij(α;x) is obtained by the action of operator ∇αij
on the frame {ϕ〈J〉}J∈J˙ . We study the operator ∇αij.
Lemma 3.5. Let J = {j0, . . . , jk} be an element of J . Suppose that
1 ≤ i ≤ k, 1 ≤ j ≤ n, k + j /∈ J.
Then
∇αij(ϕ〈J〉) = αk+j
k∑
p=0
|x˜〈jpJi〉|
|x˜〈jpJk+j〉|
ϕ〈jpJk+j〉,
where
jpJi = {j0, . . . , jp−1, i, jp+1, . . . , jk},
jpJk+j = {j0, . . . , jp−1, k + j, jp+1, . . . , jk}.
Proof. Since (∂/∂xij)ϕ〈J〉 = 0, we have
∇αij(ϕ〈J〉) =
αk+jti
Lk+j
ϕ〈J〉
=
αk+j
|x˜〈J〉|
(
k∑
p=0
|x˜〈jpJi〉|Ljp
)
|x˜〈J〉|dt
Lk+jLj0Lj1 · · ·Ljk
= αk+j
k∑
p=0
|x˜〈jpJi〉|
|x˜〈jpJk+j〉|
ϕ〈jpJk+j〉.
Here we use Lemma 2.4 for the expression of ti. 
For a fixed i and j, we take a basis ϕ〈J〉’s of Hk(Ω•(Tx),∇α), where
J runs over the subset k+jJi = {J ∈ J | k + j /∈ J, i ∈ J} of J with
cardinality
(
k+n
k
)
. Under this condition, we have
|x˜〈jpJi〉|
|x˜〈jpJk+j〉|
dxij = (−1)p+i ∂
∂xij
log |x˜〈jpJk+j〉|dxij,
by Fact 2.1 and
x˜〈jpJi〉 =

0 · · · p− 1 p p+ 1 · · · k
0 x˜0,j0 · · · x˜0,jp−1 0 x˜0,jp+1 · · · x˜0,jk
...
... · · · ... ... ... · · · ...
i x˜i,j0 · · · x˜i,jp−1 1 x˜i,jp+1 · · · x˜i,jk
...
... · · · ... ... ... · · · ...
k x˜k,j0 · · · x˜k,jp−1 0 x˜k,jp+1 · · · x˜k,jk
,
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x˜〈jpJk+j〉 =

0 · · · p− 1 p p+ 1 · · · k
0 x˜0,j0 · · · x˜0,jp−1 1 x˜0,jp+1 · · · x˜0,jk
...
... · · · ... ... ... · · · ...
i x˜i,j0 · · · x˜i,jp−1 xi,j x˜i,jp+1 · · · x˜i,jk
...
... · · · ... ... ... · · · ...
k x˜k,j0 · · · x˜k,jp−1 xk,j x˜k,jp+1 · · · x˜k,jk
.
Note that the basis change transformation matrix from {ϕ〈J〉}J∈k+jJi
to {ϕ〈J〉}J∈J˙ is independent of xij. Thus the coefficient Ψij(α;x) of
dxij in the connection matrix Ψ(α;x) can be expressed as
Ψij(α;x) =
∑
J∈J ◦,J3k+j
M ijJ (α)
∂
∂xij
log |x˜〈J〉|,(3.7)
where M ijJ (α) are square matrices of size r =
(
k+n
k
)
which are indepen-
dent of any entries of x.
Lemma 3.6. Suppose that αJ = αj0+· · ·+αjk 6= 0 for J = {j0, . . . , jk} ∈
J ◦ with i /∈ J , k + j ∈ J .
(1) The matrices M ijJ (α) are independent of i and j.
(2) The eigenvalues of the matrix M ijJ (α) are αJ and 0.
(3) Its eigenspace of eigenvalue αJ is 1-dimensional, and that of
eigenvalue 0 is (r − 1)-dimensional.
Proof. We may assume j0 = k + j. We set
j0J ′′i = ({J} ∪ j0Ji)− {j0Ji},
and assume that its first entry is J .
We take a point x˙ ∈ X so that Lj (j ∈ J) form a real small simplex.
Let Ux˙ be a small open set in Ck×n including x˙ and points with |x˜〈J〉| =
0. For any J ′′ ∈ j0J ′′i , we make a twisted cycle ∆〈J ′′〉 by using Lj
(j ∈ J ′′). By computing the intersection numbers of ∆〈J ′′〉, we can
show that they form a basis of a twisted homology group. We construct
a period matrix
Πα(x) =
(∫
∆〈J ′′〉
( k+n+1∏
j=1
L
αj
j
)
ϕ〈J ′〉
)
J ′∈J˙ ,J ′′∈j0J ′′i
on Ux˙ ∩X. By the perfectness of the pairing between the twisted ho-
mology and cohomology groups, it is invertible. When x turns around
the divisor |x˜〈J〉| = 0, the argument of each Li on ∆〈J ′′〉 is almost
unchanged for J ′′ ∈ j0J ′′i − {J}. Moreover, the integrals over ∆〈J ′′〉
(J ′′ ∈ j0J ′′i −{J}) are valid on the divisor |x˜〈J〉| = 0 in Ux˙. Thus the en-
tries Πα(x) except in the first column are single-valued and holomorphic
PFAFFIAN AND CONTIGUITY RELATIONS 11
on Ux˙. We consider the behavior of the first column of Π
α(x). To com-
pute the integrals, we use the coordinate change such that Lj (j ∈ J)
are expressed as t1, . . . , tk, 1 + t1 + · · ·+ tk. This coordinate change is
equivalent to the left multiplication x˜′ of x˜〈1, . . . k, k+n+ 1〉x˜〈J〉−1 to
x˜. Let L′j be linear forms corresponding to the matrix x˜
′. We have∫
∆〈J〉
( k+n+1∏
j=1
L
αj
j
)
ϕ〈J ′〉 =
∫
∆′
( k+n+1∏
j=1
L′j
αj
)
ϕ′〈J ′〉,
where ϕ′〈J ′〉 is naturally defined by x˜′ and ∆′ is the regularization of
a standard simplex
(3.8) ∆ = {(t1, . . . , tk) ∈ Rk | t1, . . . , tk < 0, t1 + · · ·+ tk > −1}
with respect to
∏k+n+1
j=1 L
′
j
αj . Here note that every linear form L′q
(q /∈ J) has the factor |x˜〈J〉|−1. By taking out this factor from this
integral, we see that each entry in the first column of Πα(x) is the
product of ∏
q /∈J
|x˜〈J〉|−αq = |x˜〈J〉|αJ
and a single-valued holomorphic function on Ux˙. Here note that we use
the assumption (3.1). Hence we have a local expression
Πα(x) = ΠαJ(x)D
α
J (x), D
α
J (x) = diag(|x˜〈J〉|αJ , 1 . . . , 1)
around x˙, where ΠαJ(x) is a single-valued holomorphic matrix function
on Ux˙, and diag(c1, . . . , cr) denotes the diagonal matrix with diagonal
entries c1, . . . , cr. By operating dx on the both sides of the above and
using the equalities (3.4) and (3.6), we have
dxΠ
α(x) = Ψ(α;x)Πα(x) = dxΠ
α
J(x)D
α
J (x) + Π
α
J(x)dxD
α
J (x)
=(dxΠ
α
J(x)D
α
J (x) + Π
α
J(x)dxD
α
J (x)) · (ΠαJ(x)DαJ (x))−1 · Πα(x)
=
[
dxΠ
α
J(x)Π
α
J(x)
−1 + ΠαJ(x)diag(αJ , 0, . . . , 0)Π
α
J(x)
−1dx|x˜〈J〉|
|x˜〈J〉|
]
Πα(x).
Since
Ψ(α;x) = dxΠ
α
J(x)Π
α
J(x)
−1 + ΠαJ(x)diag(αJ , 0, . . . , 0)Π
α
J(x)
−1dx|x˜〈J〉|
|x˜〈J〉| ,
we have this lemma. 
Hereafter, the matrix M ijJ (α) is denoted by simply MJ(α). Let
MJ(α) be the linear transformation of Γ0(Hα) corresponding to the
matrix MJ(α).
Lemma 3.7. Suppose that the same assumption as Lemma 3.6.
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(1) Let ϕ and ϕ′ be an element of the eigenspace ofMJ(α) of eigen-
value αJ and that of eigenvalue 0, respectively. Then ϕ
′ repre-
sents an element of the eigenspace of MJ(−α) of eigenvalue 0,
and ϕ and ϕ′ satisfy
I(ϕ, ϕ′) = 0.
(2) The eigenspace of MJ(α) of eigenvalue 0 is spanned by ϕ〈J ′〉
for J ′ ∈ k+jJi − {k+jJi}.
(3) The eigenspace of MJ(α) of eigenvalue αJ is spanned by ϕ〈J〉.
Proof. (1) By replacing α to−α forMJ(α)ϕ′ = 0, we haveMJ(−α)ϕ′ =
0. Then ϕ′ represents a 0-eigenvector of MJ(−α). Proposition 3.4 to-
gether with (3.5) implies that
0 = dxI(ϕ, ϕ′) = I(∇αxϕ, ϕ′) + I(ϕ,∇−αx ϕ′).
Thus we have
0 = I(∇αijϕ, ϕ′) + I(ϕ,∇−αij ϕ′) = αJ · I(ϕ, ϕ′) + 0 · I(ϕ, ϕ′).
Since αJ 6= 0, I(ϕ, ϕ′) should be 0.
(2) The matrix MJ(α) = M
ij
J (α) is the coefficient of
∂
∂xij
log |x˜〈J〉|dxij
by the action of dxij ∧∇αij. Let J ′ = {j′0 = i, j′1, . . . , j′k} be an element
of k+jJi. It satisfies the assumption of Lemma 3.5. We consider the
condition the factor |x˜〈J〉| appears in the denominator of
∇αij(ϕ〈J ′〉) = αk+j
k∑
p=0
|x˜〈j′pJ ′i〉|
|x˜〈j′pJ ′k+j〉|
ϕ〈j′pJ ′k+j〉.
This case only happens
p = 0; j′p(= j
′
0) = i, j
′
1 = j1, . . . , j
′
k = jk.
Otherwise, the factor |x˜〈J〉| never appears ∇αij(ϕ〈J ′〉) for J ′ ∈ k+jJi.
(3) By Fact 3.2, we have
I(ϕ〈J〉, ϕ〈J ′〉) = 0
for any J ′ ∈ k+jJi − {k+jJi}. Lemma 3.6 together with (1) implies the
claim. 
Recall that the index set
J˙ = k+n+1J0 = {J = {0, j1, . . . , jk} | 1 ≤ j1 < · · · < jk ≤ k + n}
= {J1 = J˙ , J2, . . . , Jr}
(
r =
(
k + n
k
))
of the basis {ϕ〈J〉}J∈J˙ is aligned lexicographically, and the column
vector Φ is defined as Φ = t(ϕ〈J1〉, . . . , ϕ〈Jr〉). Let C(α) be the
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intersection matrix of this basis. For any J ∈ J , let vJ be the row
vector defined as
vJ =
(
I(ϕ〈J〉, ϕ〈J1〉), . . . , I(ϕ〈J〉, ϕ〈Jr〉)
)
· C(α)−1.
Then ϕ〈J〉 is expressed as ϕ〈J〉 = vJΦ, and we have vJC(α) tv∨J ′ =
I(ϕ〈J〉, ϕ〈J ′〉).
Lemma 3.8. Suppose that αJ 6= 0. The row vector vJ is a row eigen-
vector of M ijJ (α) with eigenvalue αJ . An arbitrary 0-eigenvector v of
M ijJ (α) satisfies vC(α)
tv∨J = 0.
Proof. The lemma follows from Lemma 3.7 and Fact 3.2. 
By this lemma, we obtain the following.
Proposition 3.9. The matrix MJ(α) is expressed as
αJC(α)
tv∨J vJ(vJC(α)
tv∨J )
−1 =
∏
p∈J αp
(2pi
√−1)kC(α)
tv∨J vJ .(3.9)
Proof. We suppose temporarily αJ 6= 0. Lemma 3.7 yields that the row
vector vJ is a row eigenvector of M
ij
J (α) with eigenvalue αJ , and that
an arbitrary 0-eigenvector v of M ijJ (α) satisfies vC(α)
tv∨J = 0.
It is easy to see that the eigenspaces of MJ(α) coincide with those
of the left hand side of (3.9). Since the factor αJ is canceled with
vJC(α)
tv∨J , we have the identity (3.9), which is valid even in the case
αJ = 0. 
Remark 3.10. If we write C(α) as the form (2pi
√−1)kC ′(α), then we
can cancel the factor (2pi
√−1)k in the right-hand side of (3.9).
Theorem 3.11. The connection matrix Ψ(α;x) is expressed as
Ψ(α;x) =
∑
J∈J ◦
MJ(α)dx log |x˜〈J〉|,(3.10)
where the explicit form of MJ(α) is given as (3.9) in Proposition 3.9.
Proof. We have
Ψ(α;x) =
∑
J∈J ◦
(
MJ(α)
k∑
i=1
k+j∈J∑
j
∂
∂xij
log |x˜〈J〉|dxij
)
=
∑
J∈J ◦
MJ(α)dx log |x˜〈J〉|,
by (3.7). 
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We can express the connection ∇αx by the intersection form. This
expression is independent of choice of a frame of Γ0(Hα).
Theorem 3.12. For any element ϕ ∈ Γ0(Hα), we have
∇αx(ϕ) =
∑
J∈J ◦
αJ
I(ϕ, ϕ〈J〉)
I(ϕ〈J〉, ϕ〈J〉)ϕ〈J〉dx log |x˜〈J〉|
=
1
(2pi
√−1)k
∑
J∈J ◦
(∏
j∈J
αj
)
I(ϕ, ϕ〈J〉)ϕ〈J〉dx log |x˜〈J〉|.
Proof. Theorem 3.11 implies that ∇αx can be expressed as a linear com-
bination of dx log |x˜〈J〉|. We consider the linear transformation
Γ0(Hα) 3 ϕ 7→ αJ I(ϕ, ϕ〈J〉)I(ϕ〈J〉, ϕ〈J〉)ϕ〈J〉 ∈ Γ0(H
α).
By comparing the eigenspaces of this transformation with those of
MJ(α) given in Lemma 3.7, we conclude that it coincides withMJ(α)
under the condition αJ 6= 0. Note that the factor αJ is canceled with
I(ϕ〈J〉, ϕ〈J〉). Thus the connection ∇αx admits the expressions. 
4. Pfaffian equations
A Pfaffian equation of F (x) means a first order linear differential
equation for a vector-valued unknown function including F (x) which
is integrable and equivalent to a holonomic system of linear differential
equations annihilating the single unknown function F (x).
Via the equality (3.4), we can regard the equation (3.6) as a first
order differential equation for a vector-valued function of rank r =(
k+n
k
)
. It satisfies the integrability condition
dxΨ(α;x) = Ψ(α;x) ∧Ψ(α;x).
Thus for any point x ∈ X, there exists a unique solution to this dif-
ferential equation around x under an initial condition. However, we
cannot immediately regard it as a Pfaffian equation of
F (α;x) =
∫

n+k+1∏
j=1
L
αj
j ϕ〈J˙〉,
where J˙ = {0, 1, . . . , k} and  is a twisted cycle. To obtain differential
equations annihilating F (α;x) from it, we need to express∫

n+k+1∏
j=1
L
αj
j ϕ〈J〉 (J ∈ k+n+1J0)
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by actions of the ring of differential operators with rational function
coefficients C(. . . , xij, . . . )〈. . . , ∂
∂xij
, . . .〉 on F (α;x). In this section, by
differentiating F (α;x) several times, we find a vector-valued function
F(α;x) such that it satisfies a Pfaffian equation with the connection
matrix Ψ(α, ;x).
By the equality of (3.3), we can translate computations of
∂
∂xij
F (α;x)
to those of ∇αij(ϕ〈J˙〉). Firstly, we express ∇αij(ϕ〈J˙〉) in terms of ϕ〈J〉.
Since (∂/∂xij)(ϕ〈J˙〉) = 0, we have
∇αij(ϕ〈J˙〉) =
αk+jdt
Lk+jt1 · · · ti−1ti+1 · · · tk =
αk+j
|x˜〈iJ˙k+j〉|
ϕ〈iJ˙k+j〉,
where
iJ˙k+j = (J˙ − {i}) ∪ {k + j} = {0, 1, . . . , i− 1, k + j, i+ 1, . . . , k}.
By these operators, we obtain k × n functions.
Secondly, we express (∇αi′j′◦∇αij)(ϕ〈J˙〉) in terms of ϕ〈J〉, where i 6= i′
and j 6= j′. We have
(∇αi′j′ ◦ ∇αij)(ϕ〈J˙〉)
= ∇αi′j′
(
αk+jdt
Lk+jt1 · · · ti−1ti+1 · · · tk
)
=
αk+j′αk+jdt
Lk+j′Lk+jt1 · · · ti−1ti+1 · · · ti′−1ti′+1 · · · tk
=
αk+jαk+j′
|x˜〈i′,iJ˙k+j,k+j′〉|
ϕ〈i′,iJ˙k+j,k+j′〉,
where i′,iJ˙k+j,k+j′ = (J˙ − {i, i′}) ∪ {k + j, k + j′}. Since
∇αi′j ◦ ∇αij′ = ∇αij′ ◦ ∇αi′j = ∇αij ◦ ∇αi′j′ = ∇αi′j′ ◦ ∇αij,
we obtain
(
k
2
)×(n
2
)
functions, which is the number of the way to choose
i1, i2, j1, j2 such that 1 ≤ i1 < i2 ≤ k, 1 ≤ j1 < j2 ≤ n.
Thirdly, we act ∇αi3j3 ◦ ∇αi2j2 ◦ ∇αi1j1 on ϕ〈J˙〉, where
{i1, i2, i3} ⊂ {1, . . . , k}, {j1, j2, j3} ⊂ {1, . . . , n},
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and their cardinalities are 3. We have
(∇αi3j3 ◦ ∇αi2j2 ◦ ∇αi1j1)(ϕ〈J˙〉)
=
αk+j1αk+j2αk+j3ti1ti2ti3dt
Lk+j1Lk+j2Lk+j3t1 · · · tk
=
αk+j1αk+j2αk+j3
|x˜〈i3,i2,i1 J˙k+j1,k+j2,k+j3〉|
ϕ〈i3,i2,i1 J˙k+j1,k+j2,k+j3〉,
where i3,i2,i1 J˙k+j1,k+j2,k+j3 = (J˙−{i1, i2, i3})∪{k+j1, k+j2, k+j3}. By
these operators, we obtain
(
k
3
)× (n
3
)
functions, which is the number of
the way to choose i1, i2, i3, j1, j2, j3 such that 1 ≤ i1 < i2 < i3 ≤ k, 1 ≤
j1 < j2 < j3 ≤ n.
Generally, we have
(∇αiljl ◦ · · · ◦ ∇αi1j1)(ϕ〈J˙〉) =
αk+j1 · · ·αk+jl
|x˜〈il,...,i1 J˙k+j1,...,k+jl〉|
ϕ〈il,...,i1 J˙k+j1,...,k+jl〉,
(4.1)
where il,...,i1 J˙k+j1,...,k+jl = (J˙ − {i1, . . . , il}) ∪ {k + j1, . . . , k + jl}. Note
that
0 ∈ il,...,i1 J˙k+j1,...,k+jl , k + n+ 1 /∈ il,...,i1 J˙k+j1,...,k+jl .
In this way, we have
k∑
i=0
(
k
i
)
×
(
n
i
)
=
(
k + n
k
)
functions. The set of il,...,i1 J˙k+j1,...,k+jl ’s coincides with the set
J˙ = k+n+1J0 = {J = {0, j1, . . . , jk} | 1 ≤ j1 < · · · < jk ≤ k + n}.
Recall that they are aligned lexicographically J˙ = {J1 = J˙ , J2, . . . , Jr},
r =
(
k+n
k
)
. Recall also that Jp is expressed as {0, j1 . . . , jk} with
1 ≤ j1 < · · · < jk ≤ n + k. Note that if Jp = il,...,i1 J˙k+j1,...,k+jl as
sets, we have
ϕ〈Jp〉 = sgn
(
Jp
il,...,i1 J˙k+j1,...,k+jl
)
· ϕ〈il,...,i1 J˙k+j1,...,k+jl〉.
For example, if k = 2, we have ϕ〈023〉 = −ϕ〈032〉 = −ϕ〈1J˙3〉.
We define a vector-valued function F(α;x) by
F(α;x) =

∫

∏k+n+1
j=1 L
αj
j ϕ〈J˙〉∫

∏k+n+1
j=1 L
αj
j ϕ〈J2〉
...∫

∏k+n+1
j=1 L
αj
j ϕ〈Jr〉
 =
∫

k+n+1∏
j=1
L
αj
j · Φ.
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By (3.3) and (4.1), it is expressed as
F(α;x) = G(α;x)F˜(α;x),
where
F˜(α;x) = t
(
F (α;x),
∂F (α;x)
∂xk1
, . . . ,
∂lF (α;x)
∂xi1j1 · · · ∂xiljl
, . . .
)
,
G(α;x) = diag
(
1,
xk1
αk+1
, . . . ,±|x˜〈il,··· ,i1 J˙k+j1,...,k+jl〉|∏l
s=1 αk+js
, . . .
)
.
Note that G(α;x) belongs to GL(r; Ω0(X)). We call the vector-valued
function F(α;x) (resp. F˜(α;x)) the Gauss-Manin vector of F (α;x)
with respect to the frame {ϕ〈J〉}J∈J˙ (resp. G(α;x)−1{ϕ〈J〉}J∈J˙ ), or
shortly the G-M vector of F (α;x). Here, G(α;x)−1{ϕ〈J〉}J∈J˙ means
the frame corresponding to the vector G(α;x)−1Φ.
Theorem 4.1. The G-M vector F(α;x) of F (α;x) satisfies the Pfaffian
equation
dxF(α;x) = Ψ(α;x)F(α;x)
with the same connection matrix as in (3.10).
Proof. Since F(α;x) is defined as
∫

∏k+n+1
j=1 L
αj
j ·Φ, it satisfies dxF(α;x) =
Ψ(α;x)F(α;x). It is clear that this equation is equivalent to a rank(
k+n
k
)
system of differential equations annihilating F (α;x). 
Corollary 4.2. The G-M vector F˜(α;x) satisfies the Pfaffian equation
dxF˜(α;x) = Ψ˜(α;x)F˜(α;x)
with the connection matrix
Ψ˜(α;x) = G(α;x)−1Ψ(α;x)G(α;x) + dxG(α;x)−1G(α;x).
Proof. We see the expression of Ψ˜(α;x). By Theorem 4.1, the G-M
vector F˜(α;x) = G(α, x)−1F(α;x) satisfies
dxF˜ = dx(G
−1F) = (dxG−1)F+G−1dxF
=(dxG
−1)(GG−1)F+G−1ΨF = [dxG−1G+G−1ΨG]F˜,
where F = F(α;x), Ψ = Ψ(α, x) and G = G(α, x). 
18 Y. GOTO AND K. MATSUMOTO
5. Contiguity relations
In this section, we give contiguity relations of F (α;x) by using linear
maps on twisted cohomology groups and intersection forms.
For i = 1, . . . , k + n+ 1, we consider a linear map
Ω l(Tx) 3 ϕ 7→ Li · ϕ ∈ Ω l(Tx).
We put α(i) := (α0 − 1, . . . , αi−1, αi + 1, αi+1, . . . , αk+n+1), ω(i) := ω +
dt logLi, and ∇α(i) = dt + ω(i)∧.
Notation 5.1. In this section, we write
V = Hk(Ω•(Tx),∇α), V (i) = Hk(Ω•(Tx),∇α(i)),
V ∨ = Hk(Ω•(Tx),∇−α), V (i)∨ = Hk(Ω•(Tx),∇−α(i)),
for simplicity. For a given ψ ∈ Ωk(Tx), to clarify which cohomology
group ψ belongs to, we denote by [ψ], [ψ]i, [ψ]
∨, and [ψ]∨i the element
of V , V (i), V ∨, and V (i)
∨
represented by ψ, respectively.
Proposition 5.2. The map
Ui : V (i) 3 [ϕ]i 7→ [Li · ϕ] ∈ V
is a well-defined linear map.
Proof. Since we have
Li∇α(i)(ϕ) = Li · (dtϕ+ ω(i) ∧ ϕ) = Li ·
(
dtϕ+ ω ∧ ϕ+ dtLi
Li
∧ ϕ
)
= dt(Li · ϕ) + ω ∧ (Li · ϕ) = ∇α(Liϕ),
the Li-multiplication descends to a map from V
(i) to V . 
Let Ui(α;x) be the representation matrix of Ui with respect to the
bases {[ϕ〈J〉]i}J∈J˙ of V (i) and {[ϕ〈J〉]}J∈J˙ of V . Recall that F(α;x)
is a vector valued function defined as
t
(∫

n+k+1∏
j=1
L
αj
j ϕ〈J˙〉,
∫

n+k+1∏
j=1
L
αj
j ϕ〈J2〉, . . . ,
∫

n+k+1∏
j=1
L
αj
j ϕ〈Jr〉
)
.
Since∫

k+n+1∏
j=1
L
αj
j · Ui([ϕ〈J˙〉]i) =
∫

k+n+1∏
j=1
L
αj
j · Li · ϕ〈J˙〉 = F (α(i);x),
we have the contiguity relation
F(α(i);x) = Ui(α;x) · F(α;x).
We give an explicit expression of Ui(α;x).
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Theorem 5.3. The representation matrix Ui(α;x) admits the expres-
sion
Ui(α;x) = C(α
(i))Pi(α
(i))−1Di(x)Qi(α)C(α)−1,
where
Di(x) = diag
(
. . . ,
|x˜〈J〉|
|x˜〈iJ0〉| , . . .
)
J∈0Ji
, C(α) =
(
I(ϕ〈I〉, ϕ〈J〉)
)
I,J∈J˙
,
Pi(α) =
(
I(ϕ〈I〉, ϕ〈J〉)
)
I∈0Ji,J∈J˙
, Qi(α) =
(
I(ϕ〈I〉, ϕ〈J〉)
)
I∈iJ0,J∈J˙
.
Remark 5.4. (1) We explain how to align the elements of k+n+1J0(=
J˙ ), 0Ji, and iJ0. First, recall that we align the elements of
k+n+1J0 lexicographically, and denote them k+n+1J0 = {J1, . . . , Jr},
where r =
(
k+n
k
)
. Next, we align the elements of iJ0 as
iJ0 = {J ′1, . . . , J ′r}, J ′l =
{
J l (i 6∈ J l),
iJ
l
k+n+1 (i ∈ J l).
Finally, we align the elements of 0Ji as
0Ji = {0J ′1i , . . . , 0J ′ri}.
For example, if k = n = 2 and i = 3, then
5J0 = {{012}, {013}, {014}, {023}, {024}, {034}},
3J0 = {{012}, {015}, {014}, {025}, {025}, {054}},
0J3 = {{312}, {315}, {314}, {325}, {325}, {354}}.
(2) The intersection numbers I(ϕ〈I〉, ϕ〈J〉) in the theorem can be
computed by Fact 3.2. We denote the intersection pairing be-
tween V (i) and V (i)
∨
by I(i). Then, it is easy to see that(
I(i)([ϕ〈I〉]i, [ϕ〈J〉]∨i )
)
I,J∈J˙
= C(α(i)),(
I(i)([ϕ〈I〉]i, [ϕ〈J〉]∨i )
)
I∈0Ji,J∈J˙
= Pi(α
(i)).
Proof of Theorem 5.3. Recall that L0 = 1. For J ∈ 0Ji, because of
ϕ〈J〉 = |x˜〈J〉| · dt∏
j∈J Lj
= |x˜〈J〉| · dt
Li ·
∏
j∈iJ0 Lj
,
we have
Li · ϕ〈J〉 = |x˜〈J〉| · dt∏
j∈iJ0 Lj
=
|x˜〈J〉|
|x˜〈iJ0〉| · ϕ〈iJ0〉.
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Hence, the alignment mentioned in Remark 5.4 (1) means that the
representation matrix of Ui with respect to the bases
{[ϕ〈J〉]i}J∈0Ji ⊂ V (i), {[ϕ〈J〉]}J∈iJ0 ⊂ V
coincides with Di(x). By linearity of the intersection forms I and I(i),
we can show that[ϕ〈J ′
1〉]
...
[ϕ〈J ′r〉]
 = Qi(α)C(α)−1
[ϕ〈J1〉]...
[ϕ〈Jr〉]
 ,
[ϕ〈0J ′
1
i 〉]i
...
[ϕ〈0J ′ri 〉]i
 = Pi(α(i))C(α(i))−1
[ϕ〈J1〉]i...
[ϕ〈Jr〉]i
 .
These imply that the representation matrix Ui(α;x) coincides with
C(α(i))Pi(α
(i))−1Di(x)Qi(α)C(α)−1. 
In the remainder of this section, we consider relations between the
linear map Ui and the intersection form I.
Theorem 5.5. The linear map Ui : V (i) → V is expressed as
Ui([ϕ]i) =
∑
J∈0Ji
I(i)([ϕ]i, [ϕ〈iJ0〉]∨i )
I(i)([ϕ〈J〉]i, [ϕ〈iJ0〉]∨i )
· |x˜〈J〉||x˜〈iJ0〉| · [ϕ〈iJ0〉](5.1)
=
∑
J∈iJ0
I(i)([ϕ]i, [ϕ〈J〉]∨i )
I(i)([ϕ〈0Ji〉]i, [ϕ〈J〉]∨i )
· |x˜〈0Ji〉||x˜〈J〉| · [ϕ〈J〉].
Proof. Since a correspondence 0Ji 3 J 7→ iJ0 ∈ iJ0 is one-to-one, the
second equality is clear. We show the first one. By Fact 3.2, we have
I(i)([ϕ〈J〉]i, [ϕ〈iJ ′0〉]∨i ) =

(2pi
√−1)k∏
j∈J−{i} αj
if J = J ′,
0 otherwise,
for J, J ′ ∈ 0Ji. If ϕ = ϕ〈J〉 with J ∈ 0Ji, then the right-hand side of
(5.1) is
|x˜〈J〉|
|x˜〈iJ0〉| · [ϕ〈iJ0〉]
which is nothing but Ui([ϕ〈J〉]i), by the proof of Theorem 5.3. Since
{[ϕ〈J〉]i}J∈J˙ form a basis of V (i), the first equality holds. 
In a way similar to that used in Proposition 5.2 and Theorem 5.5,
we can show the following.
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Corollary 5.6. The inverse map of Ui is given by a well-defined map
U−1i : V 3 [ϕ] 7→
[ 1
Li
· ϕ
]
i
∈ V (i).
It also admits the expression
U−1i ([ϕ]) =
∑
J∈0Ji
I([ϕ], [ϕ〈J〉]∨)
I([ϕ〈iJ0〉], [ϕ〈J〉]∨) ·
|x˜〈iJ0〉|
|x˜〈J〉| · [ϕ〈J〉]i.(5.2)
Remark 5.7. Expressions similar to (5.1) and (5.2) are given in [AK,
§4.4.2] without the intersection forms. Their calculations are done
in only the target space V (resp. V (i)) of Ui (resp. U−1i ), and are
complicated. On the other hand, by considering not only the target
spaces but also the domains of Ui and U−1i , we can obtain a simple
structure of contiguity relations.
Replacing α by −α(i) in Proposition 5.2, we obtain the linear map
U∨i : V ∨ 3 [ϕ]∨ 7→ [Li · ϕ]∨i ∈ V (i)
∨
.
Proposition 5.8. For any [ϕ]i ∈ V (i) and [ψ]∨ ∈ V ∨, we have
I(Ui([ϕ]i), [ψ]∨) = I(i)([ϕ]i,U∨i ([ψ]∨)).
Proof. By [M1], there exist C∞ k-forms ϕ′ and η on Tx such that the
support of ϕ′ is compact and
ϕ = ϕ′ +∇α(i)η.
By the proof of Proposition 5.2, we have
Li · ϕ = Li · ϕ′ +∇α(Li · η).
Since the support of Li · ϕ′ is also compact, the intersection numbers
are expressed as
I(Ui([ϕ]i), [ψ]∨) = ∫
Tx
(Li · ϕ′) ∧ ψ,
I(i)([ϕ]i,U∨i ([ψ]∨)) = ∫
Tx
ϕ′ ∧ (Li · ψ).
Obviously, these two integrations coincide. 
By considering the bases of V , V ∨, V (i), and V (i)
∨
represented by
{ϕ〈J〉}J∈J˙ , we obtain the following identity.
Corollary 5.9. Ui(α;x)C(α) = C(α
(i)) tUi(−α(i);x).
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6. Relations for hypergeometric series
For applications to algebraic statistics, we need to reduce our formu-
las for hypergeometric integrals to those for hypergeometric series. In
this section, we specialize a twisted cycle  to ∆〈1, . . . , k, k + n + 1〉,
which is the regularization of the standard simplex (3.8) with respect
to
∏k+n+1
j=1 L
αj
j . Then the integral F (α;x) admits a power series ex-
pansion for x sufficiently close to the zero matrix O. We give relations
between this expansion and the hypergeometric series defined in [AK].
We put
S(α;x) =
∑
m=(mij)∈M(k,n;Z≥0)
1
Γm(α)
·
∏
i,j
x
mij
ij ,
where
Γm(α) =
k∏
i=1
Γ (−αi −
n∑
j=1
mij + 1) ·
n∏
j=1
Γ (αk+j −
k∑
i=1
mij + 1)
· Γ (
k∑
i=1
αi + αk+n+1 +
k∑
i=1
n∑
j=1
mij + 1) ·
k∏
i=1
n∏
j=1
Γ (mij + 1).
Note that S(α;x) coincides with the hypergeometric series of type (k+
1, k + n+ 2) defined in [AK, §3.1.3], modulo gamma factors.
Proposition 6.1. We specialize a twisted cycle  to ∆〈1, . . . , k, k +
n + 1〉. If each xij is sufficiently close to 0, then the integral F (α;x)
admits the power series expansion
e−pi
√−1(α1+···+αk) ·
k∏
i=1
Γ (αi)Γ (−αi + 1) ·
n+1∏
j=1
Γ (αk+j + 1) · S(α;x).
Proof. We give the arguments of Li on the standard simplex ∆ in (3.8)
as follows.
i = 1, . . . , k i = k + 1, . . . , k + n i = k + n+ 1
argLi −pi 0 0
By putting ti = e
−pi√−1si(= −si) in the integration
F (α;x) =
∫
∆〈1,...,k,k+n+1〉
k+n+1∏
j=1
L
αj
j ϕ〈J˙〉,
we can show the proposition in an analogous way used in [AK, §3.3]. 
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We put
S(α;x) = epi
√−1(α1+···+αk) ·
k∏
i=1
1
Γ (αi)Γ (−αi + 1) ·
n+1∏
j=1
1
Γ (αk+j + 1)
· F(α, x)
=

S(α;x)
...
±|x˜〈il,··· ,i1 J˙k+j1,...,k+jl〉|∏l
s=1 αk+js
· ∂
lS(α;x)
∂xi1j1 · · · ∂xiljl
...
 ,
which is the G-M vector of S(α;x). We consider the Pfaffian equation
and the contiguity relations with respect to S(α;x).
Corollary 6.2. dxS(α;x) = Ψ(α;x)S(α;x).
Proof. S(α;x) is defined as a scalar multiple of F(α;x) and this scalar
is independent of x. 
Corollary 6.3. For 1 ≤ i ≤ k and 1 ≤ j ≤ n+ 1, we have
S(α(i);x) = Ui(α;x)S(α;x),
S(α(k+j);x) =
1
αk+j + 1
Uk+j(α;x)S(α;x).
Proof. By
(−1) · Γ (αi)Γ (−αi + 1)
Γ (αi + 1)Γ (−αi) = 1,
Γ (αk+j + 1)
Γ (αk+j + 2)
=
1
αk+j + 1
,
and Theorem 5.3, we have the identities. 
7. Normalizing constants of two-way contingency tables
We apply contiguity relations and the Pfaffian equation to the nu-
merical evaluation of the normalizing constants of the hypergeometric
distribution of the r1×r2 contingency tables with fixed marginal sums.
In this section, we explain how our results are applied, and give an
algorithm that evaluates the normalizing constants.
We consider an r1 × r2 contingency table
u =
u11 u12 · · · u1r2 β(1)1
u21 u22 · · · u2r2 β(1)2
...
...
...
...
ur11 ur12 · · · ur1r2 β(1)r1
β
(2)
1 β
(2)
2 · · · β(2)r2
uij ∈ Z≥0.
24 Y. GOTO AND K. MATSUMOTO
Here, β
(1)
i :=
∑r2
j=1 uij is the row sum, and β
(2)
j :=
∑r1
i=1 uij is the col-
umn sum. For fixed marginal sums β = (β(1); β(2)) = (β
(1)
1 , . . . , β
(1)
r1 ; β
(2)
1 , . . . , β
(2)
r2 )
and a variable matrix p = (pij)1≤i≤r1,1≤j≤r2 , the polynomial
Z(β; p) =
∑
u
pu
u!
=
∑
u
∏
i,j p
uij
ij∏
i,j uij!
=
∑
u
∏
i,j p
uij
ij∏
i,j Γ (uij + 1)
in pij is called the normalizing constant, where the sum is taken over
all contingency tables u with marginal sums β.
Proposition 7.1. We put the parameters and variables in S(α;x) as
follows:
(k, n) := (r1 − 1, r2 − 1),
α = (α0, . . . , αk+n+1) = (α0, α1, . . . , αr1−1, αr1 , . . . , αr1+r2−2, αr1+r2−1)
:= (−β(1)r1 ,−β(1)1 , . . . ,−β(1)r1−1, β(2)2 , . . . , β(2)r2 , β(2)1 ),
x := (xij)1≤i≤k,1≤j≤n, xij =
pi,j+1pr11
pi1pr1,j+1
.
Then the normalizing constant is expressed as
Z(β; p) =
k∏
i=1
p−αii1 ·
n∏
j=1
p
αk+j
r1,j+1
· p
∑k
i=1 αi+αk+n+1
r11
· S(α;x).
Note that S(α;x) in the right-hand side is a polynomial in x.
Proof. We put
u0 :=
β
(1)
1 0 · · · 0
...
...
...
β
(1)
r1−1 0 · · · 0
β
(2)
1 −
∑r1−1
i=1 β
(1)
i β
(2)
2 · · · β(2)r2
=
−α1 0 · · · 0
...
...
...
−αk 0 · · · 0
αk+n+1 +
∑k
i=1 αi αk+1 · · · αk+n
,
`ij :=
...
...
−1 · · · 1 · · · i
...
...
1 · · · −1 · · ·
j + 1
(the other entries are 0).
The contingency table u with the marginal sums β is expressed as
u = u0 +
r1−1∑
i=1
r2−1∑
j=1
mij`ij,
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for some m = (mij) ∈ M(r1 − 1, r2 − 1;Z≥0) = M(k, n;Z≥0). This m
is uniquely determined. If some entries of u are negative integers, then∏
p
uij
ij /
∏
Γ (uij + 1) = 0, because of 1/Γ (N) = 0 for N ∈ Z≤0. We
thus have
Z(β; p) =
∑
u
pu∏
a,b Γ (uab + 1)
=
∑
u=u0+
∑
i
∑
j mij`ij
m∈M(k,n;Z)
pu∏
a,b Γ (uab + 1)
.
If u = (uab) = u0 +
∑
i
∑
jmij`ij, then
pu = pu0 ·
k∏
i=1
n∏
j=1
x
mij
ij =
k∏
i=1
p−αii1 ·
n∏
j=1
p
αk+j
r1,j+1
· p
∑k
i=1 αi+αk+n+1
r11
·
k∏
i=1
n∏
j=1
x
mij
ij ,
1∏r1
a=1
∏r2
b=1 Γ (uab + 1)
=
1
Γm(α)
.
Hence, the proposition is proved. 
Hereafter, we put α, x, and u0 as in Proposition 7.1 and its proof.
Then the normalizing constant is expressed as Z(β; p) = pu0 · S(α;x).
According to [TKT], the expectation E[Uij] of the (i, j)-cell is given
as
pij
∂
∂pij
logZ =
1
Z
· pij ∂Z
∂pij
.
It is known that the expectations are functions in x (see also Corol-
lary 7.2). Further, the values ∂E[Uij]/∂xi′j′ are important to solve the
conditional maximal likelihood estimate problem. We express the ex-
pectations and their derivatives by entries of S(α;x) and dxS(α;x).
Recall that S(α;x) is aligned by the elements of J˙ = k+n+1J0. For
J ∈ J˙ , we call the entry of S(α;x) corresponding to J by the J-entry.
Corollary 7.2. For 1 ≤ i, i′ ≤ k and 1 ≤ j, j′ ≤ n, let Sij be the iJ˙k+j-
entry of S(α;x), and let S(ij)(i′j′) be the iJ˙k+j-entry of the coefficient of
dxi′j′ in dxS(α;x) = Ψ(α;x)S(α;x). We denote the (i, j)-entry of u0
by (u0)ij. Then we have
E[Uij] = (u0)ij +
(−1)k
S
k∑
a=1
n∑
b=1
(−1)a(`ab)ijαk+bSab,
∂E[Uij]
∂xi′j′
=
(−1)k
S2
k∑
a=1
n∑
b=1
(−1)a(`ab)ijαk+b
(
S · S(ab)(i′j′) − (−1)k−i′αk+j
′
xi′j′
· Sab · Si′j′
)
,
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where
(`ab)ij =
 1 if (i, j) = (a, b+ 1) or (r1, 1),−1 if (i, j) = (a, 1) or (r1, b+ 1),0 otherwise.
Proof. As mentioned in Section 4, the iJ˙k+j-entry of S(α;x) is
Sij = sgn
(
0 · · · i− 1 i+ 1 i+ 2 · · · k k + j
0 · · · i− 1 k + j i+ 1 · · · k − 1 k
)
· |x˜〈iJ˙k+j〉|
αk+j
∂S(α;x)
∂xij
= (−1)k−i · xij
αk+j
∂S(α;x)
∂xij
.
Since xab = p
`ab = pa,b+1pr11p
−1
a1 p
−1
r1,b+1
, we obtain
E[Uij] =
1
Z
· pij ∂Z
∂pij
=
1
pu0S(α;x)
· pij ∂
∂pij
(pu0S(α;x))
= (u0)ij +
1
S
k∑
a=1
n∑
b=1
pij
∂xab
∂pij
∂S
∂xab
= (u0)ij +
1
S
k∑
a=1
n∑
b=1
(`ab)ij · xab ∂S
∂xab
= (u0)ij +
1
S
k∑
a=1
n∑
b=1
(`ab)ij · (−1)k−aαk+bSab.
We can easily obtain the second equality from the first one by using
S(ij)(i′j′) = ∂Sij/∂xi′j′ . 
Remark 7.3. By using this corollary and the chain rule, we can also
obtain the gradient (∂Z/∂pij)i,j and the Hessian (∂
2Z/∂pij∂pi′j′)(i,j),(i′,j′)
from S(α;x) and dxS(α;x).
By Proposition 7.1 and Corollary 7.2, we can reduce the numeri-
cal evaluation of the normalizing constant, the expectations and their
derivatives to that of S(α;x) and dxS(α;x). To apply our results, we
use the following lemma.
Lemma 7.4. For any αˇ0 = (α01, . . . , α
0
k+n+1) ∈ Ck+n+1, the series
S(α;x) (α0 = −
∑k+n+1
j=1 αj) as a function in (α1, . . . , αk+n+1;x) ∈
Ck+n+1 ×Ckn converges uniformly on a small neighborhood of (αˇ0;O).
Proof. This lemma can be shown in a similar way to [G, Lemma 7.3].

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We put α0 := (−∑k+n+1j=1 α0j , α01, . . . , α0k+n+1). If α0i ∈ Z<0 (1 ≤ i ≤
k) and α0k+j ∈ Z>0 (1 ≤ j ≤ n), then the series S(α0;x) becomes
a polynomial in xij (1 ≤ i ≤ k, 1 ≤ j ≤ n). This lemma implies
that limα→α0 S(α;x) coincides with the polynomial S(α0;x), for x in
a small neighborhood of the zero matrix O. In a similar way, we can
show that the partial derivatives of S(α;x0) converge to those of the
the polynomial S(α0;x), as α → α0. By the identity theorem for
holomorphic functions, we obtain the following corollary.
Corollary 7.5. Let α be the integer vector defined in Proposition 7.1.
Then the relations in Corollaries 6.2 and 6.3 hold, as those between the
vectors consisting of polynomials in x.
By Proposition A.1 in Appendix A, we obtain the following lemma.
Lemma 7.6. If none of αi (0 ≤ i ≤ k + n+ 1) and |x˜〈J〉| (J ∈ J ) is
zero, then the matrices Ψ(α;x) and Ui(α;x) are well-defined. Further,
Ui(α;x) is invertible.
We explain an algorithm to evaluate the normalizing constant by
using the contiguity relations. We put
α0 := (1− r2,−1, . . . ,−1︸ ︷︷ ︸
r1−1
, 1, . . . , 1︸ ︷︷ ︸
r2−1
, r1 − 1),
δi := (−1
0
, 0
1
, . . . , 0
i−1
, 1
i
, 0
i+1
, . . . , 0
r1+r2−1
), i = 1, . . . , r1 + r2 − 1.
Algorithm 7.7.
Input: a parameter vector α = (α0, . . . , αr1+r2−1) with
αi ∈ Z<0 (0 ≤ i ≤ r1 − 1), αr1+j ∈ Z>0 (0 ≤ j ≤ r2 − 1).
Output: a sequence {αl}el=1 satisfying
(i) αe = α,
(ii) each entry of αl = (αl0, . . . , α
l
r1+r2−1) is nonzero,
(iii) for 1 ≤ l ≤ e, the difference αl−αl−1 is one of the following:
−δ1, . . . ,−δr1−1, δr1 , . . . , δr1+r2−2,±δr1+r2−1.
1. Let σ = (σ0, . . . , σr1+r2−1) := α− α0. Then σ1, . . . , σr1−1 ∈ Z≤0 and
σr1 , . . . , σr1+r2−2 ∈ Z≥0.
2. Let l := 0. For j from 0 to r2 − 2, while αlr1+j < αr1+j, do
αl+1 ← αl + δr1+j,
l← l + 1.
28 Y. GOTO AND K. MATSUMOTO
3. If r1 − 1 < αr1+r2−1, while αlr1+r2−1 < αr1+r2−1, do
αl+1 ← αl + δr1+r2−1,
l← l + 1.
Else if r1 − 1 > αr1+r2−1, while αlr1+r2−1 > αr1+r2−1, do
αl+1 ← αl − δr1+r2−1,
l← l + 1.
4. For i from 1 to r1 − 1, while αli > αi, do
αl+1 ← αl − δi,
l← l + 1.
5. Return α1, . . . , αl−1(=: αe).
By (ii) and Lemma 7.6, the matrix Ui(α
l;x) is well-defined and in-
vertible for 1 ≤ i ≤ r1 + r2 − 1 and 0 ≤ l ≤ e.
Algorithm 7.8.
Input: marginal sums β and probabilities p.
Output: the normalizing constant Z(β; p), the expectations E[Uij], and
their derivatives ∂E[Uij]/∂xi′j′ .
1. Let α and x be as in Proposition 7.1.
2. By using Algorithm 7.7, find a sequence {αl}ei=1 satisfying (i), (ii),
and (iii).
3. Compute S(α0;x) by the definition.
4. For l from 1 to e, evaluate S(αl;x) from S(αl−1;x), by multiplying
U±1i as Corollary 6.3.
5. By Proposition 7.1 and Corollary 7.2, we obtain the numerical values
of Z and E[Uij].
6. By the expressions (3.9) and (3.10), evaluate Ψ(α;x) and Ψ(α;x)S(α;x)(=
dxS(α;x)).
7. By Corollary 7.2, we obtain the numerical values of ∂E[Uij]/∂xi′j′ .
Remark 7.9. Though the evaluation of U±1i needs the inverse matrices
of intersection matrices, these have explicit expression; see Remark A.2
(1). Thus, it is not hard to evaluate U±1i .
Example 7.10 (r1 = r2 = 3 (k = n = 2)). We consider 3 × 3 con-
tingency tables whose marginal sums and probabilities are given as
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follows, respectively.
2
3
3
1 3 4 8
p =
1 1/2 1/3
1 1/5 1/7
1 1 1
In this case, the notations appearing in Algorithms 7.7 and 7.8 are as
follows:
α = (−3,−2,−3, 3, 4, 1), x11 = 1
2
, x12 =
1
3
, x21 =
1
5
, x22 =
1
7
,
α0 = (−2,−1,−1, 1, 1, 2), σ = (−1,−1,−2, 2, 3,−1), e = 9.
We write down the changes of parameters (see Figure 1). Note that
the G-M vector S(α;x) is
S(α;x) = (constant) ·
∫
∆〈125〉
5∏
j=1
L
αj
j · t
(
ϕ〈012〉, ϕ〈013〉, ϕ〈014〉, ϕ〈023〉, ϕ〈024〉, ϕ〈034〉)
= t
(
S(α;x),
x21
α3
· ∂S(α;x)
∂x21
,
x22
α4
· ∂S(α;x)
∂x22
,
−x11
α3
· ∂S(α;x)
∂x11
,
−x12
α4
· ∂S(α;x)
∂x12
,
x11x22 − x12x21
α3α4
· ∂
2S(α;x)
∂x11∂x22
)
.
Example 7.11 (r1 = r2 = 5 (k = n = 4)). We consider the following
case.
400
410
711
250
250
560 361 550 350 200 2021
Evaluation of the expectations takes 19003 seconds on our implemen-
tation (with Risa/Asir on a machine with an Intel Xeon (2.70GHz) and
256G memory).
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Appendix A. Inverse of intersection matrices
We regard αi as an indeterminant, and entries of matrices as elements
in the rational function field C(α) = C(α0, . . . , αk+n+1) with a relation
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S(−2,−1,−1, 1, 1, 2;x) = S(α0;x),
1
2
U3(−2,−1, 1, 1, 1, 2;x)× ↓
S(−3,−1,−1, 2, 1, 2;x) = S(α1;x), α1 = α0 + δ3,
1
3
U3(−3,−1,−1, 2, 1, 2;x)× ↓
S(−4,−1,−1, 3, 1, 2;x) = S(α2;x), α2 = α1 + δ3,
1
2
U4(−4,−1,−1, 3, 1, 2;x)× ↓
S(−5,−1,−1, 3, 2, 2;x) = S(α3;x), α3 = α2 + δ4,
1
3
U4(−5,−1,−1, 3, 2, 2;x)× ↓
S(−6,−1,−1, 3, 3, 2;x) = S(α4;x), α4 = α3 + δ4,
1
4
U4(−6,−1,−1, 3, 3, 2;x)× ↓
S(−7,−1,−1, 3, 4, 2;x) = S(α5;x), α5 = α4 + δ4,
2U−15 (−6,−1,−1, 3, 4, 1;x)× ↓
S(−6,−1,−1, 3, 4, 1;x) = S(α6;x), α6 = α5 − δ5,
U−11 (−5,−2,−1, 3, 4, 1;x)× ↓
S(−5,−2,−1, 3, 4, 1;x) = S(α7;x), α7 = α6 − δ1,
U−12 (−4,−2,−2, 3, 4, 1;x)× ↓
S(−4,−2,−2, 3, 4, 1;x) = S(α8;x), α8 = α7 − δ2,
U−12 (−3,−2,−3, 3, 4, 1;x)× ↓
S(−3,−2,−3, 3, 4, 1;x) = S(α9;x) = S(α;x), α9 = α8 − δ2.
Figure 1. Step 4 in Algorithm 7.8.
∑k+n+1
i=0 αi = 0. For f(α) ∈ C(α), we denote f(−α) by f(α)∨. For a
matrix A ∈M(r, r;C(α)) (r = (k+n
k
)
), let A∨ be the matrix operated ∨
on each entry of A. In this appendix, we show the following proposition.
Proposition A.1. For p1 6= q1 and p2 6= q2, we put
C(p1q1)(p2q2)(α) :=
(
I(ϕ〈I〉, ϕ〈J〉)
)
I∈q1Jp1 ,J∈q2Jp2
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whose entries are regarded as rational functions of αi’s. If none of
ai ∈ C(0 ≤ i ≤ k + n + 1) is zero, then C(p1q1)(p2q2)(a0, . . . , ak+n+1) is
well-defined and invertible.
Proof. The well-definedness is clear by Fact 3.2. We show that the
matrix is invertible. For p 6= q, there exists an invertible matrix Apq ∈
M(r, r;C(α)) such that
t
(· · · , ϕ〈J〉, · · · )
J∈qJp = Apq
t
(· · · , ϕ〈I〉, · · · )
I∈k+n+1J0 .
Let {I1, . . . , Ir} (resp. {J1, . . . , Jr}) be the set of subsets of {0, 1, . . . , k+
n+ 1}−{p1, q1} (resp. {0, 1, . . . , k+n+ 1}−{p2, q2}) with cardinality
k. By Fact 3.2, we have
C(p1q1)(q1p1) = (2pi
√−1)k · diag
(
1∏
i∈I1 αi
, . . . ,
1∏
i∈Ir αj
)
,
C(q2p2)(p2q2) = (2pi
√−1)k · diag
(
1∏
j∈J1 αj
, . . . ,
1∏
j∈Jr αj
)
.
C(α)-linearity of the intersection form I leads
C(p1q1)(p2q2) = Ap1q1C
tA∨p2q2 ,
where C := C(0,k+n+1)(0,k+n+1). We thus have(
C(p1q1)(p2q2)
)−1
= ( tA∨p2q2)
−1C−1A−1p1q1 = C
−1
(q2p2)(p2q2)
Aq2p2A
−1
p1q1
= C−1(q2p2)(p2q2)Aq2p2C
tA∨q1p1C
−1
(p1q1)(q1p1)
= C−1(q2p2)(p2q2)C(q2p2)(q1p1)C
−1
(p1q1)(q1p1)
.
This equality holds in M(r, r;C(α)). If none of ai ∈ C(0 ≤ i ≤ k+n+1)
is zero, then C(p1q1)(p2q2)(a0, . . . , ak+n+1) ∈M(r, r;C) is invertible, since
the right-hand side is well-defined. 
Remark A.2. (1) This proof gives an explicit expression of the inverse
matrix of C(p1q1)(p2q2). It is written as a product of the intersection
matrix and diagonal ones.
(2) The matrices C(α), Pi(α), and Qi(α) in Theorem 5.3 coincide
with C(0,k+n+1)(0,k+n+1)(α), C(0,i)(0,k+n+1)(α), and C(i,0)(0,k+n+1)(α),
respectively.
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