We investigate the trade-off between performance and power consumption in servers hosting virtual machines running IT services. The performance behavior of such servers is modeled through Generalized Processor Sharing (GPS) queues enhanced with a green speed-scaling mechanism that controls the processing capacity to use depending on the number of active virtual machines. When the number of virtual machines grows large, we show that the stochastic evolution of our model converges to a system of ordinary differential equations for which we derive a closed-form formula for its unique stationary point. This point is a function of the capacity and the shares that characterize the GPS mechanism. It allows us to show that speed-scaling mechanisms can provide large reduction in power consumption having only small performance degradation in terms of the delays experienced in the virtual machines. In addition, we derive the optimal choice for the shares of the GPS discipline, which turns out to be non-trivial. Finally, we show how our asymptotic analysis can be applied to the dimensioning and service partitioning in data-centers. Experimental results show that our asymptotic formulas are accurate even when the number of virtual machines is small.
Introduction
In the context of Information Technology (IT), virtualization has emerged as a practical way to implement service differentiation and to facilitate the deployment of services among servers. A service can be thought of as a web application or even as an entire network infrastructure dedicated to an IT business provider. Virtualization technologies are very common in the management of IT systems because of their isolation properties that enhance flexibility, reliability, security and utilization of resources. Matter of fact, they are the enabling tool for the development of cloud computing infrastructures and of consolidation projects, where the goal is to reduce the management costs of data-centers while satisfying performance and availability constraints.
A virtualization technology allows multiple operating systems or virtual machines (VMs) to be running simultaneously on one server, and each of these VMs may be running one or more IT services. A virtualization monitor, or hypervisor, is a software that allows the creation of these VMs and determines the resourcesharing mechanism. The latter establishes how the VMs access to common server resources such as cpus, disks or bandwidth. Typically, hypervisors implement some form of weighted fair scheduling [28] , where such weights are usually called shares. For instance, the commercial VMware ESX Server supports a proportionalshare allocation mechanism [1] . The shares ensure isolation among competing VMs by guaranteeing a minimum fraction of the overall processing capacity to each active VM, so that a VM is protected against unexpected workload peaks in another VM. So far, the qualitative behavior of the mean response time in each VM, which is an important performance metric, is not well-understood as a function of the shares.
The generalized processor sharing (GPS) queueing model [22] emerged in the literature as a robust approximation to capture the behavior of virtualized environments; e.g., [9, 6, 1] . Under GPS, each VM is associated with a positive number (corresponding to the share) guaranteeing each VM with a minimum fraction of the overall capacity. The surplus capacity from non-active VMs is reallocated proportionally over all active VMs. The performance analysis of GPS queues attracted the attention of several researchers during the last years, but accurate and efficient analyses only exist for systems with a very limited number of VMs; we refer to [25] for a complete overview. However, nowadays multi-core blade servers can host even hundreds of VMs, which resulted in the development of approximation results. Matter of fact, large-scale consolidation projects either focus on server utilizations only [24] , providing rule-of-thumb guarantees for response times, or rely on rough bounds of response times in terms of some product-form queueing network [21, 6] , which are computationally tractable but can be arbitrarily inaccurate when the system is sufficiently loaded because their stability condition changes [31] . We observe that server utilizations do not depend on the specific resource allocation algorithm implemented by the virtualization software because it is commonly work-conserving. On the other hand, response times do depend on it.
An important problem in the management of IT enterprises is power consumption [2] that, in the last decade, triggered substantial research aimed at finding energy-aware designs at all levels from chips to datacenters. For instance, at the data-center level, consolidation projects reduce energy usage by reducing the number of servers to use [24, 6, 13] , while, at chipset level, speed-scaling designs reduce energy usage by varying the frequency speed of the cpu depending on the overall load [30, 7, 3] . Several approaches can thus be undertaken to find a greener system but in presence of virtualized services and large networks, it is not clear to what extent this is permitted because of the lack of accurate systematic frameworks able to trade-off between power consumption and performance.
In this paper, we provide a systematic optimization framework to trade-off between energy consumption and performance in virtualized systems hosting several VMs. We achieve this goal by studying the GPS queueing model enhanced with a robust speed-scaling mechanism that controls the processing capacity of each cpu core depending on the number of active VMs. Motivated by the fact that real servers host a large and growing number of VMs, we analyze our model in the limiting regime where the number of VMs grows proportionally with the number of cpu cores. In the limit, we show that the stochastic evolution of our model converges to a system of (deterministic) ordinary differential equations having a unique stationary point, which we use to approximate the long-term performance and power consumption in closed-form. The speed of convergence is O(1/ √ N ), where N is the total number of VMs. Numerically, we observe that our asymptotic formulas are accurate even when the number of VMs is small, e.g., the average percentage relative error on queue lengths (or response time) is ≈ 6% with only 10 VMs.
Using the popular function s α + c, α > 1, c ≥ 0, for the power consumption of one cpu core working at speed s (see [30, 7, 29, 3] ), we then characterize the exact energy benefit and performance loss of our model with respect to the standard GPS queue without speed-scaling. In the limiting regime, we obtain the following results: i) A considerable reduction in power consumption can be obtained with a controllable performance degradation. Furthermore, we establish when using all the available cpu cores with our speed-scaling function outperforms the policy of turning cores on/off depending on the load (core-parking).
ii) We derive the shares in GPS that minimize the mean stationary response time. The optimal share of each VM is given by its load and, surprisingly, it does not depend explicitly on the service rates, as is usual the case in stochastic scheduling; e.g., the classic cµ-rule.
iii) The simplicity of our asymptotic formulae allows for the development of other convex optimization frameworks to trade-off between performance and power consumption at other levels of IT management; e.g., at data-center level. Examples are discussed in the context of optimal routing in parallel servers and data-center consolidation.
The paper is organized as follows. Section 2 presents the model under investigation and Section 3 introduces the proposed speed-scaling mechanism. In Section 4 we analyze the system behavior in a limiting regime where the number of VMs grows large, and the unique stationary point is obtained. In Section 5 the trade-off between power reduction and performance guarantees is discussed. Section 6 describes how our asymptotic analysis applies to the performance and power consumption optimization in data-centers, with particular emphasis on the selection of the optimal shares. Experimental results are shown in Section 7 and, finally, Section 8 draws the conclusions of our work outlining future research.
GPS queueing model
We model a server hosting several virtual machines (VMs) each providing an IT service. Each VM is associated to a class that describes the service it implements. There are a total of R classes, and N r > 0 is the number of VMs providing service of class r (referred to as a class-r VM), r = 1, . . . , R. Let N def = ∑ r N r denote the total number of VMs, β r def = N r /N , and hence ∑ r β r = 1. Each VM of class r accommodates an infinite stream of incoming jobs having mean arrival rate λ r and having mean size (amount of work) µ −1 r . We assume that the arrival process to each VM is Poisson and that the job sizes are i.i.d. and exponentially distributed (as outlined in the Conclusions, our analysis could extend to phase-type distributed service requirements and/or inter-arrival times). We define the load corresponding ri (t) be the proportion of class-r VMs having i jobs at time t when the total number of VMs is
as the state of the system at time t. By definition,
ri (t) = β r . We model the sharing dynamics of the processing capacity in a server hosting multiple VMs with a GPS queueing model [22] in its packetized version as in [9, 6, 1] . Under GPS, the fraction of available processing capacity dedicated to an active class-r VM in state
i.e., each VM is associated a positive number ϕ r , r = 1, . . . , R, (called share), and the available capacity is scaled proportionally to the shares and the set of active VMs. 1 Hence, each VM of class r is guaranteed to receive the fraction
of the available processing capacity. Finally, jobs belonging to the same VM are handled in any work-conserving manner. Upon completion of service, a job leaves the system returning to its issuer.
In the traditionally studied GPS queue, the processing capacity of the system is fixed, say equal to aN . In this case, the system is stable (i.e., positive recurrent) if and only if ρ < a. In order to reduce power consumption, we propose and analyze in this paper a dynamic speed-scaling mechanism that determines the capacity that is used at each moment in time. The specific dynamic speed-scaling control that we consider in the paper is defined in Section 3.
As performance measure, we are interested in the response time (or sojourn time) of jobs being served by a class-r VM, S (N ) r (t), r = 1, . . . , R. We denote by
the number of jobs, or queue length, at time t in a generic class-r VM (by symmetry, the queue length of class-r VMs have the same distribution). Therefore, N r E(Q (N ) r (t)) is the mean number of jobs in all class-r VMs, and
r (t)) is the mean total number of jobs in the system. The mean response time (or sojourn time) at time t of each class-r VM follows by Little's law [19] :
Another crucial measure is the power consumption, which is a function of the speed the system works at. This will be developed in more detail in the next section. A table summarizing our notation can be found in Appendix A for quick reference.
Energy-aware capacity scaling
The processing unit of a server hosting multiple VMs is composed of all the cpu cores of the machine. We assume we have aN , a > 0, cores all having an identical maximum processing speed or capacity equal to 1. Hence, the processing unit has a total maximum capacity equal to aN .
Motivated by the fact that even a single server hosts a large and growing number of services (even hundreds) and that many VMs are just replicas of other machines implementing the same service (increasing reliability), we are interested in the behavior of the system when the number of VMs (N ) grows large, while keeping the proportion of services from the different classes, i.e., the vector (β 1 , . . . , β R ), fixed. Note that if instead of a capacity aN we would take sub or super linear growths for the processing capacity, this would imply the instability of the per-VM number of jobs or the system overprovisioning, respectively, since the total load offered to the system is ρN .
Power consumption and performance
The power consumption of the server depends on the speed at which the cores work. We denote by f (s) : [0, 1] → R + the power consumed by one core working at speed s. We assume that f (s) is a continuous and increasing function. In case of fixed speeds, i.e., each core works at speed 1 whenever at least one VM is active, the expected power consumption of the system at time t is given bỹ
where the first (second) term represents the power consumption when the system is active (idle). Since for the system with fixed speed lim t→∞ P(
, one has that in steady state the expected power consumption equals
We note that the power consumption grows linearly in N and in the server utilization, which is in agreement with the observations in [23] . In fact, we recall that ρ/a is the long-term proportion of time where the server is busy for the system with fixed capacity aN . Within the foregoing assumptions, it represents the stationary server utilization by means of the utilization's law [19] . If at each moment in time all the aN cores work at their maximum speed one, the mean stationary total number of jobs is known to be finite if and only if ρ < a, and independent of the actual value of N . Hence, as the number of VMs (N ) grows large, the mean number of jobs in each VM, and hence the mean response time, will converge to zero. For instance, assume R = 1. In this case, the mean (stationary) total number of jobs in the system is known to be ρ a−ρ (since the total arrival rate is λN and the available capacity is aN ). By symmetry, ρ N (a−ρ) jobs are present in mean in each of the N VMs, which approaches zero as N grows large. By Little's law [19] , the delay experienced by a generic job is therefore ρ λN (a−ρ) . As N grows large, the argument above shows that the system yields overprovisioning of processing capacity, because the mean response time for a job in any VM will converge to 0 as N grows large. This observation gives rise to the following question: Can we find a greener usage of the overall processing capacity in order to reduce the power consumption, at the cost of letting the mean response time in each VM become larger but still controllable?
Speed scaling mechanism
Motivated by previous question, we propose the following speed-scaling mechanism, which we will analyze in the remainder of this paper. Under our speed-scaling rule, the overall available capacity in state
instead of aN . In other words, the overall capacity is varied dynamically depending on the number of VMs that are active. We will interpret the speed-scaling as follows: each of the aN (identical) cores works at processing speed
r0 (t)). Hence, the principle behind the speed-scaling (6) is simple and robust:
the larger the number of active VMs, the larger the speed of each core. If all VMs are active, then the full capacity aN is used. From a practical standpoint, the capacity scaling (6) can be easily implemented by the virtualization software that at each time knows the number of active VMs. From an analytical standpoint, (6) could be further complicated by introducing dependency on the terms M (N ) ri (t), for i > 0. However, since the systems under investigation have many VMs, a control that depends heavily on the state of each VM would induce a non-negligible overhead in practice.
Coherently with (4), the expected power consumption of the system at time t with the new speed-scaling mechanism (6) is
since at time t each of the aN cores is working at speed 1 −
Remark 1. In the following, all quantities referring to scaling (6) (respectively, scaling N a) are denoted without (with) a tilde.
The potential reduction in the power consumption of the proposed speed-scaling (6) comes at the cost of some performance loss, as stated in the following proposition:
Proof. The proof follows by a simple coupling argument between the sample-paths of the stochastic processesQ In the following we will analyze the behavior of the system under the proposed speed-scaling mechanism, see Section 4, with as main goal to compareW (N ) (t) andQ (N ) (t) with W (N ) (t) and Q (N ) (t) in order to quantify the reduction in power consumption and the performance loss of the proposed speed-scaling mechanism. The latter will be discussed in Section 5.
Large-scale system
In this section, we analyze the GPS system when the proposed speed-scaling mechanism (see (6) ) is applied. Let e r,i be the R × N-matrix with all zeros except for component (r, i) which is one. The process M (N ) (t) is a continuous-time Markov chain having the following transition rates: For the arrivals of jobs to class-r VMs, we have
because there are M (N ) ri N class-r VMs having i jobs in the queue and in each VM a new job arrives at rate λ r . For the departures of jobs from class-r VMs, we have
ri+1 N class-r VMs having i + 1 jobs in the queue receiving a fraction of
). Hence, the process M (N ) (t) is a density-dependent population process, as defined in [12] .
In the case of equal weights, ϕ r = C, for all r, the system can be analyzed in closed form. In fact, the GPS system reduces to a system of N independent M/M/1 queues, of which N r queues have arrival rate λ r and service rate µ r a. This follows since the fraction of capacity dedicated to a class-r VM is equal to 1 
s0 ) (see (1) ) and the capacity available is aN (1 −
) (see (6) ), hence each class-r VM receives capacity a at any moment in time. Therefore, the mean stationary number of jobs in each VM is given by E(Q = ρ/a. Hence, from Equation (7), we get that the mean power consumption is given by W (N ) (∞) = aN f ( ρ a ), which grows linearly in N . In addition, we note that if the function f (·) is convex, then the mean power consumption is indeed reduced under our proposed speed-scaling mechanism, see Equation (5) .
For unequal shares exact analysis seems to be difficult. Motivated by the above case of equal shares, we expect that the total number of jobs will grow linearly in N . In order to investigate this, we study the stochastic process M (N ) (t) as the number of VMs N grows large. Since M (N ) (t) is a density-dependent population process, we expect the evolution of M (N ) (t) to converge to a deterministic limit m(t), called the mean-field limit. (Convergence to m(t) will be discussed in Section 4.1.) The dynamics of m(t) is described by the expected drift of the system [12] . In our case, the mean-field limit m(t) is the solution of a system of ODEs described by the transition rates given in (8) and (9):
m ri ≥ 0, and ∑ i m ri = β r , for all r = 1, . . . , R. The above system of ODEs has a unique stationary point as described in the following theorem.
then ( 
Substituting (13) in the normalizing condition ∑ ∞ i=0 m ri = β r , we have that m r0 must be the solution of
for m r0 ̸ = β r (note that the point m r0 = β r , ∀r, is not a stationary point for (10)). The system of equations (14) can be written as
From the first equation in (15), we have (β s − m s0 ) = βsρs ϕs ϕ1 β1ρ1 (β 1 − m 10 ), which we can substitute in the right-hand term of (14) . Simplifying the common terms β 1 − m 10 , which cannot be zero, we obtain m r0 as in (12) .
We will refer to condition (11) as the asymptotic stability condition of the system, because it guarantees thatm r0 > 0, for all r, i.e., there is a positive fraction of class-r VMs empty, for all classes r. We expect that as N → ∞ the stability condition of the system with N VMs will in fact converge to the condition as given in (11) . We observe that the asymptotic stability condition depends on the shares ϕ r . This does not come as a surprise since these weights influence the fraction of VMs that are active which determines the capacity at which the system works. In particular, we observe that when the shares are ϕ r = Cρ r , for all r, the asymptotic stability condition is maximized, and is equal to ρ < a. This coincides with the stability condition of the standard GPS queue without speed scaling. We also see that if we let the relative share of class 1 go to zero, i.e., ϕ 1 /ϕ r → 0, r ̸ = 1, the asymptotic stability condition equals ρ < aβ 1 . This can be understood as follows: class-1 jobs will get only served when no jobs are present in any of the other classes. The capacity at which the system works on class 1 is equal to aN (1 − ∑ r̸ =1 β r ) = aN β 1 (since it is only served when M (N ) r0 = β r , for all r ̸ = 1). Apparently, as N grows large, the number of active VMs in the other classes is of an order smaller than N , so that the total available capacity for the whole system equals aN β 1 + o(N ). Since the total load offered to the system equals ρN , as N → ∞ the stability condition converges to ρ < aβ 1 .
Convergence to mean-field limit
We now discuss the relation between the mean-field limit m(t) and the density-dependent population process M (N ) (t) as N grows large. In order to avoid technicalities, we assume (only in this section) that each VM has a finite buffer of size B. The convergence in the case of infinite buffer will be verified numerically in Section 7.
In the case of finite buffers, the fixed pointm slightly changes (remaining unique) and, by normalizing terms to make sure that 
The next two theorems show properties of the convergence of the process 
where m(t) is the unique solution of (10) (truncated to i = B) with initial condition m(0) = m 0 .
Let us rewrite the system of ODEs (10) Theorems 2 and 3 show the (speed of) convergence of M (N ) (t) to m(t), as N → ∞. Unfortunately, they do not imply that m(t) will eventually converge tom, as t → ∞. In fact, such convergence may be prevented by limit cycles or chaotic behavior of the ODEs (10) . In order to prevent such strange behavior, one needs to show thatm is a global attractor, i.e., all the trajectories of m(t) converge tom (see Corollary 5 of [15] ). In the case that all shares are equal,m is indeed a global attractor because the set of ODEs (10) can be interpreted as the Kolmogorov equations of R independent M/M/1 queues. However, in general, proving thatm is a global attractor is a difficult task because the stochastic process M (N ) (t) is not monotone, and classic arguments, as used for example in the proof of [14, Theorem 4.5] , cannot be applied. In Section 7, we give numerical evidence thatm is a global attractor in the case of unequal shares.
∂F (m(s))V (s)ds, where U (t) is a time-inhomogeneous Brownian motion and ∂F denotes the Jacobian matrix of F . The following theorem shows that the speed of convergence of
M (N ) (t) to m(t) is O(1/ √ N ).
Theorem 3. Assume each VM has a finite buffer of size
B. If V (N ) (0) d → V (0), then V (N ) (t) d → V (t),
Stationary behavior
The following proposition describes the steady-state behavior of the density-dependent population process, assuming it exists. (11) In what follows, we make the hypothesis that the pointm is a global attractor. (As mentioned above, we believe this to be true.) Motivated by the above proposition, we approximate the steady-state behavior of the system with N VMs by the equilibrium pointm.
Theorem 4. Assume each VM has a finite buffer and Equation
We now calculate the stationary queue length of each VM and the stationary power consumption in the mean-field limit, which will serve as approximations for the steady-state queue lengths and power consumption in the original system with N VMs. Assuming symmetry in the queue lengths of VMs of the same class, the stationary queue length of a class-r VM in the mean-field limit, defined by q r , is given by
where we substitutedm in (2). The mean response time follows by Little's law (see (3)). Similarly, for the scaled power consumption, i.e.,
, we have that its stationary point in the mean-field limit is given by
where we substitutedm in (7) and used the continuity of the function f (·). We note that Equations (18) and (19) coincide with the formulas as obtained in the beginning of Section 4 for the case of equal shares.
Reduction in power consumption
In this section, we evaluate the power-consumption reduction and performance loss of our speed-scaling mechanism (6) by comparing it to the standard GPS system without speed-scaling. Theoretical research on speed-scaling designs states that the power consumed by a core working at speed s can be approximated by (see, e.g., [30, 7, 29, 3 
where α > 1 (typically between 2 and 3) [17] and c ≥ 0. We assume that the set of values that s can take is continuous. This is an approximation, since in practice this set is finite.
In what follows we take for f (·) the polynomial form as given in (20), and set w.l.o.g. C = 1. Similar analysis can be performed analogously with other power-consumption functions, but we leave this issue as future research.
In the standard GPS system, using (5) we find that the stationary power consumption (4) scaled with N isw = ρ + ca. On the other hand, for a GPS system with our speed-scaling (6), the power consumption in the mean-field limit is given by
This expression is obtained from (19) . In case c ≈ 0 and (11) is satisfied, the power consumption is decreasing in a. This may appear counter-intuitive. However, as a increases, the mean processing speed of each core (11) is satisfied). This improvement can be significant. For instance, assume that the server load or utilization [19] of the system is ρ/a = 0.7, which is a common operating point of data-center servers, and let α = 2.5 and c = 0.2. Then, the asymptotic power consumption is reduced by a factor of ≈ 0.6.
We note that the stationary queue length in a VM for the standard GPS system converges to 0 as N → ∞, see Section 3, while under our proposed power-scaling the queue length of a VM is estimated by the controlled value (18) , which is strictly positive. Hence, a performance loss occurs. However, it is important to note that q r is decreasing in a. Hence, as a grows large, that is, we have a very large number of cores, the per-VM queue length, q r , approaches zero under the power-scaling (6) (if a → ∞ thenm 0r ≈ β r , and hence q r ≈ 0, ∀r).
On the other hand, one can calculate the optimal number of cores a needed in the system in order to minimize power consumption while keeping the system stable. Under our speed-scaling mechanism, the latter is given by
The minimum scaled power consumption can be obtained by substituting a * in Equation (21) and is denoted by w * . The optimal choice of cores for the standard GPS system isã * = ρ, so that the scaled minimum power consumption equalsw * = ρ + cρ. When c ≥ 0 is small enough we can make the following observation: 
Comparison with core parking
To reduce power consumption dynamically, a technique currently used in Hyper-V and Windows Server 2008 R2 is "core parking", where cpu cores are turned on/off depending on the server load. We observe that the analysis in Section 4 can be used as well for a specific implementation of core-parking. In fact, the processing speed in state M (N ) , given by (6), could be interpreted as having
r0 (t)) cores turned on and working at maximum speed one, while all the other cores are switched off. The queue length in each VM under this core parking strategy is therefore given by q r , see Equation (18), i.e., it gives the same performance as our proposed speed-scaling mechanism (6) . Assuming that the cost of turning on/off cores and the setup times are negligible, and that cores that are turned off do not consume power, the expected power consumption of the system at time t under this core-parking policy is
Taking f (·) equal to (20) and using Theorem 2, the scaled stationary power consumption consumed in the mean-field limit is w CP = ρ + cρ, when (11) is satisfied. Recall thatw = ρ + ca. Hence, we conclude that core-parking has less power consumption compared to the standard GPS system (i.e., no speed-scaling), since ρ < a. However, in its turn, our proposed speed-scaling rule where a * N cores are working at load-dependent speeds outperform the core parking strategy in case c is small enough, and reduces the power consumption by a factor α 1+c
Optimization Frameworks
In this section we use the large-scale analysis of Section 4 to discuss several optimization frameworks: In Section 6.1 we find the optimal shares of the GPS discipline. In Sections 6.2 and 6.3 we consider the trade-off between performance and power consumption at other levels of IT enterprise management; e.g., at data-center level.
Selection of optimal shares
From Equation (19) we observe that the asymptotic scaled power consumption w does not depend on the shares ϕ r . It is therefore natural to ask which values should the shares have in order to optimize the performance (for example to minimize response times). The selection of optimal shares attracted the attention of several researchers, but so far analysis focused on a limited number of VMs; e.g., [20, 26, 11, 18] . Using the expressions obtained from the large-scale analysis, we are able to derive the optimal weights for the system as the number of VMs grows to infinite (N → ∞). We aim at finding the best share vector ϕ = (ϕ 1 , . . . , ϕ R ) that minimizes the response time subject to service level agreement (SLA) constraints. In the following, we assume a = 1 for simplicity. By Little's law, 1 λ ∑ r β r q r (ϕ) represents the overall response time, where we write q r (ϕ) instead of q r (as given in (18)) to emphasize the dependence on the weight vector ϕ. Hence, we aim at solving the following optimization problem:
Here S r is the bound on the maximum mean response time for class-r VMs, λ = ∑ r β r λ r , and the constraints ρ . . , R, ensure the existence of the stationary point (i.e., the asymptotic stability condition (11) holds), with ϵ > 0 an arbitrarily small constant. Numerical experiments with Ipopt [27] reveal that the optimal shares can be computed efficiently. Problem (23) can be further enriched with reliability features when mixes (β 1 , . . . , β R ) become part of the optimization process.
In case the first family of constraints in (23) is removed (or equivalently S r is very large), the optimization problem can be solved in closed form. 
Define the new optimization problem
in decision variables y = (y r ) and ϕ = (ϕ r ). Formulation (25) is convex [8] (while (24) is not). In addition, z + ≤ z * because the set of constraints in (25) is weaker than the one of (24) .
The KKT conditions of (25) , which are necessary and sufficient for a point to be an optimum (because of convexity), are
where B r , C r , D r are Lagrange multipliers, plus the complementarity slackness and feasibility equations. We now check whether the point ϕ r = 1/ρ r , y r = (1 − ρ) −1 , ∀r, satisfies the KKT conditions above. In this point,φ r > 0, hence, by the complementary slackness conditions D rφr = 0, we must have D r = 0, for all r. In addition, the first family of constraints in (25) in this specific point becomes ρ ≤ 1 − ϵ, which does not hold strictly because we have assumed ρ < 1. Hence, by the complementary slackness condition we obtain B r = 0, ∀r. Now, noting that y r > 0, (26) and (27) 
Substituting (29) into (28), we obtain an identity, i.e., the KKT conditions are satisfied, and hence the point ϕ r = 1/ρ r , y r = (1 − ρ) −1 , ∀r, minimizes (25) . Since this is also a feasible point for (24) and z + ≤ z * , we conclude that this point minimizes (24) as well.
We note that for the standard GPS system, i.e., fixed capacity, the optimal choice for the shares has been studied in [26] for the two-VM case (N = 2). It was shown that the shares that minimize the mean overall response time are trivial, i.e., under the optimal shares the GPS policy behaves as a priority queue where priority is given to the VM having largest service rate µ r . This might be unwanted since in a priority queue the important isolation property among competing classes of the GPS discipline is lost. Interestingly, for our proposed power scaling (6), the optimal shares are non-trivial, hence retaining some isolation property. In fact, the optimal shares ϕ r = ρ r are such that the asymptotic stability condition (11) is maximum, i.e., it coincides with ρ < a = 1. We finally note that the optimal weights do not depend explicitly on the service requirement parameters µ r , as is usual the case in stochastic scheduling, e.g., the cµ-rule.
Optimal routing
In several contexts, e.g, web-server farms, jobs arrive to a central dispatcher that is in charge of routing them to a set of parallel servers hosting VMs. The problem of finding the routing strategy that minimizes the mean response time of a parallel system of resources is a well-known problem in queueing theory; see, e.g., [10, 5] . In the following, we provide a systematic framework to optimize performance and power consumption in parallel servers enhanced with our speed-scaling mechanism.
Assume that class-r jobs arrive to the central dispatcher following a Poisson arrival process with intensitȳ λ r N . Let K be the number of parallel servers. In what follows we will use the superscript (k) when referring to parameters and functions corresponding to server k. Server k hosts β (k) r N VMs dedicated to class-r services, has capacity a (k) N and applies GPS with weights ϕ (k) r using energy-efficient speed scaling as proposed in (6) . Assume that the routing policy is probabilistic (see [16] ), i.e., with probability p (k) r a job requiring service of class r is forwarded to server k. We further assume that once a class-r job is sent to server k, it arrives in a uniformly chosen class-r VM of server k. Note that the arrival rate to a class-r VM in server k is given by λ
r . For a given routing policy p = (p
R ), the queue length in a class-r VM of server k is given by q (k) r (p) as defined in Equation (18) and the power consumption equals (19) .
We aim at finding a routing probability vector p that minimizes a weighted sum of the response time and total power consumption, i.e., Figure 1 : Evolution in time of componentsṁ 10 andṁ 20 of the system of ODEs (10) . The starting conditions are denoted with a circle.
Section 4.1. The goal of this section is to simulate the system of ODEs to give numerical evidence thatm is a global attractor for unequal shares as well. Figure 1 shows the evolution in the phase diagram ofṁ 10 andṁ 20 starting from 12 different initial conditions (denoted with a circle) of a model with the following parameters: R = 2, (λ 1 , λ 2 ) = (0.5, 1.5), (µ 1 , µ 2 ) = (1, 2), (ϕ 1 , ϕ 2 ) = (0.3, 0.7), (β 1 , β 2 ) = (0.4, 0.6), and a = 1. Within these parameters, the load is close to the asymptotic stability condition as given in (11) (ρ = 0.65 < 0.78). In the figure, we see that all the trajectories converge to our fixed pointm (denoted with an asterisk). The trajectories have been computed using the ode45 function of Matlab (note that they refer to a system with several dimensions, which is the reason why they seem to overlap in the figure). We have repeated this procedure over 1,000 randomly generated models from 100 random initial conditions by varying R = 2, . . . , 5 and N = 2, . . . , 10. In all cases, we observed that our fixed point behaves as a global attractor.
Accuracy
In this section we test the accuracy of approximating the stationary behavior of the system with the fixed point analysis of the mean-field limit. By Theorem 4 we expect the approximation to be accurate as the number of VMs grows large, N → ∞. By numerical tests we observe that the error of our analysis is already small for a small number of VMs.
In order to test the accuracy we measure the percentage relative errors, which we define as
where q r and w are as given in (18) and (19) , and Q r,sim = Q r,sim (N, R) and W sim = W sim (N, R) are the average stationary number of jobs in a class-r VM and power consumption (computed via simulation), respectively, in the GPS system with N VMs hosted on a server with capacity N that uses the speedscaling as given in (6) . Since the considered queueing process is a multi-dimensional birth-and-death Markov chain with N dimensions, the application of standard solution techniques such as solving the global balance equations are computationally intractable even when N = 5. We therefore use simulation in order to solve the model up to N = 10 VMs, provided that the system is not heavily loaded.
In Table 1 , we give Err Q (N, 2) and Err W (N, 2) by varying N and keeping fixed ρ ρmax = 0.7, where ρ max is the right-hand term of (11) (the maximum stability condition). Therefore, quantity 6.23% ErrW (N, 2) 14.03% 9.23% 7.85% 6.46% function f (s) = s 2 . We see that already for N = 10, the errors of our asymptotic formulas are small. For higher values of N , we expect an improved accuracy by means of Theorem 4. Since data-center servers host even hundreds of VMs, we conclude that our formulas can be used to predict power consumption and performance behavior of virtualized environments.
Conclusions
We have proposed a systematic framework to trade-off between performance and energy consumption in virtualized environments composed of servers with several virtual machines and modeled by GPS queues. Asymptotically, the evolution of our stochastic model is captured by a set of (deterministic) ODEs having a unique stationary point that we use to approximate and optimize long-term performance and power consumption in closed form. Our results indicate that a simple and robust speed-scaling mechanism can significantly reduce power consumption with a small controllable performance degradation. Furthermore, our analysis lets us answer important open problems such as the selection of the optimal share for each VM, which turns out to be given by its load, and the optimal routing in parallel servers, which is equivalent to the optimal routing in M/M/1 processor-sharing queues.
We leave as future work the application of our results to data-center consolidation problems (see as well Section 6.3) and to game-theoretic analysis of virtualized environments. With respect to the latter point, cloud-computing providers use virtualization to sell whole network infrastructures to IT business providers, who typically set access prices to clients maximizing their own profits (as in, e.g., [4] ). The competition that emerges in this game affects the overall performance. In order to analyze the latter, explicit formulas for the delays should be obtained.
Finally, our mathematical analysis assumes that job inter-arrival times and sizes are exponentially distributed. It is worth noting that a similar analysis can be performed under the assumption that inter-arrival times and job sizes are phase-type distributed. In this case, the drift equations (10) must keep track of which stage of the phase-type distribution jobs are.
B Proof of Theorems 2 and 3
As discussed in Section 4, the stochastic process M (N ) (t) belongs to the family of density-dependent population processes [12] 
) .
Now, for each i m r,i
and
hence the expression in (32) is upper bounded. Using a similar argument one obtains that ∂Fr,i ∂ms,j , j > 0, is upper bounded as well, and hence F is Lipschitz.
