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Abstract
This thesis lies in the field of probabilistic and extremal combinatorics:
we study discrete structures, with a focus on thresholds, when the
behaviour of a structure changes from one mode into another.
From a probabilistic perspective, we consider models for a random
structure depending on some parameter. The questions we study are
then:
When (i.e. for what values of the parameter) does the probability of
a given property go from being almost 0 to being almost 1? How do
the models behave as this transition occurs?
From an extremal perspective, we study classes of structures depend-
ing on some parameter. We are then interested in the following ques-
tions:
When (for what value of the parameter) does a particular property
become unavoidable? What do the extremal structures look like?
The topics covered in this this thesis are random geometric graphs, de-
pendent percolation, extremal hypergraph theory and combinatorics
in the hypercube.
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Chapter 1
General introduction
1.1 Extremal and probabilistic combinatorics
Probabilistic combinatorics stands at the interface between combinatorics, prob-
ability, theoretical computer science and statistical physics. It goes by many
names — discrete probability, combinatorial probability, and, in some quarters,
Hungarian-style combinatorics — and, after more than a half century of contin-
uous development, has grown into an extremely rich and varied mathematical
discipline.
The growth of probabilistic combinatorics has gone hand in hand with that
of extremal combinatorics, to the extent that the two disciplines are treated as
one in the Princeton Companion of Mathematics [8]. Indeed these two fields (if
we were to consider them as truly distinct) have a large intersection in terms of
techniques and practitioners. There are moreover many active research topics,
such as the extremal theory of sparse random graphs [56] or the study of graph
limits and exchangeable random variables [15, 60, 186], for which it is not clear
on which side of an extremal/probabilistic divide they would fall.
One reason for this proximity is that extremal combinatorialists study dis-
crete structures with frequent recourse to randomness in their arguments, while
discrete probabilists study discrete random structures directly. There is a nat-
ural interplay between counting and random sampling which allows the use of
powerful probabilistic techniques in many extremal problems, in particular when
10
it comes to the construction of objects with nonintuitive properties. In addition
tools like Szemere´di’s regularity lemma [183] and the accompanying theory of
quasirandomness allow us to approximate deterministic objects by ‘random-like’
objects. The probabilistic method (see [11]) is thus an essential part of extremal
combinatorics.
Two central objects in extremal and probabilistic combinatorics are large
graphs and subsets of the discrete hypercubes. Motivation for studying these
is manifold. Graphs have applications in network design, algorithms, epidemiol-
ogy and statistical physics, to name but a few. As for the n-dimensional discrete
hypercube, viewed as the collection of binary strings of length n, its importance
to theoretical computer science cannot be overstated: data is stored, read and
modified in binary form, so that many questions of crucial technological and
economic relevance to this digital age are directly concerned with the hypercube.
The aim in probabilistic combinatorics is to identify the ‘typical properties’ of
the objects studied, while extremal combinatorics is concerned with identifying
the extremal objects with respect to some property. To take up the language of
one of the examples we listed above, namely algorithmics, the kind of questions we
seek to answer are: what is the typical running time of an algorithm? and what
is the worst-case scenario? These two questions are often related. Indeed some
proofs rely on establishing a dichotomy between‘highly random’ behaviour and
‘highly structured’ behaviour, and showing that in both cases a desired conclusion
holds. The great theorem of Szemere´di [182] and its various proofs (e.g. [94, 99])
stand out as a canonical example of this meeting of extremal and probabilistic
arguments.
1.2 Themes of the thesis
In this thesis we study discrete structures with a focus on thresholds, when the
behaviour of the structures changes from one mode to another.
From a probabilistic perspective, we consider models for a random structure
depending on some parameter. The questions we study are then:
When (for what values of the parameter) does the probability of a given
property go from being almost 0 to being almost 1? How do the models behave
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as this transition occurs?
From an extremal perspective, we study classes of structures depending on
some parameter. We are then interested in answering the following questions:
When (for what values of the parameter) does a particular property become
unavoidable? What do the extremal structures look like?
Some of the frequently recurring techniques we use to try to answer these
questions include local-global correspondence (i.e. using local events to determine
global properties), random constructions, concentration of measure and the use
of averaging or (equivalently) random sampling arguments. Most often we are
concerned with the asymptotic behaviour of large objects, and ignore finite size
effects.
1.3 Structure of the thesis
This thesis is divided into three parts.
In the first part, Random graphs, we study random geometric graphs and
dependent percolation. After a brief introduction (Chapter 2), we study the con-
nectivity threshold for the k-nearest neighbour random geometric graph model,
proving results about the sharpness of the transition (Chapter 3, based on joint
work of the author with Mark Walters [80]) and about the component structure
just below the threshold (Chapter 4). We then consider certain critical proba-
bilities for the appearance of long paths in 1-dependent percolation (Chapter 5,
based on joint work of the author with Mark Walters [79]), which we relate to
questions in extremal multipartite graph theory.
This leads us on to the second part, Extremal hypergraphs, based on joint
work of the author with Emil Vaughan [76, 77, 78], where we use the semi-definite
method of Razborov [160] to investigate various problems in the extremal theory
of 3-graphs. After a short overview of the field (Chapter 6), we prove a number of
new Tura´n density and subgraph density results for 3-graphs (Chapters 7 and 8).
Finally in part III, Hypercube problems, we study problems at the intersection
between probability and combinatorics in the hypercube. We begin (Chapter 9)
with a brief survey of probabilistic combinatorics in the hypercube. In Chapter 10
we then study the average degree in union-closed families from an extremal per-
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spective. Finally we consider generalisations of a classical hypercube theorem of
Sperner to other settings (Chapter 11, based on joint work of the author with
David Saxton).
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Chapter 2
Introduction to random graphs
2.1 Random graphs
2.1.1 Initial motivation
Graphs are one of the most ubiquitous mathematical objects, with wide-ranging
applications both inside and outside mathematics.
Definition 1. Formally a graph G is a pair of sets G = (V,E), where V = V (G)
is a set of vertices and E = E(G) is a set of pairs of vertices which are the edges
of the graph, E ⊆ V (2) = {A ⊆ V : |A| = 2}.
Graphs can be used to represent a set of (binary, symmetric) relations on its
vertex set. This ability to map out relations between objects makes graph theory
a useful formal setting for asking and answering many natural questions.
In many instances a structure we are interested in is too large or complex to be
analysed directly. A solution is to model it as a random structure, by encoding
its statistical features as probabilistic laws. Analysis of the resulting random
model hopefully sheds light on the real-world, deterministic behaviour. This
approach, espoused in fields as diverse as statistical physics, telecommunications
or epidemiology, has provided great stimulus and motivation for the development
of discrete probability, and in in particular for the study of random graphs, which
are one of the points of focus of this thesis.
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2.1.2 Models
Starting with Erdo˝s’s lower bound for Ramsey numbers in 1947 [65], the theory
of random graphs has grown into a vast and rich field of research. A random
graph model is a space of graphs Ω together with a probability measure µ, and a
random graph is an Ω-valued random variable with distribution given by µ. Let
us define two natural models when Ω = Ωn is the space of all graphs on the vertex
set [n] = {1, 2, 3 . . . n}.
The celebrated Gn,p model is obtained by putting in each of the
(
n
2
)
possible
edges independently at random with probability p ∈ [0, 1]. Another way to view
Gn,p is from a more dynamical perspective: label each edge independently with a
uniformly distributed U(0, 1) random variable. Then switch on all the edges with
labels less than p. An advantage of this perspective is that we can view a random
graph Gn,p as part of a random graph process which starts with the empty graph
Gn,0 and has new edges appearing as we increase p.
The model Gn,p was introduced by Gilbert [95], and is often called the Erdo˝s–
Re´nyi model, in honour of the pioneering contributions of Erdo˝s and Re´nyi to the
field [69, 70]. The random graph model that Erdo˝s and Re´nyi first considered
was actually not Gn,p, but its close relative, the size model Gn,m. Here m : 0 ≤
m ≤ (n
2
)
is an integer parameter, and a random graph is obtained by sampling
uniformly at random from the set of all graphs on [n] with exactly m edges. Again
we can adopt a more dynamical viewpoint: we can start with the empty graph
Gn,0 and for every 0 ≤ i ≤ m−1 select one of the
(
n
2
)− i edges which are missing
from Gn,i uniformly at random and add it in to obtain Gn,i+1.
In fact the Erdo˝s–Re´nyi model and the size model behave in a very similar
way. Standard Chernoff concentration bounds show that with high probability
the number of edges in Gn,p is tightly concentrated about m(p) = p
(
n
2
)
. Exploiting
this fact we can export many results from the Gn,p model to the Gn,m model with
very little difficulty and vice-versa.
Many other models of random graphs exist, and it is beyond the scope of
this brief introduction to mention them all: we refer an interested reader to the
books [33] and [113] for a general exposition of random graph theory. We shall
discuss random geometric graphs and bond percolation models later on in this
15
chapter. Let us mention here in addition the k-out model, Gn,k−out, due to Ulam
(see [138]): each vertex v ∈ [n] chooses a k-set of vertices Nv uniformly at random,
and for every v an undirected edge is placed between v and every member of Nv
(we ignore any multi-edges or loops that might occur).
2.1.3 Connectivity
Given a random graph model such as Gn,p or Gn,m, there are many natural ques-
tions one could ask: does a typical random graph contain a triangle? if yes, how
many triangles does it contain? what is the size of the largest clique? what is
the distribution of the chromatic number? does there exist a Hamiltonian cycle?
what is the expected maximal degree? ... In this thesis, however, our main inter-
est lies with questions regarding the connectivity properties and the component
structure of a random graph. Let us make a few definitions.
Definition 2. Let l be a nonnegative integer. A path of length l in a graph G is a
sequence of l+ 1 ≥ 1 distinct vertices x0, x1, x2 . . . xl such that {xi, xi+1} ∈ E(G)
for all i: 0 ≤ i ≤ l − 1. The vertices x0 and xl are called the endpoints of
the path. We say that two vertices v, v′ ∈ V (G) are connected in G if there
is a path in G of which v and v′ are the endpoints. Being connected is an
equivalence relation on V (G), and the corresponding equivalence classes are called
the connected components of G. The size of a connected component C is the
number |C| of vertices lying inside it.
Definition 3. A graph G is connected if it has exactly one connected component
and disconnected otherwise. (Note that some authors prefer to consider G to be
connected if it has at most one connected component, though this makes very
little difference in applications.) For s ≥ 0, a graph G is s-connected if we cannot
make G disconnected by deleting fewer than s vertices. The connectivity of a
finite graph G is
κ(G) = max {s ≥ 0 : G is s-connected} .
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So for example the complete graph on n vertices,
Kn = ([n], [n]
(2)),
has connectivity κ(Kn) = n, while by our definition the empty graph (∅, ∅) has
connectivity 0. Disconnected graphs have connectivity 0, while connected graphs
have connectivity at least 1. The path of length l,
Pl = ({0, 1, . . . l}, {{i, i+ 1} : 0 ≤ i ≤ l − 1}),
has connectivity κ(Pl) = 1 for all l ≥ 2 (since deleting the vertex 1 splits Pl into
two nonempty connected components), while the cycle of length l,
Cl = ({0, 1 . . . l − 1}, {{i, i+ 1} : 0 ≤ i ≤ l − 2} ∪ {{l − 1, 0}}),
has connectivity κ(Cl) = 2 for all l ≥ 4.
Any connected graph on n vertices must contain a spanning tree (a maximal
acyclic graph), which has n − 1 edges. Conversely a disconnected graph on n
vertices may have at most
(
n
2
)−(n−1) edges, with the (unique up to isomorphism)
extremal example being the disjoint union of an isolated vertex and a copy of
Kn−1. Thus for n−1 ≤ m ≤
(
n
2
)− (n−1), the probability that Gn,m is connected
lies strictly between 0 and 1. For Gn,m to have a good chance of being connected,
however, far more than n− 1 edges are required, and far fewer than (n
2
)− n+ 2
are necessary. Let us give a precise sense of what we mean by ‘a good chance’.
Definition 4. Let Q be a graph property, that is a sequence Qn of subsets of
the space Ωn of graphs on [n]. Let p(n) be a sequence of real numbers with
0 ≤ p(n) ≤ 1 for every n ∈ N. We say that Gn,p(n) has property Q with high
probability (whp) if
lim
n→∞
P(Gn,p(n) ∈ Qn) = 1.
Similarly, for a sequence m(n) of nonnegative integers, we say that Gn,m has
property Q with high probability (whp) if
lim
n→∞
P(Gn,m(n) ∈ Qn) = 1.
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When studying random graphs, our aim is to prove that statements hold whp.
There are several natural questions to ask regarding the connectivity of a
random graph model on n vertices:
(1) how large is a largest component? when does it contain a positive proportion
of the vertices? when does it contain most of the vertices (i.e. all but o(n))?
(2) when does the whole graph become connected? when does the graph become
s-connected?
In the case of the Erdo˝s–Re´nyi model and the size model, these questions have
been fully answered. For example, Erdo˝s and Re´nyi [70] showed the following in
their original series of papers on the size model.
Theorem 1 (Erdo˝s–Re´nyi). For every ε > 0, the following hold:
1. if m < (1/2− ε)n then whp all component of Gn,m have size O(log n);
2. if m > (1/2 + ε)n then Gn,m has whp a unique component of size at least
δn for some constant δ = δ(ε) > 0;
3. if m < (1/2− ε)n log n then Gn,m is whp disconnected;
4. if m > (1/2 + ε)n log n then Gn,m is whp connected.
All these have analogues for Gn,p, and in both cases much sharper bounds are
known – we refer the reader to [33, 113] for the state of the art. Let us however
mention here an interesting feature of the connectivity threshold for Gn,m and
Gn,p, namely that in both cases it coincides with the disappearance of isolated
vertices. Let us state this more precisely.
Definition 5. Let G be a graph. The degree d(x) of a vertex x in G is the
number of edges of G incident with it,
d(x) = |{e ∈ E(G) : x ∈ e}|.
A vertex of degree 0 is called an isolated vertex.
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Now return to our dynamical perspective: we label edges of Kn with inde-
pendent U(0, 1) random variables, then grow Gn,p by gradually increasing p and
switching on edges with labels at most p and grow Gn,m by gradually increasing
m and switching on the edges with the m smallest labels. Then whp Gn,p and
Gn,m become connected at exactly the same time as they cease to have isolated
vertices:
min{p ≥ 0 : Gn,p connected} = min{p ≥ 0 : Gn,p has no isolated vertices}
and
min{m ∈ N : Gn,m connected} = min{m ∈ N : Gn,m has no isolated vertices}
both hold whp [69]. In a similar way, it can be shown that for fixed s whp
the appearance of s-connectivity coincides with the disappearance of vertices of
degree strictly less than s.
Given such hitting time results, we can obtain very precise estimates on the
probability of being connected. For example, consider Gn,p, and for every i in [n]
set
Xi =
{
1 if i is isolated in Gn,p
0 otherwise
to be the characteristic function of the event that i is isolated. The expected
number of isolated vertices in Gn,p is then
E
∑
i∈[n]
Xi
 = ∑
i∈[n]
E(Xi)
= n(1− p)n−1.
In particular, if p = (log n+ c)/n where c > 0 is a constant, the probability that
19
Gn,p contains an isolated vertex is
P(
∑
i
Xi ≥ 1) ≤ E
(∑
i
Xi
)
= e−c + o(1).
So given the hitting time result
P(Gn,p connected) = P(
∑
i
Xi = 0) + o(1),
we can deduce from the above calculation that at p = (log n+ c)/n we have
P(Gn,p connected) ≥ 1− e−c + o(1).
(In fact it is known [69] that as n→∞, P(Gn,(logn+c)/n connected)→ e−e−c .)
Conversely, if p = (log n− c)/n for some constant c > 0, the expected number
of isolated vertices is
µ = E
∑
i∈[n]
Xi

= ec + o(1),
and the variance is
Var
∑
i∈[n]
Xi
 = E
∑
i∈[n]
Xi
2 − µ2
= n(n− 1)EX1X2 + nEX21 − µ2
= n(n− 1)(1− p)2n−3 + µ− µ2
= ec + o(1).
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We can then apply Chebyshev’s inequality:
P
∑
i∈[n]
Xi = 0
 ≤ P
|∑
i∈[n]
Xi − µ| ≥ µ

≤
Var
(∑
i∈[n] Xi
)
µ2
= e−c + o(1).
So given the hitting time result
P(Gn,p not connected) = 1− P
(∑
i
Xi = 0
)
+ o(1),
we can deduce from the above calculation that at p = (log n− c)/n we have
P(Gn,p not connected) ≥ 1− e−c + o(1).
(In fact it is known [69] that as n → ∞, P(Gn,(logn−c)/n not connected) → 1 −
e−e
c
.)
We end this section with a remark on the connectivity of the k-out model.
This behaves very differently from Gn,p and Gn,m: no vertex can have degree less
than k. And in fact just k = 2 is enough to ensure Gn,k−out is whp connected, even
though at that stage the graph contains at most 2n edges, compared with the
roughly n log n/2 edges required for connectivity in Gn,p and Gn,m. The reason
for this is that Gn,2−out ‘branches out a lot’: consider a set X ⊆ [n] of size r. The
probability that there are no edges from X to Xc and no edges from Xc to X in
Gn,2−out is
qr =
((|X|
2
)(
n
2
) )|X|((|Xc|2 )(
n
2
) )|Xc|
=
(
r
2
)r(
n− r
2
)n−r
/
(
n
2
)n
.
Now, the expected number of r-sets X which are not connected to Xc in Gn,2−out
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is Nr =
(
n
r
)
qr. A quick calculation shows that for large n, Nr is maximal for r = 2,
when it has order O(n−2), and that for all r with 3 < r ≤ n/2, Nr = O(n−3).
In particular it follows that the graph Gn,2−out is connected with probability at
least 1−O(n−2).
2.2 Random geometric graphs
2.2.1 Models and motivation
Many real-life networks are inherently geometric: their nodes are scattered in
space, and the physical distance between them affects their ability to link up. We
would naturally want models of such networks to reflect their geometric nature.
This desire has led to the development of a now rich theory of random geometric
graphs. This again is a field of research vast enough for a monograph – relevant
references being in this case the books of Meester and Roy [139] and Penrose [151]
or the recent survey paper of Walters [194] – and we shall restrict our attention
to two models in particular, and to their connectivity properties.
Let Sn denote the square [0,
√
n]2 of area n. Scatter points at random in-
side Sn according to a Poisson process of intensity 1. (Or equivalently, scatter
N ∼ Poisson(n) points uniformly at random inside Sn.) This gives us a random
geometric vertex set P.
Let || · || denote the usual Euclidean norm in R2, and ||x− y|| the Euclidean
distance between x, y ∈ R2.
Now let r = r(n) ≥ 0 be a nonnegative real parameter. The Gilbert disc
graph Gn,r = Gn,r(P) is obtained by placing edges between all pairs of vertices
x, y ∈ P with ||x − y|| ≤ r. We can think of this as placing discs of radius r/2
centred at the vertices in P and putting an edge between two vertices whenever
their respective discs intersect.
Alternatively, let k = k(n) be a nonnegative integer parameter. The k-nearest
neighbour graph Sn,k = Sn,k(P) is obtained by setting an undirected edge between
every vertex of P and the k vertices of P nearest to it.
The Poisson law of the random pointset P coupled with our deterministic
definitions of Gn,r and Sn,k give rise to probability measures on the space of
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geometric graphs with vertices in Sn, which we refer to as the Gilbert disc model
Gn,r and the k-nearest neighbour model Sn,k respectively.
One important motivation for the study of these two models comes from the
theory of ad-hoc wireless networks: suppose we have various radio transmitters
(nodes) spread out over a large area and wishing to communicate using multiple
hops. The transmitters could have a fixed range r, which naturally corresponds
to the Gilbert disc model, or they could adjust their range so as to ensure that
each node is in two-way contact with the k nodes nearest to it, which is exactly
the k-nearest neighbour model. Now it would be obviously desirable to know
when such a network becomes connected (i.e. when any two nodes are able to
exchange information) and fault tolerant (i.e. able to remain connected even if
some number of transmitters fail or are destroyed).
This makes us interested in determining the values of r and k that ensure these
properties are satisfied with high probability in Gn,r and Sn,k respectively. Here by
‘with high probability’ we mean the natural analogue of our earlier definition in
the context of random graphs:
Definition 6. Let Q be a property of geometric graphs, i.e. a sequence of subsets
Qn of the set of all geometric graphs on Sn. Let r = r(n) be a sequence of
nonnegative real numbers. We say that Gn,r(n) has property Q with high probability
(whp) if
lim
n→∞
P(Gn,r(n)(P) ∈ Qn) = 1.
Similarly, if k = k(n) is a sequence of nonnegative integers we say that Sn,k(n) has
property Q with high probability (whp) if
lim
n→∞
P(Sn,k(n)(P) ∈ Qn) = 1.
2.2.2 The Gilbert model
The Gilbert disc model was introduced by Gilbert [96], though in the plane R2
rather than the finite square Sn. Gilbert was interested in studying percolation
in this model, i.e. the existence of an infinite component. He showed there is
a critical area Ac = pirc
2 with 1.75 ≤ Ac ≤ 17.4 such that for all r > rc, there
is almost surely (with probability 1) an infinite component. Gilbert’s bounds
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have subsequently been improved, with simulations suggesting Ac ≈ 4.512 –
see [22] for a 99.99% confidence interval result. Continuum percolation, as this
problem is known, is the subject of the monograph of Meester and Roy previously
mentioned [139].
The connectivity of Gn,r was then investigated by Penrose [149, 150, 151], who
fully determined the thresholds for connectivity and s-connectivity. Analogously
to the situation we observed with the Erdo˝s–Re´nyi and size models, it turns
out that isolated vertices are the main obstacle to connectivity, so that whp the
following holds:
inf{r ≥ 0 : Gr(P) connected} = inf{r ≥ 0 : Gr(P) has no isolated vertices}.
Similarly, Penrose established that whp s-connectivity occurs exactly when the
minimal degree
δ(Gn,r(P)) = min
x∈P
d(x)
becomes s.
As before we can use this information to obtain very good estimates. It can
be shown that in the two-dimensional square [0,
√
n]
2
, the influence of boundary
effects on the 1-connectivity of Gn,r is negligible. (Note this is not the case for
s-connectivity when s ≥ 2.) Away from the boundary, a vertex of Gn,r(P) is
isolated if and only if the disc of area A = pir2 about it contains no other point
of P. The number of points placed by the Poisson process inside this disc is a
Poisson random variable with mean A, so this event has probability e−A. Write
X for the number of isolated vertices in Gr(P). Since the mean of the Poisson
process on Sn is n, we have at A = log n+ c for some constant c > 0 that
P(X > 0) ≤ EX
≈ ne−A (the ≈ is due boundary effects)
= e−c,
from which we get lower bounds for the probability of G
n,
√
A/pi
(P) being con-
nected. Upper bounds can similarly be obtained to show the connectivity thresh-
old for the Gilbert disc model occurs at pir2 = log n. (This is a variance argument
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very much like the one we saw earlier for the connectivity of Gn,p.) More gener-
ally, the threshold for s-connectivity occurs at pir2 = log n+O (s log log n). (For
s ≥ 2, the influence of boundary effects on s-connectivity is no longer negligible,
so we have to be slightly more careful in our calculations.)
What is more, these thresholds are sharp: a small increase in A = pir2 around
the connectivity threshold results in a large increase in the probability of being
connected. Bearing applications in mind, this is a useful feature. For example
only a comparatively small increase in r is required to go from having a 1% chance
of being connected to having a 99% chance of being connected, an appreciable
gain in confidence about our predictions. Explicitly, there exists a constant C > 0
such that for all ε ∈ (0, 1), if
P (Gn,r(P) connected) > ε,
then for A = pir2 + C log(1/ε) we have
P
(
G
n,
√
A/pi
(P) connected
)
> 1− ε.
This result is due to Penrose [149].
The connectivity of the Gilbert disc model is thus very well understood. This
stands in some contrast to the situation for the k-nearest neighbour model.
2.2.3 The k-nearest neighbour model
Here there are no isolated vertices (provided k ≥ 1), and the connectivity thresh-
old is not known exactly. Elementary arguments (see below) show that there exist
cl ≤ cu such that Sn,k is whp not connected for k ≤ cl log n and whp connected
for k ≥ cu log n. (So in particular unlike in Ulam’s k-out model, the question of
the connectivity of Sn,k is not trivial.)
For the lower bound, consider a square Tk inside Sn of area 49k divided into
49 equal subsquares. If the central subsquare and all the boundary subsquares
receive at least k+1 points from the Poisson point process on Sn (which happens
with probability at least 2−1000, say) and the remaining annulus of 24 subsquares
receives no points (which happens with probability exp(−24k)), then no matter
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Figure 2.1: An obstruction to connectivity. Shaded tiles contain at least k + 1
points of the process, white tiles are empty.
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what happens outside Tk, the resulting k-nearest neighbour graph will be discon-
nected: there will be no edge coming into or going out of the central subsquare.
(See Figure 2.2.3.) Call this event A. Now we can find at least n/1000k disjoint
copies of Tk inside Sn, and the corresponding A events occur independently in
each of these. Thus
P(Sn,k connected) ≤ P(A does not occur in any of the copies of the square Tk)
= (1− P(A))n/1000k
≤ (1− 2−1000e−24k)n/1000k,
which, for k < log n/25, is o(1).
For the upper bound, we could use Penrose’s result for Gn,r: it is easy to
show that for every α > 0 there is an f(α) > 0 such that if k = k(n) satisfies
k(n) > f(α) log n then whp all pairs of points of the Poisson process in Sn lying
at a distance less than α
√
log n apart are joined by an edge of the k-nearest
neighbour graph Sn,k. Thus whp Gn,α
√
logn is a subgraph of Sn,k. We can then
use Penrose’s result that Gn,r is whp connected when pir
2 ≥ 2 log n, to deduce
that for k > f(
√
2/pi) log n, the k-nearest neighbour graph Sn,k is whp connected.
A much more elementary argument is possible, however. Divide Sn up into
disjoint subsquares of area 2 log n+O
(
(logn)2
n
)
. The probability that any of these
subsquares contains no point of P is of order
n
log n
exp(−2 log n) = o(1).
The probability that any of these subsquares contains more than 2e log n points
of P is of order
n
log n
(2 log n)2e logne−2 logn
d2e log ne!
≤ exp
(
log n
(
1 + 2e log
2e
2e
− 2 + o(1)
))
= o(1).
Thus whp all subsquares contain between 1 and 2e log n points of P. In particular
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Figure 2.2: Each of the shaded tiles contains fewer than 2e log n points of the
process. Thus for any a in the central tile and any b in the adjacent tile to the
right, b is one of the 25 ∗ 2e log n = 50e log n nearest neighbours of a.
for k > 50e log n, whp every subsquare T contains at least one vertex of P and
every vertex in T is joined by an edge of Sn,k to every vertex in the subsquares
adjacent to T . (Since a vertex cannot have one of its k-nearest neighbours more
than two subsquares away without also sending an edge to all vertices in the
adjacent subsquares – see Figure 2.2.3.) Thus Sn,k is whp connected.
This shows 1
25
≤ cl ≤ cu ≤ 50e. A better bound of cu ≤ 5.1774 was ob-
tained by Xue and Kumar [200] using Penrose’s result as suggested above, while
a bound of cu < 3.5897 could be read out of earlier work of Gonza´les-Barrios and
Quiroz [98]. These results were greatly improved by Balister, Bolloba´s, Sarkar
and Walters in a series of papers.
In [21], they showed
0.3043 < cl ≤ cu < 0.5139,
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The lower bound comes from a refinement of the argument above. For the upper
bound, they use a discrete edge-isoperimetric inequality in the grid to show that
the main obstruction to connectivity lay with the presence of small connected
components of Euclidean diameter O(
√
log n). They then analysed events at that
scale to bound above the probability of the existence of such small components.
They subsequently gave in [23] an upper bound of o(log n) on the k-gap betwen
the connectivity and s-connectivity thresholds and conjectured that the correct
order of magnitude was O(s log log n), analogously to the Gilbert model. Finally,
they used an ingenious tiling argument in [24] to show the existence of a critical
constant c? = cl = cu for the connectivity of Sn,k and conjectured that (again,
just as in the Gilbert model) the connectivity threshold for Sn,k was sharp in k.
Recently, Walters [195] refined the methods of [21] to sharpen the upper bound
on the critical constant c? to c? < 0.4125. He was moreover able to rule out the
importance of boundary effects for the connectivity of Sn,k, proving that whp for
k ≥ 0.272 log n there were no small connected components ‘close’ to the boundary.
In addition he asked a number of questions on the shape and distribution of the
small connected components below the connectivity threshold.
2.2.4 Contribution of this thesis
Chapters 3 and 4 gather together recent contributions to the study of the con-
nectivity properties of Sn,k. In Chapter 3, which is based on a joint paper of
the author with Walters [80], we prove that the connectivity threshold for Sn,k is
sharp in k, as conjectured by Balister, Bolloba´s, Sarkar and Walters [21, 23]. As
an application, we prove that an increase in k = k(n) of O(s log log n) is sufficient
to go from being whp connected to whp s-connected, resolving another conjecture
of Balister, Bolloba´s, Sarkar and Walters [23]. Finally in Chapter 4, based on
a paper of the author [74], we show that below the connectivity threshold small
connected components lie far apart and are distributed in a Poisson-like way.
This answers a question of Walters [195].
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2.3 Percolation theory
2.3.1 Motivation and basic definitions
Percolation theory is concerned with the study of random subgraphs of infinite
graphs, and in particular with the emergence of an infinite connected component.
It began with the work of Broadbent and Hammersely [47] at around the same
time as Erdo˝s and Re´nyi initiated the study of random subgraphs of the finite
graph Kn. However, as it was developed independently, the terminology used in
percolation is slightly different. In this introductory section, we shall stay with
the language of graph theory for the sake of clarity.
The basic motivation for percolation theory comes from problems in statis-
tical physics and materials science. The eponymous example is that of a liquid
percolating through a porous medium. The medium is modelled mathematically
as a random subgraph of a three-dimensional lattice (usually an infinite, locally
finite, connected, finite-type graph — we define these terms rigorously in Chap-
ter 5) with edges representing holes in the medium through which the liquid can
flow.
As a mathematical discipline percolation theory is the study of probability
measures on the space of subgraphs of a given graph Λ. The first question it
seeks to answer is: when does percolation occur? That is, when does there exist
an infinite component in the random sublattice? (Using e.g. Kolmogorov’s zero-
one law, it can in be shown that the existence of an infinite component has
probability zero or one provided there are no long-range interactions.) There are
also many more questions one could ask about the size of connected components
below the percolation threshold or scaling invariance, for instance, and we refer
the reader to the book [36] for a presentation of these topics.
Given the motivation, much of the attention has been devoted to the study of
percolation when Λ = Z2 of Z3, the two- and three-dimensional integer lattices
respectively. Other regular lattices have also been considered, as well as random
lattices in the plane that are the subject of continuum percolation (which we
alluded to in the previous section): a Poisson point process of intensity 1 on R2
provides us with an infinite vertex set V∞. We are then interested in the infimum
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of the r > 0 such that the corresponding random Gilbert disc graph Gr(V∞)
contains an infinite connected component, or in the minimal k ∈ N such that
the corresponding random k-nearest neighbour graph Sk(V∞) percolates. In the
former case, the critical area A = pir2 is believed to be close to 4.512 (see [22]),
while in the latter case the critical k is conjectured to be k = 3 (see [20]).
In this context we should also mention the Voronoi tesselation: to each vertex
v ∈ V∞ we associate a Voronoi cell
Uv = {x ∈ R2 : ||x− v|| ≤ ||x− w|| for all w ∈ V∞}
consisting of all the points x ∈ R2 for which v is a closest member of V∞. The
Voronoi cells give a tesselation of R2, and can be viewed as a (random) graph ΛV
by setting an edge between two cells Uv and Uv′ whenever they meet.
2.3.2 Percolation on Z2
The square integer lattice Z2 seems like a natural starting point for percolation
theory. Percolation on Z2 is however far from trivial, and has continued to receive
attention since it was first considered.
The natural analogue to the Erdo˝s-Re´nyi model for Z2 is known as bond
percolation: edges are switched on with probability p and off otherwise. Write
Pp for the associated probability measure on the powerset of the set of edges of
Z2. Also, write C0 for the connected component containing the origin (0, 0) in
our random subgraph of Z2 and Ep|C0| for its expected size.
Definition 7. We define the Temperley and Harris critical probabilities to be:
pT (Z2) = inf{p > 0 : Ep|C0| =∞}
pH(Z2) = inf{p > 0 : P(|C0| =∞) > 0}
respectively.
It is straightforward from the definition that pT ≤ pH , and, observing that
Z2 is ‘self-dual’ (see [36] for a rigorous definition and discussion of self-duality),
it is easy to guess that pT (Z2) = pH(Z2) = 1/2. Decades of substantial efforts
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were required to establish this however. After initial bounds on pT and pH were
given by Broadbent and Hammersley [47], Harris [103] proved pT (Z2) ≥ 1/2. It
took another twenty years before Kesten finally showed that pH(Z2) ≤ 1/2 in a
celebrated paper [125].
Theorem 2 (Harris–Kesten Theorem).
pH(Z2) = pT (Z2) = 1/2.
Another natural model to consider on Z2 is site percolation: vertices are se-
lected with probability p and discarded otherwise. The selected vertices induce a
random subgraph of Z2. One can define as before Temperley and Harris critical
probabilities for site percolation psT and p
s
H respectively. In this case p
s
H(Z2) is
believed to be approximately 0.5927 (see e.g. [147] for a simulation result), but
not known exactly. Higuchi [107] showed psH(Z2) > 1/2. Improvements were
subsequently obtained by various authors [140, 187, 204], with the current best
lower bound psH(Z2) ≥ 0.556 due to van den Berg and Ermakov. In the other
direction, an upper bound of psH(Z2) ≤ 0.679492 was obtained by Wierman [196],
improving earlier bounds of Zuev [203].
Site percolation has also been considered on the Voronoi lattice ΛV we defined
earlier. In this case the percolation threshold has recently been shown to be
pH(ΛV ) = pT (ΛV ) = 1/2
by Bolloba´s and Riordan [35], with their ideas giving rise to a new proof of the
Harris–Kesten theorem for Z2 [37].
2.3.3 Dependent percolation
In this thesis, we shall focus on bond percolation. The bond percolation model
on Z2 we outlined in the previous subsection is known as independent bond per-
colation: the state (on or off) of an edge is a random variable independent from
(the σ-field generated by) the states of the other edges. However in applications
it is often the case that we do not have this independence property. For example
suppose we were trying to model a molecular structure, with edges representing
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chemical interactions. In this situation it would be reasonable to expect that the
(random) state of an edge is somewhat influenced by the states of nearby edges.
There are mathematical applications where we have some local dependence
as well. For example a standard technique in independent percolation theory is
renormalisation: given a lattice Λ and an independent percolation measure µ,
one uses local events to define a new lattice Λ′ and a new, dependent, percolation
measure µ′ on Λ′ such that percolation in Λ′ under µ′ implies percolation in Λ
under µ. (See [22] for an example.) Of course for this technique to be effective,
we need to understand dependent percolation on Λ′.
Let us introduce some formalism here.
Definition 8. Let Λ be a connected graph and let x, y be vertices of Λ. The
graph distance d(x, y) is the length of the shortest path in Λ from x to y. Now
given two edges of Λ e = {x1, x2} and f = {y1, y2}, the graph distance between
them is d(e, f) = mini,j d(xi, yj). Finally, given two sets of edges A and B, their
graph distance is d(A,B) = min{d(e, f) : e ∈ A, f ∈ B}.
So for example d(x, x) = 0 for all vertices, and d(x, y) = 1 for all x 6= y which
are joined by an edge; for edges e and f , d(e, f) = 0 if and only if e and f share
a vertex, while d(e, f) ≥ 1 otherwise. We use these notions of distance to define
degrees of local dependence in bond percolation measures.
Definition 9. Let Λ be a graph and µ a probability measure on the powerset of
the edges of Λ, Ω = P(E(Λ)). The measure µ is k-dependent if for any pair of
disjoint finite sets of edges A and B with d(A,B) ≥ k and any X ⊆ A, Y ⊆ B,
we have
µ({ω : ω ∩ (A ∪B) = X ∪ Y }) = µ({ω : ω ∩ A = X})µ({ω : ω ∩B = Y }).
In other words, the states (on or off) of sets of edges which lie at graph distance
at least k apart are independent under the probability measure µ.
Dependent percolation behaves very differently from independent percolation.
For example, we can consider a variant of site percolation on Z2 as a 1-dependent
bond percolation model. Colour every vertex of Z2 blue with probability p and
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red with probability 1 − p, independently and uniformly at random; switch an
edge on if its vertices are in the same colour, and switch if off otherwise. Two
sets of edges which do not share a vertex (and thus lie at graph distance at least
one from each other) are mutually independent, thus this describes a 1-dependent
bond percolation probability measure.
As we noted before, psH(Z2) is believed to lie close to 0.5927, and has been
proved to be at least 0.556. Taking p just below this value, say p = 0.555, we
have that with probability 1 neither the red graph nor the blue graph percolate,
and there is no infinite component in our dependent bond percolation model.
Now edges in our model are in with probability p2 + (1 − p)2 = 0.50605 > 1/2,
showing, roughly speaking, that the ‘percolation threshold’ for 1-dependent bond
percolation in Z2 is strictly greater than it is for 0-dependent (i.e. independent)
bond percolation.
It would often be useful to have reasonable bounds telling us when percolation
has to occur in 1-dependent percolation, regardless of the particular 1-dependent
percolation measure chosen. We introduce some more formalism:
Definition 10. Let Λ be a graph and µ a probability measure on Ω = P(E(Λ)).
The bond density of µ is
d(µ) := inf
e∈E(Λ)
µ({ω : e ∈ ω}).
Our general question is then: what does the bond density d(µ) of a 1-dependent
bond percolation measure tell us about the component structure? For instance
how large does it need to be to guarantee the existence of an infinite compo-
nent? How large does it need to be to give us a strictly positive probability
of an infinite component containing the origin? What about if we just wanted
the µ-expectation of |C0| to be infinite? Or if we were content with some ver-
tex x somewhere in the graph, not necessarily the origin, to have its µ-expected
component size |Cx| infinite?
Each of these questions implicitly defines a new critical probability for 1-
dependent bond percolation on Z2, none of which is known at present:
Definition 11. Let Λ be a graph. WriteM for the space of 1-dependent probabil-
ity measures on P(E(Λ)). We define the following critical percolation probabilities
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on Λ:
pT1(Λ) = sup{d(µ) : µ ∈M, Eµ|Cx| <∞ for all x ∈ V (Λ)}
pT2(Λ) = sup{d(µ) : µ ∈M, Eµ|Cx| <∞ for some x ∈ V (Λ)}
pH1(Λ) = sup{d(µ) : µ ∈M, µ(|Cx| <∞) = 1 for all x ∈ V (Λ)}
pH2(Λ) = sup{d(µ) : µ ∈M, µ(|Cx| <∞) = 1 for some x ∈ V (Λ)}.
We refer to pT1 and pT2 as the first and second 1-dependent Temperley critical
probabilities respectively, and similarly refer to pH1 and pH2 as the first and second
(1-dependent) Harris critical probabilities respectively.
It is straightforward from the definitions that pT1 ≤ pT2 and pT1 ≤ pH1 , pT2 ≤
pH2 and pH1 ≤ pH2 . The example from site percolation we gave shows that
pH1(Z2) > 0.5, while an upper bound of pH2(Z2) < 0.8639 was given by Balister,
Bolloba´s and Walters [22].
These bounds are obviously very far apart, and as far as we know no con-
jecture exists regarding the value of any of these critical probabilities. One of
the difficulties is that there are many different 1-dependent bond percolation
measures on even quite a small finite lattice, and no obvious way of generating
them all efficiently. Simulations are thus of limited use when it comes to forming
conjectures.
2.3.4 Contribution of this thesis
In this thesis we study two slightly different critical probabilities for 1-dependent
percolation. Observe that if we have an independent bond percolation measure
µ with bond density p on a (locally finite, infinite, connected) graph Λ, then for
every vertex x ∈ V (Λ) and every L ∈ N we have a strictly positive probability of
having a path of length L starting from x: at least pL > 0. This is not at all the
case for 1-dependent percolation, which leads us to define two additional critical
probabilities:
Definition 12. Let Λ be a graph. Write M for the space of 1-dependent proba-
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bility measures on P(E(Λ)), and set the critical probabilities p1 and p2 to be
p1(Λ) = sup
µ∈M
{d(µ) : ∃L ∈ N such that
µ(∃ a path of length L from x) = 0 for all x ∈ V (Λ)},
p2(Λ) = sup
µ∈M
{d(µ) : ∃L ∈ N such that
µ(∃ a path of length L from x) = 0 for some x ∈ V (Λ)}.
It is straightforward from the definitions that p1 ≤ p2, p1 ≤ pT1 and p2 ≤ pT2 .
In Chapter 5, which is based on joint work of the author with Walters [79], we
begin a rigorous study of p1 and p2. We prove that
p1(Z) = p2(Z) = 3/4
and
p2(Z× {0, 1}) ≤ 2/3,
and give examples to show p1 6= p2 in general. In addition we bring to the fore
connections between this problem and questions in extremal multipartite graph
theory, and give various constructions which should be of independent interest,
establishing in particular
min
(
p2(Z2), pT1(Z2)
) ≥ 4− 2√3 = 0.535898 . . . ,
a nontrivial bound.
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Chapter 3
A sharp threshold for Sn,k
3.1 Outline of the chapter
In this chapter, which is based on a joint paper of the author with Walters [80],
we prove that the connectivity threshold for the k-nearest neighbour graph model
Sn,k is sharp in k. As an application, we show that for any s = s(n) = o(log n),
an increase in k = k(n) of order O(s log log n) is enough to go from having a high
probability of being connected to having a high probability of being s-connected.
3.1.1 Definitions
Denote by Sn the square [0,
√
n] × [0,√n] ⊂ R2. Now, let k = k(n) be a non-
negative integer. Place points in Sn according to a Poisson process of intensity
1 and put an undirected edge between each of these points and the k points of
the process nearest to it (in the usueal Euclidean sense). We write Sn,k for the
resulting random geometric graph.
The law of Sn,k gives us a probability measure on the collection of geometric
graphs with vertices in Sn; this is the k-nearest neighbour model, whose con-
nectivity properties are the focus of this chapter. We will be interested in the
question of when (as a function of k) Sn,k becomes connected. Of course, it is
always possible for Sn,k to fail to be connected, no matter how large k is; the best
we can hope for is that Sn,k is connected with probability tending to 1.
Definition 13. Let k be a function k : N → N and Q a property of geometric
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graphs. We say that Sn,k(n) has property Q with high probability (whp) if
lim
n→∞
P(Sn,k(n) ∈ Q) = 1.
This is saying in other words that the probability a random point set gives
rise to a k-nearest neighbour graph with property Q tends to one. Indeed it will
be convenient to distinguish between a point-set as an arbitrary set of points and
a Poisson point-set as a random point-set chosen according to a Poisson process.
3.1.2 The results in context
As mentioned in the previous chapter, Balister, Bolloba´s, Sarkar and Walters
proved in [24] that there exists a critical constant 0.3 < c? < 0.6 such that for
all c < c? and integer sequences k(n) ≤ c log n, Sn,k is whp not connected, while
for all c > c? and all integer sequences k(n) ≥ c log n, Sn,k is whp connected.
Their proof relied on the fact that the principal obstruction to connectivity is the
presence of small connected components (of Euclidean diameter O(
√
log n)). In
particular they related the global property of connectivity to some local events
(lying inside a ball of Euclidean diameter O(
√
log n).)
A consequence of their result is that as k increases, Sn,k goes from whp not
connected to whp connected in o(log n) steps. (A slightly sharper bound of
O(log n/ log log n) can be read out of their proof.) They conjectured (as they
had already done in the earlier papers [21, 23]) that in fact the transition was
even faster, and that the connectivity threshold for Sn,k was sharp in k:
Conjecture 1 (Conjecture 3 of [21]). For any 0 < ε < 1, there exists an integer
constant C(ε) such that for all n sufficiently large, if
P(Sn,k is connected) ≥ ε
then
P(Sn,k+C(ε) is connected) > 1− ε.
In this chapter we present a proof of this conjecture, with an explicit function
C(ε):
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Theorem 3. There exist absolute constants C > 0 and γ > 0 such that for every
0 < ε < 1 and all n > ε−γ, if
P(Sn,k is connected) ≥ ε
then
P(Sn,k+bC log(1/ε)c is connected) > 1− ε.
Our proof follows a strategy similar to that developed in [24]: we use local
events to approximate the global property of connectivity. Due to the possibil-
ity of boundary effects, Balister Bolloba´s, Sarkar and Walters had to consider
two kinds of local events in their analysis, one kind pertaining to centrally lo-
cated components and the other to small components ‘close’ to the boundary of
Sn. Fortunately for us we will not have to do this in our proof of Theorem 3:
Walters [195] recently proved that whp Sn,k has no small components close to
the boundary when k > 0.272 log n, so that we only have to deal with centrally
located components in our analysis.
Balister, Bolloba´s, Sarkar and Walters proved a significantly weaker form of
Conjecture 1 in [23], which they used to prove that if k = k(n) is such that
Sn,k(n) is connected whp then for any s = o(log n) the graphs Sn,k′(n) where
k′(n) = k(n) + b6√(s− 1) log nc are whp s-connected in a technical sense of ‘on
average’.
As a corollary to Theorem 3, we may remove the somewhat complicated hy-
pothesis that they needed in the statement of their s-connectivity result, Theorem
10 of [23] (admittedly with a weaker constant). Moreover with only a little more
work, we are able to improve this substantially and use Theorem 3 to establish
the following result:
Theorem 4. Whenever k(n) is an integer sequence such that Sn,k(n) is whp
connected and s(n) is an integer sequence with s = s(n) = o(log n), then for
k′(n) = k(n) + b2Cs log log nc, Sn,k′(n) is whp s-connected.
This proves the main conjecture in [23].
Constants aside, our Theorems 3 and 4 constitute analogues for the k-nearest
neighbour model of classical results of Penrose [149, 150] for the Gilbert disc
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model discussed in the previous chapter.
3.1.3 Structure of the chapter
In the first section, we adapt techniques first introduced in [24] to relate the
global property of connectivity to certain families of local ‘disconnection’ events:
these will be events, determined by the Poisson process inside a square of area of
order log n, which roughly say that the graph inside this square is not connected.
The key result of that section is Corollary 10, which establishes a correspondence
between the probability of an individual disconnection event occurring and the
probability that the graph as a whole is not connected.
In the second section we perform local analysis: we prove a geometric result,
Theorem 11, which is crucial to our proof of Theorem 3, and which says that
‘small’ connected components in Sn,k have a region of ‘high point density’.
In the third section we show that removing points from such a dense region
yields a much more likely configuration which still gives rise to a small connected
component in the k′-nearest neighbour graph for some k′ a little smaller than
k (Theorem 16). In other words the disconnection event is much more likely to
occur in the graph Sn,k′ than in the graph Sn,k. Then the correspondence between
local disconnection events and global connectivity shows that Sn,k′ is much more
likely to be disconnected than Sn,k, which is exactly Theorem 3.
In the final section we use again local disconnection events and local mod-
ification of pointsets to relate s-connectivity to 1-connectivity (Theorem 17).
Theorem 4 then follows from repeated applications of Theorem 3.
3.2 Local obstacles to connectivity
Following [24], we shall relate the global connectivity of Sn,k to certain families of
local events. Let M be an integer constant which we shall specify later on. Let
Un be the square
Un =
[−M√log n
2
,
M
√
log n
2
]
×
[−M√log n
2
,
M
√
log n
2
]
⊂ R2.
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We shall refer to the subsquare 1
2
Un as the central subsquare of Un. Place points
in Un according to a Poisson process of intensity 1, and put an undirected edge
between any point and the k points nearest to it to obtain the graph Un,k.
Definition 14. Let Ak be the event that Un,k has a connected component wholly
contained inside the central subsquare 1
2
Un.
Note that our Ak event is slightly different from the family of events defined
in [24]: there the size of the box corresponding to Un varied with k rather than
log n. One of the advantages of our definition of Un is that the Ak-events are
nested: if k ≤ k′, then Ak′ ⊆ Ak. We shall cover most of Sn with copies of Un
and show (approximately) that Sn,k is disconnected if and only if the event Ak
occurs in one of these copies.
For this argument to work we need to ensure that whp Sn,k contains no ‘long’
edges (relative to the size of Un)) and only one connected component of ‘large’
diameter. The following result is exactly what we want.
Lemma 5 (Lemma 1 of [24]). For any fixed α1, α2 with 0 < α1 < α2 and any
β > 0, there exists c = c(α1, α2, β) > 0, depending only on α1, α2 and β, such
that for any k with α1 log n ≤ k ≤ α2 log n, the probability that Sn,k contains
two components each of diameter at least c
√
log n or any edge of length at least
c
√
log n is O(n−β).
Remark: In this chapter we use the O notation in a slightly non-standard way.
Most of our results depend on n and k where k = k(n) is a function of n. When
we say f(n, k) = O(n) we mean ‘uniformly in k’: that is there is a constant B
such that f(n, k) ≤ Bn for all n and k (satisfying our other constraints).
Let c1 = c(0.3, 0.6, 2) in Lemma 5 and define a small component to be any
component with diameter at most c1
√
log n. Let M = max (d16c1e, 30). We shall
also need the following lemma, which is an easy modification of Corollary 6 of [24].
Lemma 6. For any n and any integer k with 0.3 log n < k < 0.6 log n, the
probability that Un,k contains an edge of length at least
M
√
logn
8
is O(n−6).
Proof. This is very similar to the proof of Corollary 6 of [24], but we have to
make allowances for the slight difference in our definition of Un,k.
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Let k < 0.6 log n. Suppose some vertex x ∈ Un has its kth nearest neighbour
lying at a distance of at least M
√
logn
8
. Then there must be fewer than k <
0.6 log n points within the intersection of the disk about x of radius M
√
logn
8
and
the square Un. Since at least one quarter of this disk lies within the square Un,
this intersection has area at least piM
2 logn
256
. (It may only be one quarter of the
disk since x may be close to a corner of Un.) Since we picked M ≥ 30, we have
piM2 logn
256
> 10 log n. Let X ∼ Poisson(10 log n). Then,
P(X < 0.6 log n) =
∑
s<0.6 logn
(10 log n)s
s!
e−10 logn
< (0.6 log n)
(
10 log n
0.6 log n/e
)0.6 logn
e−10 logn
< 0.6(log n)e(0.6 log(50e/3)−10) logn
< e−7 logn for n sufficiently large.
Thus by the standard properties of Palm processes (see e.g. Chapter 11 of [117]),
the probability that any vertex x ∈ Un has its kth nearest neighbour lying at
distance at least M
√
logn
8
away is at most
E{number of vertices in Un} × P(X < 0.6 log n) < M2(log n)e−7 logn
= O
(
n−6
)
,
as required.
We also need to define what we meant by ‘most’ of Sn. Let
Tn =
[
M
√
log n,
(⌊ √
n
M
√
logn
⌋
− 1
)
M
√
log n
]2
.
The nice feature of Tn is that it is not very close to any of the boundary of Sn.
The following lemma is a minor restatement of Theorem 1 of [195].
Lemma 7. There is a positive constant 0 < c2 < 2 such that for any constant
c1 > 0 if k > 0.3 log n then the probability that Sn,k contains any component of
diameter at most c1
√
log n not wholly contained in Tn is O(n
−c2).
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We now define two covers of Tn by translates of Un. The independent cover
C1 of Tn is obtained by covering Tn with translates of Un with disjoint interiors.
The dominating cover C2 of Tn is obtained from C1 by replacing each square
V ∈ C1 by the twenty-five translates V +
(
iM
√
logn
4
, jM
√
logn
4
)
, i, j ∈ {0,±1,±2}.
By construction, we have C1 ⊆ C2 and the translates of 14Un corresponding to
elements of C2 cover the whole of Tn. Also |C2| < 25 nM2 logn .
We shall write ‘Ak occurs in Ci’ as a convenient shorthand for ‘there is a
translate V of Un in Ci for which the event corresponding to Ak occurs’. We
shall also write Vk for the k-nearest neighbour graph on V , and
1
2
V for the centre
subsquare of V .
Lemmas 5, 6 and 7 allow us to relate, up to some small error, the global
connectivity to the local events Ak. Before we make this relationship precise we
need a technical lemma.
Lemma 8. Suppose Sn,k contains no edge of length greater than
M
√
logn
16
and that
V ∈ C2 is a translate of Un such that Vk contains no edge of length greater than
M
√
logn
8
. Then Sn,k has a connected component contained inside
1
2
V if and only if
the event corresponding to Ak occurs in V .
Proof. Let ΓV denote the subgraph of Vk consisting of all edges with at least one
end in 1
2
V , and let ΓS be the subgraph of Sn,k consisting of all edges with at least
one end in 1
2
V . We aim to show that ΓV = ΓS. Obviously this will imply the
lemma.
Let Sn,k[V ] denote the induced subgraph of Sn,k formed by the vertices con-
tained in V . Trivially, Sn,k[V ] is a subgraph of Vk. What extra edges can there
be in Vk? These must be edges from the vertices that have at least one of their
k nearest neighbours in Sn,k lying in Sn \ V .
Now we are assuming that Sn,k contains no edges of length greater than
M
√
logn
16
. Thus only the vertices within distance M
√
logn
16
of the boundary of V
may be joined in Sn,k to points in Sn \ V . So every edge in Vk \ Sn,k[V ] (i.e., all
extra edges) must meet one of these vertices.
Now Vk contains no edges of length greater than
M
√
logn
8
, so that all the vertices
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meeting an edge of Vk \ Sn,k[V ] must lie a distance at most
M
√
log n
8
+
M
√
log n
16
<
M
√
log n
4
from the boundary of V . Since the vertices inside the central subsquare 1
2
V all lie
at distance at least M
√
logn
4
from the boundary of V , they do not meet any extra
edges, and we have ΓV = ΓS as claimed.
Next we relate the probability of Sn,k being connected to the probability of
an Ak event occurring somewhere in Sn.
Theorem 9. For all n ∈ N and all integers k with 0.3 log n < k < 0.6 log n, and
c2 as given by Lemma 7,
P(Sn,k not connected) = P(Ak occurs in C2) +O(n−c2).
Proof. Suppose that Ak occurs in C2. Then there is a translate V of Un in C2
for which Ak occurs; in other words, Vk has a connected component X wholly
contained inside the central subsquare 1
2
V . By Lemma 5 and our choice of M ,
the probability that Sn,k contains an edge of length at least
M
√
logn
16
is O(n−2).
Let us assume this does not happen. Then there are no edges between 1
2
V and
Sn \ V in Sn,k. It follows that X is a connected component in Sn,k as well as in
Vk, so that Sn,k is disconnected. Thus
P(Sn,k not connected) ≥ P(Ak occurs in C2) +O(n−2).
Conversely, suppose Sn,k is not connected. It must contain at least two con-
nected components. By Lemma 5 and our choice of M , the probability that Sn,k
contains any edge of length at least M
√
logn
16
or two components of diameter at
least M
√
logn
16
is at most O(n−2). By Lemma 7 the probability Sn,k has a small
component not contained entirely within Tn is O(n
−c2). Also by Lemma 6, the
probability that a particular translate of Un has any edge longer than
M
√
logn
8
is
O(n−6). Thus, the probability that Vk has an edge longer than
M
√
logn
8
for some
translate V of Un in C2 is at most |C2|O(n−6) = O(n−5). Thus the probability of
any of the above occurring in Sn,k is at most O (n
−c2).
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For the remainder of the proof let us assume none of the above occur. Then at
least one of the connected components of Sn,k is contained in Tn and has diameter
less than M
√
logn
16
. Let X be such a component and x be a vertex of X. By our
definition of C2 there is a translate V of Un such that x ∈ 14V . For any point
x′ /∈ 1
2
V , we have d(x, x′) > M
√
logn
8
. By our assumption on the diameter of X,
we have that x′ /∈ X and hence X ⊆ 1
2
V . We have shown that Sn,k has a small
component, namely X, contained entirely inside the central subsquare 1
2
V . Since
Vk and Sn,k satisfy the hypotheses of Lemma 8, the event corresponding to Ak
occurs in V and
P(Sn,k not connected) ≤ P(Ak occurs in C2) +O(n−c2).
The theorem follows.
Roughly speaking, P(Ak occurs in C2) is of order nlognP(Ak). Thus, from a
heuristic perspective, Theorem 9 tells us that as we increase k the transition of
Sn,k from whp not connected to whp connected happens at the same time as
the transition from P(Ak)  lognn to P(Ak)  lognn . The following is a precise
statement of this relationship.
Corollary 10. There exists a constant c3 > 0 such that for all ε : 0 < ε ≤ 12 , all
integers n > ε−c3 and all integers k : 0.3 log n < k < 0.6 log n, if
P(Sn,k connected) ≥ ε
holds then
P(Ak) ≤ e log
(
1
ε
)
M2 log n
n
.
Conversely, if
P(Ak) ≤ ε
e4
M2 log n
n
,
then
P(Sn,k connected) > 1− ε.
Remark: There is nothing special about the constants e and e4: we picked these
values for later convenience, but all we needed was e > 2 and e4 > 25.
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Proof. Suppose P(Sn,k is connected) ≥ ε. The translates of Un contained in C1
have disjoint interiors, hence the event corresponding to Ak occurs in each of
them independently. Therefore
P(Ak occurs in C1) = 1− (1− P(Ak))|C1|.
Now,
P(Ak occurs in C1) ≤ P(Ak occurs in C2) since C1 ⊂ C2
= P(Sn,k not connected) +O(n−c2) by Theorem 9
≤ 1− ε+O(n−c2).
Thus,
(1− P(Ak))|C1| ≥ ε+O(n−c2).
Provided we choose c3 large enough, we see that, for all n > ε
−c3 , the right
hand side is at least ε
2
. Taking logarithms on both sides and using the inequality
log(1− x) ≤ −x for 0 ≤ x ≤ 1 yields
−|C1|P(Ak) ≥ log(ε/2)
so
P(Ak) ≤ 1|C1|
(
log
1
ε/2
)
=
1
|C1|
(
log
1
ε
+ log 2
)
.
Now C1 contains
n
M2 logn
(1 + O(
√
logn
n
)) translates of Un, 0 < ε ≤ 12 and e > 2.
Hence, provided that we choose our constant c3 sufficiently large, for all n > ε
−c3
we have
P(Ak) ≤ eM
2 log n
n
log
1
ε
.
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For the converse suppose that P(Ak) ≤ εM2 logne4n . By Theorem 9 we have
P(Sn,k not connected) = P(Ak occurs in C2) +O(n−c2)
≤ |C2|P(Ak) +O(n−c2)
≤ |C2|εM
2 log n
e4n
+O(n−c2)
≤ ε25
e4
+O(n−c2) since |C2| < 25nM2 logn .
Since 0 < ε ≤ 1
2
and 25
e4
< 1, we have (again providing we choose c3 sufficiently
large) for all n > ε−c3 ,
P(Sn,k not connected) < ε.
3.3 Small components have high point density
Having made precise the relationship between P(Ak) and P(Sn,k connected), we
turn our attention to the event Ak. Our aim in this section is to show that
provided k > 0.3 log n, small connected components in Un,k witnessing Ak must
have a region with ‘high point density’.
Let N be the integer constant N = 10d27Mpie. We consider a perfect tiling
of Un by square tiles of area
logn
N2
. (Such a perfect tiling exists as Un has area
M2 log n and M , N are integers.) The expected number of points of the Poisson
point process on Un in each tile is
logn
N2
. Fix 0 < η ≤ 1
2
.
Definition 15. Given a tile Q in Un, we define three events:
(i) Ak,Q is the event that Ak occurs and the tile Q receives more than
(1 + η) logn
N2
points,
(ii) A′k,Q is the event that Ak occurs and the tile Q receives more than
(1 + η
2
) logn
N2
points,
(iii) Ak,Q,L is the event that if we remove any L points of the process from Q
then A′k,Q still occurs.
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Theorem 11. Suppose k ∈ [0.3 log n, 0.6 log n]. Then
P(Ak \
⋃
Q
Ak,Q) = O(n
−1.1).
The main idea of the proof of this theorem is the following: suppose X is a
connected component of Un,k wholly contained inside
1
2
Un, and suppose x is a
vertex of X which lies ‘on the boundary’ of X. Write r for the distance between
x and its k-th nearest neighbour.
If Un,k contains no tile with high density (i.e. no tile receiving more than
(1 + η) times the expected number of points), then the intersection of the ball of
radius r centred at x with the ‘convex hull’ of X must have large area (at least
k
1+η
− o(k)). In particular looking outwards from X at x there must be quite
a few empty tiles. Doing the above in several different directions one gets that
X is surrounded by a wide ‘sea’ of empty tiles of area at least 1.1 log n. Since
the number of tiles M2N2 is a constant, the probability that such a collection of
empty tiles exists is O(n−1.1), yielding the desired result.
Before we start, we need the following technical result.
Lemma 12. Let γ : [0, 1] → Un be a closed continuously differentiable curve in
Un. Let l(Γ) be the length of the curve Γ = γ([0, 1]), and let D be the number of
tiles it meets. Then
D ≤ 9l(Γ)√
log n/N
.
Proof. We define a graph G on the set of tiles of Un by setting an edge between
tiles Q and Q′ if they meet in at least one point. (G is just the usual square
integer lattice on {1, 2, . . . ,MN}2 with diagonal edges added.) Every tile has at
most 8 neighbours in this graph. Let S be the set of tiles met by Γ. Greedily
pick a maximal subset S ′ ⊆ S which is independent in G: pick the tile Q1 with
γ(0) ∈ Q1, then pick the first nonadjacent tile Q2 which γ(t) next meets and
so on. We have D = |S| ≤ 9|S ′|. Now Γ is continuous and cycles through the
tiles of S ′ before coming back to Q1. Since the minimum distance between points
lying in nonadjacent tiles is at least one tile length (i.e.,
√
logn
N
), it follows that
the length of Γ satisfies
l(Γ) ≥ |S ′|
√
log n
N
.
48
J1
J ′1
K1
I ′1
I1
x1
H
Figure 3.1: The hexagonal hull H and regions I1, J1, K1 and I
′
1, J
′
1.
Substituting D ≤ 9|S ′| and rearranging terms, we get the desired inequality
D ≤ 9l(Γ)√
log n/N
.
Proof of Theorem 11. Let k be an integer with 0.3 log n < k < 0.6 log n. By
Lemma 6 the probability of Un,k containing any edge of length at least
M
√
logn
8
is O(n−6). Since we are trying to show Ak \
⋃
QAk,Q has probability at most
O(n−1.1), we may assume in what follows that all edges in Un,k have length strictly
less than M
√
logn
8
.
Suppose P is a pointset for which Ak occurs but Ak,Q does not occur for any tile
Q — so, in particular, no tile of Ak contains more than
(1+η) logn
N2
points of P. Write
Un,k(P) for the k-nearest neighbour graph on Un associated with the pointset P.
Let X be the set of vertices of a connected component of Un,k(P) wholly contained
in 1
2
Un. Using an idea of Balister, Bolloba´s, Sarkar and Walters [21], we shall
consider the hexagonal hull of X, H(X), which we now define.
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We consider the six tangents to the convex hull of X making angles of 0, pi
3
and 2pi
3
with the x-axis (two for each angle). Together, these define a hexagon
H(X) containing X whose edges are segments of the tangents (some of which
may have zero length). We shall call H(X) the hexagonal hull of X, and label
its edges E1, E2, . . . E6 in clockwise cyclic order so that the top and bottom edges
parallel to the x-axis are E1 and E4, respectively.
Consider E1. There exists x1 ∈ E1 ∩ X. Let r1 be distance between x1 and
its k-th nearest neighbour. Note that, since r1 is the length of an edge of Un,k,
r1 <
M
√
logn
8
. Let I1 be the intersection of the ball of radius r1 centred at x1
with the hexagon H(X). Let I ′1 be the reflection of I1 with respect to E1. Since
I ′1 ∩H(X) = ∅ and since every point of I ′1 lies at distance at most r1 from x1, it
follows that I ′1 contains no point of P.
Next we show that I ′1 covers many tiles. Since r1 <
M
√
logn
8
and H ⊂ 1
2
Un we
see that I ′1 ⊂ Un. Let J1 be the union of all of the tiles wholly contained inside
I1, and let J
′
1 be the union of all of the tiles wholly contained inside I
′
1. Let K1
be the union of all of the tiles meeting I1 and let K
′
1 be the union of all of the
tiles meeting I ′1. Since no tile in Un contains more than (1 + η)
logn
N2
points of P,
it follows that K1 is the union of at least
k
(1+η) logn/N2
tiles.
A tile is contained in K1 \ J1 only if it meets the boundary of I1. Now, since
I1 is a convex subset of a disc of radius r1, the boundary of I1 has length less
than 2pir1, so by Lemma 12, K1 \ J1 is the union of at most 18pir1√logn/N tiles. By the
same argument, K ′1 \ J ′1 is the union of at most 18pir1√logn/N tiles. Denote by |I1| the
area of I1, and similarly |I ′1|, |J1|, . . . |K ′1|. We have
|J ′1| ≥ |I ′1| − |K ′1 \ J ′1|
≥ |I1| − |K ′1 \ J ′1|
≥ |K1| − |K1 \ J1| − |K ′1 \ J ′1|.
Since each tile has area logn
N2
, our bounds on the number of tiles in K1, K1 \ J1
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and K ′1 \ J ′1 imply
|J ′1| ≥
log n
N2
(
k
(1 + η) log n/N2
− 36pir1√
log n/N
)
≥ k
1 + η
− 36pir1
√
log n
N
≥ k
1 + η
− 9Mpi log n
2N
, (3.1)
where the last inequality follows since r1, the radius of the k-nearest neighbour
disc about x1, is the length of an edge, so is at most
M
√
logn
8
.
We now recall our choice of the constant N : we had picked N = 10d27Mpie.
For k > 0.3 log n and η ≤ 1
2
, equation (3.1) becomes:
|J ′1| >
11
60
log n.
For i = 2, 3 . . . 6 we may define Ii, I
′
i, etc... as above. It is easy to see that
the J ′i are disjoint: each J
′
i lies between the bisectors of two adjacent angles of
the convex hexagon H(X). Repeating the argument above to bound below |J ′2|,
. . . |J ′6|, we get: ∣∣∣∣∣
6⋃
i=1
J ′i
∣∣∣∣∣ =
6∑
i=1
|J ′i |
>
11
10
log n.
Thus there are at least 11
10
log n/(log n/N2) = 110(d27Mpie)2 tiles which receive
no points. There are at most
(
M2N2
110(d27Mpie)2
)
ways of choosing this many tiles. Since
M and N are constants this is just a (large) constant. The probability that there
exist 110(d27Mpie)2 empty tiles (i.e., empty tiles with total area 11
10
log n) in Un
is therefore
O(exp(−11
10
log n)) = O(n−1.1).
Thus
P(Ak \
⋃
Q
Ak,Q) = O(n
−1.1),
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as claimed.
3.4 The sharp connectivity threshold for Sn,k
In Theorem 11 of the previous section we proved that small components witness-
ing Ak have high point density. We use this fact to prove a sharpness result for
P(Ak), which by Corollary 10 implies in turn a sharp threshold for the connec-
tivity of Sn,k (i.e., Theorem 3). We shall do this by showing that, for all k
′ > k,
most pointsets in Ak′ may be obtained by adding points to already dense parts
of Ak pointsets.
We shall need the following lemma, which is a convenient restatement of
Theorem 5 of [21].
Lemma 13. There exists a positive constant c4 > 0 such that for every ε with
0 < ε ≤ 1
2
and all n > ε−c4,
if k ≤ 0.3 log n, then P(Sn,k connected) < ε,
and if k ≥ 0.6 log n, then P(Sn,k connected) > 1− ε.
Recall that in the previous section we fixed constants 0 < η ≤ 1
2
and N ∈ N
and introduced a tiling of Un into M
2N2 small square tiles as well as the families
of events Ak,Q and A
′
k,Q. Theorem 11 says that provided P(Ak) = Ω(n−1), we have
P(
⋃
QAk,Q) = (1 − O(n−0.1))P(Ak). Thus, if a small Ak connected component
occurs, then with high probability some tile Q receives far more points than
expected. We show that if k′ > k then most Ak′ pointsets can be obtained by
adding points to an overpopulated tile of an Ak pointset.
Recall our definition of Ak,Q,L (definition 15): it is the event that if we remove
any L points of the process from Q then A′k,Q occurs.
Lemma 14. For any tile Q and positive integer L < η logn
2N2
we have
Ak+L,Q ⊆ Ak,Q,L.
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Proof. Suppose that P ⊂ Un is a pointset for which the event Ak+L,Q occurs. It
is enough to show that the removal of any L points from P ∩Q yields a pointset
P′ for which the event A′k,Q occurs.
As in Theorem 11, write Un,k(P) for the k-nearest neighbour graph on Un
associated with the pointset P. Since we remove at most L vertices from P every
vertex in P loses at most L of its k+L nearest neighbours; the set of its k nearest
neighbours in P′ is thus a subset of the set of its k + L nearest neighbours in P.
It follows that Un,k(P
′) is a subgraph of Un,k+L(P).
Since we are assuming that Ak+L,Q occurs Un,k+L(P) has a connected com-
ponent wholly contained inside 1
2
Un. This component must contain at least
k + L + 1 > L vertices and, since we have removed only L vertices from P
to obtain P′, some vertices of this component remain: that is, Un,k(P′) must also
have component wholly contained inside 1
2
Un. Thus P
′ ∈ Ak.
Moreover the number of points in P′ ∩Q is exactly
|P ∩Q| − L > (1 + η) log n
N2
− η log n
2N2
= (1 +
η
2
)
log n
N2
and hence P′ ∈ A′k,Q as claimed.
Lemma 15. Let L < η logn
2N2
be a positive integer and Q a tile. Then
P(Ak+L,Q) < (1 +
η
2
)−LP(A′k,Q).
Proof. First, note that we may consider the Poisson process on Un as the union
of a Poisson process on Q and an independent Poisson process on the disjoint set
Un \Q. Now a Poisson point process on Q is just a uniform point process placing
Z ∼ Poisson
(
log n
N2
)
points in Q.
We may think of this uniform point process as adding points one by one. If
Ak,Q,L occurs then in particular A
′
k,Q occurs if we remove the last L points added
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by the point process. It follows that
P(Ak+L,Q) ≤ P(Ak,Q,L) by Lemma 14
=
∑
m
P(Ak,Q,L|Z = m+ L)P(Z = m+ L)
≤
∑
m
P(A′k,Q|Z = m)P(Z = m+ L) by definition of Ak,Q,L
=
∑
m
P(A′k,Q|Z = m)P(Z = m)
L∏
i=1
N−2 log n
m+ i
(3.2)
By the definition of A′k,Q,
P(A′k,Q|Z = m) = 0 for all m < (1 +
η
2
)
log n
N2
.
For m ≥ (1 + η
2
) logn
N2
, we have
L∏
i=1
N−2 log n
m+ i
<
(
N−2 log n
m
)L
≤ (1 + η
2
)
−L
.
Substituting this in (3.2) above gives
P(Ak+L,Q) < (1 +
η
2
)
−L
P(A′k,Q),
as claimed.
Theorem 16. There are constants c5 and L ∈ N such that for all n > c5 and all
k satisfying
0.3 log n ≤ k ≤ 0.6 log n− L and P(Ak) ≥ n−1.05
we have:
P(Ak+L) < e−1 P(Ak).
Proof. Let L be an integer constant which we shall specify later on. As η, L and
N are all constants, provided we choose the constant c5 > 0 sufficiently large,
then for all n > c5, we have L <
η logn
2N2
— so, in particular, the hypothesis of
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Lemma 15 is satisfied. Also k + L ∈ [0.3 log n, 0.6 log n], so the hypothesis of
Theorem 11 is satisfied for k + L. Applying these successively, we get:
P(Ak+L) = P(
⋃
Q
Ak+L,Q) +O(n
−1.1) by Theorem 11
≤
∑
Q
P(Ak+L,Q) +O(n−1.1)
≤
∑
Q
(1 +
η
2
)−LP(A′k,Q) +O(n−1.1) by Lemma 15
≤M2N2(1 + η
2
)−LP(Ak) +O(n−1.1) (3.3)
where the final line follows since since P(A′k,Q) ≤ P(Ak).
We now choose L: let
L =
⌈
log (M2N2e2)
log(1 + η
2
)
⌉
so that
M2N2(1 +
η
2
)−L ≤ e−2.
Thus, (3.3) becomes
P(Ak+L) ≤ e−2P(Ak) +O(n−1.1).
By assumption P(Ak) ≥ n−1.05 so, again provided we choose c5 large enough, for
all n > c5, we have
P(Ak+L) < e−1 P(Ak),
as claimed. (Note that the choice of our constant L depended only on the con-
stants M , N and η.)
Proof of Theorem 3. In essence, we just iterate Theorem 16. However, we have
to choose the right parameters and make sure the conditions hold at each stage.
We choose γ > 0 such that γ > max (c3, c4, log2 c5, 20) where c3, c4 and c5
are the constants in Corollary 10, Lemma 13 and Theorem 16 respectively. Note
that, since we defined M ≥ 30, we have e4
M2 logn
≤ e4
900 log 2
< 0.09 < 1 for all n ≥ 2
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so
n−1/γ >
e4
M2 log n
n−0.05 (3.4)
for all n ≥ 2.
Suppose that n and k are such that P(Sn,k is connected) > ε and n > ε−γ.
We may assume that ε ≤ 1
2
and P(Sn,k connected) ≤ 1− ε, for otherwise we have
nothing to prove. Since n > ε−γ > ε−c4 and ε < P(Sn,k connected) < 1 − ε,
Lemma 13 implies that
0.3 log n < k < 0.6 log n. (3.5)
In particular, for n > ε−γ, the assumptions of Corollary 10 are satisfied.
Let C be a strictly positive real constant which we shall specify later on.
There are three cases to consider the first two of which are essentially trivial.
Suppose first of all that
k + bC log 1
ε
c ≥ 0.6 log n.
Then by Lemma 13 we have P(Sn,k+bC log(1/ε)c connected) > 1 − ε, and we are
done.
Secondly suppose that k + bC log 1
ε
c < 0.6 log n and
P(Ak+bC log(1/ε)c) < n−1.05.
Since n > ε−γ, by (3.4) above we have
n−1.05 < n−1/γ
M2 log n
e4n
< ε
M2 log n
e4n
,
so that by Corollary 10 we have P(Sn,k+bC log(1/ε)c connected) > 1− ε, and we are
done.
Finally, we turn to the case when neither of the above occurs: that is when
k + bC log 1
ε
c < 0.6 log n and P(Ak+bC log(1/ε)c) ≥ n−1.05.
Since P(Ak′) monotonically decreases as k′ increases we have P(Ak′) ≥ n−1.05 for
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every k′ : k ≤ k′ ≤ k + bC log 1
ε
c − L. Trivially, for any k′ in this range we have
k′ + L < 0.6 log n and, by (3.5), 0.3 log n < k′. Thus applying Theorem 16 we
have, for all k′ : k ≤ k′ ≤ k + bC log 1
ε
c − L,
P(Ak′+L) < e−1P(Ak′). (3.6)
Since P(Sn,k connected) ≥ ε Corollary 10 implies that P(Ak) ≤ eM2 lognn log 1ε .
Thus, by repeatedly applying (3.6), we see that
P(Ak+bC log 1
ε
c) ≤ P(Ak) exp
(
−
⌊bC log 1/εc
L
⌋)
≤ eM
2 log n
n
log
1
ε
· exp
(
−
⌊
C log 1/ε
L
⌋)
≤ M
2 log n
n
exp
(
−
⌊
C log 1/ε
L
⌋
+ 1 + log log 1/ε
)
. (3.7)
We now choose C: let
C =
(
2 +
6
log 2
)
L
where L is the constant in Theorem 16. Since ε ≤ 1
2
, we have that log 1/ε
log 2
≥ 1.
Thus for this choice of C we have
−
⌊
C
L
log
1
ε
⌋
+ 1 + log log
1
ε
≤ 2 + log log 1
ε
− C
L
log
1
ε
= (2− 2log 1/ε
log 2
) + (log log
1
ε
− log 1
ε
)− 4 log 1/ε
log 2
− log 1
ε
≤ −4− log 1
ε
.
Substituting this in (3.7) we get
P(Ak+bC log 1/εc) ≤ εM
2 log n
e4n
.
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By Corollary 10 this implies
P(Sn,k+bC log 1/εc connected) > 1− ε,
proving the theorem.
3.5 Higher connectivity
In this section, we shall apply our sharpness result Theorem 3 to prove Theorem 4,
proving a conjecture of Balister, Bolloba´s, Sarkar and Walters [23].
We do this by first relating (via local events) the probability of being s-
connected to the probability of being 1-connected.
Theorem 17. Suppose s < 0.9 logn
log logn
and 0.3 log n + s < k < 0.6 log n. Then there
is a constant c6 such that
P(Sn,k not s-connected) ≤ c6(log n)P(Sn,k−1 not (s− 1)-connected) +O(n−3).
Moreover
P(Sn,k not s-connected) ≤ (c6 log n)s−1P(Sn,k−s+1 not connected) + o(n−2).
Suppose that P is any pointset in the square Sn = [0,
√
n]2. Let Sn,k(P) denote
the k-nearest neighbour graph on P.
We shall need the following technical result to prove Theorem 17.
Lemma 18. Suppose 0.3 log n < k < 0.6 log n. Then there exists c7 such that
the collection of pointsets P from which we may delete a set T of at most 0.9 logn
log logn
points so that either of the following hold:
(i) there is any point x ∈ Sn (not necessarily in P) such that the disc of radius
c7
√
log n centred at x contains less than 0.6 log n points of P \ T ,
(ii) Sn,k(P) \ T contains at least two components of diameter at least c7
√
log n,
has probability O(n−3).
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Proof. This is an easy modification of Lemmas 2 and 6 of [21].
Proof of Theorem 17. We can view a Poisson pointset as follows. Suppose that
X1, X2, X3, . . . is an infinite sequence of uniformly distributed random variables
in Sn and let Z ∼ Poisson(n). Then let the points in P be given by (Xi)Zi=1. Let
Pm denote the collection of pointsets with exactly m points which we give the
conditional measure which we shall sometimes denote Pm. From this point of
view it is easy to see that we have m measure preserving maps φi for 1 ≤ i ≤ m
from Pm to Pm−1 given by deleting the point Xi. We shall usually abbreviate φ1
to φ.
Let As denote the collection of pointsets P for which Sn,k(P) is not s-connected
but Sn,k−1(P) is (s − 1)-connected. Let Bs denote those pointsets P for which
Sn,k−1(P) is not (s−1)-connected. Finally let C denote the collection of pointsets
P for which either of the conditions in Lemma 18 hold, which we shall think of
as the ‘bad’ pointsets. By Lemma 18, P(C) = O(n−3).
For any pointset P in As it is clear that (at least) one of the functions φi maps
P into Bs. Indeed, since Sn,k(P) is not s-connected, there is a point Xi which
we can delete to make the graph not (s− 1)-connected. Since Sn,k−1(P \Xi) is a
subgraph of Sn,k(P)\Xi the map φi is one such function. ThusAs ⊆
⋃∞
i=1 φ
−1
i (Bs).
Note that
P(|Z − n| > n/2) =
∑
i>3n/2
nie−n
i!
+
∑
0≤i<n/2
nie−n
i!
<
n3n/2
(b3n/2c)!e
−n∑
i≥0
(
3
2
)−i +
nn/2
(bn/2c)!e
−n∑
i≥0
2−i
< 3 exp
(
3n
2
log
2e
3
− n
)
+ 2 exp
(n
2
log 2e− n
)
< 5 exp(−0.1n) = o(n−3).
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We have
P(As) =
∞∑
m=0
P(As|Z = m)P(Z = m)
=
3n/2∑
m=n/2
P(As|Z = m)P(Z = m) + o(n−3)
=
3n/2∑
m=n/2
Pm(As \ C)P(Z = m) +O(n−3)
=
3n/2∑
m=n/2
Pm(P ∈ As \ C and ∃i : φi(P) ∈ Bs)P(Z = m) +O(n−3)
≤
3n/2∑
m=n/2
m∑
i=1
Pm(P ∈ As \ C and φi(P) ∈ Bs)P(Z = m) +O(n−3)
=
3n/2∑
m=n/2
mPm(P ∈ As \ C and φ(P) ∈ Bs)P(Z = m) +O(n−3). (3.8)
Next we bound Pm(P ∈ As \ C and φ(P) ∈ Bs). For each P ∈ As \ C with
φ(P) ∈ Bs we see that Sn,k−1(P) is (s − 1)-connected but Sn,k−1(φ(P)) is not
(s− 1)-connected.
Fix a separating set T of s− 2 vertices for Sn,k−1(φ(P)). Since P /∈ C we have
that all but (at most) one of the components in the separated graph Sn,k−1(φ(P))\
T are small: less than c7
√
log n in diameter. Let C be one such small component.
Since Sn,k−1(P) is (s − 1)-connected we see that Sn,k−1(P) \ T is connected.
However, Sn,k−1(P)\T∪{X1} is not connected (since it is a subgraph of Sn,k−1(P\
{X1}) \T = Sn,k−1(φ(P)) \T ). Thus, X1 must be joined to C in Sn,k−1(P). Since
we are assuming that P 6∈ C the bound on edge length from Lemma 18 holds and
we have that X1 lies within distance c7
√
log n of C.
Combining this with the bound on the diameter of C we see that X1 lies
within a set of measure less than 4pic27 log n which is determined by P \X1. This
event has probability less than
(
4pic27 logn
n
)
. Thus, since φ is a measure preserving
transformation from Pm to Pm−1,
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Pm(P ∈ As \ C and φ(P) ∈ Bs) ≤
(
4pic27 log n
n
)
Pm(φ(P) ∈ Bs)
=
(
4pic27 log n
n
)
Pm−1(P ∈ Bs). (3.9)
To complete the proof note that P(Z = m) ≤ 2P(Z = m−1) for all m > n/2.
Thus, substituting (3.9) in (3.8),
P(As) ≤
3n/2∑
m=n/2
mPm(P ∈ As \ C and φ(P) ∈ Bs)P(Z = m) +O(n−3)
≤
3n/2∑
m=n/2
m
(
4pic27 log n
n
)
Pm−1(P ∈ Bs)P(Z = m) +O(n−3)
≤
3n/2∑
m=n/2
(
12pic27 log n
)
Pm−1(P ∈ Bs)P(Z = m− 1) +O(n−3)
≤ (12pic27 log n)P(Bs) +O(n−3).
Finally observe that
{P : Sn,k not s-connected} ⊆ As ∪Bs
so that the first part of the theorem holds with c6 = 12pic
2
7 + 1: i.e.,
P(Sn,k not s-connected) ≤ c6 log nP(Sn,k−1 not (s− 1)-connected) +O(n−3).
Iterating this s− 1 = o(log n) times we obtain the second part of the theorem:
P(Sn,k not s-connected) ≤ (c6 log n)s−1P(Sn,k−s+1 not connected) +O
(
n−3
s−2∑
i=0
(c6 log n)
i
)
= (c6 log n)
s−1P(Sn,k−s+1 not connected) +O
(
n−3(c6 log n)s−1
)
= (c6 log n)
s−1P(Sn,k−s+1 not connected) + o
(
n−2
)
,
where the last line follows from our assumption that s < 0.9 logn
log logn
.
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We can now finally turn to the proof of Theorem 4.
Proof of Theorem 4. By Theorem 2 of [23] we may restrict ourselves to the case
where s(n) is an integer sequence with s(n) ≤ 0.9 logn
γ log logn
and s(n) ≤ 0.9 logn
log logn
. Sup-
pose that k = k(n) is such that Sn,k is connected whp, so that
P(Sn,k is not connected)→ 0.
Now let ε = (c6 log n)
−s and apply Theorem 3
P(Sn,k+bC log 1/εc is not connected) < ε = (c6 log n)−s
for all sufficiently large n. (Explicitly, this is for all n with n > ε−γ. Given our
choice of ε and the restriction on s, ε−γ is at most exp(0.9 log n+O( logn
log logn
)), so
that this is indeed satisfiable for large enough n.) Now
C log
1
ε
+ s− 1 < 2Cs log log n
for all sufficiently large n. If k+b2Cs log log nc < 0.6 log n, we have by Theorem 17
P(Sn,k+b2Cs log lognc not s-connected)
≤ (c6 log n)s−1P(Sn,k−s+1+b2Cs log lognc not connected) + o
(
n−2
)
≤ (c6 log n)s−1P(Sn,k+bC log 1/εc not connected) + o
(
n−2
)
< (c6 log n)
s−1ε+ o
(
n−2
)
= O(1/ log n)
= o(1)
as required. If on the other hand k + b2Cs log log nc ≥ 0.6 log n, we have
P(Sn,k+b2Cs log lognc is not s-connected) = o(1)
by Theorem 2 of [23]. The result follows.
62
Chapter 4
Distribution of components in
Sn,k below the threshold
4.1 Outline of the chapter
In this chapter, we study the distribution of small connected components below
the connectivity threshold in the k-nearest neighbour model. We prove that they
lie far apart, and are approximately distributed like a Poisson process in both a
numerical and a spatial sense.
4.1.1 The results in context
We know from the work of Balister, Bolloba´s, Sarkar and Walters [21, 24] and
the recent improvements of Walters [195] that there exists a critical constant c?
with 0.3043 < c? < 0.4125 such that for c < c? and k ≤ c log n, Sn,k is whp not
connected while for c > c? and k ≥ c log n, Sn,k is whp connected. In addition
Balister, Bolloba´s, Sarkar and Walters [21] showed that when 0.3 log n < k <
0.6 log n whp all of the following hold:
(i) all edges have length O(
√
log n),
(ii) there is a unique ‘giant’ connected component,
(iii) all other components have diameter O(
√
log n).
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(Strictly speaking, they only showed that Sn,k has at most one giant component;
that such a component exists follows from the study of percolation in the k-nearest
neighbour graph: see e.g. [20].)
Refining their techniques, Walters [195] showed that around the connectiv-
ity threshold, there were no ‘small’ components (of diameter O(
√
log n)) lying
‘close’ to the boundary of Sn (within distance O(log n)). Towards the end of his
paper [195], Walters asked a number of questions about the properties of small
components of Sn,k below the connectivity threshold, with the aim of completing
the picture we currently have and perhaps improving the upper bound on c?. In
this chapter we contribute to this project by proving that the small components
are whp far apart (or more precisely, not close together) and that they are dis-
tributed like a Poisson point process inside Sn. This answers one of Walters’s
questions.
To state our results formally, we must ascribe a precise meaning to ‘small’ and
‘close’. We recall a result of Balister, Bolloba´s, Sarkar and Walters to do this.
Lemma 19 (Lemma 1 of [24]). For any fixed α1, α2 with 0 < α1 < α2 and any
β > 0, there exists λ = λ(α1, α2, β) > 0, depending only on α1, α2 and β, such
that for any k with α1 log n ≤ k ≤ α2 log n, the probability that Sn,k contains
two components each of diameter at least λ
√
log n or any edge of length at least
λ
√
log n is O(n−β).
Definition 16. Let λ = max(λ(0.3, 0.6, 2), e2). A component shall be deemed
small if its has diameter less than λ
√
log n. Two small components shall be
deemed close if they contain two points lying at a distance less than 8λ
√
log n
from one another.
Our main result is the following:
Theorem 20. There exist absolute constants γ1 > 0 and c1 > 0 such that if
P(Sn,k connected) > n−γ1
then
P(Sn,k contains a pair of small, close components) = o(n−c1).
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This answers Question 1 in Walters [195].
Remark 1. Theorem 3 in the previous chapter showed that, for n large enough,
we need to increase k by at most a constant times log(1/ε) for Sn,k to go from
having an ε chance of being connected to having a 1−ε chance of being connected.
Assuming there is a ‘bluntness’ converse to this result, i.e. that we need to increase
k by at least a (smaller) constant times log(1/ε) for this transition to occur, then
there must be some constant δ : 0 < δ < c? such that for all k = k(n) with
k(n) > (c?−δ) log n we have P(Sn,k connected) > n−γ1 . In particular Theorem 20
is not vacuous since there is a range of k for which
n−γ1 < P(Sn,k connected) << 1− o(n−c1).
(For example, k = bc log nc for any c : c? − δ < c < c? will do.)
Next we turn to the distribution of the small components of Sn,k. Let X = Xn,k
denote the number of small connected components of Sn,k. (Since there is whp a
unique non-small connected component [21], X is whp the number of components
of Sn,k minus 1.) Also, given ν ≥ 0 and A ⊆ N ∪ {0}, let Poν(A) denote the
probability a Poisson random variable with parameter ν takes a value inside A.
As an application of Theorem 20, we prove:
Theorem 21. There exist absolute constants γ2 and c2 > 0 such that if k = k(n)
is an integer sequence with P(Sn,k connected) > n−γ2 for all n, then, writing
ν = ν(n) for − log (P(Sn,k connected)), we have
sup
A⊆N∪{0}
|P(X ∈ A)− Poν(A)| = o(n−c2).
Corollary 22. Let k(n) be an integer sequence. Suppose there is a subsequence
(k(ni))i∈N such that
P(Sni,k(ni) connected)→ e−ν
for some constant ν ≥ 0. Then the law of Xni,k(ni) converges in distribution to
Poisson with parameter ν:
L(Xni,k(ni))
d−→ Poisson(ν).
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We also prove a spatial analogue of Theorem 21: not only is the number of
small components (approximately) Poisson distributed, but their spatial location
is (approximately) distributed according to a Poisson point process inside Sn. We
defer a precise statement of this result, Theorem 46, until Section 4.
4.1.2 Structure of the chapter
We again follow the strategy introduced by Balister, Bolloba´s, Sarkar and Walters
in [24] and developed in the previous chapter: we prove Theorem 20 by looking
at local events. In the next section, we prove a local result, Theorem 23, which
can be thought as an analogue of the key Theorem 11 in Chapter 3.
Theorem 23 is then used in Section 3 together with the local-global correspon-
dence results we had obtained in Chapter 3 to prove the global result Theorem 20.
Finally in the last section we use a form of the Chen–Stein Method [52, 179]
due to Arratia, Goldstein and Gordon [14] together with our results from the first
two sections to prove Theorems 21 and 46.
A word of caution to the reader: we have reset the constants counter in this
chapter, so that c1 in this chapter is not the same constant as c1 in Chapter 3,
and similarly for ci, i = 1, 2 . . . 7. Though similar, the constant M , the events Ak
and the two-dimensional squares Un and Tn in this chapter also differ from the
last chapter.
4.2 Proof of the local theorem
In this section we consider the connectivity of the k-nearest neighbour random
geometric graph model on a local scale (i.e. within a region of area O(log n)).
Pick n sufficiently large. Let M = max(160dλe, 50). (We remark that this is
similar to but slightly larger than our choice of M in the previous chapter.) We
consider a Poisson point process of intensity 1 in the box
Un = [−M
2
√
log n,+
M
2
√
log n]
2
.
We place an undirected edge between every point and its k nearest neighbours to
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obtain the graph Un,k.
Let us define two families of events related to the connectivity of Un,k:
Definition 17. Let Ak be the event that Un,k has a connected component wholly
contained inside the central subsquare 1
2
Un. Let Bk be the event that Un,k has
at least two connected components wholly contained inside the central subsquare
1
2
Un.
Our aim is to prove:
Theorem 23. There exist constants c3, c4 > 0 such that for all integers k with
k ∈ (0.3 log n, 0.6 log n), we have
P(Bk) ≤ c3n−c4P(Ak) + o(n−2).
This is saying that on a local scale it is far less likely that we have two small
connected components close together than just one small connected component
on its own. Our proof strategy is as follows: we show that whp if Bk occurs then
there must be a large empty region inside Un to which many points can be added
without joining up all the components of Un,k which are contained inside
1
2
Un.
This ensures that Ak still occurs for the new pointset, and can be exploited to
show Ak is much more likely than Bk.
To prove Theorem 23, we shall need a simple lemma on the concentration of
Poisson random variables.
Lemma 24. There exist constants λ1 and λ2, such that for all integers k with k ∈
(0.3 log n, 0.6 log n), the probability that there is any point x ∈ Un(not necessarily
in the pointset arising from the Poisson point process) such that the ball of radius
λ1
√
log n about x contains at least k vertices of Un,k or that the ball of radius
λ2
√
log n about x contains fewer than k vertices of Un,k is o(n
−2).
Moreover, λ2 can be chosen to be less than λ.
Remark 2. This says that the probability Un,k contains a pair of vertices not
joined by an edge and lying within distance λ1
√
log n of each other, or a pair
of vertices joined by an edge and lying at distance at least λ2
√
log n from one
another is o(n−2), i.e. a negligible quantity.
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Proof of Lemma 24. We first show that there is a constant λ2 ≤ λ such that the
probability that there is some point in Un with fewer than 0.6 log n vertices of
Un,k within distance λ2
√
log n of itself is o(n−2).
Let Γ denote the intersection of the integer grid Z2 with Un. Let λ′2 = 2
√
e3
pi
and consider any x ∈ Γ. Since M > 50, at least one of the four standard quadrant
quarter discs of radius λ′2
√
log n about x is contained inside Un; call this quarter
disc D. The probability that D contains fewer than 0.6 log n vertices of Un,k is at
most
0.6(log n) exp
(
−piλ
′2
2
4
log n
)
(piλ′22 log n/4)
0.6 logn
(0.6 log n)!
< 0.6(log n) exp
(
−piλ
′2
2
4
(log n) + 0.6(log n) log(
epiλ′22
0.6× 4)
)
< 0.6(log n) exp
(−(e3 − 3) log n)
< 0.6(log n)n−4.
Thus the probability that Γ contains any point with fewer than 0.6 log n vertices
of Un,k within distance λ
′
2
√
log n is less than |Γ| × 0.6 logn
n4
= o(n−2). Since every
point in Un lies at distance at most
√
2 from a point in Γ, this proves our claim
for λ2 = λ
′
2 + 1, say. This is at most e
2, which is less than λ, as required.
Now let us show that there is a constant λ1 such that the probability that there
is some point in Un having more than 0.3 log n vertices of Un,k within distance
λ1
√
log n of itself is o(n−2).
Let Γ again denote the intersection of the integer grid Z2 with Un. Let λ′1 =√
exp(−49/3)
pi
and consider any x ∈ Γ. Let D denote the intersection of the disc
of radius λ′1
√
log n about x with Un. The probability that D contains more than
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0.3 log n vertices of Un,k is at most
|D|d0.3 logne
d0.3 log ne! exp (−|D|) +
|D|d0.3 logne+1
(d0.3 log ne+ 1)! exp (−|D|) + · · ·
<
(piλ′21 log n)
0.3 logn
d0.3 log ne! e
−piλ′21 logn
(
1 +
piλ′21
0.3
+
(
piλ′21
0.3
)2
+ · · ·
)
< exp
(
0.3 log n
(
log
(
piλ′21 log n
)− log (0.3 log n/e)− piλ′21
0.3
))
1
1− piλ′21 /0.3
< exp
(
0.3 log n
(
−49
3
+ log
e
0.3
)
+O(1)
)
< exp (−4 log n+O(1))
= o(n−3)
Thus the probability that Γ contains any point with more than 0.3 log n vertices
of Un,k within distance λ
′
1
√
log n is less than |Γ|×exp (−4 log n+O(1)) = o(n−2).
Now every point in Un lies at distance at most
√
2 from a point in Γ, so this proves
our claim for λ1 = λ
′
1/2, say.
Proof of Theorem 23. Let us assume that there is no point in Un with more than
k vertices of Un,k within distance λ1
√
log n of itself or fewer than k vertices of
Un,k within distance λ2
√
log n of itself. We shall denote by C the set of pointsets
we are thus excluding. By Lemma 24, P(C) = o(n−2).
We consider a perfect tiling of Un into tiles of area
logn
N2
, for some (large)
constant N . Explicitly, we shall choose
N = max(N1, N2, N3),
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where N1, N2 and N3 are the constants
N1 =
⌈√
5/λ1
⌉
+ 1,
N2 =
⌈
2
λ1
+
4
√
5λ2
λ1
2
⌉
, and
N3 =
⌈
1
λ1
2
(
(1 +
√
5)λ1 + λ2 +
√
((1 +
√
5)λ1 + λ2)
2 − (5 + 2
√
5)λ1
2
)⌉
+ 1,
each of which will appear at one of the stages of our argument. The choice of
N ≥ N2 ensures that the inequality
1
N
+
(
4
√
5λ2
N
+
1
N2
)1/2
≤ λ1
holds, while the choice of N ≥ N3 ensures that
1
N2
+
2λ2
N
<
(
λ1 − (1 +
√
5)
N
)2
holds. (Both inequalities clearly hold for all N large enough, and it is easily
checked by solving two quadratic equations that the values of N2 and N3 given
above will do.)
Given a pointset P ⊂ Un, write Un,k(P) for the k-nearest neighbour graph on
P.
Definition 18. For each tile Q, let Bk(Q) be the event that the pointset P
resulting from the Poisson process on Un has the following properties:
(i) P ∈ Bk (i.e. Un,k(P) has at least two connected component contained inside
1
2
Un),
(ii) Q contains no point of P, and
(iii) for any set of points B ⊂ Q, (P ∪B) ∈ Ak (i.e. Un,k(P∪B) has at least one
connected component contained inside 1
2
Un).
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The key step in the proof of Theorem 23 is to show:
Theorem 25.
Bk \ C ⊆
⋃
Q
Bk(Q).
In other words, if Bk occurs we can (except in a negligible proportion of cases)
find an empty tile to which we can add many points and still have Ak occurring
in the resulting pointset. This can be thought of as an analogue of the key
Theorem 11 in Chapter 3.
Proof of Theorem 25. Let P be a pointset for which Bk \ C occurs. Say that a
tile is empty if it contains no point of P. Let X, Y be the vertex sets of two small
connected components of Un,k(P) witnessing Bk. (At least two such components
must exist, though there could potentially be more.)
Let a be a vertex in X ∪ Y nearest to the bottom side of Un. Without loss of
generality, we may assume that a ∈ X. Let E be the horizontal line through a.
Then all points of X and Y must lie on or above E. Now a lies in some tile, Qa
say.
We consider the tiles directly below Qa. Since N ≥ N1 >
√
5
λ1
, the topmost
of these tiles must be empty. There are two cases to consider. Either all tiles
directly below Qa are empty, in which case we let Q denote the one among them
which is incident with the boundary of Un; or there is some tile directly below
Qa, which is nonempty. Then let Q
′ be the topmost of these nonempty tiles, and
let Q denote the (empty) tile directly above it.
Lemma 26.
P ∈ Bk(Q).
Proof. Let B ⊂ Q be a nonempty set of points in Q, and let P′ = P ∪ B. Our
claim is that P′ ∈ Ak. To establish this, it is enough to show that there are no
edges from Y to Y c in Un,k(P
′) (as then Y will be a connected components of
Un,k(P
′) contained inside 1
2
Un).
Since the only edges in Un,k(P
′) that are not also edges of Un,k(P) have at least
one end in Q, it suffices to show no vertex of Y is joined by an edge of Un,k(P
′)
to a point b ∈ B. We split into two cases.
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ab
c
d
e (E)
Figure 4.1: The points a, bc, d and e and the line E.
First of all, suppose Q is incident with the boundary of Un. Since P /∈ C and
λ2 <
M
4
(since λ2 ≤ λ ≤ M160), we know that no point in Q can have any of its k
nearest neighbours inside 1
2
Un and vice-versa. Thus there are no edges from Q to
Y ⊆ 1
2
Un and P
′ ∈ Bk ⊆ Ak as required.
We now turn to the less trivial case where Q is not incident with the boundary
of Un. Then the tile Q
′ directly below Q is nonempty: there exists c ∈ P ∩Q′.
Let R denote the distance between c and its kth nearest neighbour in P. For
any b ∈ B, ||c− b|| ≤
√
5
N
√
log n. Thus the distance between b and its kth nearest
neighbour in P′ will be at most R +
√
5
N
√
log n. Also, ac is not an edge of the
k-nearest neighbour graph on P, whence ||a−c|| ≥ R and ||a−b|| ≥ R−
√
5
N
√
log n
for all b ∈ B.
Now, let b ∈ B ⊆ Q and suppose d is a point lying above E such that d is one
of the k nearest neighbours of b in P′. Our earlier choice of N ≥ N2 ensures the
following holds:
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Claim 1.
||a− d|| ≤ λ1
√
log n.
Remark 3. By our assumption on P (namely our assumption that P /∈ C), this
implies that ad is an edge in Un,k(P). Since a ∈ X it follows that d /∈ Y .
Proof of Claim 1. This is an exercise in Euclidean geometry. (See Figure 4.1.)
We know that ||b − d|| ≤ R +
√
5
N
√
log n. Let e be the foot of the perpendicular
to E which goes through b. As b lies in a tile directly below a’s tile, we have
||a− e|| ≤ 1
N
√
log n. It follows by Pythagoras’s Theorem that
||b− e||2 = ||b− a||2 − ||a− e||2
≥ (R−
√
5
N
√
log n)2 − 1
N2
log n
Now the angle bed is obtuse. Hence,
||e− d||2 ≤ ||b− d||2 − ||b− e||2
≤ (R +
√
5
N
√
log n)2 − (R−
√
5
N
√
log n)2 +
1
N2
log n
=
4
√
5
N
R
√
log n+
1
N2
log n
Finally, we have
||a− d|| ≤ ||a− e||+ ||e− d||
≤ 1
N
√
log n+
(
4
√
5
N
R
√
log n+
1
N2
log n
) 1
2
Now R ≤ λ2
√
log n (since P /∈ C). Substituting this into the above yields
||a− d|| ≤
 1
N
+
(
4
√
5λ2
N
+
1
N2
)1/2√log n,
which by our choice of N ≥ N2 is less than λ1
√
log n.
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On the other hand, suppose d is a point lying above the line E such that b
is one of the k nearest neighbours of d in P′. Then our earlier choice of N ≥ N3
ensures the following holds:
Claim 2.
||a− d|| < ||b− d||.
Remark 4. This implies that a is one of the k nearest neighbours of d in Un,k(P
′),
and hence also in Un,k(P). As a ∈ X it follows that d /∈ Y .
Proof of Claim 2. This is again an exercise in Euclidean geometry. (See Fig-
ure 4.1.) Since b is among the k nearest neighbours of d, it follows that ||b−d|| ≤
λ2
√
log n (since d ∈ P and P /∈ C). Similarly, as ac is not an edge of Un,k(P),
we must have that ||a − c|| ≥ λ1
√
log n. Let e be the foot of the perpendic-
ular to the line E which goes through b. Since the triangle bed is obtuse, we
have ||e − d|| ≤ ||b − d||. As b lies in a tile directly below a’s tile, we have
||a − e|| ≤ 1
N
√
log n. Also, as c lies in a tile directly below b’s tile we have
||b− c|| ≤
√
5
N
√
log n. Thus
||b− e|| ≥ ||a− c|| − ||a− e|| − ||b− c||
≥
(
λ1 − (1 +
√
5)
N
)√
log n
Using again the fact that the triangle bed is obtuse, we have
||b− d||2 ≥ ||b− e||2 + ||e− d||2.
≥
(
λ1 − (1 +
√
5)
N
)2
log n+ ||e− d||2 (1)
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Finally we have
||a− d||2 ≤ (||a− e||+ ||e− d||)2
= ||a− e||2 + 2||a− e|| · ||e− d||+ ||e− d||2
≤ log n
N2
+
2
√
log n
N
||e− d||+ ||e− d||2
≤ log n
N2
+
2λ2 log n
N
+ ||e− d||2, (2)
where the last line follows from the fact that ||e− d|| ≤ ||b− d|| ≤ λ2
√
log n.
Now our choice of N (more specifically our choice of N ≥ N3) guarantees that
1
N2
+
2λ2
N
< (λ1 − (1 +
√
5)
N
)2
so that by comparing (1) and (2) we have
||a− d|| < ||b− d||
as claimed.
As remarked Claim 1 tells us that if d is one of b’s k nearest neighbours in P′
then d is one of a’s k nearest neighbours in P (since P /∈ C) — and in particular
d /∈ Y . On the other hand Claim 2 tells us that if b is one of d’s k nearest
neighbours in P′ then a is one of d’s k nearest neighbours in P — so that again
d /∈ Y .
Combining these two claims, we see that there are no edges between B and
Y in Un,k(P
′), and hence that Y is a connected component of Un,k(P′) contained
inside 1
2
Un. We thus have P
′ ∈ Ak, as claimed.
For every P ∈ Bk \ C, we have thus shown there exists a tile Q such that
P ∈ Bk(Q), proving Theorem 25.
Having established Theorem 25, the rest of the proof of Theorem 23 is straight-
forward. We can consider a Poisson process of intensity 1 on Un as the union of
two independent Poisson processes on Un \Q and Q respectively. Call the corre-
sponding random pointsets P and B respectively. The event Bk(Q) can then be
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considered as a product event
Bk(Q) = {P ∈ B˜k(Q)} × {B = ∅},
where B˜k(Q) is an event depending only on the points inside Un \Q.
We then have
P(Bk(Q)) = P(B˜k(Q))P(B = ∅)
= P(B˜k(Q)) exp
(
− log n
N2
)
≤ P(Ak) exp
(
− log n
N2
)
(3)
where the last line follows from property (iii) of Bk(Q) (which stated that if
Bk(Q) occurs then no matter what points we add to Q, the event Ak will occur
in the resulting modified pointset).
Now
P(Bk) ≤ P(Bk \ C) + P(C)
= P
(⋃
Q
Bk(Q)
)
+ P(C) by Theorem 25
≤
∑
Q
P(Bk(Q)) + P(C)
≤ (MN)2P(Ak) exp
(
− log n
N2
)
+ P(C) by (3)
= (MN)2n−1/N
2P(Ak) + o(n−2) by Lemma 24
This concludes the proof of Theorem 23 with c3 = (MN)
2 and c4 =
1
N2
.
4.3 Proof of the global theorem
In this section we prove our global result, Theorem 20. It will be convenient to
prove something slightly stronger than Theorem 20 (albeit with a more cumber-
some statement), namely:
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Theorem 27. There exist constants γ′1 and c
′
1 > 0 such that for every ε : 0 <
ε ≤ 1
2
, all n > ε−1/γ
′
1 and all integers k ∈ (0.3 log n, 0.6 log n), if
P(Sn,k connected) ≥ ε
holds, then
P(Sn,k contains a pair of small, close components) <
(
log
1
ε
)
n−c
′
1 .
Proof of Theorem 20 from Theorem 27. The proof of Theorem 5 of [21] estab-
lishes that there exists a constant γ > 0 such that for any k ≤ 0.3 log n, the
probability that Sn,k is connected is o(n
−γ). Also, Theorem 13 of [21] shows
that for k ≥ 0.6 log n, the probability that Sn,k contains any small component is
o(n−(0.6 log 7−1)). Thus Theorem 20 is immediate from Theorem 27 together with
an appropriate choice of the constants γ1 and c1.
Proof of Theorem 27 from Theorem 23. Let B be the event that Sn,k contains a
pair of small, close components. We need a few results from Chapter 3 – or
alternatively the paper [80] – relating local connectivity to global connectivity.
Lemma 28 (Lemma 6 of Chapter 3). For any n and any integer k with 0.3 log n <
k < 0.6 log n, the probability that Un,k contains an edge of length at least
M
√
logn
8
is O(n−6).
(Note that as previously remarked our choice of M is slightly different from
what it was in the previous chapter; however the proof of Lemma 6 only used the
fact that M > 30, and so holds in the present setting also.)
To do away with boundary effects, we shall restrict our attention to ‘most’ of
Sn. Let
Tn =
[
M
√
log n,
(⌊ √
n
M
√
logn
⌋
− 1
)
M
√
log n
]2
.
(Note again that as our choice of M in this chapter is slightly larger than it was in
the previous chapter, this Tn is not quite the same as Tn in the previous chapter.
The similarities between the two are however much more significant than their
differences.) The nice feature of Tn is that it is not very close to any of the
boundary of Sn. The following is an easy Corollary of Theorem 1 of [195]:
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Lemma 29. There is a positive constant 0 < c5 < 2 such that if k > 0.3 log n
then the probability that Sn,k contains any small component not wholly contained
inside Tn is O(n
−c5).
As in [24, 80] and Chapter 3, we now define two covers of Tn by copies of
Un. The independent cover C1 of Tn is obtained by covering Tn with copies of
Un with disjoint interiors. The dominating cover C2 of Tn is obtained from C1 by
replacing each square V ∈ C1 by the twenty-five translates V +(iM
√
logn
4
, jM
√
logn
4
),
i, j ∈ {0,±1,±2}. By construction, we have C1 ⊆ C2 and the copies of 14Un
corresponding to elements of C2 cover the whole of Tn. Also |C2| < 25nM2 logn .
We shall write ‘Ak occurs in Ci’ as a convenient shorthand for ‘there is a copy V
of Un in Ci for which the event corresponding to Ak occurs’, and similarly for Bk.
We shall need the following versions of results from Chapter 3 (or alternatively
the paper [80]):
Lemma 30. For all n ∈ N and all integers k with 0.3 log n < k < 0.6 log n, and
c5 as given by Lemma 29,
P(Sn,k not connected) = P(Ak occurs in C2) +O(n−c5).
Proof. Identical proof to that of Theorem 9 in Chapter 3, once our slightly dif-
ferent choices of M , Un, Ak and Tn are taken into account.
Lemma 31. There exists a constant γ′1 > 0 such that for all ε : 0 < ε ≤ 12 , all
integers n > ε−1/γ
′
1 and all integers k with k ∈ (0.3 log n, 0.6 log n), if
P(Sn,k connected) ≥ ε
holds then
P(Ak) ≤ eM
2 log n
n
log
(
1
ε
)
.
Proof. Identical proof to that of the first half of Corollary 10 in Chapter 3, once
the different choices of constants, squares and events are taken into account.
Similarly to Lemma 30, we have
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Lemma 32. For all n ∈ N and all integers k with 0.3 log n < k < 0.6 log n, and
c5 as given by Lemma 29,
P(B) = P(Bk occurs in C2) +O(n−c5).
Proof. Easy modification of the proof of Lemma 30.
Now, fix ε : 0 < ε ≤ 1
2
. Suppose P(Sn,k connected) ≥ ε. Provided n > ε−1/γ′1 ,
we have by Lemma 31 that
P(Ak) <
eM2 log n
n
log
(
1
ε
)
.
Now,
P(B) = P(Bk occurs in C2) +O(n−c5) by Lemma 32
≤ 16n
M2 log n
P(Bk) +O(n−c5)
≤ 16c3
M2
n1−c4
log n
P(Ak) +O
(
max
(
n−c5 ,
n−1
log n
))
by Theorem 23
≤ 16ec3n−c4 log
(
1
ε
)
+O
(
max
(
n−c5 ,
n−1
log n
))
by our bound on P(Ak)
≤ log
(
1
ε
)
n−c
′
1
for all n > ε−1/γ
′
1 and sufficiently small choices of γ′1 > 0 and c
′
1 > 0. This is the
claimed inequality.
4.4 The distribution of the small connected com-
ponents
In this section, we use Theorems 20 and 23 together with a form of the Chen–
Stein Method due to Arratia, Goldstein and Gordon [14] to show that the small
components in Sn,k are asymptotically Poisson distributed in a spatial as well as
a numerical sense.
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The Arratia, Goldstein and Gordon result essentially tells us that if the pres-
ence of one small component in a subregion of area O(log n) does not greatly
increase the chance of having other small components in the same subregion,
then the number of small components is Poisson distributed (just as we would
expect it to be if small components were rare events occurring independently at
random inside Sn).
We thus proceed in two stages. First of all we find a good approximation to
the distribution of the small components of Sn,k using local events. This requires
us to use Theorem 20, amongst other things. Then we adapt our local result
Theorem 23 to show that the local events we define are negatively correlated —
to be more precise, they are independent if sufficiently far apart, and negatively
dependent otherwise. This allows us to apply Arratia, Goldstein and Gordon to
conclude.
4.4.1 Local approximation
We set up some counting functions for the small components. Given a point
x ∈ Sn, let Vn(x) be the square of area
(
4λ
√
log n
)2
centred at x.
(Recall that λ is the constant given by Definition 16 in the chapter outline;
with probability 1−o(n−2) there are no edges of length greater or equal to λ√log n
and not more than one component of diameter greater than λ
√
log n in Sn,k.)
Also let Vn,k(x) be the k-nearest neighbour graph on the set of points placed
inside Vn(x) by the Poisson point process on Sn.
Definition 19. Let Γ be the grid Γ = {x ∈ Z2 : Vn(x) ⊆ Sn}. Given x ∈ Γ,
let the local counting function Y (x) = Yn,k(x) be the random variable taking the
value 1 if there is a connected component H in Vn,k(x) such that H has diameter
less than λ
√
log n and x is the (almost surely unique) member of Z2 closest to
the (almost surely unique) bottom-most vertex of H.
Pick x ∈ Γ and set
p = p(n, k) := P(Y (x) = 1).
Note that P(Y (x) = 1) = P(Y (x′) = 1) for all x, x′ ∈ Γ, so that the definition of
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p is independent of x.
Definition 20. Given x ∈ Γ, let the global counting function X(x) = Xn,k(x)
be the random variable taking the value 1 if there is a connected component H
in Sn,k such that H has diameter less than λ
√
log n and x is the (almost surely
unique) member of Z2 closest to the (almost surely unique) bottom-most vertex
of H.
We shall show that whp the small components of Sn,k are counted exactly by∑
xX(x), and then that whp X(x) = Y (x) for all x ∈ Γ. For this we need some
easy lemmas.
Lemma 33. Suppose Sn,k contains no edge of length greater than λ
√
log n and
that x ∈ Γ is such that Vn,k(x) contains no edge of length greater than λ
√
log n.
Then X(x) = Y (x).
Proof. This is a minor modification of Lemma 8 of Chapter 3.
Lemma 34. Suppose Sn,k has at most one non-small component, no two small
components close together and no small component close to the boundary of Sn.
Then there is (almost surely) a one-to-one correspondence between the small com-
ponents of Sn,k and the x ∈ Γ for which X(x) = 1.
Proof. Almost surely every connected component of Sn,k is counted by at most one
X(x). Since there are no small components close to the boundary, it follows that
every small component is counted by at least one X(x). Finally since there are no
small components close together, every X(x) counts at most one component.
Definition 21. We set D to be a collection of bad events. Let D be the event
that any of the following occur:
(i) Sn,k contains an edge of length at least λ
√
log n
(ii) there is some x ∈ Γ for which Vn,k(x) contains an edge of length at least
λ
√
log n
(iii) Sn,k contains at least two components of diameter at least λ
√
log n
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(iv) Sn,k contains a small component H such that the point of Z2 closest to the
bottom-most vertex of H does not lie in Γ
(v) Sn,k contains at least two components of diameter less than λ
√
log n lying
within distance less than 8λ
√
log n of each other
(vi) Sn,k contains a small component H such that there is more than one element
of Z2 closest to a bottom-most vertex of H
(vii) there is some x ∈ Γ for which Vn,k(x) contains a small component H such
that there is more than one element of Z2 closest to a bottom-most vertex
of H.
Our two previous lemmas have the following corollary:
Corollary 35. Suppose that D does not occur. Then there is a one-to-one cor-
respondence between the small components of Sn,k and the x for which Y (x) = 1.
How large can this bad set D be? All but (v) were shown whp not to occur
in the previous chapter (up to some trivial changes of constants); so all we need
to do is apply Theorem 20.
Lemma 36. There exists a constant c6 > 0 such that if k is an integer with
k ∈ (0.3 log n, 0.6 log n) and P(Sn,k connected) ≥ n−γ1, then
P(D) = o
(
n−c6
)
.
Proof. Provided we choose c6 small enough, this is immediate from the properties
of λ given in Definition 16 (properties (i) and (iii)), Lemma 28 applied n times
(property (ii) – note we use the fact λ2 ≤ λ here), Lemma 29 (property (iv)),
Theorem 20 (property (v)) and the fact that almost surely no point of the Poisson
process falls on the midpoints of two members of Γ and no two points of the
Poisson process fall on the same horizontal line (properties (vi) and (vii)).
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4.4.2 Global approximation
We now study the distribution of Y :=
∑
x∈Γ Y (x). Our aim is to show its law is
Poisson-like. To achieve this we use the Chen–Stein Method [52, 179] in a form
due to Arratia, Goldstein and Gordon [14].
Informally this says that provided that mutually dependent pairs of random
variables Y (x) and Y (x′) are not likely to both equal 1 and that there are not too
many such pairs, then the distribution of Y is approximately Poisson. To state
Arratia, Goldstein and Gordon’s theorem precisely, we need some definitions and
notation.
Let x ∈ Γ. We can consider a Poisson point process on Sn as the union of
independent Poisson point processes on Vn(x) and Sn \Vn(x). By definition Y (x)
is independent of the point process on Sn \ Vn(x).
Set Γx to be the set of y ∈ Γ for which Vn(x)∩Vn(y) 6= ∅; this can be thought
of as the set of possible dependencies for Y (x).
Define
b1 =
∑
x∈Γ
∑
y∈Γx
P(Y (x) = 1)P(Y (y) = 1)
b2 =
∑
x∈Γ
∑
y∈Γx\{x}
P(Y (x) = 1, Y (y) = 1).
Now let µ be the mean of Y ,
µ = EY =
∑
x
Y (x)
= |Γ|p,
and recall from the introduction that Poµ(A) is the probability that a Poisson
random variable with parameter µ takes a value inside the set A.
Then the following holds:
Theorem 37 (Arratia, Goldstein and Gordon [14]).
sup
A⊆N∪{0}
|P(Y ∈ A)− Poµ(A)| ≤ b1 + b2.
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Thus provided we can obtain good upper bounds on b1 and b2, we will be close
to done.
That b1 is small will follow from our assumption that the probability of Sn,k
being connected is not too small. Let c8 > 0 and γ2 > 0 be strictly positive con-
stants chosen sufficiently small to satisfy c8 < min(1, c4, c6) and γ2 ≤ min(γ1, c82 )
respectively.
Lemma 38. There is a constant c7 > 0 such that if γ ≤ min(γ1, c62 ), k ∈
(0.3 log n, 0.6 log n) and P(Sn,k connected) > n−γ, then
p <
c7(log n)
2
n
and µ < c7(log n)
2.
Lemma 39. Suppose k ∈ (0.3 log n, 0.6 log n) and
P(Sn,k connected) > n−γ2 .
Then
b1 = o(n
−c8).
Proof of Lemma 39 from Lemma 38. We have |Γ| ≤ 2n. Also, as Y (x) is inde-
pendent of Y (y) for all y with ||x − y|| > 4√2λ√log n, we have that |Γx| <
256λ2 log n.
Now suppose P(Sn,k connected) > n−γ2 . We have
b1 =
∑
x∈Γ
∑
y∈Γx
P(Y (x) = 1)P(Y (y) = 1)
=
∑
x∈Γ
|Γx|p2
≤ 2n(256λ2 log n)p2
< 512c7
2λ2
(log n)5
n
by Lemma 38
= o(n−c8) for c8 < 1.
We now prove Lemma 38.
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Proof of Lemma 38. Suppose that P(Sn,k connected) > n−γ with γ ≤ min(γ1, c62 ).
Now
P(Sn,k connected) ≤ P({Sn,k connected} ∩Dc) + P(D)
= P({Y = 0} ∩Dc) + P(D) by Corollary 35
≤ P(Y = 0) + P(D).
We have P(Sn,k connected) > n−γ by hypothesis and P(D) = o(n−c6) by Lemma 36,
so that
P(Y = 0) ≥ n−γ + o(n−c6).
Now by definition Y (x) and Y (x′) are independent random variables for any
x, x′ ∈ Γ with ||x− x′|| > 4√2λ√log n. Since there is a set of at least n
1000λ2 logn
members of Γ which are 4
√
2λ
√
log n separated, we have
P(Y = 0) ≤ (1− p)n/1000λ2 logn.
Combining this with the lower bound for P(Y = 0) obtained above, we get
(1− p)n/1000λ2 logn ≥ n−γ + o(n−c6) = n−γ (1 + o(nγ−c6))
so that,
p ≤ − log(1− p)
≤ 1000λ
2γ(log n)2
n
+ o
(
log n
n
nγ−c6
)
<
c7(log n)
2
n
for some suitable constant c7 > 0 (since γ ≤ c62 ). In particular, µ = |Γ|p <
c7(log n)
2.
We now turn our attention to b2. Here we will need to use a variant of
Theorem 23:
Lemma 40. There exists a constant c′3 > 0 such that if k ∈ (0.3 log n, 0.6 log n)
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and x, x′ are points in Γ with x′ ∈ Γx, then
P({Y (x) = 1} ∩ {Y (x′) = 1}) ≤ c′3n−c4P({Y (x) = 1}) + o(n−2).
Proof. Lemma 40 does not follow directly from Theorem 23 since instead of work-
ing with a nice square Un, we begin instead with the union U˜n of two intersecting
squares Vn(x) and Vn(x
′). However only a slight modification of our argument in
the proof of Theorem 23 is needed to establish Lemma 40.
We consider a translate U ′n of Un such that the centre subsquare
1
2
U ′n contains
Vn(x) ∪ Vn(x′). (This is possible since M ≥ 160λ
√
log n while Vn(x), Vn(x
′) have
side-length 4λ
√
log n and ||x − x′|| ≤ 4√2λ√log n.) We consider the k-nearest
neighbour graph U ′n,k on the points placed inside U
′
n by our Poisson process on
Sn.
We can define events Ak(x) and Bk(x, x
′) corresponding to {Y (x) = 1} and
{Y (x) = Y (x′) = 1} in a natural way: for y = x, x′ let Ak(y) be the event that
U ′n,k contains a small connected component H such that y is the unique element
of Z2 closest to a bottom-most point of H, and let Bk(x, x′) be the event that
both of these happen, Bk(x, x
′) = Ak(x) ∩ Ak(x′).
By following exactly the proof of Theorem 23, we get
P(Bk(x, x′)) ≤ c3n−c4P (Ak(x) ∪ Ak(x′)) + o(n−2).
Now all we have to show is thatAk(x) and Ak(x
′) are essentially the same events as
{Y (x) = 1} and {Y (x′) = 1} respectively. This is straightforward from Lemma 8,
Lemma 33 and Lemma 28, which taken together show
P(Ak(x)) = P(Y (x) = 1) + o(n−2),
P(Ak(x′)) = P(Y (x′) = 1) + o(n−2).
Finally
P (Ak(x) ∪ Ak(x′)) ≤ P(Ak(x)) + P(Ak(x′))
so that Lemma 40 follows with c′3 = 2c3.
86
We are now able to bound b2 from above:
Lemma 41. Suppose k ∈ (0.3 log n, 0.6 log n) and
P(Sn,k connected) > n−γ2 .
Then
b2 = o(n
−c8).
As c8 < min(1, c4) and γ2 ≤ min(γ1, c6/2), Lemma 41 comes as a straightfor-
ward consequence of Lemma 40.
Proof. Suppose that P(Sn,k connected) > n−γ with γ ≤ min(γ1, c62 ). Then by
Lemma 38
p < c7
(log n)2
n
.
Now |Γ| < 2n and (as Y (x) is independent of Y (x′) for all x′ with ||x− x′|| ≥
4
√
2λ
√
log n), |Γx| < 256λ2 log n for all x ∈ Γ.
Thus
b2 =
∑
x∈Γ
∑
y∈Γx\{x}
P(Y (x) = 1, Y (y) = 1)
≤
∑
x∈Γ
|Γx|
(
c′3n
−c4p+ o(n−2)
)
by Lemma 40
≤ 512λ2c′3(log n)n1−c
′
4p+ o
(
log n
n
)
by our bounds on |Γ|, |Γx|
< 512λ2c′3c7
(log n)3
nc4
+ o
(
log n
n
)
by our bound on p
= o(n−c8) for c8 < min(1, c4).
Corollary 42. Suppose k ∈ (0.3 log n, 0.6 log n) and P(Sn,k connected) > n−γ2.
Then
sup
A⊆N∪{0}
|P(Y ∈ A)− Poµ(A)| = o(n−c8).
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Proof. The hypotheses of Lemma 39 and Lemma 41 are satisfied, so that b1+b2 =
o(n−c8). Thus by Theorem 37,
sup
A⊆N∪{0}
|P(Y ∈ A)− Poµ(A)| ≤ b1 + b2 = o(n−c8).
4.4.3 Putting it together
We now put the various pieces we have together to prove Theorem 21.
Corollary 42 tells us that Y is approximately Poisson with parameter µ = EY ,
while Corollary 35 tells us that whp Y counts exactly the small components of
Sn,k. Our aim is to show that the number of small components X of Sn,k is
approximately Poisson with parameter ν = ν(n, k), where
ν(n, k) := − logP(Sn,k connected).
Thus what we have left to show is that Poµ and Poν are approximately the
same probability measure. We do this in two stages: first we prove µ and ν are
almost equal, and then use that to show Poµ and Poν are approximately the same.
Let c8 > 0 and γ2 > 0 be the constants defined in the previous subsection.
Recall that they satisfy c8 < min(1, c4, c6) and γ2 ≤ min(γ1, c82 ) respectively.
Lemma 43. Suppose k ∈ (0.3 log n, 0.6 log n) and P(Sn,k connected) > n−γ2.
Then,
ν = µ+ o(n−c8/2).
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Proof. We have
e−ν = P(Sn,k connected)
= P ({Sn,k connected} ∩Dc) + P ({Sn,k connected} ∩D)
= P ({Y = 0} ∩Dc) + P ({Sn,k connected} ∩D) by Corollary 35
= P(Y = 0) + o
(
n−c6
)
by Lemma 36
= e−µ + o
(
max(n−c8 , n−c6)
)
by Corollary 42
= e−µ + o(n−c8) since c8 < c6
Now e−ν > n−γ2 and γ2 < c82 by assumption, so that
µ = − log (e−ν + o (n−c8))
= ν − log (1 + o(n−(c8−γ2)))
= ν + o
(
n−(c8−γ2)
)
= ν + o(n−c8/2)
as claimed.
It readily follows that Poµ and Poν are close to being the same measure.
Corollary 44. If k ∈ (0.3 log n, 0.6 log n) and
P(Sn,k connected) > n−γ2
both hold, then
sup
A⊂N∪{0}
|Poν(A)− Poµ(A)| = o
(
n−c8/2
)
.
Proof. Assume without loss of generality that ν ≥ µ. Then we can consider a
Poisson random variable with mean ν as the sum of two independent Poisson
random variables with means µ and ν − µ respectively. Thus for any set A ⊆
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N ∪ {0},
Poν(A) ≥ Poµ(A)Poν−µ(0)
= Poµ(A) exp(−(ν − µ))
= Poµ(A) + o(n
−c8/2) by Lemma 43.
In the other direction,
Poν(A) ≤ Poµ(A)Poν−µ(0) + Poν−µ ([1,∞))
= Poµ(A) exp(−(ν − µ)) + (1− exp(−(ν − µ))
= Poµ(A) + o(n
−c8/2) by Lemma 43.
Thus for all A ⊆ N ∪ {0} we have
|Poµ(A)− Poν(A)| = o(n−c8/2),
as claimed.
Theorem 21 then follows from the triangle inequality and appropriately small
choices of the constants c2 > 0 and γ2 > 0.
Proof of Theorem 21. Let X = Xn,k denote the number of small components in
Sn,k. Assume P(Sn,k connected) > n−γ2 .
The proof of Theorem 5 of [21] establishes the existence of a constant γ > 0
such that for k ≤ 0.3 log n we have
P(Sn,k connected) = o(n−γ).
Provided γ2 < γ and n is sufficiently large this together with our assumption on
the connectivity of Sn,k guarantees k > 0.3 log n.
Also Theorem 13 of [21] shows that for k ≥ 0.6 log n the probability that Sn,k
contains any small component is o
(
n−(0.6 log 7−1)
)
. Thus if c2 < 0.6 log 7 − 1 =
0.16 . . . and k ≥ 0.6 log n we have
P(X = 0) = 1− o(n−c2)
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and
ν = − log (P(Sn,k connected)) = o(n−c2)
so that
Poν({0}) = 1− o(n−c2)
and
Poν((1,∞)) = o(n−c2).
Thus in this case
sup
A∈N∪{0}
|P(X ∈ A)− Poν(A)| ≤ |P(X = 0)− Poν({0})|+ P(X 6= 0) + Poν((1,∞))
= o(n−c2),
so that the conclusion of Theorem 21 holds in this case.
Now supppose k ∈ (0.3 log n, 0.6 log n).
sup
A∈N∪{0}
|P(X ∈ A)− Poν(A)|
≤ sup
A∈N∪{0}
|P(X ∈ A)− P(Y ∈ A)|+ sup
A∈N∪{0}
|P(Y ∈ A)− Poµ(A)|
+ sup
A∈N∪{0}
|Poµ(A)− Poν(A)|
≤ 2P(D) + o(n−c8/2) by Corollary 35, Corollary 42 and Corollary 44
= o(n−c2) by Lemma 36, provided c2 < min(c6, c8/2).
Thus picking c2 and γ2 to satisfy
0 < c2 < min
(
c6, 0.6 log 7− 1, c8
2
)
and
0 < γ2 < min
(
γ, γ1,
c8
2
)
we are done.
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4.4.4 Process version
Let us conclude this chapter by showing as promised that the locations of the
small components are approximately distributed like a Poisson process.
Let X and Y be the |Γ|-dimensional vectors X = (X(x))x∈Γ and Y =
(Y (x))x∈Γ respectively. We define two Poisson processes on Γ.
Let (Z(x))x∈Γ be a set of |Γ| independent, identically distributed random
variables, with Z(x) ∼ Poisson(p) for every x. (Recall p = p(n, k) = P(Y (x) =
1).) Set Z to be the resulting Poisson process on Γ, Z = (Z(x))x∈Γ.
Similary set p′ = ν/|Γ| and let (Z ′(x))x∈Γ be a set of |Γ| independent, identi-
cally distributed random variables, with Z ′(x) ∼ Poisson(p′) for every x. Set Z′
to be the resulting Poisson process on Γ, Z′ = (Z ′(x))x∈Γ.
Arratia, Goldstein and Gordon [14] gave the following process version of their
Poisson approximation theorem:
Theorem 45 (Arratia, Goldstein and Gordon [14]). Let b1 and b2 be as in The-
orem 37. Then
sup
{
|P(Y ∈ A)− P(Z ∈ A)| : A ⊆ (N ∪ {0})|Γ|
}
≤ 2(b1 + b2).
We shall write D(Y,Z) for the difference
D(Y,Z) := sup
{
|P(Y ∈ A)− P(Z ∈ A)| : A ⊆ (N ∪ {0})|Γ|
}
,
which is known as the total variation distance between the distributions of Y and
Z.
Let us now apply Theorem 45 to prove a process version of Theorem 21:
Theorem 46. Suppose P(Sn,k connected) > n−γ2 . Then
D(X,Z′) = o(n−c2).
Proof. Assume P(Sn,k connected) > n−γ2 . As in the proof of Theorem 21, we
may assume 0.3 log n < k < 0.6 log n provided n is sufficiently large.
We know by Corollary 35 that if Dc does not occur then X = Y. Theorem 45
and the bounds on b1 and b2 we obtained in Lemmas 39 and 41 tell us D(Y,Z)
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is at most o(n−c2). We know by Lemma 43 that ν = µ + o(n−c8/2). Dividing
through by |Γ| we get that
p′ = p+ o(n−(1+c8/2)), (5)
from which it is easy to show that D(Z,Z′) = o(n−c2): running exactly the same
argument as in Corollary 44 but with p and p′ instead of µ and ν, and using (5)
instead of Lemma 43, we get that
sup
A⊂N∪{0}
|P(Z(x) ∈ A)− P(Z ′(x) ∈ A)| = o(n−1−c8/2)
for all x ∈ Γ. Thus
D(Z,Z′) ≤
∑
x∈Γ
sup
A⊂N∪{0}
|P(Z(x) ∈ A)− P(Z ′(x) ∈ A)|
= o(|Γ|n−1−c8/2)
= o(n−c2),
as required.
Putting it all together, we have
D(X,Z′) ≤ D(X,Y) +D(Y,Z) +D(Z,Z′)
≤ 2P(D) + o(n−c2)
= o(n−c2) by Lemma 36, since c2 < c6.
What Theorem 46 effectively says is that the location of the small components
of Sn,k inside Sn is approximately a Poisson point process. Thus the distribution
of the small components is approximately Poisson in both a numerical and in a
spatial sense.
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Chapter 5
Long paths in 1-dependent
percolation
5.1 Chapter outline
Before we can discuss long paths in 1-dependent percolation, which are the subject
of this chapter, we need some standard definitions and notation.
5.1.1 Basic definitions and notation: graphs
Let G be a graph. When there can be no confusion, we shall write xy to denote
the edge {x, y}. A subgraph H of G is a graph H with V (H) ⊆ V (G) and
E(H) ⊆ E(G). The degree d(x) of a vertex x ∈ V (G) is the (possibly infinite)
number of edges containing it. A graph is locally finite if all degrees are finite.
An automorphism of G is a bijection φ : V (G) → V (G) such that φ maps edges
to edges and non-edges to non-edges. We say x, y ∈ V (G) have the same type
if there is an automorphism of G mapping x to y. Having the same type is an
equivalence relation on V (G); we say that G has finite type if it has finitely many
equivalence classes under this equivalence relation.
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5.1.2 Basic definitions and notation: percolation
For historical reasons, percolation theory has slightly a different nomenclature
from graph theory. Vertices and edges are usually called sites and bonds respec-
tively. The graphs considered are usually infinite and highly symmetric objects,
referred to as lattices. The lattices we study in this chapter tend to be infi-
nite, locally finite, connected graphs of finite type. We shall use nice lattice as a
short-hand for graphs satisfying these four conditions.
Percolation theory is (principally) concerned with the study of ‘random sub-
graphs’ of a nice lattice. Given a nice lattice Λ, we call a subset of bonds
F ⊆ E(Λ) a (bond) configuration, and write Ω for the space of all configura-
tions. A (bond) percolation measure is a probability measure µ on Ω.
Percolation measures are most often constructed from cylindrical events : given
a finite set of bonds A ⊆ E(Λ) and a configuration F , write {ω|A = F |A} for the
event that a µ-random configuration ω agrees with F on A. We can define a bond
percolation measure on the whole of Ω by specifying its values on the algebra of
cylindrical events and extending to the σ-algebra they generate.
Given a bond e ∈ E(Λ), we say e is open in a configuration ω if e ∈ ω, and
closed otherwise. The µ-probability of e being open is then µ(e open) = µ({ω :
e ∈ ω}).
A bond percolation measure µ is independent if for all bond configurations F
and all disjoint sets of bonds A,B ⊆ E(Λ)
µ (ω|A∪B = F |A∪B) = µ (ωA = F |A)µ (ω|B = F |B) .
In other words µ is independent if the states (open or closed) of disjoint collections
of bonds are independent when considered as µ-random variables.
Independence is a very strong and useful property. There are however many
natural percolation measures which we are interested in that are not independent.
For example, we could think of the sites as molecules inside a lattice and the bonds
as physical interactions between them. We would then expect there to be some
local dependence: the state of a bond should influence the state of nearby bonds.
On the other hand we would not expect there to be much long-range interaction,
so that bonds which are far apart should be in more or less independent states.
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So as to be able to speak of such local dependence in a precise way, let us
recall Definitions 7 and 8 from Chapter 2 and set them down in the language of
percolation theory.
Let Λ be a nice lattice. Given two sites x, y ∈ V (Λ), their (lattice) distance
d(x, y) is the length of the shortest path in Λ from x to y. Thus for example
d(x, x) = 0 for all x ∈ V (Λ), and d(x, y) = 1 for all y 6= x for which xy is a
bond of Λ. Now, given two bonds e = x1x2 and f = y1y2 we define the distance
between e and f to be
d(e, f) = min
i,j
d(xi, yj).
So for example if e and f share a site d(e, f) = 0, and d(e, f) ≥ 1 if they are site-
disjoint. Finally, given two collections of bonds A and B, we define the distance
between A and B to be
d(A,B) = min
e∈A, f∈B
d(e, f).
So if the bonds in A are site-disjoint from the bonds in B then d(A,B) ≥ 1,
whereas if A and B contain two bonds which share a site then d(A,B) = 0.
Now let k ≥ 0 be a nonnegative integer. A bond percolation measure µ is
k-dependent if for all bond configurations F and all collections of bonds A and
B with d(A,B) ≥ k and A ∩B = ∅ we have
µ (ω|A∪B = F |A∪B) = µ (ω|A = F |A)µ (ω|B = F |B) .
So for example an independent measure is 0-dependent, while a measure where
the state of a collection of bonds is independent from the state of bonds with
which they do not share a site is 1-dependent.
We need to make two more definitions before closing this subsection. First of
all we shall need a notion of density. Given a bond percolation measure µ on a
nice lattice Λ, define the (lower) bond density of µ to be
d(µ) = inf
e∈E(Λ)
µ(e open).
Finally, given a configuration F , we call the connected components in the cor-
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responding subgraph of Λ the open clusters or percolation clusters. If F contains
a connected component containing infinitely many sites, we say that percolation
occurs (in F ). If µ is a k-dependent bond percolation measure on a nice lattice
Λ (with k < ∞), the occurrence of percolation is a tail event, that is, an event
independent of the state of any finite collection of bonds. Indeed if there ex-
ists an infinite component, modifying the state of finitely many bonds will not
change that, and similarly if all components are finite. It follows by a k-dependent
analogue of Kolmogorov’s Zero–One Law that either percolation occurs almost
surely (with µ-probability 1) or almost surely does not occur (i.e. occurs with
µ-probability 0). In the former case we say that the measure µ percolates, while
in the latter case we say that µ fails to percolate or does not percolate.
5.1.3 The problem
Let Λ be a nice lattice, and let µ be a bond percolation measure on Λ.
If µ is independent then, provided d(µ) > 0, we have a strictly positive prob-
ability of having arbitrarily long open paths in a µ-random configuration. Indeed
every nice lattice contains an infinite sequence of distinct vertices x0, x1, . . . span-
ning an infinite path, so that for every L > 0,
µ(∃ open path of length ≥ L) ≥ µ({x0x1}, {x1, x2} . . . {xL−1xL} are open)
≥ d(µ)L > 0.
By contrast if µ is only 1-dependent then we cannot guarantee anything like
this. Consider the following example. Let Λ be the line lattice Z, that is the
integer lattice
(Z, {{m(m+ 1)} : m ∈ Z}).
We define a colouring c : Z → {0, 1} randomly as follows. Let (Xm)m∈Z be a
collection of independent Bernoulli random variables with P(Xm = 1) = P(Xm =
0) = 1/2 for every m ∈ Z. Then
— if m ≡ 0 (mod 4), set c(m) = 0,
— if m ≡ 2 (mod 4), set c(m) = 1, and
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— if m ≡ 1 or 3 (mod 4), set c(m) = Xm.
Now let the state of a bond be open if its endpoints have the same colour, and
closed otherwise. This is easily seen to give rise (via cylindrical events) to a
1-dependent bond percolation measure µ on Z with d(µ) = 1/2; but the µ-
probability of the set of configurations containing an open path of length greater
than or equal to 3 is zero.
The question we are concerned with in this chapter is:
Question 2. Let Λ be a nice lattice and µ a 1-dependent bond percolation measure
on Λ. How large does d(µ) need to be to guarantee
µ(∃ open path of length ≥ L) > 0
for every L > 0? What about if we want to have for every x ∈ V (Λ)
µ(∃ open path of length ≥ L starting from x) > 0
for every L > 0?
To make Question 2 more precise, we define some critical probabilities.
Let Λ be a nice lattice and let µ be a 1-dependent bond percolation measure on
the bonds of Λ. (Though we give all our definitions in the setting of 1-dependent
measures, which are the focus of this chapter, we note that our definitions carry
over mutatis mutandis to the more general setting of k-dependent measures.)
Definition 22. Let L > 0 be a nonnegative integer. We say that µ L-fails at
x ∈ V (Λ) if
µ(∃ open path of length ≥ L starting from x) = 0.
Further, we say that µ L-fails if it L-fails at every x, i.e.
µ(∃ open path of length ≥ L) = 0.
Definition 23. We set p1(L) = p1(L,Λ) and p2(L) = p2(L,Λ) to be the critical
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probabilities
p1(L) := sup{d(µ) : µ L-fails}
p2(L) := sup{d(µ) : µ L-fails at some x ∈ V (Λ)}
respectively, where the suprema are taken over all 1-dependent bond percolation
measures on Λ.
It is immediate from the definition that 0 ≤ p1(L) ≤ p2(L) ≤ 1 for all L ∈ N,
and that p1(L) and p2(L) are nondecreasing functions of L.
Definition 24. We now define the critical probabilities p1 = p1(Λ) and p2 =
p2(Λ) to be
p1 := sup
L>0
{p1(L)}
p2 := sup
L>0
{p2(L)}.
The following characterisation of p1 and p2 in terms of long open paths is
immediate from their definitions. Let Λ be a nice lattice and µ a 1-dependent
bond percolation measure on Λ. Then:
(i) if d(µ) > p1(Λ) then µ(∃ open path of length ≥ L) > 0 for every L > 0;
(ii) if d(µ) > p2(Λ) then µ(∃ open path of length ≥ L starting from x) > 0 for
every x ∈ V (Λ) and L > 0.
Our objective in this chapter is to study p1(Λ) and p2(Λ) for nice lattices Λ,
and determine them where possible. Clearly 0 ≤ p1 ≤ p2 ≤ 1, and in general
p1(Λ) 6= p2(Λ). We defer a rigorous proof of this until Section 4.4, when we will be
able to use the main results of this chapter. For the moment let us only mention
some obvious reasons why these two quantities should be different.
First of all a 1-dependent percolation measures µ on a nice lattice Λ need
not be invariant under automorphisms of Λ. In particular µ can behave quite
differently in the neighbourhoods of different sites. One can thus construct ex-
amples of measures µ designed to ‘entrap’ one particular site x, preventing it
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from connecting to a large component, at the expense of allowing extremely large
components to occur in the rest of the lattice. Such a measure would L-fail at x
for some L > 0 but not L′-fail for any L′ > 0; its bond density would thus be a
lower bound for p2 but not for p1.
Secondly, a lattice could have sites of different types, some of which may be
much easier to isolate than other. To take an example which does not quite fit
into our framework, consider the restriction Q of the square integer lattice to the
top quadrant of sites {(x, y) : x, y ∈ Z≥0}. This is not a lattice of finite type
(each site (x, 0) is of a different type) and sites nearer the axes are much harder
to connect up to large components than sites further inside Q. Thus while long
open paths may be easy to obtain, long open paths at specific types of vertices
may take much longer to appear.
5.1.4 Initial motivation
A classical technique in percolation theory for finding infinite components is
renormalization. Informally when studying a percolation measure µ on a lattice Λ
one uses some ‘nice’ local events to define a new, usually dependent, percolation
measure µ′ and a new lattice Λ′ so that a path in Λ′ gives rise to a (long) path in
the original lattice. For this technique to be effective, one needs either to define
the ‘nice’ local events in such a way that the bond density in the new percolation
measure d(µ′) is very large (at the very least larger by some increment than the
original bond density, so we can iterate the argument) or to ensure in some other
way that long paths do occur with nonzero µ′-probability in Λ′.
For example, Balister, Bolloba´s and Walters used renormalization in [22] to
prove bounds on the critical area for continuum percolation (neither of which we
define here; we refer an interested reader to the paper [22] or the book [35] for
details). As part of their argument they needed to give bounds on the first Harris
critical probability for Z2,
pH1(Z2) = sup{d(µ) : µ does not percolate},
where the supremum is taken over 1-dependent bond percolation measures µ on
Z2. Using renormalization, they proved pH1(Z2) ≤ 0.8639, and noted that sharper
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bounds on pH1 would help improve the accuracy of their results for continuum
percolation.
This kind of example motivates the study of 1-dependent percolation in gen-
eral, and of critical probabilities like p1(Λ) and p2(Λ) in particular. In terms of
the usefulness of applications, we are especially interested in these when Λ is the
line lattice Z or the square lattice Z2.
5.1.5 Connection to extremal multipartite graph theory
Definition 25. Let H be a (possibly infinite) connected graph on the vertex set
V (H). An H-partite graph is a graph G together with a labelled partition
V (G) =
⊔
x∈V (H)
Vx
such that
(1) for every x ∈ V (H), Vx is an independent set (contains no edge of G)
(2) for every xy /∈ E(H), Vx unionsq Vy is an independent set.
In other words, an H-partite graph is a pair (G, θ) where G is a graph and
θ : V (G)→ V (H) is a graph homomorphism, i.e. a map taking edges to edges.
We can think of an H-partite graph G as a copy of H with vertices replaced by
sets of vertices and edges replaced by bipartite graphs.
Definition 26. Let G be an H-partite graph. A set T of vertices from G is
transversal if for every x ∈ V (H),
|T ∩ Vx| ≤ 1.
A subgraph G′ of G is a transversal if its vertex set V (G′) is transversal.
The simplest example of a transversal set is a set of distinct representatives
for the parts of G: for every x ∈ V (H), choose an element tx ∈ Vx. Then the
collection T = {tx : x ∈ V (H)} is a (maximal) transversal set in G. As for
transversal subgraphs they are simply subgraphs of the subgraphs of G induced
by transversal sets. As such, transversal subgraphs are always subgraphs of H.
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Definition 27. A weighted H-partite graph is an H-partite graph G together
with a weight function w : V (G)→ [0, 1] satisfying∑
v∈Vx
w(v) = 1
for all x ∈ V (H). The weight w(uv) of a pair of vertices u, v ∈ V (G) is then
w(uv) =
{
w(u)w(v) if uv ∈ E(G)
0 otherwise
.
We define the edge-density between two parts Vx, Vy to be
d(Vx, Vy) =
∑
u∈Vx,v∈Vy
w(uv).
Finally, the H-partite density of G is
dH(G) = inf
xy∈E(H)
d(Vx, Vy).
A natural way to think of a weighted H-partite graph is as a limit object.
Suppose H is a finite graph, and that G is a finite weighted H-partite graph with
all weights rational. Let N be an integer such that Nw(v) ∈ N for all v ∈ V (G).
Then replace each v by a set Sv of Nw(v) vertices, and make Su unionsq Sv complete
bipartite whenever uv ∈ E(G). This gives us another H-partite G′, for which the
usual notion of edge-density between two parts,
|{uv ∈ E(G′) : u ∈ Vx, v ∈ Vy}|
|Vx||Vy| ,
coincides exactly with our notion of edge-density for the weighted graph G. Sim-
ilarly a weighted H-partite graph with irrational weights can be approximated
with arbitrary precision (from an edge-density perspective) by unweighted H-
partite graphs. An obvious advantage of working with weighted H-partite graphs
rather than ordinary H-partite graphs is that they do away with finite size ef-
fects, so that optimal densities can be achieved by considering only finitely many
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x0 x1 x2
y1 y2 y3
Figure 5.1: The P3-partite graph G.
vertices and solving a finite optimisation problem.
Let us give a few examples. For H = K2, i.e. the graph on two vertices
consisting of exactly one edge, the H-partite graphs are exactly the bipartite
graphs, while more generally for H = Kt, the complete graph on t vertices, the
H-partite graphs are exactly the t-partite graphs.
For H = P3, the path of length 3, an example of an H-partite graph is given
by
G = ({x0, x1, y1, x2, y2, y3}, {x0x1, x1x2, y1x2, y1y2, y2y3}),
with partition V0 = {x0}, V1 = {x1, y1}, V2 = {x2, y2} and V3 = {y3}. (See
Figure 5.1.5.) Note that the transversals of G do not contain a path of length 3.
Let p = (−1 +√5)/2. Then the weight function w defined by
w(x0) = 1
w(x1) = p w(y1) = 1− p
w(x2) = 1− p w(y2) = p
w(y3) = 1
makes G into a weighted P3-partite graph with P3-partite density d
P3(G) =
min(p, 1− p2, p) = p.
A very natural Tura´n-type question to ask in the setting of weighted H-partite
graphs is:
Question 3. Let F be a family of subgraphs of H and let G be a weighted H-
partite graph. How large does dH(G) need to be to guarantee that G contains a
member of F as a transversal subgraph?
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Definition 28. Let H be a graph and let F be a family of subgraphs of H. We
say that an H-partite graph G has F-free transversals if it does not contain a copy
of a member of F as a transversal subgraph. Following Bondy, Shen, Thomasse´
and Thomassen [43], we define the Tura´n H-partite density of F to be
piH(F) = sup
(
dH(G) : G weighted H-partite with F-free transversals.
)
Question 3 thus asks us to determine piH(F). For some families F and graphs
H, this turns out to be quite closely related to the questions on 1-dependent
percolation we are studying in this chapter. Indeed, given a weighted H-partite
graph G we have a natural way of defining a 1-dependent percolation measure
µ on H: for every site x ∈ H independently select a distinct representative vx
from Vx at random, with P(vx = v) = w(v) for every v ∈ Vx. Then set a bond
xy ∈ E(H) to be open if and only if vxvy is an edge of G. The measure µ is easily
seen to be 1-dependent, and to have bond density d(µ) = dH(G). Moreover the
open µ-percolation subgraphs are transversals subgraphs of G, so that if G had,
say, PL-free transversals for some L then µ is L-failing as a 1-dependent bond
percolation measure.
This trick of constructing a 1-dependent measure on a graph from an under-
lying weighted multipartite graph is well-known and often very useful. We refer
to it as the correspondence trick. By stitching together copies of finite graphs we
can use it to prove lower bounds for p1(Λ) or p2(Λ) when Λ is an infinite lattice.
For instance when Λ = Z, the line lattice, we have:
Lemma 47.
piPl(Pl) ≤ p1(2l − 1,Z).
Proof. Suppose we are given a weighted Pl-partite graph G with Pl-free transver-
sals and partition
V (G) = V0 unionsq V1 unionsq V2 unionsq . . . unionsq Vl.
We build a weighted Z-partite graph G˜ from G with partition
V (G˜) =
⊔
n∈Z
Un
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as follows. For every n ∈ N, there is a unique element of i ∈ {0, 1, . . . 2l} such
that n ≡ i (mod 2l). Then set
Un =
{
Vi if 0 ≤ i < l, and
V2l−i if l ≤ i ≤ 2l.
The copies of Vi thus appear in the doubly infinite sequence (Un)n∈Z as:
. . . V1 V0 V1 V2 . . . Vl−1 Vl Vl−1 . . . V2 V1 V0 V1 . . . .
The weight function w on G gives us a weight function w˜ on G˜ in the natural
way: if Un is a copy of Vi, then the values taken by w˜ on Un are given by the
values taken by w on Vi. The edges of G˜ are also given by the edges of G: if
Un and Un+1 are adjacent parts in G˜ with Un and Un+1 being copies of Vi and
Vj respectively, set the bipartite graph on Un unionsq Un+1 to equal the corresponding
bipartite subgraph of G induced by Vi unionsq Vj.
We have thus obtained a weighted Z-partite graph by stitching together many
copies of the weighted Pl-partite graph G. By the correspondence trick, this
gives rise to a 1-dependent bond percolation measure µ on Z with bond-density
d(µ) = dH(G).
Moreover as G had Pl-free transversals it readily follows that the sum of the
lengths of the leftward and the rightward open paths from a site n ∈ Z is at
most 2(l − 1): consider a vertex u in Ui, for 0 ≤ i ≤ l. It cannot reach both U0
and Ul by transversal paths. So the contribution of U0 . . . Ul to the length of a
transversal path through u is at most l − 1. Now any leftward transversal path
from U0 must stop before it reaches U−l, and similarly any rightward transversal
path from Ul must stop before it reaches U2l. Since u can reach at most one of
U0 and Ul by a transversal path, this adds at most l−1 to the length of a longest
transversal path through u.
It follows in particular that for our percolation measure µ there are no open
paths of length 2l − 1, so that d(µ) ≤ p1(Z, 2l − 1). The lemma follows.
Corollary 48.
lim
l→∞
piPl(Pl) ≤ p1(Z).
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Proof. This follows from Lemma 47. We just need to note that
piPl(Pl) ≤ piPl+1(Pl+1) ≤ 1
so that the limit on the left hand side of the equation does exist. To see that
piPl(Pl) ≤ piPl+1(Pl+1), observe that we can use a weighted Pl-partite graph with
Pl-free transversals and Pl-partite density d to make a weighted Pl+1-partite graph
with Pl+1-free transversals and Pl+1-partite density at least d: just add a new part
Vl+1 consisting of a single vertex with weight one, and put in all possible edges
between Vl and Vl+1.
Of course, 1-dependent bond percolation measures and weighted H-partite
graphs are not the same in general. Here is an easy example where they differ:
let K3 denote the complete graph on three vertices (i.e. the triangle). It is an
easy exercise to show that piK3(P2) = 1/4, with the optimal construction given
by the K3-partite graph G with tripartition
V (G) = {x1, x2} unionsq {y1, y2} unionsq {z1, z2},
edges
E(G) = {x1y2, y1z2, z1x2}
and the weight of all vertices set to 1/2.
On the other hand, since the edges of K3 are pairwise intersecting we can
define a 1-dependent probability measure on the edges of K3 with bond density
1/3 and no open P2. Explicitly, let ei, i = 1, 2, 3 denote the edges of K3 , and
let Fi be the event that ei is open and the other edges are closed. Then set µ
to be the probability measure on subsets of E(K3) defined by µ(Fi) = 1/3 for
i = 1, 2, 3.
5.1.6 Nontransitive dice
The problem of determining piCl(Cl) has received a particular amount of atten-
tion due to its connection with nontransitive dice, a mathematical curiosity. A
set of l nontransitive dice is an ordered set of l dice D0, D2, . . . Dl−1 such that
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P(D0 beats D1), P(D1 beats D2), . . . P(Dl−1 beats D0) are all strictly greater
than 1/2. Thus the relationship ‘is expected to beat’ is nontransitive, contrarily
to what one might naively have expected.
We can think of a set D of l nontransitive dice as a Cl-partite graph in the
obvious way: each face of the die Di corresponds to a vertex in the part Vi with
weight 1
#{faces of Di} . We then set an edge between u ∈ Vi and v ∈ Vi+1 if the value
on face u of the die Di beats the value on face v of the die Di+1. (And similarly
if u ∈ Vl−1 and v ∈ V0.)
Since not all of the events ‘D0 beats D1’, ‘D1 beats D2’, . . . , ‘Dl−1 beats
D0’ can occur simultaneously (on any roll there must be a die which isn’t beaten
by any other), it readily follows that this gives a weighted Cl-partite graph with
Cl-free transversals.
Write d(D) for the Cl-partite density of the Cl-partite graph corresponding
to the set of nontransitive dice D. This density d(D) is a lower-bound on the
probability that Player 2 wins the following rather unfair two-player game: Player
1 chooses a die Di from D, whereupon Player 2 is given the die Di+1, both roll
their die and whoever of the two has the highest roll wins. There are a number
of natural questions to ask about this game:
(1) How unfair can we make it? That is, how high can we make d(D)?
(2) Suppose we are restricted to having at most l dice in our collection. How
unfair can we make the game then?
(3) Suppose we are restricted to dice having at most d faces each. How unfair
can we make the game then?
In this chapter, we will only be interested in the first two of these questions,
though the third has sufficiently enticed some as to allow for a viable commercial
production of nontransitive dice sets (Efron’s dice, Miwin dice . . .). The quantities
questions (2) and (1) implicitly ask us to determine are
b(l) = sup{d(D) : D is a collection of at most l nontransitive dice}
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and
b(∞) = sup
l∈N
b(l)
respectively. The correspondence we established between nontransitive dice and
Cl-partite weighted graphs has the following corollary:
Corollary 49. For all l ∈ N
b(l) ≤ piCl(Cl).
Nontransitive dice do not coincide perfectly with weighted Cl-partite graphs
with Cl-free transversals, however. We can consider the 6-cycle C6 as a C3-partite
graph with no C3 transversal by choosing the tripartition
V (C6) = {1, 4} unionsq {2, 5} unionsq {0, 3}.
This is C3-free since C6 is C3-free, but cannot be interpreted as representing the
beating/beaten relation between a set of three nontransitive dice since we would
have ‘face 1’ of Die 0 beats ‘face 2’ of Die 1, which beats ‘face 3’ of Die 2, which
beats ‘face 4’ of Die 0, which beats ‘face 5’ of Die 1, which beats ‘face 0’ of Die
2, which beats ‘face 1’ of Die 0, which is not possible. (Since ‘face 1’ of Die 0
cannot be beaten by anything it beats or anything beaten by what it beats.)
5.1.7 Previous known results
The first occurence of nontransitive dice in the literature as far as we are aware
is in a 1959 paper of Steinhaus and Trybula [180], where they gave the first
example of the Steinhaus-Trybula paradox : three nonnegative bounded discrete
independent random variables X1, X2, X3 such that all of P(X1 > X2), P(X2 >
X3) and P(X3 > X1) are strictly greater than 1/2.
The value of b(3) was subsequently determined to be (−1 + √5)/2 by Try-
bula [188]; for its part, b(∞) was independently shown to equal 3/4 by Li-
Chien [131], Trybula [189] and Usiskin [191]. The next major advance on the
questions of interest to us is due to Bondy, Shen, Thomasse´ and Thomassen [43]
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in 2006, who showed that
piC3(C3) = b(3) =
−1 +√5
2
,
strengthening the result of Trybula [188].
More recently still, Nagy [146] launched an investigation into piH(H) for gen-
eral H. In addition to giving general bounds on piH(H) in terms of the maximal
eigenvalue of H and the maximum degree of H, Nagy determined piH(H) exactly
when H is a tree or a cycle.
Theorem 50. [Nagy [146]]
piPl+1(Pl+1) = pi
Cl(Cl) = 1− 1
4 cos2(pi/(l + 2))
.
In particular this implies limr→∞ piCl(Cl) = 3/4. As Nagy’s construction of Cl-
partite graphs are straightforwardly approximated by collections of nontransitive
dice, this generalises all the earlier results.
Finally, let us mention the recent work of Pfender [152], who showed that for
all sufficiently large n,
piKn(Kt) =
t− 2
t− 1 .
This can be thought as a Kn-partite analogue of the Erdo˝s–Stone theorem, which
is discussed in greater detail in the next chapter.
5.1.8 Results and structure of the chapter
The results in this chapter are part of joint (and ongoing) work of the author
with Walters [79]. In Section 2, we present a proof of
p1(Z) = p2(Z) = 3/4
due to Balister, Bolloba´s and Walters. By our remarks in Sections 1.5, this
generalises the earlier result on limr→∞ piPl(Pl) due to Nagy [146]. Moreover the
proof, given in the language of percolation, is qualitatively different and short.
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We then turn our attention to the ladder lattice Z× P1 in Section 3, proving
the main result of this chapter:
p2(Z× P1) ≤ 2/3.
Finally in Section 4 we give various bounds and constructions for the cylindrical
lattices Z × Cl and the square lattice Z2. Of chief interest amongst these is our
proof that
p2(Z2) ≥ 4− 2
√
3 = 0.535898 . . . .
In fact our construction also shows pT1(Z2) ≥ 4 − 2
√
3, where pT1 is the first
1-dependent analogue of the Temperley critical probability which we defined at
the end of Section 3.3 in Chapter 2.
We also give an example of a nice lattice Λ with p1(Λ) < p2(Λ) and discuss
when equality can occur. We end the chapter with some questions and conjec-
tures.
5.2 The line lattice
Let Z denote the line lattice (Z, {m(m+ 1) : m ∈ Z}). In this section our main
purpose is to give a short unpublished proof due to Balister, Bolloba´s and Walters
of the following theorem:
Theorem 51.
p1(Z) = p2(Z) = 3/4.
Proof of the upper bound. We shall show that for any 1-dependent percolation
measure µ on Z with d(µ) ≥ 3/4 and any x ∈ Z, L ∈ N, there is a strictly
positive µ-probability of having an open path of length L starting from x.
Assume without loss of generality that x = 0 and write q for 1−d(µ). Suppose
q ≤ 1/4. For n = 1, 2, . . . , let En be the event
En = {the bond (n− 1)n is open}
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and set
qn =
{
µ(Ecn|
⋂
i<nEi) if µ(
⋂
i<nEi) > 0,
1 otherwise.
Observe that qn < 1 implies there is a strictly positive µ-probability of a rightward
open path from 0 of length n.
We show by induction that in fact qn < 1/2 for all n. First of all we have
q1 = µ(E
c
1) ≤ q < 1/2,
so our claim holds in the base case. Now for n > 1,
qn =
µ
(
Ecn ∩ (
⋂
i<nEi)
)
µ
(⋂
i<nEi
)
≤ µ
(
Ecn ∩ (
⋂
i<n−1Ei)
)
µ
(⋂
i<nEi
)
=
µ (Ecn)
µ
(
En−1|
⋂
i<n−1Ei
) since µ is 1-dependent
=
µ (Ecn)
1− qn−1
≤ q
1− qn−1
Then qn−1 < 1/2 implies qn < 2q. Since q ≤ 1/4 we have qn < 1/2 as well,
proving our claim by induction.
This upper bound proof is very similar to one of the standard proofs of the
Lova´sz local lemma [68]. Moreover one can read out a lower bound construction
from it.
Proof of the lower bound. We shall construct for any ε > 0 with ε < 3/4 a 1-
dependent bond percolation measure µ on Z with d(µ) ≥ 3
4
− ε such that µ
L-fails for some L > 0.
Pick ε : 0 < ε < 3/4, and set q = 1/4 + ε. Let fq denote the function
fq : x 7→ q
1− x.
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We define a sequence (qn)n∈Z≥0 as follows: let q0 = 0 and for n > 0 let
qn =
{
fq(qn−1) if qn−1 < 1 and fq(qn−1) ≤ 1 both hold
1 otherwise.
We claim that qL = 1 for some L ≥ 1. Indeed, consider the difference fq(x)−x
when 0 ≤ x < 1:
fq(x)− x = (q − 1/4) + (x− 1/2)
2
1− x
> ε,
thus certainly qd1/εe = 1. Let L be the least integer for which qL = 1.
Now let X0, X1, . . . XL be a collection of L+ 1 independent Bernoulli random
variables, with P(Xi = 0) = qi and P(Xi = 1) = 1 − qi for all i : 0 ≤ i ≤ L.
We define a 1-dependent bond percolation measure µ on the subset of the integer
lattice {0, 1, . . . L} by setting the bond i(i + 1) to be open if Xi ≤ Xi+1, and
closed otherwise.
Since q0 = 0 and qL = 1, it follows that X0 = 1 and XL = 0, whence there
cannot be an open path from 0 to L. What is more, the probability of a bond
i(i+ 1) being open is:
µ(i(i+ 1) open) = P(Xi = 0) + P(Xi = 1, Xi+1 = 1)
= P(Xi = 0) + P(Xi = 1)P(Xi+1 = 1)
since Xi and Xi+1 are independent
= qi + (1− qi)(1− qi+1)
≥ qi + 1− qi − q
since qi+1 ≤ q
1− qi
= 1− q.
Thus d(µ) ≥ 3/4− ε.
All we have left to do now is to stitch together a bond percolation measure on
Z from copies of our bond percolation measure on {0, 1, 2 . . . L}, just as we did
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in the proof of Lemma 47. We still have bond density at least 3/4− ε, and since
for every vertex x ∈ Z the open rightward and leftward paths in the resulting
percolation measure both have length strictly less than L, it follows that this
percolation measure 2L-fails (in fact 2L− 1-fails). This proves the theorem.
We should note here that the lower bound construction on {0, 1, . . . L} , nat-
urally understood as a weighted PL-partite graph, is identical to the construction
of Nagy [146] for the piPL(PL) problem. What is more, once the construction
is optimised for a fixed L, our upper bound argument shows it is best possible.
Thus we can compute the value of piPL(PL) for all L, and, using the result of Nagy
that piCL(CL) = pi
PL+1(PL+1), we can recover all of the previously known results
from this argument.
As an example of this, let us show that piP3(P3) = (−1 +
√
5)/2. In our lower
bound construction we set X0 = 1, X1 = 1 with probability p and 0 otherwise,
X2 = 1 with probability 1− p and 0 otherwise, and finally X3 = 0. This yields a
weighted P3-partite graph with no P3 transversal and P3-partite density
d = min(p, 1− p2, p).
This is maximised when p = 1 − p2, when we attain a density of (−1 + √5)/2
as claimed. Our upper bound argument then shows us we cannot do better.
(Explicitly, it tells us that q = 1 − d(µ) in a 1-dependent measure µ on P3 with
no open P3 must satisfy
1 ≤ q3 ≤ q
1− q/(1− q) ,
whence q ≥ (3−√5)/2.)
5.3 The ladder lattice
In this section we study the ladder lattice Λl = Z× P1, i.e. the lattice with sites
in Z × (Z/2Z) and bonds x(x + (1, 0)) and x(x + (0, 1)), x ∈ Z × (Z/2Z). Our
main result is the following:
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· · ·· · ·
· · ·· · ·
Figure 5.2: The ladder lattice
Theorem 52.
p2(Λl) ≤ 2
3
.
Proof. Let Sn = {(n, 0), (n, 1)}. Our main aim in this proof is to show that for
any L ∈ N and any 1-dependent measure µ on Λl with d(µ) ≥ 2/3, there is a
strictly positive µ-probability of having open paths from S0 to both of the sites
in SL. From there the result will easily follow.
Let µ be a 1-dependent bond percolation measure on Λl with d(µ) = p ≥ 2/3.
For n = 0, 1, 2, . . . , let
Hn = {≥ 1 of the horizontal bonds (n, 0)(n+ 1, 0) and (n, 1)(n+ 1, 1) is open}
Vn = {the vertical bond (n, 0)(n, 1) is open}
An = {∃ an open path in {0 . . . n} × {0, 1} from S0 to Sn = {(n, 0), (n, 1)}}
Bn = {∃ open paths in {0 . . . n} × {0, 1} from S0 to both of (n, 0) and (n, 1)}
and
Xn = An ∩
(⋂
i<n
Bi
)
,
Yn =
⋂
i≤n
Bi.
For n ≥ 1, set
xn =
{
µ(Xcn|Yn−1) if µ(Yn−1) > 0
1 otherwise
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and
yn =
{
µ(Y cn |Xn) if µ(Xn) > 0
1 otherwise.
Similarly to the proof of Theorem 51, yn < 1 implies that there is a strictly
positive µ-probability of open paths from S0 to both of the sites in Sn. Our aim
is to prove xn and yn are both strictly less than 1 for all n ∈ N. To this end,we
give two recurrence bounds for xn and yn.
Lemma 53. If yn < 1, then
xn+1 ≤ (1− p)
2
p− xn .
Proof. First of all,
µ(Xcn+1 ∩ Yn) = µ(Hcn ∩ Yn)
≤ µ(Hcn ∩ Yn−1)
= µ(Hcn)µ(Yn−1) as µ is 1-dependent
≤ (1− p)2µ(Yn−1). (1)
Secondly,
µ(Yn|Yn−1) ≥ µ(Vn|Yn−1)− µ(Xcn|Yn−1)
= µ(Vn)− µ(Xcn|Yn−1) as µ is 1-dependent
≥ p− xn. (2)
Putting these two bounds together, we have
xn+1 = µ(X
c
n+1|Yn) as µ(Yn) > 0 (since yn < 1)
=
µ(Xcn+1 ∩ Yn)
µ(Yn)
≤ (1− p)
2
µ(Yn|Yn−1) by (1)
≤ (1− p)
2
p− xn by (2).
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Lemma 54. If xn < 1, then
yn ≤ 1− p
1− xn .
Proof. This is straightforward. Since xn < 1, we have µ(Xn) > 0 and
yn = µ(Y
c
n |Xn)
≤ µ(V
c
n ∩Xn)
µ(Xn)
≤ µ(V
c
n ∩ Yn−1)
µ(Xn)
=
µ(V cn )
µ(Xn|Yn−1) as µ is 1-dependent
≤ 1− p
1− xn .
We are now ready to prove the key step in the upper bound proof:
Lemma 55. For all n ∈ N,
xn < 1− p and yn < 1.
Proof of Lemma 55. Observe that the case p = 1 is trivial: if p = 1, all bonds are
open and xn = yn = 0 for all n. So we may assume in the proof that 2/3 ≤ p < 1.
We use induction on n.
For n = 1, we have
x1 = P(Hc1) ≤ (1− p)2,
116
which is strictly less than 1− p (since 0 < p < 1). Also,
1− y1 = P(B1|A1)
≥ P(B1)
≥ P(both bonds from S0 to S1 are open)
≥ p2,
whence y1 ≤ 1− p2 < 1 (since p > 0). Thus our claim holds in the base case.
For the inductive step for xn+1, we use Lemma 53 together with our inductive
hypothesis that xn < 1− p:
xn+1 ≤ (1− p)
2
p− xn by Lemma 53
<
(1− p)2
2p− 1 by the inductive hypothesis.
Thus
1− p− xn+1 > 1− p− (1− p)
2
2p− 1
=
(1− p)(3p− 2)
(2p− 1)
≥ 0 since 2
3
≤ p < 1,
as desired.
For the inductive step for yn+1 we use Lemma 54 together with our inductive
hypothesis that xn+1 < 1− p:
yn+1 ≤ 1− p
1− xn+1 by Lemma 53
<
1− p
p
by the inductive hypothesis
≤ 1
2
since
2
3
≤ p,
which is strictly less than 1, as desired.
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With Lemma 55 in hand we are done. Indeed Lemma 55 shows
p1(Λl) ≤ 2/3.
To establish p2(Λl) ≤ 2/3, observe that yL < 1 implies there is a strictly positive
µ-probability that both of (L, 0) and (L, 1) can reach a site at distance at least L
away by an open path. Thus we see (by translating the origin if necessary) that
for every site x of Λl there is a strictly positive µ-probability of an open path of
length at least L starting from x. This proves
p2(Λl) ≤ 2/3,
as claimed.
We strongly believe that the upper bound we have just proved is sharp, and
indeed that p1 and p2 are the same for the ladder lattice:
Conjecture 4.
p1(Λl) ≥ 2
3
.
Perhaps a careful analysis of our upper bound argument could be used to
establish the truth of this conjecture. Though we have been unable to settle it
ourselves, we have found constructions that show p1(Λl) ≥ 2/3−10−9, suggesting
that at least Conjecture 4 is not too far off from the truth.
5.4 Other lattices and other questions
In the last section of this chapter, we turn to other lattices and questions. We give
lower bound constructions for p1(Λ) when Λ is a cylindrical lattice Z × Ck, the
double ladder Z× P2 and the square lattice Z2. In all but the latter case, we do
this by constructing an L-failing 1-dependent bond percolation measure on some
finite segment of the lattice, then stitching together independent translates of it
to obtain a measure on the whole lattice, just as we did in the proof of Lemma 47.
As in Theorem 51, our constructions are ‘state’-based: we assign random variables
(states) to the sites, and set a bond to be open or closed according to some rule
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depending only on the states of its sites. Our constructions can thus be naturally
interpreted as weighted multipartite graphs.
We end the chapter in Section 4.4 with some additional questions and remarks.
In particular we give an example of a nice lattice Λ with p1(Λ) < p2(Λ) and discuss
when we expect inequality to occur in general.
5.4.1 Cylindrical lattices
In this subsection, we consider the cylindrical lattice Z × Ck, where Ck is the
cycle of length k defined in Section 1.6.
Theorem 56. For every k ∈ N,
p1(Z× Ck) ≥ 4− 2
√
3 = 0.53589 . . . .
We shall give two different constructions attaining this bound. (We shall use
variants of these two constructions on the square lattice and on the double ladder,
which is why we present both of them here.)
Proof 1. We construct a 1-dependent bond percolation measure on P3×Ck such
that there is no open path from the leftmost sites (the sites with x-coordinate 1)
to the rightmost sites (the sites with x-coordinate 4). To each site v = (x, y) we
independently and randomly assign a state Xv as follows:
— if x = 1, then let Xv = 2;
— if x = 2, then let Xv = 2 with probability p, else let Xv = 0;
— if x = 3, then let Xv = 2 with probability s, else let Xv = 1;
— if x = 4, then let Xv = 1.
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The possible states are thus, when arranged in space,
2 20 21 1
2 20 21 1
...
...
...
...
2 20 21 1.
Now set the states of bonds to be open or closed according to the following rules:
— set a horizontal bond vv′ with v′ = v + (1, 0) to be open if Xv ≤ Xv′ and
closed otherwise;
— set a vertical bond vv′ with v′ = v + (0, 1) to be open if Xv = Xv′ 6= 0 and
closed otherwise.
Lemma 57. There is no open path from the leftmost sites to the rightmost sites.
Proof of Lemma 57. Starting from a site in state 2 the first state other than 2
that one can reach is 0. However sites in state 0 have degree 1 and so, having been
reached, are dead ends. Thus in particular starting from the leftmost sites one
cannot reach sites in state 1 and hence one cannot reach the rightmost sites.
Thus what we have described gives rise (by stitching finite segments together
as in Lemma 47) to a 1-dependent percolation measure µ on Z×Ck which L-fails
for some L > 0 (explicitlyL = 5k) and has bond density
d(µ) = min
(
1, p, p2, 1− p+ ps, s2 + (1− s)2, 1− s, 1) .
Setting
p =
√
3− 1 = 0.73205 . . . ,
s = (
√
3− 1)/2 = 0.36602 . . . ,
we get
4− 2
√
3 = p2 = 1− p+ ps = s2 + (1− s)2 < 1− s < p,
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so that p1(Z× Ck) ≥ d(µ) = 4− 2
√
3 = 0.53589 . . . as claimed.
Proof 2. We construct a 1-dependent bond percolation measure on P4×Ck such
that there is no open path from the leftmost sites (the sites with x-coordinate 1)
to the rightmost sites (the sites with x-coordinate 5). To each site v = (x, y) we
independently and randomly assign a state Xv as follows:
— if x = 1, then let Xv = 3;
— if x = 2 and y is even, then let Xv = 3 with probability p, else let Xv = 0;
— if x = 2 and y is odd, then let Xv = 3 with probability p, else let Xv = 1;
— if x = 3, then let Xv = 3 with probability (1−u)/2, Xv = 2 with probability
u and Xv = 1 with probability (1− u)/2;
— if x = 4, and y is even then let Xv = 4 with probability 1 − p, else let
Xv = 1;
— if x = 4, and y is odd then let Xv = 3 with probability 1−p, else let Xv = 1;
— if x = 5, then let Xv = 1.
The possible states are thus, when arranged in space:
3 30 321 41 1
3 31 321 31 1
...
...
...
...
...
3 31 321 31 1
3 30 321 41 1.
Now set the states of bonds to be open or closed according to the following
rules:
— set a horizontal bond vv′ with v′ = v + (1, 0) to be open if Xv ≤ Xv′ and
closed otherwise;
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— set a vertical bond vv′ with v′ = v+ (0, 1) to be open if the topmost site v′
is in state Xv′ = 2 or if the two sites are in the same state Xv = Xv′ and
that state is not 0 or 4, and set it to be closed otherwise.
Lemma 58. There is no open path from the leftmost sites to the rightmost sites.
Proof of Lemma 58. First of all observe that if a site (2, y) is in state 0 or 1,
then it is incident with exactly one open bond (the horizontal bond to the right),
and thus constitutes a dead-end as far as crossing from the leftmost sites to the
rightmost sites is concerned. Similarly if a site (4, y) is in state 3 or 4, then it is
incident with exactly one open bond (the horizontal bond to the left) and so is a
dead-end.
Next, note that if a site v = (3, y) is in state 2, then the horizontal bonds
from it are open if and only if they lead to dead-end sites, while the vertical bond
above it v(v + (0, 1)) is open if and only if v + (0, 1) is also in state 2.
Now an open path from the leftmost sites must begin in state 3. Ignoring
dead-end sites, the only way it can reach a site in a state other than 3 is by going
up a vertical bond v(v + (0, 1)) to reach a site v + (0, 1) in state 2. However
by our observation v + (0, 1) can only reach dead-end sites using its horizontal
bonds, and the remaining vertical bond (v+ (0, 1))(v+ (0, 2)) is open if and only
if v+ (0, 2) is also in state 2. Repeating our argument we see that all of the sites
we can reach are either in a dead-end state or in states 3 or 2. Since the rightmost
sites are in state 1, if follows that there is no left-to-right crossing of the cylinder
P4 × Ck.
Thus what we have described gives rise to a 1-dependent percolation measure
µ on Z × Ck which L-fails for some L > 0 (explicitly L = 7k) and has bond
density
d(µ) = min
(
1, p, p2, p
(1− u)
2
+ 1− p, u+ 2
(
1− u
2
)2)
.
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Setting
p =
√
3− 1 = 0.73205 . . . ,
u = 2−
√
3 = 0.26794 . . . ,
we have
4− 2
√
3 = p2 = p
(1− u)
2
+ 1− p = u+ 2
(
1− u
2
)2
< p < 1,
so that p1(Z× Ck) ≥ d(µ) = 4− 2
√
3 = 0.53589 . . . as claimed.
5.4.2 The double ladder
The double ladder is the lattice Z × P2. Obviously Z × Pk is a sublattice of
Z × Ck+1 for k ≥ 2, so that Theorem 56 gives us a lower bound of 4 − 2
√
3 for
p1(Z×Pk). When k = 2 we can do a little better, however, by exploiting the fact
that Z × P2 does not wind round (unlike Z × C3) and is not very wide (unlike
Z× P3).
Theorem 59.
p1(Z× P2) ≥ 1
1 + α
= 0.57504 . . . ,
where α is the unique real solution to 2x3 − x2 + x− 1 = 0.
Proof. We construct a 1-dependent bond percolation measure on P4 × P2 such
that there is no open path from the leftmost sites (the sites with x-coordinate
1) to the rightmost sites (the sites with x-coordinate 5). We shall achieve this
with a slight modification of the symmetric construction we gave in Proof 2 of
Theorem 56.
To each site v = (x, y) we independently and randomly assign a state Xv as
follows:
— if x = 0, then let Xv = 3;
— if x = 1 and y = 0, 2, then let Xv = 3 with probability p, else let Xv = 1;
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— if x = 1 and y = 1, then let Xv = 3 with probability p, Xv = 1 with
probability r and Xv = 0 with probability 1− p− r;
— if x = 2 and y = 0, 2, then let Xv = 3 with probability (1 − u)/2, Xv = 2
with probability u and Xv = 1 with probability (1− u)/2;
— if x = 2 and y = 1, then let Xv = 3 with probability 1/2, else let Xv = 1;
— if x = 3, and y = 0, 2, then let Xv = 3 with probability 1 − p, else let
Xv = 1;
— if x = 3, and y = 1, then let Xv = 3 with probability r, Xv = 1 with
probability p and Xv = 4 with probability 1− p− r;
— if x = 4, then let Xv = 1.
The possible states are thus, when arranged in space:
3 31 321 31 1
3 310 31 431 1
3 31 321 31 1.
Call the horizontal bonds between sites with y-coordinate equal to 1 the inner
horizontal bonds, and call the other horizontal bonds the outer horizontal bonds.
— set an outer horizontal bond vv′ with v′ = v+ (1, 0) to be open if Xv ≤ Xv′
and closed otherwise;
— set an inner horizontal bond vv′ with v′ = v + (1, 0) to be open if one of
Xv = Xv′ , Xv = 0 or Xv′ = 4 occurs, and closed otherwise;
— set a vertical bond vv′ to be open if either Xv = Xv′ or one of Xv, Xv′ is
equal to 2, and closed otherwise.
Lemma 60. There is no open path from the leftmost sites to the rightmost sites.
Proof. Observe that sites in states 0 or 4 are dead-ends since they are incident
with exactly one open bond. Now suppose we had an open path from the leftmost
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sites to the rightmost sites. Assume it is a shortest path, and call it P . It begins
at a site in state 3, and, given our rules for bonds, must first run through some
sites in state 3. Consider the first site (x, y) in another state which the path
meets. This state cannot be one of the dead-end states (since otherwise the path
would stop before reaching the rightmost sites). This leaves two possibilities.
First of all this site (x, y) could have been reached from the right by an outer
horizontal bond. However, this implies that there is a path P ′ going only through
sites in state 3 from the leftmost site to (x + 1, y). Since (x, y) is an outer site,
the sites in P ′ form a cutset separating it from the rightmost sites. In particular,
if it goes through (x, y) then P cannot be a shortest path from the leftmost sites
to the rightmost sites.
Secondly, this site (x, y) could be in state 2 and have been reached by one of
the central vertical bonds. By symmetry we may assume (x, y) = (2, 0). We must
then have that (2, 1) is in state 3, and that there is a path P ′ going only through
sites in state 3 from the leftmost sites to (2, 1). Observe that taken together
with (3, 0) the sites in P ′ form a cutset separating (2, 0) from the rightmost sites.
Since the bond (2, 0)(3, 0) is open if and only if (3, 0) is in state 3, and since P
is a shortest path, it follows that we must have (3, 0) in state 3, in which case
it makes no difference as far as crossing from the leftmost sites to the rightmost
sites to change the state of (2, 0) to 3. Repeating this argument if necessary, we
reduce to the case where either P fails to be a shortest crossing from the leftmost
sites to the rightmost sites (by our first argument) or P consists entirely of sites
in state 3 (by our second argument) and thus cannot reach the rightmost sites, a
contradiction.
It follows that there can be no open path from the leftmost sites to the right-
most sites, as claimed.
Thus what we have described gives rise to a 1-dependent percolation measure
µ on Z×P2 which L-fails for some L > 0 (explicitly L = 21) and has bond density
d(µ) = min
(
1, p, 1− p(1 + u)
2
, 1− (p+ r)
2
,
(1 + u)
2
, p2 + (1− p)r
)
.
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Setting u = (1− p)/(1 + p) and r = p(1− p)/(1 + p), we have
d(µ) = min
(
1, p,
1
1 + p
,
p− p2 + 2p3
1 + p
)
.
This is maximised when p = α, the unique real solution to 2x3 − x2 + x− 1 = 0,
when we have
p = α = 0.73898 . . . ,
u =
1− α
1 + α
= 0.15009 . . . ,
r =
1− 2α3
1 + α
= 0.11091 . . . ,
and thus
d(µ) =
1
1 + α
= 0.57504 . . .
as required.
5.4.3 The square lattice
Recall the 2-colouring of Z which we defined at the beginning of Section 5.1.3
to show p2(Z) ≥ 1/2. The same idea can be used to show p2(Λ) ≥ 1/2 in any
nonempty locally finite lattice Λ:
Lemma 61. Let Λ be a nonempty locally finite lattice . Then
p2(Λ) ≥ 1
2
.
Proof. Let Λ be a nonempty locally finite lattice. We may assume without loss
of generality that Λ is connected, since the value of p2 on the whole lattice is the
infimum of the values of p2 on its connected components.
Pick some x ∈ V (Λ). Write Γr for the set of sites of Λ lying at graph distance
exactly r from x. So Γ0 = {x}, and Γ1 is the neighbourhood of x in Λ, which by
assumption is finite in size. Since Λ is connected, we have
V (Λ) =
⋃
r≥0
Γr.
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Now define a 2-colouring c : V (Λ)→ {0, 1} as follows. Suppose v ∈ Γr. Then
— if r ≡ 0 (mod 4), let c(v) = 0;
— if r ≡ 2 (mod 4), let c(v) = 1;
— if r ≡ 1 or 3 (mod 4), let c(v) = 0 with probability 1/2 else let c(v) = 1,
with all choices being made independently.
Now set a bond e = {vv′} to be open if its sites have the same colour, c(v) = c(v′),
and closed otherwise.
This gives rise to a 1-dependent percolation measure µ on Λ with bond density
1/2 such that µ fails at x. (Explicitly, the size of the percolation cluster of x has
size at most |Γ1| + |Γ0| = d(x) + 1, so that there is no open path from x of
length greater than or equal to d(x) + 1 and µ is d(x) + 1-failing at x.) Thus
p2(Λ) ≥ d(µ) = 1/2 as claimed.
Remarkably, one can do better than 1/2 for the square lattice:
Theorem 62.
p2(Z2) ≥ 4− 2
√
3 = 0.535898 . . .
To put Theorem 62 into perspective, let us point out that by Kesten’s the-
orem [125] if µ is an independent bond percolation measure with bond density
d(µ) > 1/2, then the µ-probability of the origin 0 = (0, 0) being in an infinite
component is strictly positive. By contrast, in our proof of Theorem 62 we shall
construct a 1-dependent bond percolation measure µ with d(µ) > 1/2 for which
not only is 0 not in an infinite component but the size of its component is bounded
above by 25.
Proof of Theorem 62. As in Lemma 61, we shall define a state-based 1-dependent
measure spreading out like a ripple from 0 to the whole of Z2. This time, however,
we won’t use the usual graph distance from 0 when deciding how to assign states
to sites. Instead we shall use the l∞ norm.
Definition 29. Given a site (x, y) ∈ Z2, its l∞ norm is
||(x, y)||∞ := max (|x|, |y|) .
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The l∞ sphere of radius k about the origin is then Sk,
Sk = {z ∈ Z2 : ||z||∞ = k}.
We now construct a 1-dependent bond percolation measure µ on
⋃
k≤3 Sk with
bond density d(µ) = 4− 2√3 such that
µ(∃ open path from 0 to S3) = 0.
This is enough to prove our Theorem: we can just extend µ (e.g. by setting bonds
not contained in
⋃
k≤3 Sk to be open independently at random with probability
4 − 2√3) to obtain a measure on the whole square lattice with bond density
4− 2√3 which 25-fails at 0.
Our construction of this measure µ on
⋃
k≤3 Sk is based on the asymmetric
construction given in Proof 1 of Theorem 56. Assign states Xz to sites as follows:
— if z ∈ S0, then let Xz = 1,
— if z ∈ S1, then let Xz = 2 with probability s = (
√
3 − 1)/2 and Xz = 1
otherwise, with all choices independent,
— if z ∈ S2, then let Xz = 2 with probability p =
√
3−1 and Xz = 0 otherwise,
with all choices independent,
— if z ∈ S3 then let Xz = 2.
The possible states are thus, when arranged in space:
2 2 2 2 2 2 2
2 20 20 20 20 20 2
2 20 21 21 21 20 2
2 20 21 1 21 20 2
2 20 21 21 21 20 2
2 20 20 20 20 20 2
2 2 2 2 2 2 2
.
Now suppose e = {z, z′} is a bond between z ∈ Sk and z′ ∈ Sk′ with k ≤ k′.
Set e to be open or closed according to the following rules:
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— if k = k′ (i.e. if e is internal to Sk), then set e to be open if z′ and z′ are
in the same state Xz = Xz′ and that state is not 0, and set e to be closed
otherwise;
— if k < k′, set e to be open if Xz ≥ Xz′ , and set e to be closed otherwise.
This defines a 1-dependent bond percolation measure µ on
⋃
k≤3 Sk, with bond
density
d(µ) = min
(
1− s, s2 + (1− s)2, 1− p+ ps, p2, p, 1)
= 4− 2
√
3.
Note the similarity between this measure µ and the one constructed in Proof 1
of Theorem 56, with bonds internal to an l∞-sphere Sk corresponding to vertical
bonds and bonds between different l∞-spheres corresponding to horizontal bonds.
However there is an important difference: the four corners of Sk send two edges
to Sk+1. This turns out to matter. In particular our construction cannot be
‘reversed’, and the following lemma is not immediate from Lemma 57. (See our
second remark after the proof of the theorem.)
Lemma 63. There is no open path from S0 to S3.
Proof. Let us note first of all that if a site z ∈ S2 is in state 0, then there is
at most one open bond incident with it, namely the (unique if it exists) bond
between z and S1. Thus sites in state 0 are useless to us as far as finding an open
path from S0 to S3 is concerned.
It follows from our rules for bonds that starting from S0 in state 1 we can
only reach sites in states 0 or 1. In particular we cannot find a crossing from S0
to S3.
Our measure µ thus 25-fails at 0, proving the theorem.
Let us make two further remarks on the proof of Theorem 62. Instead of
extending µ to the whole of Z2 by setting bonds outside
⋃
k≤3 Sk to be open or
closed independently, we can glue together analogous constructions on annuli to
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obtain a 1-dependent bond percolation measure µ′ on Z2 which 40||z||∞+80-fails
at z for every z and still has bond density 4− 2√3.
Explicitly, consider µ = µ0 as the first of a sequence of 1-dependent measures
µr, with each µr defined on the annulus Ar =
⋃
3r≤k≤3(r+1) Sk in the natural way
(i.e. with S3r+i playing the roˆle Si played for µ0, and the same rules for bonds).
As these measures agree on the l∞ spheres S3k, k ∈ Z, we can take their product
to obtain a 1-dependent bond percolation measure µ′ on the whole of Z2 with the
claimed properties: any connected component will be wholly contained inside the
union of five consecutive l∞ spheres Sk , each of which contains exactly 8k sites
with the exception of S0 which contains one site. It follows straightforwardly from
this fact that the connected component of z has size at most max(25, 40||z||∞ +
80). In particular for every site z ∈ Z2, the µ′-expected size of its percolation
cluster is finite. Thus pT1(Z2) ≥ 4 − 2
√
3, where pT1 is the first 1-dependent
Temperley critical probability defined in Section 3.3 of Chapter 2.
Secondly, it is an odd feature of our construction that it generalises the asym-
metric construction we gave in Proof 1 of Theorem 56, and that we cannot ‘switch
round’ the assignment of states between Si: if we defined a new assignment of
states with each Si being assigned the states previously assigned to S3−i and kept
the same rules we previously had for bonds, the resulting measure no longer 25-
fails at 0. Indeed in this new scheme sites in state 0 could have two neighbours
(consider the four corners of S1), which we can exploit to find an open crossing
from the origin to S3.
This is illustrated below, where possible states are shown arranged in space,
and where a choice of states resulting in an open crossing from S0 to S3 is high-
lighted (with the chosen states in bold face):
1 1 1 1 1 1 1
1 21 21 21 21 21 1
1 21 20 20 20 21 1
1 21 20 2 20 21 1
1 21 20 20 20 21 1
1 21 21 21 21 21 1
1 1 1 1 1 1 1
.
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5.4.4 Some additional remarks and questions
One of the most obvious questions arising from our work is whether p1 and p2 are
generally the same:
Question 5. Let Λ be a nice lattice. Is it then the case that
p1(Λ) = p2(Λ)?
It is clear that we need Λ to be a nice lattice in Question 5 for there to be
any chance of the answer being ‘Yes‘. Indeed, consider the following example: let
Λ be the lattice obtained by taking disjoint copies of the line lattice Z and the
ladder lattice Λl, and identifying the site 0 ∈ Z with the site (0, 0) ∈ Λl. Then it
is an easy corollary to Theorems 51 and 52 that
p1(Λ) ≤ 2
3
<
3
4
= p2(Λ).
Thus for this lattice, p1 and p2 are not the same. However Λ is not of finite type.
We can however easily remedy to this and use the same basic idea to construct
and example which shows that the answer to Question 5 is ‘No’ in general. Given
L > 0, construct a lattice Λ′(L) as follows. Let Ladder1 and Ladder2 be two
disjoint copies of the latter lattice. For every i ∈ N, join the site (i, 1) in Ladder1
to the site (i, 0) in Ladder2 by a path of length L. Call the resulting lattice Λ
′(L).
(See Figure 5.4.4.)
It is a straightforward corollary to our proofs of Theorems 51 and 52 that for
any ε with 0 < ε < 1/12 there exists L ∈ N such that
p1(Λ
′(L)) ≤ 2
3
<
3
4
− ε ≤ p2(Λ′(L)).
(We can use the measures on the line given in the lower-bound proof of Theo-
rem 51 to ensure that there are no open paths between Ladder1 and Ladder2,
and further that some points on the paths of length L between the two ladders
lie in a component of bounded size. So as far as p2 is concerned, the situation
is essentially the same as for the line lattice. On the other hand as far as p1 is
concerned, the situation is essentially the same as for the ladder lattice.)
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Figure 5.3: The lattice Λ′(L), consisting of two ladders joined at each rung by
paths of length L.
For every L, Λ′(L) is clearly of finite type, locally finite, connected and infinite.
Thus the answer to Question 5 is a resounding ‘No’.
Thus we are led to ask:
Question 6. What conditions on a nice lattice Λ guarantee that
p1(Λ) = p2(Λ)?
Given that our negative answer to Question 5 relied on a construction with
strictly more than one type of site, one might believe that requiring Λ to be vertex
transitive (i.e. requiring that for any two sites x, y there is an automorphism of
the lattice mapping x to y) would be sufficient to guarantee equality of p1 and
p2. However, motivated by the ripple-like measures we introduced on the square
lattice (see Theorem 62), we conjecture this is not enough:
Conjecture 7.
p1(Z2) < p2(Z2).
Indeed we believe that equality between p1 and p2 in a vertex-transitive lat-
tice is a dimensional issue closely related to how ‘line-like’ the lattice is (or, by
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opposition how ‘square-unlike’ it is). So for example we conjecture that p1 and
p2 are equal on all cylinder lattices:
Conjecture 8. For all k ∈ N,
p1(Z× Ck) = p2(Z× Ck).
Finally, we end with what we consider to be the most natural and interesting
question our work leaves open:
Question 9. What are the values of p1(Z2) and p2(Z2)?
We suspect further examination of the constructions we introduced in Theo-
rems 56, 59 and 62 could prove helpful in trying to answer this question.
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Chapter 6
Introduction to extremal
hypergraph theory
6.1 Extremal graph theory
6.1.1 Motivation
As we saw in Chapter 2, graphs are one of the most ubiquitous mathematical
objects, with wide-ranging applications both inside and outside mathematics. In
the first part of the thesis, we were concerned with the properties of random
graphs, with motivation coming from the analysis of large real–world networks.
In the coming chapters, we shall investigate extremal questions.
Here one motivation comes from network design rather than network analy-
sis: instead of starting with a large structure we would like to understand, we are
asked to produce an optimal structure subject to some set of constraints. Alter-
natively, we can think of property testing and algorithmic analysis in computer
science: just as we are concerned with the typical running time or the average-
case behaviour of a system, we are also crucially interested in the extremes of its
behaviour, and in the worst-case scenarios.
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6.1.2 Notation and definitions
Given an integer n, write [n] for the set {1, 2 . . . n} and [n](t) for the collection of
t-subsets from [n], [n](t) = {A ⊆ [n] : |A| = t}. In what follows, we shall usually
write xy as a short-hand for the edge {x, y}.
Let G = (V,E) be a graph. We say that G is empty if it contains no edge
(i.e. E = ∅), and complete if it contains every edge possible (i.e. if E = V (2)). A
subgraph of G is a graph H with V (H) ⊆ V (G) and E(H) ⊆ E(G). If A ⊆ V (G),
the subgraph induced by A is H = (A, {F ∈ E(G) : F ⊆ A}).
Two graphs G and G′ are isomorphic if there is a bijection φ : V (G)→ V (G′)
such that φ takes edges of G to edges of G′ and non-edges of G to non-edges of
G′. Given two graphs G and H, we say that G contains (a copy of) H if there is
a subgraph of G isomorphic to H. Similarly we say that G contains an induced
copy of H if there is an induced subgraph of G which is isomorphic to H. Given
a family of graphs F, we say that G is F-free if it contains no member of F as a
subgraph.
The size and order of a (finite) graph are e(G) = |E(G)| and v(G) = |V (G)|
respectively. The density of a graph G is d(G) = e(G)/
(
v(G)
2
)
. The degree of a
vertex x ∈ V (G) is d(x) = |{F ∈ E(G) : x ∈ F}|, the number of edges of G
containing x. The minimum degree of G is then δ(G) = min{d(x) : x ∈ V (G)},
while the maximum degree of G is denoted by ∆(G) = max{d(x) : x ∈ V (G)}.
A set of vertices A ⊆ V (G) is independent if it contains no edge of G. For
k ∈ N, a graph is k-partite if there exists a partition of its vertex set into k
disjoint parts, V (G) =
⊔k
i=1 Ai, such that Ai is independent for every i. Such
a k-partition is called balanced if the sizes of the parts are as equal as possible,
i.e. ||Ai| − |Aj|| ≤ 1 for all 1 ≤ i ≤ j ≤ k. A k-partite graph G is complete if
xy ∈ E(G) whenever x and y are vertices in different parts.
Finally, let G and G′ be graphs of on n vertices. The edit distance between G
and G′ is the smallest number of changes needed to make G into an isomorphic
copy of G′, where a change consists in replacing an edge by a non-edge or vice-
versa.
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6.1.3 The Tura´n problem for graphs
One of the starting points of extremal graph theory is the following innocuous
question: how many edges can a triangle-free graph on n vertices have?
This asks us to optimise (maximise) the number of copies of a given subgraph
(namely the edge K2 = ([2], {12})) within a graph G on n vertices subject to the
constraint that G is F-free (with F consisting here of a single graph: the triangle
K3 = ([3], {12, 23, 13})).
This question was first asked and answered in 1907 by Mantel [137], who
showed that the best we can do is to take G to be a complete balanced bipartite
graph.
Theorem 64 (Mantel). Suppose G is a triangle-free graph on n vertices. Then
e(G) ≤
⌊n
2
⌋ ⌈n
2
⌉
.
Many proofs of Mantel’s theorem exist: by induction, via the Cauchy–Schwarz
inequality, by randomly ordering the vertices and greedily constructing a maximal
independent set, etc. In the next chapter we shall give a proof of it in the language
of flag algebras.
Mantel’s theorem can be strengthened in various ways. For example, it can
be shown that Mantel’s theorem is stable, i.e. that triangle-free graphs with close
to the maximal number of edges must also be close to being complete balanced
bipartite graphs. Explicitly, for every ε > 0 there exists δ > 0 and n0 ∈ N such
that if G is a triangle-free graph of order n ≥ n0 and size e(G) ≥ n24 −δn2, then G
lies at an edit distance of at most εn2 from a complete balanced bipartite graph:
we can make G complete balanced and bipartite by changing at most εn2 edges
to non edges and non-edges to edges. In a different direction, Andra´sfai, Erdo˝s
and So´s [13] proved that if G is a triangle-free graph of order n with δ(G) > 2n
5
,
then G is bipartite.
Mantel’s theorem was generalised by Tura´n, who considered the following
more general problem.
Definition 30. Let F be a family of nonempty graphs, and let ex(n,F) denote the
maximal number of edges an n-vertex F-free graph may contain. This function
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ex(·,F) : N→ N ∪ {0} is called the Tura´n number of F.
Problem 1 (The Tura´n problem). What is ex(n,F)?
Tura´n resolved this problem when F consists of the complete graph Kt =
([t], [t](2)). Let Tt(n) denote a complete balanced t-partite graph. It is easy to
see that Tt(n) is Kt+1-free, and natural to guess that it maximises the number of
edges under this constraint. Tura´n showed this and more [190]:
Theorem 65 (Tura´n). For all t ∈ N,
ex(n,Kt+1) = e(Tt(n)).
Moreover if G is a Kt+1-free graph of order n with the maximal number of edges,
then G is isomorphic to Tt(n).
(Mantel’s theorem is thus contained in the special case t = 2 of Tura´n’s theorem.)
Just as for Mantel’s theorem, several proofs and strengthenings of Tura´n’s
theorem are known: Kt+1-free graphs with close to the extremal number of edges
lie at a small edit distance from Tt, and n-vertex Kt+1-free graphs with minimum
degree δ >
(
3t−4
3t−1
)
n must be t-partite [13].
What about the general Tura´n problem? Suppose F is a family of nonempty
graphs. Often determining the Tura´n number of F exactly is difficult, and we are
more interested in its asymptotic behaviour: what proportion of possible edges
can an F-free graph G contain when |V (G)| is large?
This motivates another definition. Observe that the sequence ex(n,F)/
(
n
2
)
is bounded below (by 0). What is more, it is nonincreasing: by averaging over
n-vertex subsets it is immediate that(
n− 1
n− 2
)
ex(n+ 1,F) ≤
(
n+ 1
n
)
ex(n,F),
whence
ex(n+ 1,F)/
(
n+ 1
2
)
≤ ex(n,F)/
(
n
2
)
as required. Thus it follows that ex(n,F)/
(
n
2
)
tends to a limit as n→∞.
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Definition 31. Let F be a family of nonempty graphs. The Tura´n density of F
is defined to be the limit
pi(F) = lim
n→∞
ex(n,F)/
(
n
2
)
.
Remark 5. In an abuse of notation, we will occasionally consider forbidding
certain induced subgraphs rather than subgraphs, and still speak of the Tura´n
problem, the Tua´n number and the Tura´n density in this context. Observe that
he averaging argument above is still valid, so that the Tura´n density remains
well-defined.
So for example Tura´n’s theorem tells us that for t ≥ 2,
pi(Kt) = lim
n→∞
e(Tt−1(n))/
(
n
2
)
=
t− 2
t− 1 .
What about other families of graphs?
Problem 2 (The Tura´n density problem). Let F be a family of nonempty graphs.
What is pi(F)?
This question was fully answered by Erdo˝s and Stone [71] in a seminal result
relating the Tura´n density to the chromatic number.
Definition 32. Let G be a graph and k ∈ N a positive integer. We say that G
is k-colourable if we can label the vertices of G with elements of [k] such that
adjacent vertices (vertices connected by an edge) receive different labels. The
chromatic number of G is
χ(G) =
{
min{k : G is k-colourable} if G is k-colourable for some k ∈ N,
∞ otherwise.
So for example the triangle has chromatic number 3, bipartite graphs have
chromatic number 2 and the complete graph Kt has chromatic number t.
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Given a family of graphs F, we then set its chromatic number to be
χ(F) = min
F∈F
χ(F ).
Clearly if χ(G) < χ(F) then G is F-free. Now the number of edges in an n-vertex
graph with chromatic number χ is maximal in the complete balanced χ-partite
graph Tχ(n), so that
ex(n,F) ≥ e(Tχ(F)−1(n)).
Erdo˝s and Stone showed this construction is essentially the best possible:
Theorem 66 (Erdo˝s–Stone). Let F be a family of nonempty graphs. Then
pi(F) =
χ(F)− 2
χ(F)− 1 .
The Erdo˝s–Stone theorem thus generalises the density version of Tura´n’s the-
orem (since χ(Kt) = t). It can be strengthened and made more precise in various
ways. For example, the Erdo˝s–Stone theorem implies
ex(n,F) =
(
χ(F)− 2
χ(F)− 1
)(
n
2
)
+ o(n2),
and the o(n2) term was made more precise by Bolloba´s and Erdo˝s [34] and then
by Chva´tal and Szemere´di [54] using the Szemere´di regularity lemma [183]. In
addition, Simonovits [174] showed the Erdo˝s–Stone theorem is stable: an n-vertex
F-free graph with (pi(F) + o(1))
(
n
2
)
edges must be close to Tχ(F)−1 in the edit
distance.
While it fully answers Problem 2, the Erdo˝s–Stone theorem does leave some
intriguing questions open. For example bipartite graphs have chromatic number
2 and hence Tura´n density 0. The question of the exact order of ex(n,F) as a
function of n when F contains a bipartite graph is known as the Zarankiewicz
Problem [202].
There has also been interest in Tura´n-type problems in sparse random graphs
[56], graphs with small independence number [175], multigraphs [90], multi-
coloured graphs [124], etc, as well as in many other extremal graph problems
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which are not of Tura´n–type. Extremal graph theory is thus still very much alive
as a research area today.
6.2 Extremal hypergraph theory
6.2.1 The Tura´n problem for hypergraphs
A graph on a vertex set V is just a collection of subsets of V of size 2 (the edges
of the graph). Graphs can thus be thought of as a particular example of the more
general class of r-uniform hypergraphs:
Definition 33. Let r ∈ N. An r-graph or r-uniform hypergraph G is a pair of
sets (V,E), where V = V (G) is a set of vertices and E = E(G) ⊆ V (r) is a set of
r-edges.
A graph is thus a 2-graph, and all our notions of subgraph, induced subgraph,
size, order, degree, etc, carry over naturally to the r-graph setting. For example,
the degree of a vertex in an r-graph G is the number of r-edges of G containing
it.
We have seen in the previous section how the Erdo˝s–Stone theorem fully
resolves the Tura´n density problem for graphs. Could we obtain anything like
this powerful theorem for r-graphs when r ≥ 3? Tura´n was the first to consider
this problem, which turned out to be considerably more difficult than the original
problem for graphs.
Definition 34. Let r ∈ N, and let F be a family of r-graphs. The Tura´n number
ex(n,F) of F is the maximal number of r-edges in an F-free r-graph on n vertices.
As before ex(n,F)/
(
n
r
)
tends to a limit as n → ∞. This is the Tura´n density of
F, which we denote by pi(F).
Problem 3 (Tura´n density problem for r-graphs). Let r ≥ 3 be an integer, and
let F be a family of nonempty r-graphs. Determine pi(F).
To this day very few Tura´n densities for r-graphs are known. Indeed, for
r ≥ 3 there is no complete r-graph K(r)t = ([t], [t](r)) for which the Tura´n density
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is known, and Erdo˝s went so far as to offer a monetary reward of $1000 for
remedying this regrettable state of affairs.
In this thesis we will focus on the case r = 3 in Problem 3, which is also the case
that has received by far the most attention from the research community. In the
next subsection we sketch out some of the important differences between extremal
2-graph and extremal 3-graph theory; we then give a summary of known 3-graph
results before discussing more recent applications of theories of limit objects and
the specific contributions of this thesis.
It is not our ambition to give a complete overview of the field, but to concen-
trate on the points most relevant to our discussion. For a recent survey, we refer
the reader to Keevash [120].
6.2.2 No hypergraph version of Erdo˝s–Stone
Why is extremal 3-graph theory harder than extremal graph theory? One reason
is that the Erdo˝s–Stone theorem has a number of useful implications for Tura´n
density problems in the 2-graph setting which do not hold in general in the 3-
graph setting.
Definition 35. Let r ≥ 2 be an integer. A real number α ∈ [0, 1) is a jump
for r if there exists c = c(α) > 0 such that for all ε > 0 and t ∈ N there exists
n0 = n0(t, ε) such that for all n ≥ n0, all n-vertex r-graphs G with density
d(G) ≥ α + ε contain a subgraph on t vertices with density at least α + c.
(This is saying that we cannot ‘smear out’ the density evenly: if the global
density is strictly more than α, even by a very small amount ε, then there is a
(large) set of vertices on which the graph density is (locally) significantly higher
than α: at least α + c, where c is independent of ε.)
Let F be a family of nonempty 2-graphs. Then the following hold:
(i) (Principality)
pi(F) = min
F∈F
pi(F ).
(ii) (Stability) There is a unique stable extremal F-free configuration.
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(iii) (Rational spectrum)
pi(F) ∈
{
0,
1
2
,
2
3
,
3
4
, . . .
}
=
{
t− 2
t− 1 : t ∈ N≥2
}
.
(iv) (Jumps) For every α ∈ [0, 1), α is a jump for r = 2.
As we shall see, properties (i), (iii) and (iv) are all known not to hold in general
for 3-graphs, and there is compelling evidence (but no proof) that (ii) also fails.
Put together, this rules out the possibility of an analogue of Erdo˝s–Stone for
3-graphs, and paints a picture of a much more delicate extremal theory.
6.2.2.1 Non-principality
Mubayi and Ro¨dl conjectured [145] and Balogh proved [27] that extremal 3-graph
theory has instances of non-principality : finite families F where
pi(F) < min
F∈F
pi(F).
Mubayi and Pikhurko [144] then gave an example where F consists of just two 3-
graphs, which they called a non-principal pair. Later Razborov [162] and Vaughan
and the author [77] (see Chapter 7, Section 3.3 ) gave many more examples of
such non-principal pairs, suggesting the phenomenon of non-principality is far
from a rare occurence.
6.2.2.2 Instability
What is arguably the most famous conjecture in the field of extremal hypergraph
theory was made by Tura´n now more than sixty years ago :
Conjecture 10 (Tura´n’s conjecture).
pi(K
(3)
4 ) =
5
9
.
The lower bound comes from Tura´n’s construction: take a balanced tripar-
tition of the vertex set V (G) = unionsq3i=1Ai, and set as 3-edges all triples meeting
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each part in one vertex and all triples meeting Ai in two vertices and Ai+1 in one
vertex (where we take addition modulo 3) for 1 ≤ i ≤ 3.
Since then, however, many other K
(3)
4 -free constructions have come to light
which have the same number of edges as Tura´n’s construction but cannot be
made isomorphic to it by changing less than a constant fraction of the 3-edges:
see Brown [49], Kostochka [127], Fon-Der-Flaass [81] and Frohmader [89]. Thus if
Tura´n’s conjecture is true then the Tura´n density problem for K
(3)
4 is not stable:
the extremal solution is very much non-unique.
Tura´n made a more general conjecture on the value of pi(K
(3)
t ) for t ≥ 4:
Conjecture 11 (Tura´n).
pi(K
(3)
t ) = 1−
4
(t− 1)2 .
Again if this is true then the Tura´n density problem for K
(3)
t is not stable.
An elegant family of non-isomorphic constructions was described by Keevash and
Mubayi [120].
Definition 36. An oriented cycle is a set of l ≥ 2 directed edges −−→x1x2, −−→x2x3, ...
−−−→xl−1xl, −−→xlx1, with the xi distinct vertices. Given a set of vertices V , a decompo-
sition of V into oriented cycles is a union of vertex-disjoint oriented cycles such
that every vertex of V is contained in one of the cycles (i.e. a directed graph on
V such that every vertex has in-degree 1 and out-degree 1).
Keevash and Mubayi’s construction is then as follows. Let
−→
C be decomposi-
tion of [t− 1] into oriented cycles. Take a balanced (t− 1)-partition of the vertex
set V = unionsqt−1i=1Ai. Then take as the 3-edges all triples meeting three different parts
in one vertex each, and, for every oriented edge
−→
ij /∈ −→C , all triples meeting Ai in
two vertices and Aj in one vertex.
For t = 4, only one decomposition
−→
C is possible, which gives exactly Tura´n’s
construction. For t > 4, however, we have more possibilities. For example we
could take as many oriented cycles of length two as we can and, if necessary
one oriented cycle of length 3 to make
−→
C ; alternatively we could just take a
single oriented Hamiltonian cycle (an oriented cycle of length t − 1). These
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two different choices of the decomposition
−→
C give rise to strongly non-isomorphic
constructions, which cannot be made isomorphic by changing less than a constant
proportion of the 3-edges.
That the Keevash–Mubayi construction is K
(3)
t -free as claimed is straightfor-
ward to check: any t-set meeting one part in at least three vertices has at least
one 3-edge missing in our construction. Now if
−→
ij ∈ −→C and a t-set contains has
two vertices in Ai and at least one vertex in Aj, then it has at least one 3-edge
missing in our construction. Thus if a t-set meets r parts in exactly two vertices,
then there are r distinct parts which, if they contain any vertex of the t-set, pre-
vent it from spanning a copy of K
(3)
t . (That they are distinct follows from the
fact every vertex in the decomposition into oriented cycles receives exactly one
directed edge.) Since t > 2r+ (t− 1− 2r), it follows by the pigeon-hole principle
that the construction is K
(3)
t as claimed. It is then a simple calculation to verify
that this Keevash–Mubayi construction attains the bound in Conjecture 11.
Other constructions attaining this bound are known; what is more, some con-
structions are known where the largest independent sets have size only O(
√
log n),
with the structure being correspondingly more complicated than in the construc-
tion of Keevash and Mubayi, where we have linear-sized independent sets. (See
Sidorenko’s survey of constructions and conjectures [173] for details.)
Thus if either of Conjecture 10 or Conjecture 11 is true, the picture we get of
Tura´n densities for 3-graphs is a rather forbidding one: many instable problems,
and within those problems many intricate constructions. In Section 3.1 of the
next chapter, we shall give another example of a Tura´n-type problem for 3-graphs
which we believe is not stable and for which a plethora of constructions exist,
including some where the independent sets have sublinear size.
6.2.2.3 Spectrum
Chung and Graham [53] had conjectured that the set
Π3 = {α ∈ [0, 1) : ∃F with pi(F) = α}
of Tura´n densities of families of 3-graphs was contained inside the rationals. This
turns out to be completely false. Baber and Talbot [18] recently used Razborov’s
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semi-definite method [160] to give several examples of small families of 3-graphs
F with pi(F) /∈ Q.
Independently, Pikhurko[156] was able to show that Π3 has cardinality of the
continuum – in particular it contains not only irrational numbers but transcen-
dental numbers as well.
Thus unlike in the graph case, the spectrum of possible Tura´n densities is not
a nice discrete, countable set of rational numbers. This again makes it rather
unlikely that anything like an analogue of the Erdo˝s–Stone theorem exists for
3-graphs and highlights the comparative difficulty of extremal 3-graph theory.
6.2.2.4 Jumps
Erdo˝s [66] showed that every α ∈ [0, 2/9) was a jump for r = 3 and conjectured
that, just as in the r = 2 case, every α ∈ [0, 1) was a jump for r = 3, offering
$1000 for a proof of this. This ‘jumping constant conjecture’ received a significant
amount of attention, and was eventually disproved by Frankl and Ro¨dl [86] who
used hypergraph Lagrangians to exhibit a sequence of non-jumps for r = 3 in
[2/9, 1). (This was only the second time an Erdo˝s $1000 problem was solved –
the other instance being what is now known as Szemere´di’s Theorem.) Other
non-jumps have since been found (see e.g. [87]).
More recently, Baber and Talbot [17] used the semi-definite method of Razborov
[160] to exhibit two intervals of jumps inside [2/9, 1): every α ∈ [0.2299, 0.2316]∪
[0.2871, 8/27] is a jump for r = 3. Thus the picture we have is, in a best-case
scenario, one of non-jumps mixed up with interval of jumps, highlighting again
the subtle and difficult nature of extremal 3-graph theory.
6.2.2.5 Known Tura´n densities
Until recently, only a few Tura´n densities were known for 3-graphs. To describe
these results, let us define some 3-graphs.
When there is no confusion possible, write Kt for the complete 3-graph on
t vertices K
(3)
t . Write K
−
t for the (unique up to isomorphism) 3-graph ob-
tained from Kt by deleting exactly one 3-edge. Write also F5 for the 3-graph
([5], {123, 124, 345}), F3,2 for the 3-graph ([5], {123, 145, 245, 345}) and F7 for the
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Fano plane, the (unique up to isomorphism) 3-graph on 7 vertices with 7 edges
such that every pair of vertices is contained in exactly one 3-edge.
Definition 37. A 3-graph G is cancellative if it does not contain distinct 3-edges
A,B,C such that the symmetric difference A4B is a subset of C. A 3-graph
G has independent neighbourhoods if for every pair of distinct vertices x, y, their
joint neighbourhood Γ(x, y) = {z : {xyz} ∈ E(G)} is an independent (3-edge
free) set in G.
Clearly a 3-graph is cancellative if and only if it is {F5, K−4 }-free. The Tura´n
number of this family was determined by Bolloba´s [32], who showed
Theorem 67 (Bolloba´s). For all n ∈ N,
ex(n, {F5, K−4 }) = b
n
3
cbn+ 1
3
cbn+ 2
3
c,
with the (unique up to isomorphism) extremal construction a balanced tripartite
3-graph with 3-edges consisting of all triples meeting each of the parts in one
vertex.
Frankl and Fu¨redi [83] strengthened Bolloba´s’s result by observing that for
sufficiently large n it was sufficient to exclude only F5; this was further improved
by Keevash and Mubayi [121] who showed n ≥ 33 was enough (Frankl and Fu¨redi
had n ≥ 3000). More importantly Keevash and Mubayi moreover showed that
this problem was stable: any F5-free 3-graph with close to the maximal number
of edges must be close to tripartite.
Theorem 68 (Frankl–Fu¨redi, Keevash–Mubayi). For all n ≥ 33,
ex(n, F5) = bn
3
cbn+ 1
3
cbn+ 2
3
c,
with the unique extremal configuration as in the previous theorem. Moreover this
problem is stable: if the density of an F5-free 3-graph G is close to 2/9 then G is
close to the extremal configuration in the edit distance.
The next major advance came when de Caen and Fu¨redi determined the Tura´n
density of the Fano plane, giving a very short proof using link graphs and bounds
on the Tura´n numbers of multipartite 2-graphs [51].
146
Theorem 69 (de Caen–Fu¨redi).
pi(F7) =
3
4
.
The lower bound in this case is a complete balanced bipartite 3-graph. (The
Fano plane is easily seen not to be 2-colourable. Thus bipartite 3-graphs are
clearly Fano-free.) Keevash and Sudakov [123] and independently Fu¨redi and
Simonovits [91] then both proved this was the unique stable extremal example,
and used this to compute the Tura´n number of the Fano plane.
Theorem 70 (Fu¨redi–Simonovits, Keevash–Sudakov). For all n ∈ N,
ex(n, F7) =
(
n
3
)
−
(dn/2e
3
)
−
(bn/2c
3
)
,
with the unique (up to isomorphism) extremal configuration the complete balanced
bipartite 3-graph. What is more if either the minimal degree or the density of a
Fano-free 3-graph is close to 3/4, then it is close to complete balanced bipartite
in the edit distance.
Shortly after de Caen and Fu¨redi’s breakthrough, the Tura´n density of a
number of other small non 2-colourable 3-graphs was shown to be 3/4 (see [145]).
Finally Fu¨redi, Pikhurko and Simonovits [92] determined the Tura´n density
of F3,2. (Note that being F3,2-free is equivalent to having independent neighbour-
hoods.) They subsequently strengthened this result by determining the Tura´n
number for F3,2 and showing the problem was stable [93]. The extremal example
in this case is obtained by taking a bipartition of the vertex set [n] = A unionsqB and
taking as 3-edges all triples meeting A in two vertices and B in one. The number
of 3-edges in this construction is maximised when |A| ≈ 2|B| (for some values of
n there may be more than one optimal choice for the size |A|).
Theorem 71 (Fu¨redi–Pikhurko–Simonovits). For all n ∈ N,
ex(n, F3,2) = max
k∈[n]
(
k
2
)
(n− k),
and for any F3,2-free 3-graph attaining this bound there is a bipartition of its
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vertex set A unionsq B such that all the 3-edges meet A in two vertices and B in one
vertex. Moreover any F3,2-free 3-graph with minimal degree close to 4/9 must be
close to this construction in the edit distance.
Very recently, a significant number of new Tura´n densities were determined
by Baber and Talbot [18] and Vaughan and the author [77]. These results all
relied on applications of Razborov’s semi-definite method, which we have already
mentioned several times in this introduction. This method arises as a by-product
of Razborov’s theory of flag algebras [160]. We shall discuss the semi-definite
method at some length in the next chapter, and flag algebras more succinctly in
the next subsection.
6.2.3 Limit objects
Various theories of limit objects in (hyper)graph theory have emerged in recent
years, generating a considerable amount of attention. The basic idea underlying
these is to construct a limit object from a sequence of combinatorial objects, and
use this limit object as a proxy for the leading-order statistics of the combinatorial
objects in the sequence. This limit object usually lives in a smoother, continuous
world devoid of any finite size effects, and is thus amenable to treatment using
the (powerful) tools of analysis.
The hope of such limit object theories is to develop analogues of the Fursten-
berg correspondence principle from ergodic theory which allow us to transfer infor-
mation from the infinitary setting (the limit object) to the finitary one (individual
objects in the sequence). It is well beyond the scope of this chapter to give more
than a few examples of recent work in the field, and we refer the reader to the
survey of Lova´sz [133] for a more complete exposition of the subject.
A notion of left convergence for dense graph sequences was introduced by
Borgs, Chayes, Lova´sz, So´s and Vesztergombi [45], while Bolloba´s and Rior-
dan [38, 39] considered limits of sparse graph sequences. Lova´sz and Szegedy [134]
gave a more algebraic characterisation of graph limits (which they call graphons)
in terms of graph homomorphisms and brought to the fore connections with
the Szemere´di regularity lemma [183]. Elek and Szegedy [62] worked on hy-
pergraphons. In parallel to these developments, Razborov [160] developed flag
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algebras as a very general framework for limit object theories.
Connections to earlier work on exchangeable random variables in probability
theory by Aldous, Hoover and Kallenberg (see Kallenberg [118]) were made by
Austin [15], Tao [186], and Diaconis and Janson [60], and earlier by Fremlin and
Talagrand [88].
A discussion of some of the applications of limit object theories to extremal
(hyper)graph theory can be found in [154]. In this thesis we shall focus on only
one of these, the semi-definite method. This is a side-product of Razborov’s theory
of flag algebras, which can in fact be separated from the infinitary context out
of which it first arose; it is presented in detail in section 2.2 of the next chapter.
For the moment, let us only say that it is an efficient formalism for computing
upper bounds in extremal hypergraph theory. Applications of the semi-definite
method have led to many new results in extremal combinatorics [16, 17, 19, 28,
101, 105, 106, 108, 109, 129, 157, 161, 164, 176], and in particular to many new
Tura´n density results for 3-graphs [16, 17, 18, 77, 78, 162, 163], which are our
main concern in the coming chapters.
6.2.4 Contribution of this thesis
In this part of the thesis, which is based on joint work of the author with
Vaughan [77, 78], we use the semi-definite method together with Vaughan’s Flag-
matic package to prove various new results in extremal 3-graph theory. In Chap-
ter 7 we give a purely combinatorial presentation of Razborov’s semi-definite
method, drawing on the earlier exposition of Baber and Talbot [17] and Keevash
[120], and give a proof of Mantel’s theorem as an application. We then use the
semi-definite method to prove several new Tura´n density results, giving several
new constructions and conjectures along the way and discussing heuristics at
length. In Chapter 8 we turn our attention to Tura´n H-densities, i.e. the prob-
lem of maximising (subject to some constraints) the number of copies of a given
subgraph H rather than maximising the number of 3-edges. There again we give
a number of new constructions and conjectures alongside the new results.
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Chapter 7
Applications of the semi-definite
method to the Tura´n density
problem for 3-graphs
7.1 Outline of the chapter
Extremal graph and hypergraph theory have in recent years seen a string of
results obtained by application of the semi-definite method of Razborov [160], a
by-product of his flag algebra calculus. With the notable exception of the Fano
plane, most known Tura´n density results for 3-graphs have been obtained anew
using his method, as well as some new results and the best known upper bounds
for several other problems [16, 17, 18, 77, 162, 163]. Particularly impressive in
this respect was Razborov’s proof of Tura´n’s conjecture under an (admittedly
important) additional restriction [162]:
pi(K4, induced 4-set spanning 1 edge) = 5/9.
(More results in a similar vein have recently been established by Baber and Tal-
bot [18]. In particular they showed that pi(K4, H) = 5/9 for some 3-graph H of
order 6 with pi(H) = 3/4.)
In this chapter, which is based on a joint paper of the author with Vaughan [77],
we use the semi-definite method to prove several new Tura´n density results. In
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Section 3.1 we develop the extremal theory of 3-graphs with independent neigh-
bourhoods, proving:
pi(K−4 , C5, F3,2) = 12/49,
pi(K−4 , F3,2) = 5/18 and
pi(J4, F3,2) = pi(J5, F3,2) = 3/8,
where Jt is the 3-graph consisting of a vertex x together with a disjoint set A
of size t and all
(|A|
2
)
3-edges containing x. In Section 3.2, we prove two density
results where we forbid certain induced subgraphs:
pi(F3,2, induced K
−
4 ) = 3/8 and
pi(K5, 5-set spanning 8 edges) = 3/4.
The latter result is an analogue for K5 of the aforementioned theorem of Razborov
for K4. In addition we provide a number of new bounds, constructions and
conjectures.
In applying the semi-definite method, we use the publicly available Flagmatic
package written by Vaughan to assist us with the calculations. The semi-definite
method provides us with an efficient formalism for computing density bounds in
extremal combinatorics. In the case of extremal 3-graph theory, it does this by
reducing an initial problem of proving inequalities for subgraph densities to a
semi-definite programming problem, which in some cases can be solved exactly
with the aid of a computer — and this is where Flagmatic comes into play. We
discuss what ‘in some cases’ means in greater detail in Section 4. Let us only say
for the moment that without extra ideas we cannot hope for a general extremal
theory to emerge from a direct application of Razborov’s semi-definite method.
However, given the difficulty of extremal 3-graph theory and the paucity of
known results, the semi-definite method can still be quite helpful in providing
many useful bounds and exact results as well as in guiding investigations towards
attainable goals. A major hurdle for mathematicians wishing to use the semi-
definite method in their work is the need of a computer program to assist them in
the calculations. Flagmatic was designed with this hurdle in mind, and we have
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tried collaboratively to make it as user-friendly as possible.
As the flag algebra calculations involved in our proofs are very long and not
terribly informative, we have produced ‘certificates’ rather than write them out
in full. The certificates are available on the CD-ROM accompanying this thesis
as well as on the Flagmatic website
http://maths.qmul.ac.uk/~ev/flagmatic
where the interested reader may also download a copy of Flagmatic for herself.
In addition, our results have also been independently verified by Baber and Tal-
bot [18].
Our proofs use a computer’s assistance to enumerate certain graphs and to
solve a semi-definite programming problem by finding some ‘good’ matrices. In
practice, in some of the problems we consider we could just about do the enumer-
ation by hand, and then pull some quite large positive semi-definite matrices out
of a hat, thus removing the visible presence of the computer from the argument.
This would take hundreds of pages, however, and would not be very informative.
We have therefore opted not to do so.
7.1.1 Structure of the chapter
This chapter is structured as follows: after introducing a small amount of nota-
tion, Section 2 is devoted to explaining how Flagmatic works, beginning with an
exposition of the semi-definite method (Section 2.2), some remarks about Flag-
matic (Section 2.3), a discussion of the proof certificates it produces (Section 2.4),
and some remarks on the additional structural information we can obtain from
our proofs (Section 2.5).
Section 3 contains our main results. In Section 3.1 we develop an extremal
theory of 3-graphs with independent neighbourhoods, proving the first set of
results mentioned above and providing several new constructions and conjectures;
in Section 3.2 we consider forbidding induced subgraphs, obtaining in particular
a theorem related to the conjecture of Tura´n that pi(K5) = 3/4; in Section 3.3 we
go on to discuss non-principality.
Finally in Section 4 we consider the limits inherent to our approach, in par-
ticular the ‘complexity barrier’ it runs into. We end with some questions and a
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summary of results and constructions.
7.2 The semi-definite method
7.2.1 Some notation and definitions
Write [n] for {1, 2, . . . n} and [n](r) for the collection of r-subsets of [n]. When
enumerating 3-edges in this chapter, we shall usually write xyz for {x, y, z}.
When there is no confusion possible, we may also use ‘edge’ for ‘3-edge’, ‘graph’
for ‘3-graph’ and ‘subgraph’ for ‘3-subgraph’.
Let us define some of the 3-graphs that frequently appear in this chapter.
The complete 3-graph on t vertices is the 3-graph Kt = ([t], [t]
(3)). Deleting
a single 3-edge from Kt yields a copy of K
−
t , the unique (up to isomorphism)
3-graph on t vertices with
(
t
3
) − 1 edges. We let C5 denote the (strong) 5-
cycle C5 = ([5], {123, 234, 345, 451, 512}), and write F3,2 for the 3-graph F3,2 =
([5], {123, 145, 245, 345}).
We say that a particular instance of the Tura´n problem for 3-graphs is stable
if there is a sequence of 3-graphs
G1, G2, . . . , Gn, . . .
such that for any ε > 0 there exists δ > 0 and n0 ∈ N such that any F-free 3-graph
on n ≥ n0 vertices with more than (pi(F)− δ)
(
n
3
)
3-edges can be transformed into
(an isomorphic copy of) Gn by adding or deleting at most εn
3 of the 3−edges.
(Intuitively, this says there is an essentially unique extremal configuration, and
that any ‘close to extremal’ 3-graph must lie at a small edit distance from it: at
most εn3.)
We shall also touch on links.
Definition 38. Given a 3-graph G and x ∈ V (G), the link graph (or link) of x
in G is the 2-graph
Gx = (V \ {x}, {ab : xab ∈ E(G)}) .
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We shall consider the problem of forbidding the links of a 3-graph from con-
taining a complete 2-graph on t vertices, and we define Jt to be the corresponding
forbidden 3-subgraph, namely
Jt =
(
[t+ 1],
{{x, y, t+ 1} : {xy} ∈ [t](2)}) .
This 3-graph Jt is a special case of a ‘suspension’ (namely the 3-suspension of
K
(2)
t ); in the more general notation due to Keevash [120] it is denoted by S
3K2t .
Various constructions we consider in this chapter involve taking a (possibly
unbalanced) partition of the vertex set V = A1 unionsq A2 unionsq · · · unionsq Ar and then adding
edges according to some rule. In this setting, a 3-edge has type AiAjAk if it is of
the form xyz with x ∈ Ai, y ∈ Aj, z ∈ Ak.
Definition 39. A blow-up construction is obtained by taking a 3-graph H on
V (H) = [r] with some possibly degenerate edges—for example ‘112’ or ‘333’—and
using it as a template to construct graphs of order n for every n ∈ N as follows:
— partition [n] into r parts A1 unionsq A2 unionsq · · · unionsq Ar
— add all edges of type AiAjAk with ijk ∈ E(H)
An iterated blow-up construction is obtained, as the name suggests, by taking
a blow-up construction from a template H and then repeating the construction
inside (some of) the |V (H)| parts of the resulting 3-graph, and then again in
the resulting subparts, and so on. The partition and edges obtained by the first
iteration are said to be at level 1 of the construction, the subpartition and edges
given by the second iteration are said to lie at level 2, and so on.
Finally and most importantly, we define the notion of induced subgraph den-
sity, which is central to the theory of flag algebras.
Definition 40. Given a 3-graph G of order |V (G)| = n and a 3-graph H of
order m ≤ n, the (induced) subgraph density of H in G, denoted by dH(G), is
the probability that an m-subset of V (G) chosen uniformly at random induces a
copy of H in G, i.e. that the resulting random subgraph of G is isomorphic to
H. When H is the 3-edge ([3], {123}), we write d(G) for dH(G) and call it the
(edge) density of G.
154
7.2.2 Mantel’s theorem via the semi-definite method
In this subsection, we give an overview of the semi-definite method. As men-
tioned previously, this method is a by-product of the flag algebra calculus of
Razborov [160]. It consists of an efficient formalism for converting the problem
of proving certain inequalities between subgraph densities into a semi-definite
programming problem, which can then be solved with the aid of a computer.
Excellent expositions of this method from an extremal combinatorics perspective
have already appeared in the literature; our presentation draws in particular on
Section 2.1 of [17] and Section 7 of [120].
For ease of notation and the sake of clarity, we shall consider 2-graphs rather
than 3-graphs for our exposition, in contrast to [17, 120]. Razborov [160] in fact
defined his flag algebra calculus in a much more general setting which includes
2-graphs and 3-graphs as special cases; we feel that the 2-graph case gives all the
intuition necessary, while keeping calculations to a minimum.
Let K
(2)
3 denote the complete 2-graph on 3 vertices, otherwise known as the
triangle. To illustrate our discussion, we shall use the following weak form of
Mantel’s Theorem as a running example:
Theorem 72.
pi(K
(2)
3 ) = 1/2.
What would be the crudest possible way of finding a nontrivial upper bound
on pi(K
(2)
3 )? We could observe that a triangle-free graph G on n vertices is at
most as dense as the most dense subgraph of order m ≤ n that it contains. Note
that as G is triangle-free, so are its subgraphs. Say therefore that a subgraph is
admissible if it is triangle-free and so could occur as a subgraph of G. Pick some
integer m, and let H denote the collection of all admissible subgraphs of order m
up to isomorphism. We then have
d(G) =
∑
H∈H
dH(G)d(H) (7.1)
with
∑
H∈H dH(G) = 1, and thus
d(G) ≤ max
H∈H
d(H). (7.2)
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This is fairly obviously a poor way to go about bounding pi(K
(2)
3 ). Indeed
pick for example m = 3. The family H then consists of three graphs H0, H1, H2,
with Hi being the unique (up to isomorphism) graph on 3 vertices with exactly i
edges. Thus (7.2) shows pi(K
(2)
3 ) ≤ 2/3, but this could only be sharp if all induced
subgraphs of order 3 were isomorphic to H2. This is impossible for n ≥ 5. Indeed,
suppose we have x, y with xy a non-edge, and a, b, c such that {xya}, {xyb} and
{xyc} all induce copies of H2 in G. Then as G is triangle-free, {abc} must induce
a copy of H0. We therefore expect the density of H0 in G to be bounded below
by some function of the density of H2 (the density of H1 being determined by the
fact that
∑
i dHi(G) = 1). Thus one way we could try to refine inequality (7.2)
would be to take such a relationship into account and exploit it to improve our
bound.
The simplest relationship of this kind we could hope for is a linear inequality
for subgraph densities of the form∑
H∈H
dH(G)aH ≥ 0.
Given such an inequality, it follows from (7.1) that
d(G) ≤
∑
H∈H
dH(G) (d(H) + aH)
≤ max
H∈H
(d(H) + aH) .
Provided our linear inequality is ‘good’, the aH ‘even out’ the coefficients d(H) +
aH by transferring weight from dense subgraphs to sparser ones, improving on (7.2).
Following this line of thought, we then ask ourselves: how can we produce
(good) linear inequalities for subgraph densities? Our remark on the fact that
we cannot pack a graph full of induced copies of H2 suggests a possible answer:
we can consider the ways in which different kinds of subgraphs can intersect, and
from this information derive bounds on subgraph densities. What Razborov’s
flag algebra calculus gives us is an efficient formalism for doing just that, which
we now present.
Suppose we work in the general framework of F-free graphs. (Our example
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H0 H1 H2
Figure 7.1: The admissible graphs.
had F = {K(2)3 }.) Let m be an integer, which we shall fix later on, and let H
denote as before the set of all (up to isomorphism) admissible subgraphs of order
m.
An intersection type is a graph on a labelled vertex set, with every vertex
having a distinct label. Given an intersection type σ, a σ-flag is an admissible
graph F on a partially labelled vertex set such that the subgraph induced by the
labelled vertices is a copy of σ (with identical labels for the vertices.) For example,
let us consider the intersection type σ consisting of a single vertex labelled ‘1’.
Then there are (up to isomorphism) two σ-flags of order 2, namely F0 consisting
of a non-edge with one end labelled ‘1’, and F1 consisting of an edge with one
end labelled ‘1’ (see Figure 7.2). We shall write Flσ for the collection of all (up to
isomorphism) σ-flags of order l.
Let us now define some flag densities. Fix an intersection type σ of order
|V (σ)| = s and an integer l ≥ s. Given a graph G, select a partial labelling of
V (G) with the labels from σ, chosen uniformly at random. (By which we mean:
randomly select |V (σ)| vertices and assign them distinct labels from σ.) This
makes G into a potential σ-flag. Note that the labelled vertices could fail to
induce a copy of σ, and that we allow this. Now select a set S1 of l − s other
vertices (necessarily unlabelled) uniformly at random. Taken together with the
labelled vertices, S1 gives us a potential σ-flag of order (l − s) + s = l; so, given
F ∈ Flσ, write dF (G) for the probability this potential σ-flag is a copy of F . We
call this the flag density of F in G.
Having selected S1, pick a disjoint set S2 of l−s unlabelled vertices uniformly
at random. Taken together with the partially labelled vertices, S1 and S2 give
us two potential σ-flags of order l. Then, given F, F ′ ∈ Flσ, let dF,F ′(G) be the
probability S1 and S2 induce copies of F and F
′ respectively when taken together
with the labelled vertices. We call dF,F ′(G) the flag pair density of (F, F
′) in G.
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Finally, for a fixed partial labelling θ of V (G) with labels from σ, select an
(l − s)-set S1 from the unlabelled vertices of G uniformly at random, and write
d θF (G) for the probability that S1 together with the vertices labelled by θ induces a
copy of the the σ-flag F . Then select a disjoint (l−s)-set S2 uniformly at random
from the remaining unlabelled vertices and write d θF,F ′(G) for the probability that
S1 and S2 induce copies of F and F
′ respectively when taken together with the
vertices labelled by θ.
In our running example with σ consisting of a single vertex labelled ‘1’, dF1(G)
measures the probability that if we randomly label a vertex x in V (G) and ran-
domly select y ∈ V (G) \ {x} then xy ∈ E(G)—in other words, dF1(G) is exactly
the edge-density of G. On the other hand, dF1,F0(G) measures something slightly
more complicated: letting n = |V (G)| and writing d(v) for the degree of v in G,
we have
dF1,F0(G) =
∑
v∈V (G)
1
n
(
d(v)
n− 1
)(
n− 1− d(v)
n− 2
)
.
This is in fact exactly (dH2(G) + dH1(G)) /3. Similarly interesting from a combi-
natorial perspective is
dF1,F1(G) = dH2(G)/3 + dK(2)3
(G),
which in a triangle-free graph measures the H2 density (divided by 3).
Now, let us fix σ, l and make two easy observations. Firstly, if n = |V (G)| is
sufficiently large, then picking two random extensions of order l−s for a randomly
labelled set of s vertices is essentially the same thing as picking a random pair of
disjoint extensions—indeed the probability that two randomly chosen (l−s)-sets
from V (G) intersect is O(1/n).
Observation 6. For all F, F ′ ∈ Flσ, for all possible partial labellings θ of V (G)
with labels from σ,
d θF (G)d
θ
F ′(G) = d
θ
F,F ′(G) +O (1/n) .
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In particular, taking expectations over θ on both sides, we have
Eθ d θF (G)d θF ′(G) = dF,F ′(G) +O (1/n) .
Secondly, we can average:
Observation 7. Let m be any integer with m ≥ 2l− s, and let H be the family
of all (up to isomorphism) admissible subgraphs of order m defined earlier. Then
for all F, F ′ ∈ Flσ,
dF,F ′(G) =
∑
H∈H
dH(G)dF,F ′(H).
The appearance of the dH(G) terms in Observation 7 suggests we are close
to achieving our goal. And indeed, let Q be any fixed positive semi-definite
|Flσ| × |Flσ| matrix with entries indexed by Flσ. Then
0 ≤ Eθ
∑
F,F ′∈Flσ
QF,F ′d
θ
F (G)d
θ
F ′(G) (by positive semi-definiteness)
=
∑
F,F ′∈Flσ
QF,F ′dF,F ′(G) +O(1/n) (by Observation 6)
=
∑
F,F ′∈Flσ
QF,F ′
∑
H∈H
dH(G)dF,F ′(H) +O(1/n) (by Observation 7)
=
∑
H∈H
dH(G)
 ∑
F,F ′∈Flσ
QF,F ′dF,F ′(H)
+O(1/n) (7.3)
by changing order of summation again in the last line.
This is of the desired form 0 ≤∑H∈H dH(G)λH + O(1/n) (the O(1/n) error
term being irrelevant when bounding the Tura´n density). Thus for a fixed m,
every choice of σ and l such that 2l− |V (σ)| ≤ m, and positive semi-definite ma-
trix Q, gives us some linear inequality between subgraph densities for admissible
subgraphs of order m. We can then sum these inequalities together. For example,
if we have r choices
(σ1, l1, Q1), (σ2, l2, Q2), . . . , (σr, lr, Qr),
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we can add the corresponding inequalities (7.3) to get
0 ≤
∑
H∈H
dH(G)
 r∑
i=1
∑
F,F ′∈Fliσi
(Qi)F,F ′ dF,F ′(H)
+O(1/n).
With a view to getting the best possible improvement of (7.2), we can, for a
fixed choice of (σ1, l1), (σ2, l2), . . . , (σr, lr), optimise the choice of the matrices
Q1, Q2, . . . , Qr to obtain a ‘best inequality possible’:
0 ≤
∑
H∈H
dH(G)aH +O (1/n) ,
where
aH =
r∑
i=1
∑
F,F ′∈Fliσi
(Qi)F,F ′ dF,F ′(H).
We can add this to (7.1) to get
d(Gn) ≤
∑
H∈H
dH(Gn) (d(H) + aH) +O (1/n) , (7.4)
and thus obtain a bound on the Tura´n density of our family F of forbidden
subgraphs,
pi(F) ≤ max
H∈H
(d(H) + aH) . (7.5)
We refer to (7.5) as the flag algebra bound, and for each H ∈ H we call d(H)+aH
the flag algebra coefficient of H in the bound.
At this point, let us make two important observations:
Lemma 73. Suppose the flag algebra bound is tight, i.e.
pi(F) = max
H
(d(G) + aH) ,
and there is an admissible subgraph H ′ whose flag algebra coefficient is ρ where
ρ < pi(F). Then, for any sequence of F-free graphs (Gn)n∈N with |V (Gn)| = n
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and e(Gn) = (pi(F) + o(1))
(
n
2
)
, we have
lim sup
n→∞
dH′(Gn) = 0.
Proof. Indeed, suppose lim supn→∞ dH′(Gn) > ε for some fixed ε > 0. Then by
(7.4), we have for infinitely many n
d(Gn) < ερ+ (1− ε)pi(F) +O(1/n)
which is bounded away from pi(F) for n large enough, a contradiction.
Similarly, a consequence of requiring the flag algebra bound to be tight is that
∑
F,F ′∈Flσ
EθQF,F ′d θF (G)d θF ′(G) = O(1/n) (7.6)
for all our optimised choices of (σ, l, Q) and graphs G that are ‘close’ to being
extremal.
Additionally, if the problem has a blow-up construction as a stable extremum,
consider the ‘limit’ of a sequence of extremal configurations Gn as n → ∞. For
all F ∈ Flσ, the quantity d θF (Gn) is determined (up to o(1)) by the parts of the
blow-up construction in which we set the labelled vertices; in particular if θ and
θ′ place the same labels in the same parts, then d θF (Gn) = d
θ′
F (Gn) + o(1) for all
choices of F , and we may treat θ and θ′ as being ‘equivalent’. We can reduce in
this way the set of all partial labelings into a finite set of ‘equivalence’ classes.
To illustrate this informal discussion with an example, suppose the extremal
configurationsGn consist of complete balanced bipartite graphs and that |V (σ)| =
2. Then there are two ‘equivalence’ classes of partial labelings: one in which both
labelled vertices are put in the same part of Gn, and one in which the labelled
vertices are assigned to different parts of Gn.
Now for each ‘equivalence’ class, choose a sequence of distinct representatives,
i.e. a sequence of partial labelings of n-vertex extremal configurations, and write
U for the finite set of sequences thus defined. Since Q is positive semi-definite,
we have the following:
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1 1 1
σ F0 F1
Figure 7.2: The intersection type σ and σ-flags F0 and F1.
Remark 8 (Baber [16]). Suppose the flag algebra bound is tight, and that the
problem has a blow-construction as a stable extremum. Let (σ, l, Q) be one of
our optimised choices of intersection type, flag order and matrix. Then for any
(θn)n∈N ∈ U , where U is the set of sequences of partial labelings informally defined
above,
lim
n→∞
∑
F,F ′∈Flσ
QF,F ′d
θn
F (Gn)d
θn
F ′ (Gn) = 0.
In other words, the vectors of flag densities associated with a fixed embedding
of σ in a large extremal configuration accumulate around the set consisting of the
zero vector and of the zero eigenvectors of the positive semi-definite matrix Q.
This remark was first made in a more formal infinitary setting by Baber (Lemma
2.4.4 in [16]), to whom we refer the reader for a rigorous proof.
Having made these two observations, let us return to our running example
as an illustration of how Razborov’s method is used to provide upper bounds
for Tura´n densities. Recall that we are trying to show pi(K
(2)
3 ) ≤ 1/2 using the
semi-definite method. In this case consideration of one intersection type suffices,
namely the type σ consisting of a single labelled vertex. We have two σ-flags of
order 2, F0 and F1, and three admissible subgraphs of order 3, H0, H1 and H2
(see Figures 7.1 and 7.2). Let us compute dF,F ′(H) for all possible choices of F, F
′
and H.
Since our intersection type σ consists of a single vertex, our random labelling
and our two random extensions always give us an ordered pair of σ-flags, so
that
∑
F,F ′ dF,F ′(H) = 1. Now it is easy to see that dF0,F0(H0) = 1, and that
dF,F ′(H0) = 0 for all other choices of F, F
′. Next, we see that dF0,F0(H1) =
1/3, as the only way of getting two copies of F0 is to label the unique degree
zero vertex in H1 ‘1’ (which happens a third of the time), and that with this
labelling we always get two copies of F0 in the randomly chosen extensions. Also
dF1,F1(H1) = 0 as H1 contains only one edge, so that we have by symmetry
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dF0,F1(H1) = dF1,F0(H1) = 1/3. We then get the dF,F ′(H2) for free by noting that
H2 is the complement of H1 and F0 is the complement of F1, so that dF,Fη(H2) =
dF1−,F1−η(H1). Summarising, we have:
dF0,F0(H) dF0,F1(H) = dF1,F0(H) dF1,F1(H)
H0 1 0 0
H1 1/3 1/3 0
H2 0 1/3 1/3
Now let
Q =
(
a b
c d
)
be a positive semi-definite matrix. (In other words a, b, c, d satisfy a, d ≥ 0, ad−
bc ≥ 0.) Then in any triangle-free graph G of order n,
d(G) ≤ dH0(G) (0 + aH0) + dH1(G)
(
1
3
+ aH1
)
+ dH2(G)
(
2
3
+ aH2
)
+O(1/n),
where the aHi are the coefficients introduced earlier, given by
aH0 = a
aH1 = a/3 + b/3 + c/3
aH2 = b/3 + c/3 + d/3.
We now optimise the choice of Q. Guessing that extremal triangle-free graphs
are complete bipartite, we expect by Lemma 73 that both H0 and H2 must both
have flag algebra coefficients equal to 1/2 in a tight flag algebra bound; it is then
a straightforward exercise in calculus to work out that
Q =
(
1/2 −1/2
−1/2 1/2
)
is an optimal choice of matrix.
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Our optimal inequality is then
0 ≤ dH0(G)
2
− dH1(G)
6
− dH2(G)
6
+O (1/n) ,
giving
d(G) ≤ 1
2
(dH0(G) + dH2(G)) +
1
6
dH1(G) +O (1/n) .
Taking the limit as n→∞, we deduce that pi(K(2)3 ) ≤ 1/2. Since a complete bal-
anced bipartite graph achieves density 1/2 + o(1), we in fact must have equality.
We have thus proved Theorem 72. (In fact we have proved a little more: our in-
equality tells us exactly which subgraphs can have positive density in an extremal
example, and what those positive densities are, namely dH0(G) = 1/4 + o(1) and
dH2(G) = 3/4 + o(1). This information can then be used to show that ‘close’ to
extremal triangle-free graphs are ‘close’ to complete bipartite. See Section 7.2.5
for details.)
In general it is not practical to do the optimisation above by hand (or indeed
to perform manually all of the earlier calculations required to determine H,Flσ
and the dF,F ′(H) terms), and this is where Flagmatic comes in: taking as input
a set of forbidden configurations F and an integer m, it performs all the required
computations, feeds the problem in an appropriate form into a semi-definite prob-
lem solver (SDP solver) then converts the SDP solver output into a bound on
pi(F) and produces a ‘certificate’ of the flag algebra calculation. We discuss all
this in detail in the next subsections.
7.2.3 Flagmatic
All the upper bounds on Tura´n densities that we give in this chapter have been
obtained by flag algebra calculations assisted by the Flagmatic package written
by Vaughan to implement the semi-definite method. In this subsection we make
some remarks concerning Flagmatic, and, in particular, how it obtains exact
solutions. Note that in the remainder of the chapter, starting from this section,
we shall write ‘graph’ for ‘3-graph’.
Flagmatic takes as input a family of forbidden graphs F, and an integer m.
It then determines H, the family of all admissible (F-free) graphs of order m, up
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to isomorphism, and generates a set of intersection types and flags to use. By
default, Flagmatic will use all intersection types σ whose order is congruent to m
modulo 2. For each σ, Flagmatic takes Flσ with l = (m− |V (σ)|) /2 as its family
of σ-flags. Flagmatic then computes the densities d(H), for each H ∈ H, and all
the flag pair densities dF,F ′(H) for all H ∈ H and all pairs F, F ′ ∈ Flσ.
(It is not hard to show that if we use a type σ of order s, where s is not
congruent to m modulo 2, then we can achieve at least as good a bound by
replacing σ with all the types of order s+1 that contain σ as a labelled subgraph.
For this reason, if we include all types whose order is congruent to m modulo 2,
then the bound we get will be no worse than if we use all the types.)
Flagmatic uses the semi-definite program (SDP) solver ‘CSDP’ [44] to find
symmetric matrices Q1, Q2, . . . , Qr that optimise the flag algebra bound (7.5).
(Note that in the search for optimal matrices, we may assume that each Qi is
symmetric, for otherwise we could replace Qi by (Qi + Q
T
i )/2 without changing
aH .) As is standard for this kind of software, CSDP uses floating-point arithmetic,
which presents us with a number of issues (see e.g. [97]). Foremost of these is the
fact that the (floating-point) bound thus obtained is neither exact nor entirely
rigorous. Flagmatic offers two ways around this difficulty.
If the floating-point bound is not thought to be tight, then the simplest of
the two ways is also the most appropriate: Flagmatic can perform a Cholesky
decomposition of the matrices, and then round off each entry to the nearest
rational, with denominators bounded by a suitable integer q (q = 108 is the
default, if the user does not supply a preference). In this way, a rational bound
on the Tura´n density pi(F) can be obtained rigorously. The said bound may
appear to be slightly worse than the floating-point bound initially reported by
Flagmatic, but in practice we may keep this discrepancy below 10−6 by choosing
q large enough.
On the other hand, if the floating-point bound first reported by Flagmatic is
thought to be tight, and if we know a matching lower bound construction, then
we can do better. Given a lower bound construction, Flagmatic will use it to
construct zero eigenvectors of the positive semi-definite matrices found by the
SDP solver. This is done by using Remark 8. So for each positive semi-definite
matrix Q, assuming that all the zero eigenvectors can be obtained in this way,
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we can factor out the zero eigenspace and write Q as a product
Q = R Q′ RT
where Q′ is positive definite. Moreover, because the R matrix can be constructed
by considering, loosely speaking, ‘flag densities in the limit of an extremal con-
figuration’, it can be constructed with rational entries. Flagmatic then rounds
the entries of Q′ to nearby rationals, its choices being guided in a few cases by
the conjectured value of pi(F). (The rounding procedure used by Flagmatic is
somewhat unsophisticated, but we have found it to be sufficient for our purposes.
More complicated methods of rounding are possible, for example one could try to
minimise the Euclidean distance between the original floating-point matrix and
the rounded matrix, as proposed in Section 2.4.2 of [16].)
Since the floating-point matrix Q′ is positive definite, the ‘rounded off’ matrix
will also be positive definite, provided our approximation is sufficiently fine. (In-
deed if the perturbation of the entries of Q′ introduced in the rounding-off process
is too great, Flagmatic will report an error and ask to use larger denominators
q.) Finally, to ensure that it is beyond doubt that the ‘rounded off’ Q′ is positive
definite, Flagmatic uses a change of basis (via Gaussian elimination) to put it in
diagonal form. (The R matrix is modified so that Q = R Q′ RT is unchanged.)
Finally, Flagmatic will produce a certificate of the rigorous flag algebra bound
(7.5), of which more will be said in the next subsection. For more information
about using Flagmatic, we invite the reader to consult the User’s Guide [193].
7.2.4 Certificates
One of the drawbacks of the flag algebra method is that computations rapidly
become very involved. The number of distinct 3-graphs on n vertices, up to
isomorphism, for n = 1, 2, . . . grows very rapidly:
1, 1, 2, 5, 34, 2136, 7013320, . . .
(sequence A000665 of [2]), and the size of the family of admissible graphs increases
at a comparable pace in most problems. In practical terms, this means that we
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cannot perform any flag algebra calculations with admissible graphs of order
m > 7, and that even for m = 6 and m = 7, many flag algebra calculations
involve too many graphs to be easily verifiable by hand.
Different authors have used different ways of addressing this issue: some [101,
108, 162] include lists of admissible graphs, intersection types, flags and large
positive semi-definite matrices in the body of their papers; others [17, 18] worked
with matrices that were too large and admissible graphs that were too numerous
for this to be a practical solution, and omitted them from their papers. Our
calculations by and large fall in the latter category, and we will similarly omit
long lists of data.
Instead, we have used Flagmatic to produce certificates for all the flag algebra
calculations we perform. These certificates are available on the Flagmatic website
http://maths.qmul.ac.uk/~ev/flagmatic
as well as in the ancillary files on the accompanying CD-ROM. The certificates
are in the JSON format [1], which is designed to be human-readable. Let us
give details of what they contain, and of how this may be used to verify our
calculations.
Flagmatic uses the following notation for 3-graphs. First the order n is given,
followed by a colon and a (possibly empty) list of 3-edges, which are given as
a string of numbers x1y1z1x2y2z2 . . . . For example, “3:” represents the 3-graph
on 3-vertices with no edges, whilst “4:123124134” and “4:213214234” both
represent K−4 . (Note this notation does not allow us to work with graphs on
more than 10 vertices; however this does not turn out to be much of a restriction,
as 3-graphs of order 8 are already computationally intractable for our method.)
All numbers in the certificates are rational, and are either provided as fractions
“p/q”, or as integers. Symmetric matrices are given by the entries in their upper
triangle, so that
[[1,0,0], [1,0], [1]]
is the 3×3 identity matrix. Matrices that are not necessarily symmetric are given
by their rows, with
[[1,-2],[-5,3]]
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standing for the matrix (
1 −2
−5 3
)
.
The certificates produced by Flagmatic contain the following information:
1. A description of the problem, specifying which r-graphs we are working with
(in all our applications, r = 3); what we are trying to maximise (in this
chapter, the density of 3-edges, referred to as “3:123” in the certificate);
and which configurations we are forbidding.
2. The bound obtained (a rational number).
3. The order m of the admissible graphs we are working with; the number
of admissible graphs of order m (up to isomorphism); and a list of the
admissible graphs in the Flagmatic notation.
4. The number of intersection types used; and a list of the intersection types
in the Flagmatic notation.
5. A list of the number of flags for each intersection type (the first number
in the list corresponding to the first intersection type listed, the second
number corresponding to the second intersection type, and so on); and a
list of the σ-flags for each type σ (in Flagmatic notation, ordered by type
as above).
6. A list of Q′ matrices (called “qdash_matrices” in the certificate), one for
each intersection type.
7. A list of R matrices (called “r_matrices” in the certificate), one for each
intersection type.
At this stage the reader may wonder why we are giving two matrices for each
intersection type, rather than just one. Recall that for each intersection type
σ we must provide a positive semi-definite matrix Q to use in inequality (7.3).
To ensure that there can be no doubt as to the positive semi-definiteness of the
matrices it provides, Flagmatic gives two matrices R and Q′ where Q′ is a positive
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definite diagonal matrix and R is a rectangular matrix. The matrix Q is then
computed as
Q = RQ′RT .
Given all this information, what does one need to do to verify that the flag
algebra calculation is indeed correct? There are four stages:
1. First of all, one needs to check that the family of admissible 3-graphs given
in the certificate is indeed the family of all admissible 3-graphs of order m.
2. For all admissible graphs H and all intersection types σ, one then needs
to compute the densities d(H) and the flag pair densities dF,F ′(H) for each
pair of σ-flags (F, F ′).
3. Next, the Q matrices must be computed from the Q′ and R matrices.
4. Finally, one needs to substitute all these terms into inequality (7.5) and
check that the claimed bound is achieved.
To assist with these tasks, Emil Vaughan provides a separate checker pro-
gram, available from the Flagmatic website, called “inspect certificate.py”. This
program is independent of Flagmatic, and only requires Python 2.6 or 2.7 to run.
Given a certificate as input, it can do any of the following:
— Display the list of admissible graphs.
— Display the types and flags.
— Display the Q′ and R matrices.
— Compute and display the Q matrices.
— Compute and display the admissible graph densities.
— Compute and display the flag pair densities.
— Compute and display the flag algebra coefficients for each admissible graph.
— Compute and display which admissible graphs have a flag algebra coefficient
equal to the bound.
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As mentioned earlier, the certificates for our results are available on the Flag-
matic website, and in the accompanying CD-ROM. Each certificate has a unique
file name, which is given in the following table:
Result Certificate filename(s)
Theorem 75 k4-f32c5.js
Theorem 76 k4-f32.js
Theorem 77 38.js
Theorem 78 638.js
Theorem 80 k4-l5.js and k4-f32l5.js
Theorem 82 k58i.js
Theorem 85 43if32.js
Theorem 86 k4j4.js
Proposition 87 k4-c5.js
Proposition 88 k4-.js, c5.js and blm.js
7.2.5 Stability
When we do get a tight bound from Flagmatic we in fact get a little more
than just a proof of the Tura´n density: we have some information on the struc-
ture of extremal (hyper)graphs as well. This was observed by Baber [16] and
Pikhurko [155].
Let F be a family of (hyper)graphs, and let ρ > 0. Suppose we have a con-
struction of blow-up type showing pi(F) ≥ ρ and that we can show using the
semi-definite method with admissible (hyper)graphs of order m that pi(F) ≤ ρ.
Then not only do we know that pi(F) = ρ, but we know which subgraphs can
appear with strictly positive upper density in near-extremal graph sequences:
by Lemma 73, for all admissible (hyper)graphs H of order m for which the
flag algebra coefficient is not tight, and all F-free graph sequences (Gn)n∈N with
|V (Gn)| = n and edge-density d(Gn) = (pi(F) + o(1)), we have dH(Gn)→ 0.
Let then F′ denote the collection of admissible graphs of order m whose flag
algebra coefficient is not tight, and call the rest of the admissible graphs of or-
der m the sharp graphs. Since F′ is finite, it follows that in all near-extremal
sequences (Gn)n∈N only o(1) proportion of m-tuples of vertices induce a copy of a
member of F′. We can thus use a (hyper)graph removal lemma and change o(1)
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proportion of the edges of (Gn)n∈N to obtain a new sequence (G′n)n∈N which is
F-free and contains no induced copy of a member of F′. (For graphs and directed
graphs, we can use the removal lemmas of Alon and Shapira [9, 10]; for uniform
hypergraphs, this can be done instead by the hypergraph removal lemma of Ro¨dl
and Schacht [169].)
In this new sequence, we now know exactly what the subgraphs of order m
are: the sharp graphs. It is then usually a simple matter of fitting the pieces
of the puzzle together to show that the modified sequence is of the appropriate
blow-up type.
Let us give an example. We know from our proof of the density version of
Mantel’s theorem that the sharp graphs are H0 and H2, i.e. the graphs on three
vertices spanning 0 and 2 edges respectively. Suppose we have a triangle-free
graph sequence (Gn)n∈N with e(Gn) = (1/2 + o(1))
(
n
2
)
edges. By applying the
removal lemma of Alon and Shapira [10], we can change cn = o(n
2) edges in Gn
to obtain G′n such that all 3-sets of G
′
n induce a copy of H0 or H2. For n large
enough G′n must contain some edge (since 1/2 − o(1) > 0 for n large enough).
Thus there must be at least one copy of H2 in G
′
n, say ([3], {12, 13}).
Consider any vertex x ∈ V (G′n) \ [3]. Since 13x spans at least one edge, it
must span a copy of H2, and similarly for 12x. Now if 2x is an edge, then 23x
spans a copy of H2 and thus 3x must be an edge and 1x must be a non-edge.
Then we may identify 1 and x. On the other hand if 1x is an edge then 2x, 3x
are non-edges and we may identify 2 and x.
Proceeding in this way until we run out of vertices, and then identifying 2 and
3, we see that our graph G′n is in fact a blow-up of the edge ([2], {12}), in other
words a complete bipartite graph. Since the edge-density of G′n is 1/2 + o(1),
it follows that both parts have size (1 + o(1))n/2 and that G′n can be made
into a complete balanced bipartite graph by changing c′n = o(n
2) edges. Thus
the original graph Gn is at an edit distance of cn + c
′
n = o(n
2) from complete
balanced bipartite. This shows the Tura´n problem for the triangle is stable.
Stability is a very useful property, and can sometimes be exploited to compute
Tura´n numbers exactly; this is known as the stability method. See [154, 174] for
a detailed discussion of this technique and [155] for an example. While we shall
not deal explicitly with Tura´n numbers or stability in this thesis, let us mention
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the recent work of Baber and Talbot [18] on stability along the lines suggested
above and the upcoming note of Vaughan and the author [76], in which we show
that the tight results obtained in this chapter are stable.
7.3 Results
7.3.1 On the extremal theory of 3-graphs with indepen-
dent neighbourhoods
A 3-graph G is said to have independent neighbourhoods if for every x, y ∈ V (G)
the joint neighbourhood
Γ(x, y) = {z : xyz ∈ E(G)}
of x and y is an edge-free set in G. This is equivalent to saying that G contains
no copy of F3,2 as a subgraph, where F3,2 = ([5], {123, 145, 245, 345}). For reasons
we shall elaborate on in Section 4.1, the extremal theory of 3-graphs with inde-
pendent neighbourhoods is very amenable to investigations via the semi-definite
method.
The first result we should mention is due to Fu¨redi, Pikhurko and Simonovits
[93], who established the Tura´n density of F3,2 (and in fact determined its Tura´n
number ex(n, F3,2) exactly).
Theorem 74 (Fu¨redi, Pikhurko, Simonovits).
pi(F3,2) = 4/9.
The next four results are new however.
Theorem 75.
pi(K−4 , C5, F3,2) = 12/49.
Proof. The upper bound is from a flag algebra calculation using Flagmatic (see
Section 2.4 for how to obtain a certificate). The lower bound, which was inde-
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Figure 7.3: Fu¨redi’s double Fano construction.
pendently obtained by Fu¨redi [143], comes from taking a balanced blow-up of the
6-regular 3-graph on 7 vertices
H7 = ([7], {124, 137, 156, 235, 267, 346, 457, 653, 647, 621, 542, 517, 431, 327}).
The 3-graph H7 can be obtained as the union of two edge-disjoint copies of the
Fano plane on the same vertex set
F1 = ([7], {124, 137, 156, 235, 267, 346, 457}) and
F2 = ([7], {653, 647, 621, 542, 517, 431, 327}),
as depicted in Figure 7.3. This elegant perspective is due to Fu¨redi [143].
Another way to think about H7 is by considering its link-graphs: for every
i ∈ [7], the link graph of i in H7 is a 6-cycle, which is triangle-free (in fact
bipartite). This instantly shows that a blow-up of H7 is K
−
4 -free. To see that H7
and its blow-ups are F3,2 free, it is enough to observe that for every i 6= j in [7],
the codegree of i and j in H7 is exactly 2, which is not enough to support a 3-edge,
so that their joint neighbourhood remains edge-free in the blow-up. Finally, to
see that such a blow-up is C5-free, note that H7 is itself C5-free, so that 5 vertices
in distinct parts of the blow-up cannot span a C5, while, on the other hand, a
copy of C5 in the blow-up cannot involve two vertices in the same part (since any
two vertices of C5 appear together in a 3-edge).
The next result is similar to an earlier theorem of Frankl and Fu¨redi [84],
which we shall discuss in the next section, where we also show how our results
differ.
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Theorem 76.
pi(K−4 , F3,2) = 5/18.
Proof. The upper bound is from a flag algebra calculation using Flagmatic (see
Section 2.4 for how to obtain a certificate). The lower bound, due to Frankl
and Fu¨redi, is obtained by taking a balanced blowup of the following 5-regular
3-graph on 6 vertices,
H6 = ([6], {123, 234, 345, 145, 125, 136, 356, 256, 246, 146}).
There are two easy ways to visualise H6. On the one hand, it is the unique
3-graph on 6 vertices such that for every i ∈ [6] the link graph of i is a 5-
cycle. Alternatively, we may think of it as the unique 3-graph on 6 vertices
with all its 5-vertex subgraphs isomorphic to C5. The first description makes it
clear that blow-ups of H6 are K
−
4 -free, since the link graphs of H6 contain no
triangles. A blow-up of C5 clearly has independent neighbourhoods, and a copy
of F3,2 involves vertices in at most 5 different parts of a blow-up, so the second
description establishes that blow-ups of H6 are C5-free as well.
We now turn our attention to problems where we forbid certain 2-graphs from
appearing in the links of a 3-graph. From this perspective, the previous theorem
established that the edge-density of a 3-graph with independent neighbourhoods
and triangle-free links is at most 5/18 +o(1). In Theorems 77 and 78 we consider
the problem of forbidding complete 2-graphs on 4 and 5 vertices respectively from
appearing in the links instead of triangles.
Theorem 77.
pi(J4, F3,2) = 3/8.
Proof. The upper bound is from a flag algebra calculation using Flagmatic (see
Section 2.4 for how to obtain a certificate). The lower bound is obtained by taking
a balanced blow-up H of K4. For each vertex x in the resulting 3-graph, the link
graph is the disjoint union of an independent set of vertices and a complete 3-
partite graph; such a graph clearly cannot contain a complete graph on 4 vertices,
establishing that H is J4-free. To see that H is F3,2-free as well, it is enough to
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note that a copy of F3,2 cannot involve two vertices lying in the same part of H,
and that H has only 4 parts whereas F3,2 has 5 vertices.
Theorem 78.
pi(J5, F3,2) = 3/8.
Remark 9. Note this implies Theorem 77.
Proof. The upper bound is from a flag algebra calculation using Flagmatic (see
Section 2.4 for how to obtain a certificate). The lower bound is obtained, as in
Theorem 77, by taking a balanced blow-up H of K4. Since J4 is a subgraph of
J5, and H is J4-free, H must be J5-free as well.
We should make two remarks here. First of all, the flag algebra calculation
involved in the proof of Theorem 77 is ‘easy’ in comparison with the calculations
involved in the proofs of Theorems 75 and 76. This, and the pleasing structure of
our lower bound construction, suggest that the underlying Tura´n density problem
should be amenable to more direct combinatorial arguments. Secondly, we might
have expected that the extremal configuration for the (J5, F3,2) problem be a
balanced blow-up of K5, yielding link graphs consisting of complete 4-partite
graphs together with an independent set. However, K5 is not F3,2-free, and as
Theorem 78 shows, we do not gain anything from forbidding J5 rather than J4.
It seems natural to ask about the the behaviour of pi(Jt, F3,2) for large t.
Theorem 79 (Pikhurko [153]).
lim
t→∞
pi(Jt, F3,2) =
4
9
.
Proof. Certainly
pi(Jt, F3,2) ≤ pi(F3,2) = 4
9
for all t ≥ 1. The idea for the lower bound construction, due to Pikhurko [153],
is to use the extremal construction for F3,2 and to modify it slightly in order to
make it Jt-free as well.
Take a bipartition of [n] into two parts A and B, with |A| ≈ n/3. Further
divide B into t − 1 equal parts B1, B2, . . . , Bt−1. Then take as our 3-edges all
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triples meeting A and two distinct subparts of B to obtain a graph G. We claim
G is (Jt, F3,2)-free.
Indeed, vertices in our construction have (t − 1)-partite link graphs (since
there is no edge meeting one of A,B1, . . . Bt−1 in exactly two vertices). Thus G
is Jt-free. Also, given b, b
′ in B, their joint neighbourhood is the edge-free set A;
given a ∈ A and b ∈ B, their joint neighbourhood is a subset of the edge-free set
B; and given a, a′ ∈ A, their joint neighbourhood is empty, so that G is F3,2-free
as claimed.
Now the edge-density of G is
d(G) = |A|
(
t− 1
2
)(
n− |A|
t− 1 +O(1)
)2
/
(
n
3
)
=
4
9
(t− 2)
(t− 1) +O
(
n−1
)
.
Thus for any fixed t we have
pi(Jt, F3,2) ≥ 4
9
(t− 2)
(t− 1) ,
which tends to pi(F3,2) = 4/9 as t→∞.
In essence, as t→∞ the construction of Pikhurko given above ‘converges’ to
the extremal configuration for F3,2, namely the bipartite graph with V = A unionsqB,
|A| ≈ |B|/2 and all 3-edges of type ABB. In the limit as t→∞, this is the best
we can do. For t fixed, this is another matter. As we proved in Theorems 76, 77
and 78, this construction is not optimal for t = 3, 4, 5. In fact as
4
9
(t− 2)
(t− 1) ≤
3
8
for all t < 8, we know that Pikhurko’s construction cannot be optimal for t < 8.
Question 12. Is it the case that for all t : 4 ≤ t < 8
pi(Jt, F3,2) =
3
8
?
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Is it the case that for all t ≥ 8
pi(Jt, F3,2) =
4
9
(t− 2)
(t− 1)?
Let us finally note that until very recently all previous known results in ex-
tremal 3-graph theory had one of five extremal configurations: the blow-up of a
3-edge [32, 83], H6 [84], the ‘one-way’ complete bipartite 3-graph [93] (an unbal-
anced blow-up of the degenerate 3-graph ([2], {112})), Tura´n’s construction [162]
(where the proof also relied on the semi-definite method) and the complete bipar-
tite 3-graph [16, 51, 122, 145]. We can now add two more extremal configurations
to this list: the balanced blow-up of H7 and the balanced blow-up of K4.
Since the first version of this chapter was written, Baber and Talbot [18]
have added seven more examples using exhaustive computer search and the semi-
definite method. Also Pikhurko [156] has showed that for every blow-up or iter-
ated blow-up construction with optimised weights, there exists some finite family
of 3-graphs for which the construction is extremal. (His proof relies on a kind of
compactness argument, however, and so does not yield explicit families.)
We now come to some Tura´n problems for which we have been unable to
find tight bounds using Flagmatic. Erdo˝s and So´s conjectured that the maximal
density of a 3-graph in which all vertices have a bipartite link graph is 1/4:
Conjecture 13 (Erdo˝s, So´s (see [84])).
pi(odd cycle in link graph) = 1/4.
If the conjecture is true, then this is an extremely unstable problem. Two
different constructions were given by Frankl and Fu¨redi [84]:
Construction 1 (Frankl, Fu¨redi). Distribute n vertices uniformly along the
circumference of a circle. Then define a 3-graph on n vertices by putting a 3-
edge xyz in the graph if the centre of the circle lies in the interior of the triangle
determined by x, y and z, to obtain a K−4 -free 3-graph.
Construction 2 (Frankl, Fu¨redi). Consider a random tournament T on n ver-
tices. Then define a 3-graph on n vertices by putting a 3-edge xyz in the graph
if xyz is an oriented triangle in T .
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To these constructions, we can add five more
Construction 3. Take a balanced, iterated blow-up of the 3-graph consisting of
a single 3-edge, G = ([3], {123}).
Construction 4. Take a balanced iterated blow-up of C5.
Construction 5. Take a balanced iterated blow-up of H7.
Construction 6. Take a balanced iterated blow-up of
([7], {123, 124, 125, 136, 137, 146, 247, 256, 257, 347, 356, 357, 456, 467}).
Construction 7. Take a balanced iterated blow-up of
([7], {123, 124, 125, 136, 146, 157, 237, 247, 256, 345, 356, 367, 457, 467}).
The last three constructions are all iterated blow-ups of some 6-regular 3-
graph on 7 vertices. The best way to think about them is perhaps in terms of
their link graphs: the link graphs in H7 consist of 6-cycles, whereas the links in
Constructions 6 and 7 are isomorphic to (respectively) a 4-cycle with two pendant
edges attached to a pair of adjacent vertices, and a 4-cycle with a path of length
2 attached to one of the vertices. In all three cases, the links are bipartite, and
so the links in an iterated blow-up are bipartite as well.
In fact, more generally, if G is a 3-graph with bipartite links, then any iterated
blow-up of G also has bipartite links. We can thus construct arbitrarily many
non-isomorphic configurations of 3-graphs with bipartite links and 3-edge density
1/4+o(1) by taking any of the above constructions, blowing it up, and then inside
each of the parts, we are free to place a copy of any of the other constructions.
Given this instability, the bipartite links conjecture of Erdo˝s and So´s appears
very hard. We believe, however, that the independent neighbourhoods version of
the problem should be stable with Construction 1 being the essentially unique
extremal configuration.
Conjecture 14.
pi(odd cycle in link graph, F3,2) = 1/4,
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Figure 7.4: An orientation of K
(2)
5 .
with the stable extremal configuration being given by Construction 1.
In fact, more generally, we believe that extremal problems for 3-graphs with
independent neighbourhoods should be stable:
Conjecture 15. Tura´n problems for 3-graphs with independent neighbourhoods
are stable.
As we shall see in Section 3.3 however, the extremal theory of 3-graphs with
independent neighbourhoods still has non-principality: there exist 3-graphs H1
and H2 such that
pi(H1, H2, F3,2) < min (pi(H1, F3,2), pi(H2, F3,2)) .
Thus even in this restricted setting we cannot hope for an analogue of the Erdo˝s–
Stone Theorem from extremal graph theory.
Before we close this section, let us note the bounds we can obtain using
Flagmatic for the problems in Conjectures 13 and 14:
Theorem 80.
1/4 ≤ pi(odd cycle in link graph, F3,2) < 0.255889, and
1/4 ≤ pi(odd cycle in link graph) < 0.258295.
Proof. The upper bounds are from two flag algebra calculations using Flagmatic
(see Section 2.4 for how to obtain a certificate). Lower bounds from Construc-
tion 1.
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Let us finally outline a proof of our claim that Constructions 1–7 are distinct.
(That they have asymptotic density 1/4 and bipartite links is left as an exercise
for the reader.)
Constructions 3–7 can be distinguished by considering their link-graphs; they
are moreover highly structured, so that with high probability, the random Con-
struction 2 cannot be edited into them without changing at least a constant pro-
portion of the 3-edges. (Indeed the probability of say n/3 vertices having identical
neighbourhoods (up to o(n3) edges) in the rest of the 3-graph is exceeding small.)
Clearly iterated blow-up constructions are not F3,2-free. It is easy to see
that Construction 2 is not F3,2-free either: given 5 vertices x1, x2, x3, x4, x5, the
orientation
−−→x2x1,−−→x1x3,−−→x3x2,−−→x1x4,−−→x4x2,−−→x1x5,−−→x5x2,−−→x3x4,−−→x4x5,−−→x5x3
(see Figure 7.4) occurs with probability at least 2−10 in a random tournament,
so that we expect F3,2 to occur as a subgraph in Construction 2 with strictly
positive density.
Now on the other hand, Construction 1 is F3,2-free. Indeed, consider any
two vertices x1 and x2 on the circumference of a circle, and let us show that
their common neighbourhood is an independent set. If x1 and x2 lie on the
same diameter, their codegree must be zero, as x1 and x2 cannot be vertices of
a triangle that has the centre of the circle in its interior. Thus we may assume,
without loss of generality, that x1 and x2 do not lie on the same diameter. Then
the diameters through x1 and x2 separate the circumference of the circle into
four arcs (see Figure 7.5). By construction, the common neighbourhood of x1
and x2 consists of all the vertices lying on the interior of the arc that contains
neither x1 nor x2. But by construction this is an independent set of vertices.
Thus Construction 1 is distinct from all our other constructions.
7.3.2 Forbidding induced subgraphs
Tura´n’s conjecture is arguably the most famous open problem in extremal com-
binatorics.
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Figure 7.5: The circle construction has independent neighbourhoods.
Conjecture 16 (Tura´n).
pi(K4) = 5/9.
Tura´n’s original construction for the lower bound that motivates his conjecture
is obtained by taking a balanced tripartition A unionsq B unionsq C of the vertex set, and
putting in all 3-edges of type AAB,BBC,CCA and ABC. (In our language, this
is a blow-up of the degenerate 3-graph ([3], {123, 112, 223, 331}).) Many other
other constructions for the problem have since been found. Indeed there are
exponentially many nonisomorphic 3-graph configurations on n vertices attaining
the bound given by Tura´n’s construction while not containing any copy of K4: see
Brown [49], Kostochka [127], Fon-der-Flaas [81] and Frohmader [89]. If Tura´n’s
conjecture is true, the Tura´n density problem for K4 is therefore very unstable
and thus (for reasons we shall develop in Section 4) unlikely to be resolved by a
direct application of the semi-definite method.
Razborov observed, however, that Tura´n’s construction is the only one in
which no 4-set of vertices spans exactly one 3-edge. Adding this restriction, he
was able to give a proof of a weakening of Tura´n’s conjecture using the semi-
definite method. Formally, let us call G1 the unique (up to isomorphism) 3-graph
on 4 vertices with exactly one 3-edge. Then the following holds:
Theorem 81 (Razborov [162]).
pi(K4, induced G1) = 5/9.
Thus in this case Razborov was able to circumvent the instability of the K4
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problem to obtain his result. Related work on Tura´n’s conjecture along these
lines can be found in [18, 163]. Mention should also be made of the work of
Pikhurko [155], who used Razborov’s flag algebra computation and combinatorial
arguments to determine the Tura´n number ex(n, {K4, induced G1}) exactly.
Proceeding similarly to Razborov, we considered the following conjecture,
which is also attributed to Tura´n:
Conjecture 17 (Tura´n).
pi(K5) = 3/4.
As in Conjecture 16, more than one extremal configuration attaining the con-
jectured bound is known. One K5-free 3-graph with density 3/4 + o(1) is ob-
tained by taking a complete balanced bipartite 3-graph. Another example, due
to Keevash and Mubayi [120], is obtained by taking a balanced blow-up of K4
and, writing A unionsq B unionsq C unionsqD for the corresponding 4-partition of the vertex sets,
adding all 3-edges of type AAC, AAD, BBD, BBA, CCA, CCB, DDB and DDC.
In our notation, this is the complement of the blow-up of the degenerate 3-graph
([4], {111, 222, 333, 444, 112, 223, 334, 441}).
This is easily seen to be distinct from the first example. Many more con-
figurations exist: Sidorenko exhibited infinite families of nonisomorphic K5-free
constructions with asymptotic density 3/4 (see Constructions 4–7 in [173]). Thus
if Conjecture 17 is true, then the Tura´n density problem for K5 is very unstable
and, just as in Conjecture 16, we are unlikely to arrive at tight bounds for pi(K5)
by using only the semi-definite method.
We are, however, able to obtain an analogue of Razborov’s result: observe
that in a complete bipartite graph, a 5-set of vertices cannot span exactly 8
edges. On the other hand, consider for example the construction of Keevash and
Mubayi: taking one vertex from part A and two vertices from each of parts B and
C yields a 5-set spanning exactly 8 edges. Let us therefore write G for the family
of 3-graphs on 5 vertices with exactly 8 edges. (There are only two such 3-graphs
up to isomorphism; considering K5 as a graph on the vertex set [5], these are
K5 \ {123, 145} and K5 \ {123, 124} respectively.) Then the following holds:
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Theorem 82.
pi(K5, induced copy of a member of G) = 3/4.
Proof. The upper bound is from a flag algebra calculation using Flagmatic (see
Section 2.4 for how to obtain a certificate). The lower bound is from consideration
of a complete balanced bipartite 3-graph.
Just as for Theorem 81, it would be nice to have a more direct, combinatorial
proof of Theorem 82; the proof above does not give much insight into the problem.
The strategy of introducing extra restrictions that we know must be satisfied
by our desired extremal configuration in order to obtain a better bound is not
new. An earlier result of a similar flavour (but proved without resorting to the
semi-definite method) is the following Theorem of Frankl and Fu¨redi [84].
Theorem 83 (Frankl, Fu¨redi [84]).
pi(K−4 , induced G1) = 5/18.
In fact Frankl and Fu¨redi showed rather more: they determined the Tura´n
number for this problem and showed the unique extremal graph is a balanced
blow-up of H6. Even more, they proved that all K
−
4 -free 3-graphs with no induced
copy of G1 are either (possibly unbalanced) blow-ups of H6 or are of the form
given by Construction 1 in the previous subsection.
Observe that the density version of Frankl and Fu¨redi’s result which we stated
above is very similar to Theorem 76. Indeed, the two results share the same lower
bound construction. Let us observe that forbidding a 3-graph from containing a
copy of K−4 or F3,2 is strictly weaker than forbidding a 3-graph from containing
a copy of K−4 or an induced copy of G1 (which is equivalent to requiring that all
4-sets span exactly 0 or 2 edges). Theorem 76 is thus a nominally stronger result
than Theorem 83.
Lemma 84. Suppose G is a 3-graph in which 4-sets span exactly 0 or 2 edges.
Then G is (K−4 , F3,2)-free. The converse is false.
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Proof. Let G be a 3-graph in which 4-sets span exactly 0 or 2 edges. Then G
is trivially K−4 -free. Suppose it contained F3,2 as a subgraph. By relabelling
vertices, we have that G contains 5 vertices a, b, c, d, e such that abc, ade, bde, cde
are all edges of G. Now the 4-set {a, b, d, e} already spans 2 edges, so it cannot
span any more. Thus neither of abd, abe lies in E(G). Similarly, none of acd, ace
and bcd, bce can lie in E(G). Now consider the 4-set abcd. This spans exactly one
edge, the other three having been forbidden; but this contradicts the fact that G
is a 3-graph in which 4-sets span exactly 0 or 2 edges.
To see that the converse is false, consider a 3-graph on 4 vertices with 1
edge. This is obviously (K−4 , F3,2)-free but violates the condition that 4-sets span
exactly 0 or 2 edges. The same is true of any of its blow-ups.
Finally, let us stress just how different forbidding induced subgraphs is to
forbidding subgraphs. We have shown that pi(K−4 , F3,2) = 5/18. In marked
contrast is the following:
Theorem 85.
pi(induced K−4 , F3,2) = 3/8.
Proof. The upper bound is from a flag algebra calculation using Flagmatic (see
Section 2.4 for how to obtain a certificate). The lower bound is from consideration
of a balanced blow-up of K4.
Note Theorems 85 and 77 are implied by Theorem 78 and the observation
that a blow-up of K4 is F3,2-free, J4-free and contains no induced K
−
4 . Indeed,
suppose an F3,2-free 3-graph G contains a copy of J5. This consists of a 5-set S
together with a vertex x /∈ S and all ∣∣S(2)∣∣ possible 3-edges containing x and two
vertices from S. Since G is F3,2-free, it must also be K5-free, and hence at least
one 3-edge e = {abc} from S(3) is missing in G. The 4-set {xabc} then spans an
induced copy of K−4 in G.
7.3.3 Non-principal pairs
By Theorem 76, pi(K−4 , F3,2) = 5/18. On the other hand, Frankl and Fu¨redi
gave a lower bound of 2/7 for pi(K−4 ) by considering a balanced iterated blow-up
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of H6 [84], while Fu¨redi, Pikurkho and Simonovits [93] showed pi(F3,2) = 4/9.
Gathering all this together we have:
pi(K−4 , F3,2) =
5
18
< min
(
pi(K−4 ), pi(F3,2)
)
.
Thus (K−4 , F3,2) is an example of a non-principal pair of 3-graphs—that is to
say, a pair F, F ′ with pi(F, F ′) < min(pi(F ), pi(F ′)). Non-principality for 3-graphs
was conjectured by Mubayi and Ro¨dl [145] and first exhibited by Balogh [27].
Mubayi and Pikhurko [144] then built on Balogh’s ideas to give the first example
of a non-principal pair of 3-graphs, and Razborov [162] used the semi-definite
method to show (K−4 , C5) is also a non-principal pair. We can exhibit yet another
non-principal pair of 3-graphs:
Theorem 86.
pi(K4, J4) < 0.479371 < 1/2 ≤ pi(J4).
Proof. The upper bound on pi(K4, J4) is from a flag algebra calculation using
Flagmatic (see Section 2.4 for how to obtain a certificate). The lower bound for
pi(J4), due to Bolloba´s, Leader and Malvenuto [42], is a balanced iterated blow-up
of the complement of the Fano plane.
Given that pi(K4) ≥ 5/9, it follows that (K4, J4) is a fourth non-principal
pair of 3-graphs. (It is in fact very similar to the example given by Mubayi and
Pikhurko [144], who showed that (K4, J5) is a non-principal pair.) Note that we
can show pi(K4, J4) ≥ 2/5 by considering an iterated blow-up of
([6], {123, 124, 125, 134, 135, 146, 156, 236, 245, 246, 256, 345, 346, 356}),
but 2/5 is quite far from the upper bound.
Question 18. What is pi(K4, J4)?
Finally, let us remark that the extremal theory of 3-graphs with independent
neighbourhoods also exhibits non-principality: by Theorems 75 and 76,
pi(K−4 , C5, F3,2) = 12/49 < pi(K
−
4 , F3,2) = 5/18 < pi(C5, F3,2) = 4/9,
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where in the last line we have used the fact that pi(C5, F3,2) = pi(F3,2) (which
holds since the extremal configuration for F3,2 is C5-free.) Thus even in the case
of 3-graphs with independent neighbourhoods we cannot hope for some analogue
of the Erdo˝s–Stone theorem from extremal graph theory.
Non-principality is in general hard to prove by hand; it can however be a
useful tool to know when attacking Tura´n density problems: a common strategy
when studying pi(F) for some family F is to try showing that pi(F, G) is less
than the conjectured valued of pi(F) for some nice, dense 3-graph G, and then
use the presence of a (large) number of copies of G in a putative F-extremal
example to bound the edge-density. (See for example [51] for a nice example of
this technique.) Usually, provided that pi(F, G) < pi(F) ≤ pi(G) is actually true,
that we have a (conjectured) extremal F-free construction, and that G and the
graphs in F are not too large, Flagmatic can be expected to show non-principality
holds.
7.4 Some additional remarks
7.4.1 The complexity barrier
We have already remarked in Section 2.2 that the semi-definite method cannot
at present hope to give exact Tura´n density results for 3-graphs on 7 or more
vertices. In this subsection, we shall consider some problems for small 3-graphs
that we believe are still intractable, at least using the flag algebra method.
In contrast to the situation for graphs, we do not expect stability in general
in extremal 3-graph theory. Indeed, we saw in Section 3.2 that if the conjectures
of Tura´n and So´s are true then the Tura´n problems for K4 and K5 are unstable.
In fact generally the Kt problem is conjectured to be unstable, non-isomorphic
families of constructions having been given by Keevash and Mubayi [120]. We
mentioned another example of conjectured instability in Section 3.1 when we
considered the Erdo˝s–So´s conjecture on odd cycles in link graphs and added new
constructions to the two given by Frankl and Fu¨redi [84].
Whatever the method used, unstable problems tend of course to be more
difficult to handle than stable ones, and the semi-definite method is no exception
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to this trend. The bounds yielded by Flagmatic on the three problems mentioned
above are
5/9 ≤ pi(K4) < 0.561666,
3/4 ≤ pi(K5) < 0.769533 and
1/4 ≤ pi(odd cycles in link graph) < 0.258295
respectively, and we do not believe that these can be made tight even by an
increase in computational firepower. A heuristic justification for our pessimism is
as follows: the semi-definite method obtains bounds by considering how flags can
intersect with each other; this information is then used to give inequalities which
must be satisfied by the admissible subgraph densities. In an unstable problem
however, several very different global intersection structures are possible, and
what is a correct, sharp subgraph density inequality in one structure may well
be false in another. Indeed some admissible subgraphs may be present in one
extremal configuration with strictly positive density, but absent in another. As
remarked in Section 2.2, a hypothetical tight flag algebra bound would have to be
tight on all such subgraphs simultaneously; this seems a rather unlikely situation
to hope for. In this sense, unstable problems appear to be beyond the scope of
the semi-definite method at present.
Another hurdle we have to face is that of stable problems with ‘complex’
extremal configurations. Let us define more precisely what we mean by this.
Recall the definition of blow-up and iterated blow-up introduced in Section 2.1.
Currently all known stable extremal configurations for 3-graphs consist of blow-
ups of some (possibly degenerate) 3-graphs. Frankl and Fu¨redi gave however
an iterated blow-up construction for the K−4 problem which is conjectured to be
best possible. Since Frankl and Fu¨redi’s paper, Mubayi and Ro¨dl [145] (for the
C5 problem) and Bolloba´s, Leader and Malvenuto [42] (for the J4 problem) have
both given us instances of the Tura´n density problem where an iterated blow-up
construction is conjectured to be best possible. To these let us add a fourth:
Conjecture 19.
pi(K−4 , C5) = 1/4.
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The lower bound in Conjecture 19 is attained for example by a balanced
iterated blow-up of the 3-edge ([3], {123}), or by a balanced iterated blow-up
of H7. To give motivation for our conjecture, let us note that we can get the
following bounds on pi(K−4 , C5):
Proposition 87.
1/4 ≤ pi(K−4 , C5) < 0.251073
Proof. The upper bound is from a flag algebra calculation using Flagmatic (see
Section 2.4 for how to obtain a certificate). The lower bound is from an iterated
blow-up of the 3-edge—this has bipartite links, hence is K−4 -free. Moreover 5-sets
of vertices are easily seen to span 0, 1, 2, 3 or 4 edges, which is not sufficient for a
copy of C5 to appear as a subgraph.
Deferring our discussion of the limits of the semi-definite method for the mo-
ment, let us state why one should reasonably expect iterated blowup constructions
to be the best possible for the K−4 = J3 and the J4 problem, or indeed for the
Jt problem in general. (Why it should crop up in problems involving C5 seems a
little more mysterious.)
Suppose we have a non-degenerate 3-graph H on l vertices which is Jt-free.
Then any iterated blow-up of H will be Jt-free. Indeed, let G be an iterated
blow-up of H. Let x ∈ V (G) and let us show its link graph is K(2)t -free. Consider
a t-set of vertices {a1, a2, . . . , at} in Gv. If all of the ai lie in the same level 1
part of G as v, we can drop down to a lower level of the iterated construction, so
we may assume without loss of generality v ∈ A0 and a1 ∈ A1, where A0, A1 are
two distinct level 1 parts. As H was non-degenerate, there are no edges of type
A0A0A0, A1A1A1, A0A0A1 or A0A1A1 inG. Thus for the purpose of finding a copy
of K
(2)
t in Gv we may assume that v, a1, a2, . . . , at all lie in different level 1 parts
A0, A1, A2, . . . , At of G. But then the subgraph of G induced by v, a1, a2, . . . , at
is isomorphic to a subgraph of H, which by hypothesis has K
(2)
t -free link graphs.
ThusG hasK
(2)
t -free link graphs and is Jt-free as claimed. It follows from this that
for the Jt problem non-iterated blow-up constructions cannot be best possible.
(Note that blowing up a 3-graph containing a degenerate edge trivially gives a
copy of Jt, so that our argument above does indeed cover all possible cases.)
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Iterated blow-up constructions are therefore far from pathological, and one
should expect them to crop up frequently in extremal 3-graph theory. Their
structure is however much harder to grasp than that of their blow-up relatives.
For example, the blow-up of a 3-graph H (with no degenerate edge of the form
vvv) will always be |V (H)|-partite. In contrast, for any N ∈ N sufficiently large
(nontrivial) iterated blow-ups will fail to be N -partite: the level 1 edges force
at least two parts, then looking into one of the parts, the level 2 edges force at
least one more part, then looking into one of the subparts, the level 3 edges force
at least one more part, and so on. This is one reason we would not expect the
structure of iterated blow-up configurations to be properly captured by the flag
algebra calculus.
Proposition 88.
2/7 ≤ pi(K4−) ≤ 0.286889,
2
√
3− 3 ≤ pi(C5) ≤ 0.468287, and
1/2 ≤ pi(J4) ≤ 0.504081.
Proof. The upper bounds are from three flag algebra calculations using Flagmatic
(see Section 2.4 for how to obtain a certificate). Lower bounds from (respectively)
a balanced iterated blow-up of H6 [84], a blow-up of ([2], {112}) with |A1| ≈√
3 |A2| and the construction iterated inside A2 [145], and a balanced iterated
blow-up of the complement of the Fano plane [42].
We do not believe that the above three upper bounds can be made tight by
the semi-definite method, and similarly we do not expect Conjecture 19 to be
resolved this way either.
Let us give here some heuristic justification for our pessimism regarding these
bounds, beyond the mere fact that they fail to be tight. Given a nontrivial graph
H on t vertices and an integer k, the number of non-isomorphic subgraphs of order
k with strictly positive density in large blow-ups of H will grow polynomially in
k. By contrast, the number of non-isomorphic subgraphs of order k found in a
nontrivial iterated blow-up of H will typically be superpolynomial.
Let us give an example: consider a blow-up of ([2], {112}). This has k − 1
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distinct, non-isomorphic subgraphs of order k. (There are k + 1 choices possible
for the number of vertices in part 1, but placing 0, 1 or k vertices in part 1 yields
the same subgraph, namely the empty graph on k vertices.) On the other hand,
write f(k) for the number of non-isomorphic subgraphs of order k in a blow-up
of ([2], {112}) iterated inside part 2. Then, by considering the number of vertices
in part 1, it is easy to see that
f(k) ≥
k−1∑
i=2
f(k − i). (7.7)
Now we know from the subgraph count in the blow-up case that f(k) grows at
linear rate at least. The estimate (7.7) then implies that f(k) grows in fact faster
than any polynomial.
This superpolynomial growth rate is an objective measure of the fact that
iterated blow-ups are significantly more ‘complex’ as 3-graph configurations than
blow-up constructions. Computationally speaking, it is very bad news for an
approach based on the flag algebra calculus. As we remarked in Section 2.1, if
we obtain the correct upper bound on a Tura´n density problem, the flag algebra
bound must be tight on all subgraphs which appear with strictly positive density
in an extremal construction, whereas some slack is expected for the rest of the
admissible subgraphs. In this sense iterated blow-up constructions require us
to prove far more delicate inequalities than mere blow-up constructions—the far
richer subgraph structure of iterated blow-ups leaving us with much less room
to spare in our optimisation, making our task significantly harder. We therefore
expect that most attempts to attack problems admitting iterated blowups as
extremal constructions with Flagmatic will run into the limits set by the SDP
solver and fail to get tight bounds.
7.4.2 Further questions
The most obvious challenge our discussion above leaves open is the following. Say
that a Tura´n problem is simple if the number of subgraphs of order k which can
occur with density bounded below by some ε > 0 in an extremal configuration
grows polynomially in k, and that a Tura´n problem is complex otherwise.
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Question 20. Can we obtain an exact Tura´n density result for a complex prob-
lem? More precisely, can we give an explicit example of a finite family of 3-graphs
F for which we can prove that the extremal configurations are complex?
Pikhurko [156] has recently shown that for all iterated blow-up configurations,
there exists some finite family F of 3-graphs for which the said configuration is
extremal (with suitably optimised weights placed on the different parts). However
his proof relies on a compactness argument and so does not give explicit families.
In Section 3.2 we proved a number of results in the extremal theory of 3-graphs
with independent neighbourhoods. As the extremal construction for F3,2 is K4-
free, it is easy to see that pi(Kt, F3,2) = 4/9 for all t ≥ 4. Having considered both
the Jt (complete graphs in links) and the odd cycle in links problem, the most
natural question to ask next is perhaps: what happens if instead of forbidding
all odd cycles we only forbid odd cycles of a given length in the link graphs? For
example:
Question 21. Is pi(F3,2, odd cycle of length at least 5 in link) = 1/4?
and
Question 22. Is pi(F3,2, odd cycle of length at most 5 in link) = 1/4?
Note that if a vertex in a 3-graph G has a triangle in its link graph, then
for any odd length l ≥ 3, sufficiently large blow-ups of G will have link graphs
containing odd cycles of length l; were it not for the nature of Construction 1,
this would suggest the answer to Question 21 is ‘Yes’. Also, Theorem 76 tells us
the answer to Question 22 is ‘No’ if we replace 5 by 3 (since pi(K−4 , F3,2) = 5/18),
making the question more open-ended than the upper bounds we are able to
obtain on the problem using Flagmatic suggest.
7.4.3 Summary of results and constructions
We set in the table below the constructions and Flagmatic bounds for the Tura´n
density problems discussed in the chapter:
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Forbidden graphs Lower
bound for
pi
Upper
bound for pi
(Conjectured) Extremal configu-
ration(s)
K−4 , C5, F3,2 12/49 12/49 Blow-up of H7.
K−4 , C5 1/4 0.251073 Iterated blowup of a 3-edge.
F3,2, odd cycle in
links
1/4 0.255886 Geometric [84]; see Construc-
tion 1 in Section 7.3.1
odd cycle in links 1/4 0.258295 Many; see Section 7.3.1
K−4 , F3,2 5/18 5/18 Blowup of H6 [84].
K−4 2/7 0.286889 Iterated blowup of H6 [84].
J4, F3,2 3/8 3/8 Blow-up of K4.
J5, F3,2 3/8 3/8 Blow-up of K4.
F3,2, induced K
−
4 3/8 3/8 Blow-up of K4.
F3,2 4/9 4/9 [93] Bipartition of the vertex set into
two parts A and B with |A| ≈
2 |B|, all edges of type AAB [93].
J4, K4 2/5 0.479371
J4 1/2 0.504081 Iterated blowup of the comple-
ment of the Fano plane [42].
C5 2
√
3− 3 0.468287 Bipartition of the vertex set into
two parts A and B with |A| ≈√
3 |B|, all edges of type AAB,
then iterate inside B [145].
K4, induced G1 5/9 5/9 [162] Tura´n’s construction.
K4 5/9 0.561666 [162] Many; see [49, 81, 89, 127].
K5, 5-set spanning 8
edges
3/4 3/4 Complete bipartite graph.
K5 3/4 0.769533 [16] Many; see [173].
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Chapter 8
Tura´n H-densities for 3-graphs
8.1 Outline of the chapter
8.1.1 The Tura´n H-density problem
Following on the work in the previous chapter, we turn to a generalisation of the
Tura´n problem.
Let r ∈ N, and let F be a family of r-graphs. The Tura´n problem asks us
to determine the maximum number of r-edges than an F-free r-graph G on n
vertices may contain. What if we wanted to maximise the number of copies of
some other r-graph in G?
Definition 41. Let r, h ∈ N. Given an r-graph H on h vertices, and an r-graph
G on n ≥ h vertices, let eH(G) denote the number of h-sets from V (G) that
induce a copy of H in G. Then, given a family of r-graphs F, the Tura´n H-
number of F, exH(n,F), is the maximum number of induced copies of H that an
F-free r-graph on n vertices may contain:
exH(n,F) = max {eH(G) : G is F-free, |V (G)| = n} .
Note that if H is the r-edge, that is the (unique up to isomorphism) r-graph
on r vertices with one r-edge, then eH(G) = e(G) counts the number of r-edges
in G and exH(n,F) = ex(n,F) is the usual Tura´n number of F.
193
Problem 4. Let F be a family of r-graphs and H an r-graph. What is
exH(n,F)?
In general, the Tura´n H-number is, like the usual Tura´n number, hard to
determine exactly, and we are interested instead in the asymptotically maximal
proportion of h-vertex subsets that can induce a copy of H. We define to this
end a generalisation of the Tura´n density: for n ≥ h, it follows by averaging over
n-vertex subsets that
exH(n+ 1,F)/
(
n+ 1
h
)
≤ exH(n,F)/
(
n
h
)
.
The sequence exH(n,F)/
(
n
h
)
is thus nonincreasing and bounded below (e.g. by
0), hence convergent .
Definition 42. Let r ∈ N, let F be a family of r-graphs and let H be an r-graph
on h vertices. The Tura´n H-density of F is the limit
piH(F) := lim
n→∞
exH(n,F)/
(
n
h
)
.
Note again that in the case where H is the r-edge, we recover the usual Tura´n
density pi(F).
In this chapter, we will also consider directed graphs, i.e. 2-graphs where edges
are given an orientation. (We do not allow loops or multiple edges.) We let our
definitions of the Tura´n H-numbers and H-densities carry over to this setting
mutatis mutandis.
8.1.2 Previous work on Tura´n H-densities
When F = ∅, piH(∅) is known as the inducibility of H, and measures the asymp-
totically maximal proportion of induced copies of H we can pack into an r-graph.
The inducibility of 2-graphs was first investigated by Pippenger and Golumbic
[158] and later by Exoo [73]. Motivated by certain questions in Ramsey Theory,
Exoo proved some general bounds on piH(∅) as well as giving some constructions
194
for small H with |V (H)| ≤ 4. Bolloba´s, Nara and Tachibana [40] then proved
that piKt,t(∅) = (2t)!/2t(t!)2, where Kt,t is the balanced complete bipartite graph
on 2t vertices, Kt,t = ([2t], {{ij} : i ≤ t < j}). What is more, they determined
exKt,t(n, ∅) exactly, with the optimal construction a balanced complete bipartite
graph. More generally, Brown and Sidorenko [48] showed that if H is complete
bipartite then the graphs attaining the Tura´n H-number may be chosen to be
themselves complete bipartite.
Given a graph H and an integer b ≥ 1, the (balanced) b-blow-up of H, denoted
H(b), is the graph on b |V (H)| vertices obtained by taking for every vertex x ∈
V (H) a set of b vertices x1, x2, . . . , xb and putting an edge between xi and yj if
and only if xy ∈ E(H). Bolloba´s, Egawa, Harris and Jin [41] proved that for all
t ∈ N and all b sufficiently large, the Tura´n Kt(b)-number exKt(b)(n, ∅) is attained
by balanced blow-ups of Kt. This was recently generalised in an asymptotic sense
by Hatami, Hirst and Norine [104] who proved that for any graph H and for all
b sufficiently large, the Tura´n H(b)-density is given by considering the ‘limit’ of
balanced blow-ups of H. Their proof relied on the use of weighted graphs.
Finally, several H-density results for small H were obtained this year by Grze-
sik [101], Hatami, Hladky´, Kra´l, Norine and Razborov [105], Hirst [108] and Sper-
feld [176], all using the semi-definite method of Razborov [160]. Grzesik [101],
and independently Hatami, Hladky´, Kra´l, Norine and Razborov [105], proved an
old conjecture of Erdo˝s [67] that the number of (induced) copies of the 5-cycle
C5 = ([5], {12, 23, 34, 45, 51}) in a triangle-free graph on n vertices is at most
(n/5)5. This bound is attained by a balanced blow-up of C5, thus establishing
that
piC5(K3) = 24/625.
(In fact Hatami, Hladky´, Kra´l, Norine and Razborov established the slightly
stronger fact that the Tura´n C5-number of K3, exC5(n,K3), is uniquely attained
by balanced blow-ups of C5.)
To describe the other two sets of results, we need to make some more defini-
tions. Let
K1,1,2 = ([4], {12, 13, 14, 23, 24}), paw = ([4], {12, 23, 31, 14})
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and
~C3 = ([3], { ~12, ~23, ~31}), ~K2 unionsq E1 = ([3], { ~12}).
Then Hirst showed that
piK1,1,2(∅) = 72/125, pipaw(∅) = 3/8,
with extremal configurations a balanced blow-up of K5 and the complement of a
balanced blow-up of ([4], {12, 34}) respectively. Sperfeld proved
pi ~C3(∅) = 1/4, pi ~K2unionsqE1(∅) = 3/4,
with extremal configurations a random tournament on n vertices and the disjoint
union of two tournaments on n/2 vertices respectively.
8.1.3 Flag algebras and Flagmatic
Similarly to the works cited above [101, 105, 108, 176], the upper bounds on Tura´n
H-densities we present in this chapter have been obtained using the semi-definite
method of Razborov [160], a by-product of his theory of flag algebras. As in the
previous chapter, we use the Flagmatic package written by Vaughan [193] to assist
us with the flag algebra calculations, and, in an effort to avoid having large matri-
ces and long lists of admissible subgraphs cluttering the chapter, we produce cer-
tificates for the calculations rather than reproduce them in full. These certificates
(together with the independent checker program inspect_certificate.py) can
be downloaded from the Flagmatic website,
http://www.maths.qmul.ac.uk/~ev/flagmatic/
and can additionally be found amongst the ancillary files on the CD-ROM ac-
companying this thesis. Each certificate has a unique filename, which is given in
the following table:
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Result Certificate Result Certificate
Theorem 90 k4max43.js Theorem 105 max42.js
Proposition 91 c5max43.js Proposition 106 max43.js and
41max43.js
Proposition 92 c5max42.js Theorem 107 max56.js
Theorem 93 c5f32max42.js Theorem 108 max57.js
Proposition 94 k4-max42.js Theorem 109 max59.js
Theorem 95 k4-f32max42.js Proposition 110 maxf32.js
Proposition 97 k4-c5max42.js Proposition 5 maxc5.js
Theorem 98 k4-c5f32max42.js Theorem 114 maxs3.js
Theorem 100 f32max43.js Theorem 116 maxs4.js
Theorem 101 f32max44.js
Proposition 102 f32max42.js and
f32max41.js
We refer the reader to Section 2 in the previous chapter for a full discussion of
the semi-definite method, Flagmatic and how the certificates may be used to
verify our flag algebra calculations; we shall use Flagmatic as a ‘black box’ for
the remainder of this chapter.
8.1.4 Contents of the chapter
In this chapter, based on a joint paper of the author with Vaughan [78], we use
Razborov’s semi-definite method together with the Flagmatic package written
by Vaughan to investigate the Tura´n H-density problem for 3-graphs. We are
able to determine a number of Tura´n H-densities, giving new constructions and
relating our work to various conjectures in extremal 3-graph theory.
Before we state our results, let us introduce an item of notation. Following the
convention used by Flagmatic, we write m.k for the collection of all 3-graphs on m
vertices spanning exactly k edges, up to isomorphism. For example, 4.3 = {K−4 },
and 5.8 denotes the two nonisomorphic subgraphs of K5 with exactly 8 edges,
([5], [5](3) \ {123, 345}) and ([5], [5](3) \ {123, 124}).
We prove the following Tura´n H-densities results for 3-graphs:
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Result Extremal construction
piK−4 (K4) = 16/27 Tura´n’s construction: balanced
blow-up of ([3], {112, 223, 331, 123}).
pi4.2(∅) = 3/4 Random geometric construction; see
Theorem 105.
pi4.2(C5, F3,2) = 9/16 Balanced blow-up of K4.
pi4.2(K
−
4 , F3,2) = 5/9 Balanced blow-up of H6.
pi4.2(K
−
4 , C5, F3,2) = 4/9 Balanced blow-up of a 3-edge.
piK4(F3,2) = 3/32 Balanced blow-up of K4.
piK−4 (F3,2) = 27/64 Unbalanced blow-up of ([2], {112}).
pi5.6(∅) = 20/27 Balanced blow-up of the 3-graph
([3], {112, 221, 223, 332, 113, 331}).
pi5.7(∅) = 20/27 Balanced blow-up of the 3-graph
([3], {111, 222, 333, 112, 223, 331, 123}).
pi5.9(∅) = 5/8 Balanced complete bipartite 3-
graph.
In addition, we prove two inducibility results for directed graphs. We define
the out-star of order k to be the directed graph
~Sk = ([k], {~1i : i ∈ [k] \ {1}}).
We prove that
pi~S3(∅) = 2
√
3− 3,
with the extremal construction being an unbalanced blow-up of ~S2, iterated inside
the part corresponding to the vertex labelled 2. (Here ‘iterated’ just means:
repeat the construction inside the vertices that were allocated to part 2 after
each iteration of the construction, until you run out of vertices.) Sperfeld [176]
previously gave bounds for this problem.
This result is interesting to us for two reasons: first of all, this directed 2-graph
problem is related to the Tura´n problem of maximising the number of 3-edges in
a C5-free 3-graph. Second, we believe this is the first ‘simple’ instance for which
it can be shown that an iterated blow-up construction is (stable) extremal. (We
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elaborate on this in Section 3.) While it is not directly relevant to 3-graphs,
which are the main focus of this chapter, we also determine pi~S4(∅) and make a
conjecture regarding the value of pi~Sk(∅) for all k ≥ 5.
8.1.5 Structure of the chapter
This chapter is structured as follows: in Section 2 we present our 3-graph results.
Section 2.1 deals with the case where we forbid K4 and other complete graphs,
while Sections 2.2, 2.3 and 2.4 are concerned with the cases where we forbid C5,
K−4 and both C5 and K
−
4 respectively. In Section 2.5 we consider 3-graphs with
the independent neighbourhood property, and Section 2.6 gathers our results on
inducibilities of 3-graphs, in particular our proof that pi4.2(∅) = 3/4. Finally,
in Section 3 we move on to consider directed 2-graphs and discuss the relation
between pi~S3(∅) and a conjecture of Mubayi and Ro¨dl regarding the Tura´n density
of the 3-graph C5.
8.2 Tura´n H-densities for 3-graphs
8.2.1 Complete 3-graphs
As discussed in the previous chapter, Razborov used his semi-definite method to
show the following weakening of Tura´n’s conjecture:
Theorem 89 (Razborov [162]).
pi(K4, induced 4.1) = 5/9.
What is more, Pikhurko [155] showed that Tura´n’s construction is the unique,
stable extremal configuration for this problem. We can show that in fact what
Tura´n’s construction does is to maximise the K−4 -density in K4-free 3-graphs;
this can be thought of as the most natural weakening of Tura´n’s conjecture.
Theorem 90.
piK−4 (K4) = 16/27
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Proof. The upper bound is from a flag algebra calculation using Flagmatic (see
Section 8.1.3 for how to obtain a certificate). The lower bound is from Tura´n’s
construction, a balanced blow-up of ([3], {112, 223, 331, 123}).
In addition, by essentially mimicking Pikhurko’s argument, it is possible to
show that any K4-free 3-graph with K
−
4 -density ‘close’ to 16/27 is ‘close’ to
Tura´n’s construction in the edit distance. That is, one can make it into a copy
of Tura´n’s construction by changing ‘few’ edges. See Section 2.5 of the preceding
chapter for a discussion of this, or the forthcoming note [76].
Having established that piK−4 (K4) = 16/27, can we say anything about piK
−
5
(K5)
? In Section 2.4 we give a result, Theorem 109, that implies piK−5 (K5) = 5/8, with
the lower-bound coming from a complete balanced bipartite 3-graph. More gen-
erally, we believe we know what the value of piK−t (Kt) is.
Define a sequence (Ht)t≥2 of degenerate 3-graphs on t vertices as follows. Let
H2 = ([2], {111, 222, 112, 221}) ,
and
H3 = ([3], {111, 222, 333, 112, 223, 331}) .
Now for t ≥ 4, define Ht by adding vertices t − 1 and t to Ht−2, together with
the edges
(t− 1)(t− 1)(t− 1), ttt, (t− 1)(t− 1)t, (t− 1)tt.
Then let Gt(n) denote the complement of a balanced blow-up of Ht−1 on n ver-
tices. This construction is a special case of the general Kt-free construction due
to Keevash and Mubayi [120] which we discussed in Chapter 6.
Conjecture 23. Gt(n) is the unique (up to isomorphism) 3-graph with ex(n,Kt)
edges and exK−t (n,Kt) induced copies of K
−
t .
It is easy to work out that Gt(n) has edge-density
1− 4
(t− 1)2 + o(1),
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and a slightly more involved calculation shows that its K−t -density is
t!
(t− 1)t−1
2(t−1)/2
3
+ o(1)
if t is odd, and
t!
(t− 1)t
(5t− 8)
3
2(t−6)/2 + o(1)
if t is even. Note that for t = 4 and t = 5 this agrees with Theorems 90 and 109
respectively.
8.2.2 The strong 5-cycle
Mubayi and Ro¨dl [145] studied the Tura´n density problem for C5, and came up
with the following ingenious construction of a C5-free 3-graph. Partition the
vertex set into two parts A and B with |A| ≈ √3 |B|, and add all edges that
have two vertices in A and one vertex in B, and then iterate inside B. This can
be described succinctly as an unbalanced blow-up of the (degenerate) 3-graph
([2], {112}), iterated inside part 2. (See Section 3.2 for a proof this is (C5, K4)-
free.) Mubayi and Ro¨dl conjectured that this construction is best possible, and
recent applications of the semi-definite method [77, 162] have provided strong
evidence in that direction.
Conjecture 24 (Mubayi, Ro¨dl [145]).
pi(C5) = 2
√
3− 3.
Observe now that Mubayi and Ro¨dl’s construction avoids K4 as well as C5.
If their conjecture is true, then pi(C5) = pi(C5, K4). We would thus expect their
construction to also maximise the number of copies of K−4 in a C5-free 3-graph.
This appears to be the case, with a caveat: the construction is the right one, but
the weights we place on each part need to be adjusted slightly.
Proposition 91.
0.423570 < α ≤ piK−4 (C5) < 0.423592,
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where α is the maximum value of
f(x) =
4x(1− x)3
1− x4 ,
in the interval [0, 1], which, by solving a cubic equation, can be computed explicitly
to be
α = 4− 6
(
(
√
2 + 1)1/3 − (
√
2− 1)1/3
)
.
Proof. The upper bound is from a flag algebra calculation using Flagmatic (see
Section 8.1.3 for how to obtain a certificate). The lower bound is from a blow-up
of ([2], {112}), with proportion x of the vertices placed inside part 2, iterated
inside part 2. The function f(x) then calculates exactly the asymptotic density
of K−4 in such a construction. The sign of the derivative of f is determined by
the product of a cubic and a linear factor. Performing the required calculus, the
maximum of f can then be determined in closed form.
Note that the maximum of f occurs at a cubic irrational, and not at a
quadratic irrational as happens when we maximise the number of 3-edges. What
is more, we place proportion approximately 0.366025 (i.e. a little more than 1/3)
of the vertices inside part B when maximising the edge-density; and this drops
down to approximately 0.253077 (i.e. a little more than 1/4) when maximising
the K−4 density. This is to be expected; in the first case we want an average 3-set
to have about one vertex in part B, while in the latter case we want an average
4-set to have about one vertex in part B.
We conjecture that the lower-bound in Proposition 91 is tight:
Conjecture 25.
piK−4 (C5) = 4− 6
(
(
√
2 + 1)1/3 − (
√
2− 1)1/3
)
.
Given the difference in the proportion of vertices assigned to part 2 between
the case where we are maximising the number of edges and the case where we are
maximising the number of copies of K−4 in a C5-free 3-graph, one could expect
that the way to maximise the number of copies of 4.2—that is, of 4-sets spanning
exactly 2 edges—would also be to take a blow-up of ([2], {112}), iterated inside
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part 2, with a suitable proportion of vertices (say a little over 1/2) being assigned
to part 2 at each stage of the iteration. This yields an asymptotic density of only
max
x∈[0,1]
6x2(1− x)2
1− x4 ,
which is approximately 0.404653. However, it turns out we can do much better
using a different construction:
Proposition 92.
0.571428 < 4/7 ≤ pi4.2(C5) < 0.583852.
Proof. The upper bound is from a flag algebra calculation using Flagmatic (see
Section 8.1.3 for how to obtain a certificate). For the lower bound, consider a
balanced blow-up of K4, iterated inside each part.
We believe that the lower bound in Proposition 92 is tight:
Conjecture 26.
pi4.2(C5) = 4/7.
While the upper bound we can obtain is still some way off 4/7, the following
exact result gives us rather more confidence about Conjecture 26:
Theorem 93.
pi4.2(C5, F3,2) = 9/16.
Proof. The upper bound is from a flag algebra calculation using Flagmatic (see
Section 8.1.3 for how to obtain a certificate). For a lower bound construction,
take a balanced blow-up of K4.
In a sense Theorem 93 tells us that if we do not allow ourselves to use iterated
blow-up constructions, then a blow-up of K4 is the best we can do. We therefore
expect that one cannot do better than an iterated blow-up of K4 when this
restriction is lifted.
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8.2.3 Forbidding K−4
The 3-graph on four vertices with three edges, K−4 , is the smallest 3-graph with
non-trivial Tura´n density, both in terms of the number of vertices and the number
of edges. Disproving an earlier conjecture of Tura´n, Frankl and Fu¨redi [84] showed
that pi(K−4 ) ≥ 2/7 by considering a balanced blow-up of H6, iterated inside each of
its 6 parts. Using his semi-definite method, Razborov [162] proved upper bounds
for pi(K−4 ) quite close to this value (and small improvements were subsequently
given in [17] and [77]), leading to the natural conjecture that the construction of
Frankl and Fu¨redi is in fact best possible:
Conjecture 27 (Frankl-Fu¨redi, Razborov).
pi(K−4 ) = 2/7.
Should the conjecture be true, one would expect that an iterated blow-up
of H6 also maximises the number of induced copies of 4.2. As in the previous
subsection, the semi-definite method is not quite able to close the gap; again we
refer the reader to Section 4.1 of the previous chapter for a discussion of why
iterated blow-up constructions might be ‘hard’ for the method.
Proposition 94.
0.558139 < 24/43 ≤ pi4.2(K−4 ) < 0.558378
Proof. The upper bound is from a flag algebra calculation using Flagmatic (see
Section 8.1.3 for how to obtain a certificate). The lower bound is from a balanced
iterated blow-up of H6.
We believe that the lower bound is tight:
Conjecture 28.
pi4.2(K
−
4 ) = 24/43.
As before, restricting the setting to that of 3-graphs with independent neigh-
bourhoods helps quite a lot, both for the original Tura´n problem and for the Tura´n
4.2-density problem. In the previous chapter we proved that pi(K−4 , F3,2) = 5/18
204
(Theorem 5). The extremal construction, a balanced blow-up of H6, is also ex-
tremal for the following problem.
Theorem 95.
pi4.2(K
−
4 , F3,2) = 5/9.
Proof. The upper bound is from a flag algebra calculation using Flagmatic (see
Section 8.1.3 for how to obtain a certificate). The lower bound is from a balanced
blow-up of H6.
8.2.4 Forbidding K−4 and C5
In the previous chapter, we considered the problem of forbidding both K−4 and
C5. We have a lower bound of pi(K
−
4 , C5) ≥ 1/4 by considering a balanced blow-
up of a 3-edge, with the construction iterated inside each of the 3 parts; and we
gave an upper bound of pi(K−4 , C5) < 0.251073 using the semi-definite method,
leading us to conjecture that the lower bound is tight:
Conjecture 29.
pi(K−4 , C5) = 1/4.
Another construction yielding the same lower bound is as follows: let H7 be
the 6-regular 3-graph on 7 vertices
H7 = ([7], {124, 137, 156, 235, 267, 346, 457, 653, 647, 621, 542, 517, 431, 327}).
As mentioned in the previous chapter, H7 can be thought of as the unique (up to
isomorphism) 3-graph G on 7 vertices such that for every vertex x ∈ V (G), the
link-graph Gx = (V (G) \ {x}, {yz : xyz ∈ E(G)}) is the 6-cycle. Alternatively,
H7 can be obtained as the union of two edge-disjoint copies of the Fano plane on
the same vertex set
F1 = ([7], {124, 137, 156, 235, 267, 346, 457}) and
F2 = ([7], {653, 647, 621, 542, 517, 431, 327}),
a perspective due to Fu¨redi [143].
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As shown in the proof of Theorem 75 in the previous chapter, a blow-up of H7
is both C5-free and K
−
4 -free. It is easy to see that an iterated blow-up of H7 is
also {K−4 , C5}-free: a 4-set taking three vertices from the same part can span at
most one 3-edge, while a 5-set taking three (or four) vertices from the same part
can span at most four vertices, which is insufficient for a C5. Taking a balanced
iterated blow-up of H7 also gives us a lower-bound of 1/4 on pi(K
−
4 , C5). When
we require independent neighbourhoods, iterated blow-ups are prohibited, and
it turns out that a non-iterated blow-up of H7 does better than a blow-up of a
3-edge (which gives edge-density 2/9):
Theorem 96 (Theorem 75 in Chapter 7).
pi(K−4 , C5, F3,2) = 12/49,
with the lower bound attained by a balanced blow-up of H7.
Let us now turn to the problem of maximising the number of copies of 4.2
in a (C5, K
−
4 )-free 3-graph. As we are forbidding K
−
4 (which is the same as
forbidding 4.3), one might expect the problem of maximising the density of 4-
sets spanning 2 edges to be essentially equivalent to the problem of maximising
the number of edges. However, the extremal behaviour of the two problems is
different. An iterated blow-up of H7 yields a lower bound of 20/57 (≈ 0.350877)
for pi4.2(K
−
4 , C5), but an iterated blow-up of a 3-edge does much better:
Proposition 97.
0.461538 < 6/13 ≤ pi4.2(K−4 , C5) < 0.461645.
Proof. The upper bound is from a flag algebra calculation using Flagmatic (see
Section 8.1.3 for how to obtain a certificate). The lower bound is from a balanced
iterated blow-up of a 3-edge.
We make the inevitable conjecture that the lower bound in Proposition 97 is
tight:
Conjecture 30.
pi4.2(K
−
4 , C5) = 6/13.
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Besides the relative proximity of the upper and lower bounds in Proposi-
tion 97, further motivation for Conjecture 30 can be found in the following exact
result.
Theorem 98.
pi4.2(K
−
4 , C5, F3,2) = 4/9.
Proof. The upper bound is from a flag algebra calculation using Flagmatic (see
Section 8.1.3 for how to obtain a certificate). The lower bound is from a balanced
blow-up of a 3-edge.
By contrast, a balanced blow-up of H7 only gives a lower-bound of 120/343.
Thus when {K−4 , C5, F3,2} is forbidden, the construction that maximises the den-
sity of the most dense 3-graph on four vertices allowed is different from the con-
struction maximising the edge-density. And it is different in a rather strong sense:
not only are the constructions not isomorphic, but there is no homomorphism
from H7 into (a blow-up of) a 3-edge.
Indeed, label the 3 parts of the blow-up G of a 3-edge A, B and C, and
suppose f : V (H7) → A unionsq B unionsq C is a homomorphism. Since 137 is an edge of
H7, it must then be that 1, 3 and 7 are each mapped to different parts A,B,C;
without loss of generality we may assume that f(1) ∈ A, f(3) ∈ B and f(7) ∈ C.
Since 134 is also an edge of H7 we must also have f(4) ∈ A. But then 467 is an
edge of H7 with f(4), f(7) ∈ C, and so cannot be mapped by f to an edge of G,
contradicting our assumption that f is a homomorphism.
This structural difference between the problems of maximising the number of
3-edges and of maximising the number of copies of 4.2 in a K−4 -free 3-graph is a
somewhat surprising phenomenon. We ask whether this is due solely to the fact
that we are forbidding C5 and F3,2 on top of K
−
4 :
Question 31. Let m and 2 ≤ t ≤ (m
3
)
be integers. Does there exist for every
n ∈ N an m.t-free 3-graph on n vertices that has both the maximum number of
edges and the maximum number of copies of m.(t − 1) possible in an m.t-free
graph?
Of course this question is most interesting when t =
(
m
3
)
; herem.t andm.(t−1)
consist of just Kt and K
−
t respectively. In this case we believe the answer to Ques-
tion 31 is ‘yes’, which is, in a weaker form, our Conjecture 31 from Section 2.1.
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8.2.5 Independent neighbourhoods
We have by now seen many examples of how restricting the setting to 3-graphs
with independent neighbourhoods can render Tura´n problems significantly more
tractable to the semi-definite method; we refer the reader back to Section 4.1 in
the previous chapter for a heuristic discussion of why this might be so. In this
subsection, we study Tura´n H-density problems in F3,2-free 3-graphs for their
own sake. The Tura´n density problem for F3,2 was solved by Fu¨redi, Pikhurko
and Simonovits:
Theorem 99 (Fu¨redi, Pikhurko, Simonovits [92]).
pi(F3,2) = 4/9.
In fact, they showed rather more: the unique, stable extremal configuration
is an unbalanced blow-up of ([2], {112}), with the size of the two parts chosen
so as to maximise the number of edges, so that roughly 2/3 of the vertices are
assigned to part 1 and 1/3 to part 2 [93]. Note that this configuration is K4-free.
We therefore expect it to maximise the induced density of K−4 in an F3,2-free
graph. This does turn out to be the case, with the minor caveat that we need
to change the proportion of vertices in each part; we now want a random 4-set
to have exactly three vertices in part 1 and one in part 2, rather than a random
3-set to have two vertices in part 1 and one in part 2.
Theorem 100.
piK−4 (F3,2) = 27/64.
Proof. The upper bound is from a flag algebra calculation using Flagmatic (see
Section 8.1.3 for how to obtain a certificate). The lower bound is from a blow-up
of ([2], {112}), with three quarters of the vertices assigned to part 1 and the rest
to part 2.
As the above construction is C5-free, Theorem 100 also implies
piK−4 (C5, F3,2) = 27/64,
providing us with an analogue for K−4 of Theorem 93 from Section 2.2.
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The next 3-graph whose density in F3,2-free 3-graphs we investigate is K4.
Observing that K5 is not F3,2-free, one is naturally led to guess that the K4-
density is maximised by taking a balanced blow-up of K4. This does indeed turn
out to be the case:
Theorem 101.
piK4(F3,2) = 3/32.
Proof. The upper bound is from a flag algebra calculation using Flagmatic (see
Section 8.1.3 for how to obtain a certificate). The lower bound is from a balanced
blow-up of K4.
Thus we are left with two 3-graphs on 4 vertices whose density in F3,2-free
3-graphs we would like to maximise. However, we have been unable to obtain
sharp results:
Proposition 102.
4/9 ≤ pi4.1(F3,2) < 0.514719,
9/16 ≤ pi4.2(F3,2) < 0.627732.
Proof. The upper bounds are from flag algebra calculations using Flagmatic (see
Section 8.1.3 for how to obtain a certificate). The lower bounds are from balanced
blow-ups of ([3], {112, 223, 331}) and K4 respectively.
8.2.6 Inducibility
In this subsection, we study piH(∅) for small 3-graphs H. The quantity piH(∅) is
often called the inducibility of H. Let G¯ denote the complement of a 3-graph G;
that is, the graph containing all edges not present in G. A graph G is said to be
self-complementary if G and G¯ are isomorphic.
It is easy to see that the H-density of a 3-graph G is equal to the H¯-density
of G¯. Two immediate consequences of this are:
Corollary 103. For any 3-graph H,
piH(∅) = piH¯(∅).
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Corollary 104. If H is self-complementary, then either there are either at least
two extremal constructions, or the extremal construction is itself self- complemen-
tary.
We first study piH(∅) for the 3-graphs H with |V (H)| = 4. Clearly we have
piK4(∅) = piK¯4(∅) = 1, so this leaves us only two values to determine, pi4.2(∅) and
piK−4 (∅) (which by Corollary 103 is the same as pi4.1(∅)).
Theorem 105.
pi4.2(∅) = 3/4.
Proof. The upper bound is from a flag algebra calculation using Flagmatic (see
Section 8.1.3 for how to obtain a certificate). The lower bound is from the fol-
lowing random geometric construction due to Reid, Vaughan and the author.
First of all, place n equally spaced vertices on the unit circle. Each pair of
vertices (x, y) defines a chord of the unit circle. Consider the division of the unit
disc into (mostly polygonal) regions given by these chords. We independently
assign each region a value 0 or 1 with equal probability. Then, for each triple of
vertices (x, y, z), we add the 3-edge xyz if and only if the sum of the values of the
regions contained inside the triangle xyz is odd. This gives us our construction.
We shall now prove that with positive probability, at least 3/4 of the 4-sets
of vertices induce the graph 4.2. Let us begin with two observations.
First of all, let R be any collection of regions. Then the probability that the
sum of their values is odd is exactly 1/2. (So our construction has expected 3-
edge density 1/2.) Second, if R and R′ are two disjoint collections of regions, the
parity of the sum of the values of the regions in R is independent from the parity
of the sum of the values of the regions in R′.
From now on, let us speak of the parity of a collection of regions as a shorthand
for the parity of the sum of the values of the regions it contains. Consider a 4-set
of vertices S = {a, b, c, d}. We may assume without loss of generality that when
traversing the unit circle clockwise from a, the vertices b, c and d are met in
that order, as depicted in Figure 8.1. So a, b, c, d are the vertices of a convex
quadrilateral. Let e be the intersection point of the diagonals ac and bd, and let
R1, R2, R3 and R4 denote the triangles abe, bce, cde and ade.
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eR3
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Figure 8.1: From the proof of Theorem 105.
Now, if zero or four of the Ri have odd parity, then the 4-set S = {a, b, c, d}
spans no edges in our construction. If one or three of the Ri has odd parity,
then S spans two edges; this happens with probability 1/2. If two of the Ri have
odd parity, there are two cases to consider: either the two Ri with odd parity
are adjacent to each other —i.e. their boundaries intersect in a nontrivial line
segment— in which case S spans two edges, or they are opposite one another, in
which case S spans four edges. The former case occurs with probability 1/4.
Therefore the probability that S spans two edges is 3/4. Since the choice of
S was arbitrary, it follows that with positive probability our construction gives a
4.2-density of at least 3/4, whence we are done.
We note that the lower-bound construction is quite different from previously
known 3-graphs constructions. Of those that have appeared in the literature, it
resembles most the geometric construction of Frankl and Fu¨redi [84], which it
in some sense generalises. Their construction also featured vertices on the unit
circle, with 3-edges added in whenever the corresponding triangle contains the
origin in its interior. (This construction achieves a 4.2-density of 1/2.)
Let us now consider the inducibility of K−4 . Here by contrast we do not believe
we have a good lower-bound. We get a similar upper bound if we forbid 4-sets of
vertices from spanning exactly one edge.
Proposition 106.
0.592592 < 16/27 ≤ piK−4 (∅) < 0.651912.
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Also,
16/27 ≤ piK−4 (induced 4.1) ≤ 0.650930.
Proof. The upper bounds are from flag algebra calculations using Flagmatic (see
Section 8.1.3 for how to obtain a certificate). The lower bound in both cases is
from Tura´n’s construction.
It seems likely that both piK−4 (∅) and piK−4 (induced 4.1) take values close to
0.65. Since Tura´n’s construction has no induced copies of 4.1 and is (by Theo-
rem 90) a K4-free 3-graph maximising the K
−
4 -density, this would indicate that
the actual extremal construction(s) for the inducibility of K−4 have strictly posi-
tive K4-density.
Turning to 5-vertex graphs, we are able to obtain a few more exact results.
Theorem 107.
pi5.4(∅) = pi5.6(∅) = 20/27.
Proof. The upper bound is from a flag algebra calculation using Flagmatic (see
Section 8.1.3 for how to obtain a certificate). The lower-bound (for 5.6) is from a
balanced blow-up of ([3], {112, 221, 223, 332, 113, 331}). (This is just a balanced
tripartition with all 3-edges meeting a part in two vertices exactly.)
Theorem 108.
pi5.3(∅) = pi5.7(∅) = 20/27.
Proof. The upper bound is from a flag algebra calculation using Flagmatic (see
Section 8.1.3 for how to obtain a certificate). The lower bound (for 5.7) is from a
balanced blow-up of ([3], {111, 222, 333, 123, 112, 223, 331}). (This is just Tura´n’s
construction with all three parts made complete.)
Theorem 109.
pi5.1(∅) = pi5.9(∅) = 5/8.
Proof. The upper bound is from a flag algebra calculation using Flagmatic (see
Section 8.1.3 for how to obtain a certificate). The lower-bound is obtained by
taking a complete balanced bipartite 3-graph.
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In the forthcoming note, we prove that the complete balanced bipartite 3-
graph is in fact the stable extremum for the inducibility of 5.9. This relates
Theorem 109 to a conjecture of Tura´n on the Tura´n density of K5, the complete
3-graph on 5 vertices.
Conjecture 32 (Tura´n).
pi(K5) = 3/4.
One of the constructions attaining the bound is given by taking a balanced
complete bipartite 3-graph. Many other non-isomorphic constructions are known
[173]. However, what Theorem 109 shows is that the complete bipartite 3-graph
is, out of all of these, the one which maximises the number of induced copies of
K−5 , that is of 5-sets spanning all but one of the possible 3-edges. This is a direct
analogue of our earlier result Theorem 90.
We close this section on 3-graphs by giving upper bounds on the inducibility
of two other 3-graphs on 5 vertices.
Proposition 110.
0.349325 < α < piF3,2(∅) < 0.349465,
where α is the maximum of
10x2(1− x)3
1− x5
in the interval [0, 1].
Proof. The upper bound is from a flag algebra calculation using Flagmatic (see
Section 8.1.3 for how to obtain a certificate). The lower bound is obtained by
taking a unbalanced blow-up of ([2], {112, 222}), iterated inside part 1, where a
proportion α of the vertices are assigned to part 1 at each stage.
We believe that the lower bound construction given above is extremal:
Conjecture 33.
piF3,2(∅) = max
x∈[0,1]
10x2(1− x)3
1− x5 .
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Figure 8.2: From the proof of Proposition 112.
Finally, we note that the random geometric construction given in Theo-
rem 105, which is extremal for the inducibility of the self-complementary graph
4.2, also gives a reasonably good lower bound on the inducibility of the self-
complementary graph C5:
Proposition 111.
0.1875 = 3/16 ≤ piC5(∅) < 0.198845.
Proof. The upper bound is from a flag algebra calculation using Flagmatic (see
Section 8.1.3 for how to obtain a certificate). The lower bound comes from
considering the random geometric construction we introduced in the proof of
Theorem 105. As the vertices are scattered on the unit circle, any five of them
define a convex pentagon. Drawing in the diagonals divides this pentagon into 11
disjoint regions. The result then follows from a rather tedious case analysis.
8.3 A digression into directed graphs
8.3.1 The out-star of order 3
We define the out-star of order k to be the directed graph
~Sk = ([k], {~1i : i ∈ [k] \ {1}}).
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That is, the star with k−1 edges oriented away from the centre. In this subsection,
we shall be interested in particular in ~S3 and its relation to the 3-graph C5, the
strong cycle on 5 vertices.
Given a directed graph D on n vertices, let us define a 3-graph G(D) on the
same vertex set by setting xyz to be a 3-edge whenever the 3-set {x, y, z} induces
a copy of ~S3 in D.
Proposition 112. G(D) is a (C5, K4)-free 3-graph.
Proof. Let us first show that G(D) is K4 free. Suppose {a, b, c, d} is a 4-set of
vertices in G(D) that spans a K4. Without loss of generality, we may assume
that ~ab, ~ac are in E(D). Therefore neither ~bc, ~cb are in E(D). Since {a, b, d} also
spans a 3-edge in G(D), it follows that ~ad ∈ E(D) and ~bd, ~db /∈ E(D). But then
{b, d, c} spans at most one edge of D, and hence cannot be a 3-edge of G(D), a
contradiction.
Now suppose {a, b, c, d, e} is a 5-set of vertices that spans a C5 in G(D), with
edges abc, bcd, cde, dea and eab. Since abc is an edge, {a, b, c} must induce a
copy of ~S3 in D.
First of all, suppose we have ~ab, ~ac in E(D), and ~bc, ~cb not in E(D), as depicted
in Figure 8.2. As bcd ∈ E(G(D)), {b, c, d} must span a copy of ~S3, and we
must have ~db, ~dc ∈ E(D). Similarly, as cde ∈ E(G(D)) we have ~de ∈ E(D)
and ~ec, ~ce /∈ E(D). Again as dea ∈ E(G(D)) we must have ~da ∈ E(D) and
~ae, ~ea /∈ E(D). But then {e, a, b} cannot induce a copy of ~S3 in D, and hence eab
cannot be a 3-edge of G(D), a contradiction.
By symmetry, this argument also rules out the possibility of having ~ca, ~cb both
in E(D) and ~ab, ~ba /∈ E(D). This leaves us with one last possibility, namely that
both ~ba, ~bc are in E(D) and neither of ~ac, ~ca is in E(D). Since bcd is an edge
of G(D), this implies that ~bd is in E(D) while neither of ~cd, ~dc is. But this also
leads to a contradiction by our previous argument, with bcd now playing the role
of abc. Thus G(D) must be C5-free, as claimed.
In fact more is true: the proof of the second part of Proposition 112 generalises
to show that, for all integers t ≥ 3 with t congruent to 1 or 2 modulo 3, G(D)
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contains no copy of the strong t-cycle
Ct = ([t], {123, 234, . . . , (t− 2)(t− 1)t, (t− 1)t1, t12}.
An interesting question is whether some kind of converse is true. Note that an
immediate consequence of Proposition 112 is the following:
Corollary 113.
pi~S3(∅) ≤ pi(K4, C5).
It is easy to check that the conjectured extremal 3-graph construction of
Mubayi and Ro¨dl [145] for the pi(C5) problem (see below) is both K4-free and
Ct-free for all t ≥ 3, where t is congruent to 1 or 2 modulo 3. We ask therefore
the following question:
Question 34. Does there exist, for every ε > 0, a δ = δ(ε) > 0 and N = N(ε)
such that if G is a C5-free 3-graph on n > N vertices with at least (2
√
3−3−δ)(n
3
)
edges, then there is a directed graph D on n vertices such that the 3-graphs G and
G(D) differ on at most ε
(
n
3
)
edges?
An affirmative answer to Question 34 would, by our next result, automatically
imply Conjecture 24:
Theorem 114.
pi~S3(∅) = 2
√
3− 3.
Proof. The upper bound is from a flag algebra calculation using Flagmatic (see
Section 8.1.3 for how to obtain a certificate). The lower bound comes from an
unbalanced blow-up of the directed graph
~S2 = ([2], { ~12}),
and iterating the construction inside part 1, setting at each stage of the con-
struction a proportion (
√
3 − 1)/2 of the vertices in part 1 and the remaining
(3−√3)/2 proportion of the vertices in part 2.
Remark 10. Note that when we described the workings of Flagmatic in the
previous chapters, we described all exact calculations as taking place over the
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field of the rationals. To prove theorem 114, we had to work instead over the
slightly larger field Q[
√
3], which was done in SAGE. Apart from using rational
pairs rather than rationals to represent numbers ((a, b) representing a + b
√
3),
nothing in the algorithm needed to be changed. Similarly, our other irrational
inducibility results were all obtained by working over simple field extensions of
the rationals.
Denote the lower-bound construction in Theorem 114 by D; then G(D) is
exactly the C5-free construction of Mubayi and Ro¨dl described in Section 2.2. It
is an interesting question as to why exactly it is that Flagmatic can give us exact
bounds on the ~S3-density problem for directed graphs, but not for the Tura´n
density problem for the 3-graph C5.
In a forthcoming note [76], Vaughan and the author use the directed graph
removal lemma of Alon and Shapira [9] to prove that the construction D is stable
for this problem.
Theorem 114 is, to the best of our knowledge, the first known irrational in-
ducibility. Perhaps more significantly, it is the first ‘simple’ problem for which an
iterated blowup construction can be shown to be (stable) extremal. Pikhurko [156]
has shown the far stronger result that every iterated blowup construction for 3-
graphs is the unique extremal configuration for some Tura´n density problem.
However his proof works by a kind of compactness argument, and does not give
explicit families of suitable forbidden 3-graphs.
One reason we were able to obtain an exact result in this case, in spite of
the iterated structure, may be the following. We may think of the extremal
construction as a partially ordered set in the following way. Set x  y if x = y or
~xy is a directed edge of the graph. By the stability result alluded to above, we
only need to make a small number of changes to the directed edges of the graph for
this partial order to be well-defined. The construction D can then be considered
as a ‘blow-up’ of the partial order defined by the descending chain A1  A2 
A3  · · · . This seems intermediate in difficulty between straightforward blow-ups
and the usual iterated blow-ups.
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8.3.2 Other directed graphs
Let us now consider ~S4. As in the previous subsection, given a directed graph D
we define a 3-graph G on the same vertex set by letting xyz be a 3-edge if the
3-set {x, y, z} induces a copy of the out-star of order 3, ~S3. Then the number
of copies of K−4 in G(D) is exactly the number of copies of ~S4 in D, whence we
have:
Proposition 115.
pi~S4(∅) ≤ piK−4 (C5).
Proof. By Proposition 112, for every directed graph D, G(D) is C5-free. The
claimed inequality follows directly from our remark that copies of K−4 in G(D)
correspond exactly to copies of ~S4 in D.
We conjectured in Section 2.2 that
piK−4 (C5) = 4− 6
(
(
√
2 + 1)1/3 − (
√
2− 1)1/3
)
,
or, more helpfully, the maximum of
4x(1− x)3
1− x4
for x ∈ [0, 1], which is attained at the unique real root of 3t3 + 3t2 + 3t− 1. We
have been unable to prove this using the semi-definite method, but, just as in
the previous subsection, the directed graph problem proves to be more tractable,
allowing us to show:
Theorem 116.
pi~S4(∅) =
4p(1− p)3
1− p4 ,
where p is the real root of 3t3 + 3t2 + 3t− 1.
Proof. The upper bound is from a flag algebra calculation using Flagmatic (see
Section 8.1.3 for how to obtain a certificate). The lower bound comes from an
unbalanced blow-up of ~S2 and iterating the construction inside part 1, setting at
each stage of the construction a proportion p of the vertices in part 1 and the
remaining 1− p proportion of the vertices in part 2.
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As in Theorem 114, call D our lower-bound construction for Theorem 116.
Then G(D) coincides exactly with our lower-bound construction in Section 2.2
for piK−4 (C5), which we conjectured to be optimal.
So what about pi~Sk(∅) for general k? Given Theorems 114 and 116 it is natural
to guess that in general an unbalanced blowup of ~S2 iterated inside part 1 should
be best possible. As we have shown, this is true for the cases k = 3 and k = 4,
and we conjecture that this remains true for general k:
Conjecture 35. For every k ≥ 3,
pi~Sk(∅) = αk,
where
αk = max
x∈[0,1]
kx(1− x)k−1
1− xk ,
with the unique stable extremal configuration being a blow-up of ~S2 iterated inside
part 1.
With a little bit of calculus, we can describe αk more precisely; the maximum
of
kx(1− x)k−1
1− xk
occurs when x = xk, where xk is the unique positive root of the polynomial
(k − 1)(t+ t2 + · · ·+ tk−1)− 1.
Note that xk ∈ [0, 1/(k − 1)] and xk → 1/(k − 1) as k →∞, as we would expect
from our construction. Thus also αk → 1/e as k →∞.
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Chapter 9
Extremal combinatorics in the
hypercube
9.1 The hypercube
Let n ∈ N, and write [n] for the discrete interval {1, 2, . . . n}. Given A ⊆ [n],
write 1A for the characteristic function of A,
1A : i 7→
{
1 if i ∈ A
0 otherwise.
Definition 43. The n-dimensional discrete hypercube is the discrete space
Qn = {0, 1}n.
The hypercube Qn can be viewed as the collection of all bit strings of length
n, and as such is one of the most studied objects in theoretical computer science:
data is stored, read and modified in binary form, so that many algorithmic and
network coding questions can be interpreted as questions about the hypercube.
The hypercube also comes up as an object in discrete probability: given a col-
lection of n Bernoulli random variables X1, X2, ... Xn we have a probability
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measure µ on Qn, with
µ({ω : ωi = xi for all i ∈ [n]}) = P(Xi = xi for all i ∈ [n]).
Finally, by identifying a set A ⊆ [n] with the n-dimensional vector (1A(i))i∈[n],
we can think of Qn as the collection of all subsets of [n]. As such it is one of the
most natural combinatorial spaces to consider.
It therefore comes as no surprise that a rich literature exists on many aspects of
the hypercube. The properties of subsets of the hypercube have been extensively
investigated for some time, yielding a host of now classical results. Despite the
vast body of knowledge we now have, many questions remain open, and interest
in the study of the hypercube shows no sign of abating in the near future. It
is beyond the scope of this short introduction to survey more than a fraction of
this vast field, and so we shall focus instead on a few specific examples relevant
to this thesis, pertaining to extremal combinatorics in a hypercube setting.
There are many natural questions of an extremal nature that we could ask
about subsets of the hypercube. Among these we shall discuss shattering and
Tura´n-type problems, intersection problems, and antichains.
9.2 Shattering and Tura´n-type problems
In the second part of this thesis (Chapters 6–8) we considered the problem of
maximising the edge-density in an F-free graph on n-vertices, where F is a family
of forbidden subgraphs. We can ask very similar questions in the hypercube. To
do so, however, we must first define some notions of ‘density’ and ‘containment’
in Qn.
The notion of density we shall use is that of vertex density : a subset A ⊆ Qn
has vertex density |A|/|Qn|. (Other notions are possible: we could also have
made Qn into a graph by setting an edge between A and A4{i} for all A ⊆ [n]
and all i ∈ [n], and then defined the edge density of a subset E ′ of E = E(Qn)
to be |E ′|/|E|. In this thesis, however, we shall only deal with vertex density.)
Now suppose we have a d-dimensional hypercube Qd and A ⊆ Qn. When do
we say that A contains Qd?
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Definition 44. Let A ⊆ Qn and let X ⊆ [n]. The trace of A on X is
AX = {A ∩X : A ∈ A}.
We say that A shatters X if its trace on X contains all 2|X| possible subsets of
X.
Shattering provides us with one possible notion of ‘containing Qd’. We could
thus ask how large does A need to be to guarantee that it shatters some d-
set? This was answered by Sauer [170], Shelah [172] and Vapnik and Chervo-
nenkis [192], who proved
Theorem 117 (Sauer, Shelah, Vapnik–Chervonenkis). Let n, d ∈ N wtih d ≤ n
and let A ⊆ Qn. Suppose
|A| >
∑
i<d
(
n
i
)
.
Then A shatters some d-set X ⊆ [n].
This is known as the shattering lemma. Clearly if A consists of all subsets
of [n] of size strictly less than d then it does not shatter a d-set. What the
shattering lemma shows is that this is the worst case possible. The size of the
largest set X that A shatters is known as the VC dimension of A; it has a number
of applications in machine learning, algorithms and graph theory (see e.g. [136]).
With shattering, however, we ignore everything which goes on outside our
chosen d-set of coordinates X. It perhaps would be more natural to say (as we
shall do) that A contains Qd if there is a set of d coordinates X and C ⊆ [n] \X
such that for every subset X ′ ⊆ X, the set X ′ ∪ C is in A (in other words we
have a subset of A of size 2d inside which the n− d coordinates [n] \X are fixed,
while the d coordinates indexed by X are allow to range over all possible values).
Call a family A which does not contain Qd in this way Qd-free. How large
can a Qd-free subset of Qn be? More generally we could consider a subset F of
Qd, and, (generalising our notion of containment in the obvious way) ask: what
is ex(Qn,F), the size of the largest F-free subset of Qn?
This is a Tura´n-type problem similar to those considered in Chapters 6–8. As
222
before, the limit
λ(F) = lim
n→∞
ex(Qn,F)
|Qn|
exists. We call λ(F) the vertex Tura´n density of F. Very few vertex Tura´n
densities are known. It is easy to show that λ(Q1) = 1/2. Let us first give a lower
bound.
Definition 45. Let n ∈ N. For 0 ≤ r ≤ n, let Q(r)n denote the rth layer of Qn,
Q(r)n = {A ⊆ [n] : |A| = r}.
Let A =
⋃
r odd Q
(r)
n consist of the union of the odd layers of Qn. This is
clearly Q1-free, and has size 2
n−1, giving us λ(Q1) ≥ 1/2 as required. On the
other hand, suppose A is Q1-free. For every A ∈ A, the n sets A4{i}, i ∈ [n],
cannot lie in A. Moreover each set which does not lie in A can be counted by at
most n sets in A. It follows that
n|A| ≤ n|Qn \A|,
so that |A| ≤ 2n−1 as required.
Kostochka [128] and independently Entringer and Johnson [116] showed that
λ(Q2) = 2/3. Here again the lower bound is layer-based: taking the union of all
layers Q
(r)
n with r congruent to 0 or 1 modulo 3 gives a Q2-free family of vertex
density asymptotically 2/3. No other λ(Qd) is known. (See [12, 115] for other
bounds and results, and [16, 28] for recent applications of Razborov’s semi-definite
method to this problem.)
9.3 Intersecting families
Another natural extremal question to consider in the hypercube is: how large
an intersecting subfamily can we find? Let us define formally what we mean by
‘intersecting’:
223
Definition 46. A family A ⊆ Qn is intersecting if for all A1, A2 ∈ A we have
A1 ∩ A2 6= ∅.
More generally, let t ∈ N. A family A ⊆ Qn is t-intersecting if for all A1, A2 ∈ A,
|A1 ∩ A2| ≥ t.
Since an intersecting family cannot contain both a set A and its complement
Ac, it follows that any intersecting subfamily of Qn can have size at most 2
n−1.
This is sharp: consider for example the family of all subsets of [n] containing 1.
We call this a star pattern. Other extremal families are possible; for example if
n = 2r + 1, the family of all sets of size at least r + 1 is intersecting and has size
2n−1 – we call this a top half pattern.
What if we restricted ourselves to layers of the hypercube? That is, suppose
r is fixed, 0 ≤ r ≤ n, and suppose A ⊆ Q(r)n is an intersecting family. How large
can A be?
This is a problem about r-graphs. For small r it is not hard to show that
star patterns are best possible, except when r ≥ n/2 and top half patterns come
into play. For example for r = 2, the largest intersecting 2-graph is the star on
n vertices (the graph ([n], {1i : i ∈ {2...n}})), except in the cases n = 3, 4 when
the triangle K3 is an extremal configuration. A celebrated theorem of Erdo˝s, Ko
and Rado [72] states that the general r case behaves in exactly the same way:
Theorem 118 (Erdo˝s–Ko–Rado). Let r, n ∈ N be integers with 0 ≤ r ≤ n/2,
and let A ⊆ Q(r)n be an intersecting family. Then
|A| ≤
(
n− 1
r − 1
)
,
and this bound is attained by the family A1 = {A ∈ Q(r)n : 1 ∈ A}.
The Erdo˝s–Ko–Rado theorem has generated much research activity, with
many alternate proofs and variants now known (see [85]). Amongst the many
results of Erdo˝s–Ko–Rado type, let us mention the generalisation to t-intersecting
families by Wilson [197] and Ahlswede and Khachatrian [7].
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9.4 Antichains
We can make Qn into a partially ordered set (poset) by setting A  B whenever
A ⊆ B. We can then consider the following Tura´n-type problem: how large can
A ⊆ Qn be if it does not contain some forbidden poset pattern P? The simplest
instance of this problem is when P consists of just two elements x, y with x  y.
A subset of the hypercube not containing this poset pattern is called an antichain:
Definition 47. Let n ∈ N. An antichain in Qn is a family A ⊆ Qn such that for
every A,B ∈ A, A ⊆ B if and only if A = B. (In other words A does not contain
a pair of distinct, comparable elements in the partial order induced by ⊆.)
Clearly any layer of Qn forms an antichain. Thus certainly we can find
antichains at least as large as the largest layer in Qn. A classical result of
Sperner [177] tells us we cannot do better:
Theorem 119 (Sperner). Let n ∈ N, and let A ⊆ Qn be an antichain. Then
|A| ≤ max
r
|Q(r)n | =
(
n
bn/2c
)
.
As with the Erdo˝s–Ko–Rado theorem, many proofs are known; we discuss
some of them in detail in chapter 11. Sperner’s theorem has been generalised in
various ways.
Definition 48. Let P be a finite partially ordered set. A chain of length l
in P is a totally ordered l-subset of P , i.e. an l-set {x1, x2 . . . xl} ⊆ P with
x1  x2  . . .  xl. The height of P , h(P ), is the length of the longest chain in
P .
Write Cl for the chain of length l, Cl = ([l], {x1  x2  . . .  xl}). Sperner’s
theorem thus tells us the size of the largest C2-free subposet of (Qn,⊆) is the size
of the largest layer of Qn. Erdo˝s [64] generalised this by showing that the size
of the largest Cl-free subposet of Qn is the sum of the sizes of the l − 1 largest
layers of Qn.
Bukh [50] conjectured that this ‘disjoint union of large layers’ approach is
essentially best in general. Explicitly, given a poset P write ex⊆(Qn, P ) for the
size of a largest P -free subposet of (Qn,⊆).
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Conjecture 36 (Bukh). Let P be a finite poset. Then the limit
l(P ) = lim
n→∞
ex⊆(Qn, P )/
(
n
bn/2c
)
is an integer.
Bukh [50] proved a special case of this conjecture, which implies an asymp-
totic version of Erdo˝s and Sperner’s results. To state his result we need some
definitions.
Definition 49. Let (P,) be a poset. For x 6= y ∈ P , we say that y covers
x if x  y and for all z ∈ P , x  z  y implies z = x or z = y. If x covers
y or y covers x, we call the pair (x, y) a covering pair. The Hasse diagram H
of (P,) is the graph on P having the covering pairs as its edges. The Hasse
diagram H is acyclic if it contains no cycle, ie, no sequence of l ≥ 4 distinct
vertices x1, x2, . . . , xl with xixi+1 ∈ E(H) for every i and x1xl ∈ E(H).
Theorem 120 (Bukh). Let P be a poset with an acyclic Hasse diagram. Then
lim
n→∞
ex⊆(Qn, P )/
(
n
bn/2c
)
= h(P )− 1.
Conjecture 36 remains very much open, however. Indeed, it is not even known
whether the value of l(Qd) is an integer for any d ≥ 2. (See [100] for some recent
related results.)
9.5 Contribution of this thesis
In Chapters 10 and 11 we consider two extremal problems in the hypercube.
Definition 50. A family A ⊆ Qn is union-closed if for every X, Y ∈ A, the set
X ∪ Y also belongs to A.
Let A ⊆ Qn be a union-closed family with A 6= {∅}, and let A be a subset
of A selected uniformly at random. The union-closed sets conjecture states that
P(i ∈ A) ≥ 1/2 for some i ∈ [n]. In other words: union-closed families have
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to be positively biased towards some coordinate. In Chapter 10 we study a
related problem: how small can
∑
A∈A |A| be? We build on a powerful result of
Reimer [165] to give general bounds in terms of n and |A| which are sharp up to
a constant.
In Chapter 11, based on joint work of the author with Saxton [75] we con-
sider Sperner’s problem for families which are restricted to certain subsets of the
hypercube.
Definition 51. Let G be a graph on [n]. A set of vertices X ⊂ [n] is G-
independent if it is edge-free in G. A family of sets A is G-independent if all of
its members are G-independent.
The question we are interested in is: how large is the largest G-independent
antichain? We are primarily concerned with the cases when G is Pn−1, the path
of length n − 1, or Cn, the cycle of length n. The corresponding subsets of
the hypercube are known as the Fibonacci cube and Lucas cube respectively.
In this setting, an analogue of the Erdo˝s–Ko–Rado theorem is known, due to
Talbot [185].
A natural guess is that the largest Cn-independent Sperner family has the
same size as the largest layer of the Lucas cube. Improving earlier bounds of
Cohen, Fachini and Ko¨rner [55], we prove that an antichain has size at most a
constant times the size of the largest layer. Our results hold for a more general
class of graphs G, and we give a number of conjectures and counterexamples in
the general setting.
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Chapter 10
Minimal weight in union-closed
families
10.1 Outline of the chapter
10.1.1 The union-closed sets conjecture
Let Ω be a finite set. A set system on Ω is a family of subsets of Ω. For such a
family A, we refer to Ω = Ω(A) as the domain of A.
Note that the domain of a set system A is not uniquely determined by knowl-
edge of A. Therefore when we speak of ‘a set system A’, we shall in fact mean ‘a
pair (A,Ω), where A ⊆ P(Ω)’, so that the domain of A is implicitly specified.
Definition 52. A set system A is union-closed if it is closed under pairwise
unions.
(This is the same as being closed under arbitrary unions except that we do
not require A to contain the empty set.)
Given a set system A, let V (A) :=
⋃
A∈AA be the set of all elements x ∈ Ω
which appear as a member of at least one set A ∈ A. For x ∈ Ω we denote by
dA(x) the number of members of A containing x. We call dA(x) the degree of x
in A.
In 1979, Frankl [82] made a simple-sounding conjecture on the maximal degree
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in a union-closed family. This remains open and has become known as the Union-
closed sets conjecture:
Conjecture 37 (Union-closed sets conjecture). Let A be a union-closed set sys-
tem on some finite set Ω with A 6= {∅}. Then there is an element x ∈ Ω which
is contained in at least half of the members of A.
An equivalent lattice-theoretic version also exists, which has received some
amount of attention. See [3, 4, 5, 6, 57, 58, 59, 159, 166, 178]. In this thesis
however we shall discuss the set system version only.
10.1.2 Previous results
Very little progress has been made on Conjecture 37. It is known to hold if
|A| < 47 (see [132, 167, 168]) or |V (A)| ≤ 11 (see [46, 142]), if |A| > 5
8
× 2|V (A)|
(see [57, 58, 59]), or if A contains some very specific collections of small sets (see
[46, 142]). For example, it is a trivial exercise to show that if A contains a set of
size 1 or 2 (a singleton or a pair) then it satisfies the union-closed sets conjecture.
A simple shattering argument due to Knill [126] establishes that for any union-
closed family A with |A| = m ≥ 2, there always exists some x contained in at
least m−1
log2m
members of A. We give it below.
We may assume that A contains the empty set. (Including it only makes
things worse for us.) Consider the collection C of subsets of Ω(A) which intersect
every nonempty member of A. Certainly V (A) ∈ C, so C is nonempty.
Now let C be a member of C of minimal size. If |C| = 1, then the unique
member of C lies in all nonempty members of A, and so has degree m−1 ≥ m−1
log2m
.
On the other hand if |C| > 1, then A must shatter C: for every x ∈ C, there
exists Ax ∈ A with Ax ∩ C = {x}, for otherwise C \ {x} would be a strictly
smaller member of C; it then follows by union-closure of A and the fact {∅} ⊂ A
that all possible intersections with C occur in A. In particular we must have
|A| ≥ 2|C|, so that |C| ≤ log2m.
Since all nonempty sets in Ameet C, it follows by averaging that some element
of C has degree at least
|A \ {∅}|
|C| ≥
m− 1
log2m
.
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Wo´jcik [199] improved this bound by a multiplicative constant.
In a different direction, Reimer [165] found a beautiful shifting argument to
obtain a sharp lower bound on the average set size of A as a function of |A|. We
state his result here.
Theorem 121 (Reimer’s Average Set Size Theorem). Let A be a union-closed
family. Then
1
|A|
∑
A∈A
|A| ≥ log2 |A|
2
with equality if and only if A is a powerset.
10.1.3 Aim of the chapter
Define the weight of a family A to be
w(A) :=
∑
A∈A
|A|
=
∑
x∈Ω
dA(x).
We shall think of Reimer’s Theorem as a lower bound for the smallest possible
weight of a union-closed family of a given size. Let A be a union-closed family.
In this form, Reimer’s Theorem states that
w(A) ≥ |A| log2 |A|
2
with equality if and only if A is a powerset. The aim of this chapter is to show how
we may improve this inequality if we have some additional information about A.
As a corollary, we also give asymptotically tight (up to a constant) lower bounds
on the average degree over Ω, 1|Ω|
∑
x∈Ω dA(x).
As we remarked earlier, Ω(A) is not uniquely specified by A. For example,
Ω(A) could contain many elements which do not appear in A. This would bring
the average degree in Ω arbitrarily close to 0. Restricting our attention to V (A)
does not entirely resolve this problem: pick x ∈ V (A). Replacing every instance
of x in a member of A by a set x1, x2, . . . xM for some arbitrarily large M gives
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us a new union-closed family A′ with the same structure as A but with average
degree over V (A′) arbitrarily close to dA(x).
Thus to say anything interesting about average degree, we need to impose a
restriction on A and its domain. In particular we want to make sure that no
element of Ω(A) is ‘cloned’ many times over. We make therefore the following
natural definition.
Definition 53. A family A separates a pair (i, j) of elements of Ω(A) if there
exists A ∈ A such that A contains exactly one of i and j. A is separating if
it separates every pair of distinct elements of Ω(A). If |Ω(A)| = n and A is
separating, we say that A is n-separating.
We may identify X ⊆ Ω with its characteristic function 1X and consider a set
system on Ω as a family of functions from Ω into {0, 1}. With this identification,
A is separating if and only if it separates the points of Ω(A) as a family of
functions Ω→ {0, 1}.
Trivially, a family A of size |A| = m can be at most 2m-separating. In
Section 2, we make use of certain heredity properties of union-closed families to
prove that if in addition A is union-closed it can be at most (m+ 1)-separating.
The main result of that section, Theorem 124, establishes that for any n there is a
unique (up to relabelling of vertices) n-separating union-closed family of minimal
weight.
In the third section, we use Theorem 124 together with Reimer’s Theorem to
obtain lower bounds on the weight of n-separating union-closed families of size m
for every realisable pair (m,n). We construct families of examples showing these
bounds are sharp up to a multiplicative factor of 2 + O
(
1
log2m
)
. As a corollary,
we have that in every separating union-closed family A, the average degree over
its domain is at least
1
|Ω|
∑
x∈Ω
dA(x) ≥ 1
2
√
|A| log2 |A|+O(1).
In the final section we consider a generalisation of our original problem. We
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define the l-fold weight of a family A to be
wl(A) :=
∑
A∈A
(|A|
l
)
.
The 0-fold weight of A is just the size of A, while the 1-fold weight is the weight
w(A) we introduced earlier. Similarly to the l = 1 case, we can bound wl below
for l ≥ 2 when A is separating using a combination of Reimer’s Theorem and
Theorem 124 together with some elementary arguments. Again we provide con-
structions showing our bounds are the best possible up to a multiplicative factor
of 2+O (1/ log2m), and give sharp (up to a multiplicative constant) lower bounds
on the expected numberd of sets in A containing a randomly selected element
of Ω(l). This latter result is related to a generalisation of the union-closed sets
conjecture.
Finally in a coda to the chapter, we make some remark on recent develop-
ments.
10.2 Separation
In this section we use our definition of separation to prove some results about
separating union-closed families. We begin with an item of notation. Let A be a
family with domain Ω. Given X ⊆ Ω, we will denote by A[X] the family induced
by X on A,
A[X] := {A \X|A ⊇ X,A ∈ A} .
We shall consider A[X] as a family with domain Ω(A) \X. In a slight abuse of
notation we shall usually write A[x] for A[{x}]. Note that |A[x]| = dA(x).
Recall that A separates a pair (i, j) of elements of Ω(A) if there exists A ∈ A
such that A contains exactly one of i and j. A is said to be separating if it
separates every pair of distinct elements of Ω(A). We introduce an equivalence
relation ∼=A on its domain Ω(A) by setting x ∼=A y if A does not separate x from
y. Quotienting Ω by ∼=A in the obvious way, we obtain a reduced family
A′ = A/ ∼=A
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on a new domain Ω′ consisting of the ∼=A equivalence classes on Ω. It follows
from the definition of ∼=A that A′ is separating and uniquely determined by the
knowledge of A and Ω. We shall refer to A′ as the reduction of A.
Union-closure is clearly preserved by our quotienting operation. Every union-
closed family A may thus be reduced to a unique separating union-closed family
in this way. These separating union-closed families are our object of study in this
chapter. Before proving anything about them, let us give a few examples.
For n ≥ 2, we define the staircase of height n to be the union-closed family
Tn = {{n}, {n− 1, n}, {n− 2, n− 1, n}, . . . {2, 3, . . . n}}
with domain Ω(Tn) = {1, 2, 3 . . . ...n}. Note that Tn is n-separating, has size n−1
and that V (Tn) 6= Ω(Tn), since the element 1 is not contained in any set of Tn.
For completeness, we define T1 to be the empty family with domain Ω(T1) = {1}
and size 0. Recall that Tn[X] is the subfamily of Tn induced by X. Tn has the
property that Tn[{n}] = Tn−1 ∪ {∅}.
We shall prove that Tn is an n-separating union-closed family of least weight.
For n ≥ 2, the plateau of width n is the n-separating union-closed family
Un = {{1, 2, . . . n− 1}, {1, 2, . . . n− 2, n}, . . . {1, 3, 4 . . . n}, {2, 3, . . . n}, [n]} .
with domain Ω(Un) = [n] and size n + 1. For completeness we let U1 be the
family {∅, {1}} with domain {1}. It is easy to see that Un is the n-separating
union-closed family of size n + 1 with maximal weight. It has weight roughly
twice that of Tn, and the additional property that for every pair {i, j} ⊆ [n] there
is a set in Un containing i and not j as well as a set containing j and not i.
Finally, or n ≥ 1, the powerset of [n], Pn = P[n] is, of course, a n-separating
union-closed family with domain Ω(Pn) = V (Pn) = [n]. Note that Pn[{n}] =
Pn−1, and that Pn is the largest n-separating family in every sense of the word,
having both the maximum size and the maximum weight possible.
Let us now turn to the main purpose of this section. We begin with a trivial
lemma.
Lemma 122. Let A be a separating family on Ω = [n] with elements labelled in
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order of increasing degree. Then if 1 ≤ i < j ≤ n there exists A ∈ A with j ∈ A,
i /∈ A.
Proof. Since A is separating, there is some A in A containing one but not both
of i, j. But we also know that dA(i) ≤ dA(j), so at least one such A contains j
and not i.
Repeated applications of Lemma 122 yield the following:
Lemma 123. Let A be a separating union-closed family with Ω(A) = [n] and
elements of Ω labelled in order of increasing degree. Then for every i ∈ [n − 1],
A contains a set Ai = ([n] \ [i]) ∪ Xi, where Xi ⊆ [i − 1]. These n − 1 sets are
distinct.
Proof. Pick i ∈ [n − 1]. By Lemma 122, for each j > i there exists Bj ∈ A
containing j and not i. Let Ai =
⋃
j>iBj. By union-closure, Ai ∈ A. Ai is
clearly of the form {i + 1, i + 2, . . . n} ∪ Xi, where Xi is a subset of [i − 1].
Moreover if i < j we have Ai 6= Aj since j ∈ Ai, j /∈ Aj.
The main result of this section follows easily.
Theorem 124. Let A be a separating union-closed family on Ω(A) = [n] with
elements labelled in order of increasing degree. Then dA(i) ≥ i− 1 for all i ∈ [n].
In particular, |A| ≥ n− 1, and the weight of A satisfies :
w(A) ≥
(
n
2
)
.
Moreover, w(A) =
(
n
2
)
if and only if A is one of Tn or Tn ∪ {∅}, where Tn is the
staircase of height n introduced earlier.
Proof. By Lemma 123, A contains n− 1 distinct sets A1, A2, . . . An−1 such that
[n] \ [i] ⊆ Ai. It follows in particular that |A| ≥ n− 1 and that dA(i) ≥ i− 1 for
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all i ∈ [n]. Moreover
w(A) ≥
∑
i∈[n−1]
|Ai|
≥
∑
i∈[n−1]
(n− i) =
(
n
2
)
with equality if and only if Ai = [n] \ [i] for every i and in addition A contains
no nonempty set other than the Ai. Thus w(A) =
(
n
2
)
if and only if A is one of
Tn or Tn ∪ {∅}, as claimed.
10.3 Minimal weight
In this section we use Reimer’s Theorem and Theorem 124 together to obtain
a lower bound on the weight of an n-separating union-closed family of size m.
We then give constructions in the entire range of possible n, log2m ≤ n ≤
m + 1, showing our bounds are asymptotically sharp except in the region n =
Θ
(√
m log2m
)
(where they are differ by a multiplicative factor of at most 2).
As a corollary, we obtain a lower bound on the average degree in a separating
union-closed family.
Let A be an n-separating union-closed family with |A| = m. Recall that the
weight of A, w(A) is
w(A) =
∑
A∈A
|A| =
∑
x∈Ω(A)
dA(x).
We know from Reimer’s Theorem that
w(A) ≥ m log2m
2
.
We have another bound for w(A) coming from our separation result, Theo-
rem 124:
w(A) ≥ n(n− 1)
2
.
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If n ≤ 1
2
(
1 +
√
1 + 4m log2m
)
=
√
m log2m + O(1), the ‘bound in m’ from
Reimer’s Theorem is stronger; if on the other hand n ≥ 1
2
(
1 +
√
1 + 4m log2m
)
,
the ‘bound in n’ from Theorem 124 is sharper.
For the bound in m, equality occurs if and only if A is a powerset, that is if and
only n = log2m. For the bound in n, equality occurs if and only if A is a staircase
(with possibly the empty set added in). This can only occur if n = m or n = m+1.
Remarkably the combined bound is asymptotically sharp everywhere except in the
region n = Θ
(√
m log2m
)
, where it is only asymptotically sharp up to a constant.
We shall show this by constructing intermediate families between powersets and
staircases. Roughly speaking these intermediary families will look like staircases
sitting on top of a powerset-like bases. This will allow Reimer’s Theorem and
Theorem 124 to give us reasonably tight bounds. Some technicalities arise to
make this work for all all possible (m,n).
We call a pair of integers (n,m) satisfiable if there exists an n-separating
union-closed family of size m – in particular n and m must satisfy n−1 ≤ m ≤ 2n.
Of course for m = 2n the powerset Pn is the only n-separating family of the right
size. By Theorem 124 we know already how to construct n-separating union-
closed families of sizes m = n − 1 or m = n with minimal weight. Also if
m = n + 1, it is easy to see that the family Tn ∪ {∅} ∪ {{n − 1}} has minimal
weight, so for our purposes we may as well assume 2n > m > n + 1 in what
follows.
Given a satisfiable pair (m,n) with 2n > m > n + 1, there exists a unique
integer b such that 2b − b ≤ m − n < 2b+1 − (b + 1). Our aim is to take for our
powerset-like base a suitable family of m− (n− b− 1) subsets of [b + 1], and to
place on top of it a staircase of height n − (b + 1), thus obtaining a separating
union-closed family with the right size and domain.
For such a b we have 2b + 1 ≤ m − n + b + 1 < 2b+1. Write out the binary
expansion of m − n + b + 1 as 2b1 + 2b2 + . . . 2bt with 0 ≤ bt < bt−1 < . . . < b1,
and b1 = b. We shall build the base B of our intermediate family by adding up
certain subcubes of P[b+ 1].
We let Q1 denote the b1-dimensional subcube {X ∪{b+ 1} | X ⊆ [b]}, and for
every i : 2 ≤ i ≤ t we letQi be the bi-dimensional subcube {X∪{bi−1} | X ⊆ [bi]}.
We then set B =
⋃
iQi.
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It is easy to see that the Qi are disjoint. Indeed write b0 for b+ 1 and suppose
i < j; for every X ∈ Qi, bi−1 is the largest element in X whereas for every
X ′ ∈ Qj, bj−1 < bi−1 is the largest element contained in X ′, so that X 6= X ′.
Claim 3. B is a (b+ 1)-separating union-closed family.
Proof. Q1 is (b + 1)-separating since it contains the singleton {b + 1} and the
pairs {i, b+ 1} for every i < b+ 1. Thus B is (b+ 1)-separating also.
Clearly each of the Qi is closed under pairwise unions. Now consider 1 ≤ i < j
(or alternatively b0 > bi > bj) and take X ∈ Qi, Y ∈ Qj. Then
Y ⊆ [bj] ∪ {bj−1}
⊆ [bi],
from which it follows that X ∪ Y ⊆ [bi] ∪ {bi−1}, and hence that X ∪ Y ∈ Qi.
Thus B =
⋃
iQi is closed under pairwise unions, as claimed.
We now turn to the staircase-like top of our family, T, which we set to be
T = {[b+ 2], [b+ 3], . . . [n]}.
Our intermediate family will then be:
A = B ∪ T
It is easy to see from our construction that A is union-closed, n-separating and
has size
|B|+ |T| = (m− n+ b+ 1) + (n− b− 1) = m.
We do not claim that A is an n-separating union-closed family of size m with
minimal weight; however as we shall see w(A) is quite close to minimal.
Lemma 125.
w(B) <
|B| log2 |B|
2
+ |B|.
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Proof. Writing |B| = 2b1 + 2b2 + 2b3 + . . . 2bt with b = b1 > b2 > . . . > bt ≥ 0, we
have
w(B) =
∑
i: bi 6=0
2bi
(
bi
2
+ 1
)
=
b
2
∑
i: bi 6=0
2bi +
∑
i: bi 6=0
2bi
bi − b+ 2
2
≤ b|B|
2
+ 2b1 + 2b2/2
<
|B| log2 |B|
2
+ |B|.
Now |B| ≤ m, and the weight of T is clearly less than n(n+1)
2
. Thus it follows
that
w(A) <
m log2m
2
+
n(n+ 1)
2
+m.
On the other hand we already know from Reimer’s theorem and Theorem 124
that
w(A) ≥ max
(
m log2m
2
,
n(n− 1)
2
)
,
which is asymptotically the same except when n2 = θ(m log2m) when the lower
and upper bounds may diverge by a multiplicative factor of at most 2.
We have thus proved the following theorem.
Theorem 126. Let (n,m) be a satisfiable pair of integers. Suppose A is an
n-separating union-closed family of size m with minimal weight. Then
max
(
m log2m
2
,
n(n− 1)
2
)
≤ w(A) ≤ m log2m
2
+
n(n+ 1)
2
+m.
In particular if (nm,m)m∈N is a sequence of satisfiable pairs and Am a sequence
of nm-separating union-closed families of size m with minimal weight, we have
the following:
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— If nm/
√
m logm→ 0 as m→∞ then
lim
m→∞
w(Am)/(
m log2m
2
) = 1.
— If nm/
√
m logm→∞ as m→∞ then
lim
m→∞
w(Am)/(
n2
2
) = 1.
— Otherwise
1 ≤ lim w(Am)/max(n
2
2
,
m log2m
2
), and
lim w(Am)/max(
n2
2
,
m log2m
2
) ≤ 2
As a corollary to Theorems 124, 126 and Reimer’s Theorem we have the
following result regarding average degree.
Corollary 127. Let A be a separating union-closed family. Then,
1
|Ω(A)|
∑
x∈Ω(A)
dA(x) ≥
√|A| log2 |A|
2
+O(1).
Moreover there exist arbitrarily large separating union-closed families with
1
|Ω(A)|
∑
x∈Ω(A)
dA(x) ≤
√
|A| log2 |A|+O(
√
|A|/ log2 |A|),
so our bound is asymptotically sharp except for a multiplicative factor of at most
2.
Proof. The average degree in a separating family A is
1
|Ω(A)|
∑
x∈Ω(A)
dA(x) =
w(A)
|Ω(A)| .
If A is an n-separating union-closed family of size m, we get two lower bounds on
w(A) from Reimer’s Theorem and Theorem 124. Dividing through by |Ω(A)| = n
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and optimising yields
1
|Ω(A)|
∑
x∈Ω(A)
dA(x) ≥
√|A| log2 |A|
2
− 1
4
.
The constructions from the proof of Theorem 126 then give us for each satisfiable
pair (n,m) examples of n-separating families of size m with close to minimal
average degree. In particular, take m = 2r and n = d√2rre: the corresponding
family we constructed has weight 2rr + O(2r). It has therefore average degree√
r2r +O(
√
2r/r) =
√
m log2m+O(
√
m/ log2m).
We believe our bounds are in fact asymptotically sharp, and that the con-
structions we gave in the proof of Theorem 126 are essentially the best possible.
We conjecture to that effect.
Conjecture 38. Suppose n = c
√
m log2m+ o(
√
m log2m), for some c > 0, and
that A is an n-separating union-closed family of size m. Then
w(A) ≥ 1 + c
2
2
m log2m+ o(m log2m).
10.4 Minimal l-fold weight
Let A be a separating union-closed family. Recall that the l-fold weight of a
family A is
wl(A) =
∑
A∈A
(|A|
l
)
.
In the previous section we obtained lower-bounds for w1(A) in terms of |A| and
|Ω(A)| and gave constructions showing these were asymptotically sharp up to
a multiplicative constant. Using easy generalisations of Reimer’s Theorem and
Theorem 124, we can obtain similar results concerning wl(A). As a corollary, we
will obtain lower bounds on the expected number of sets containing a random
l-subset of Ω(A), and show these are again asymptotically sharp up to a constant.
Results in this section are motivated by the remark that repeated iterations
of the classical union-closed sets conjecture imply the following stronger looking
statement:
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Conjecture 39 (Generalised union-closed sets conjecture). Let A be a union-
closed family. Then for every integer l : 1 ≤ l ≤ log2 |A|, there is an l-subset X
of Ω(A) which is contained in at least |A|/2l members of A.
Let us first show how Reimer’s Theorem can be immediately generalised to
l-fold weights.
Lemma 128. Let l ∈ N and let A be a union-closed family. Then
wl(A) > |A|
(
log2 |A|/2
l
)
.
Proof. The function x 7→ (x
l
)
is convex in R+. By Jensen’s inequality, it follows
that
wl(A) =
∑
A∈A
(|A|
l
)
≥ |A|
(∑
A∈A |A|/|A|
l
)
with equality if and only if all the members of A have the same size. On the
other hand, Reimer’s average set size theorem tell us∑
A∈A |A|
|A| ≥
log2 |A|
2
,
with equality if and only if A is a powerset (in which case not all the member of
A have the same size). Thus
wl(A) > |A|
(
log2 |A|/2
l
)
,
and this inequality is strict (since we cannot have equality in both Jensen’s in-
equality and Reimer’s Theorem.)
Now, the l-fold weight of a powerset Pr = P([r]) is
wl(Pr) =
∑
A: |A|=l
∑
B
1A⊆B = 2r−l
(
r
l
)
> 2r
(
r/2
l
)
.
However for a fixed l,
wl(Pr)
2r
(
r/2
l
) → 1 as r →∞,
so the bound on wl is still asymptotically sharp.
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Next, let us generalise our result that for A an n-separating union-closed
family,
w1(A) ≥
(
n
2
)
.
Again this comes as an easy consequence of Lemma 123.
Lemma 129. Let l ∈ N and let A be a separating union-closed family with
Ω(A) = [n] and elements of Ω labelled in order of increasing degree dA. Then
wl(A) ≥
(
n
l + 1
)
,
with equality if and only if A is of the form
A = {[n] \ [1], [n] \ [2], [n] \ [3], . . . [n] \ [n− l]} ∪ R,
where R∪{[n]\[n−l]} is a separating and union-closed subfamily of P([n]\[n−l]).
Proof. By Lemma 123, A contains at least n − 1 distinct sets Ai, i ∈ [n − 1], of
the form
Ai = {i+ 1, i+ 2 . . . n} ∪Xi, Xi ⊆ [i− 1].
Thus
wl(A) ≥
∑
i∈[n−1]
(|Ai|
l
)
≥
∑
i∈[n−1]
(
n− i
l
)
=
(
n
l + 1
)
.
Equality may occur in the above if and only if Ai = [n] \ [i] for all i ≤ n − l
and A contains no other set of size greater or equal to l. Suppose this is the case,
and that A contains a set B with B ∩ [n− l] 6= ∅.
Then B contains some x ∈ [n− l]. Suppose it does not contain n− l+1. Then
by union-closure B∪An−l+1 is an element ofA of size at least |{x, n−l+2, . . . n}| =
l. As it does not contain n − l + 1, it is not amongst the sets Ai : i ≤ n − l we
identified earlier, a contradiction. B therefore contains n − l + 1. By iterating
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this argument, we see that B must also contain all of n− l+ 2, n− l+ 3, . . . n−1.
But then B has size at least |{x, n− l+ 1, n− l+ 2, . . . n− 1}| = l. If it does not
contain n, it is distinct from the sets Ai : i ≤ n− l we identified earlier, which is
a contradiction. If it does contain n, then it has size at least l + 1 > l. This is
only possible if B = Ai for some i ∈ [n− l].
It follows that A = {[n], [n] \ {1}, [n] \ {2} . . . [n] \ {n− l}}∪R with R∪{[n] \
[n− l]} a union-closed and separating subset of P([n] \ [n− l]) as required.
With Lemmas 128 and 129 in hand, we can now generalise Theorem 126.
Theorem 130. Let (n,m) be a satisfiable pair of integers, and let l ∈ N. Suppose
A is an n-separating union-closed family of size m with minimal l-fold weight
wl(|A|) = wl. Then,
max
((
n
l + 1
)
,m
(
log2m/2
l
))
≤ wl
and
wl ≤
((
n
l + 1
)
+m
(
log2m/2
l
))
(1 + o(1)).
Again the lower and upper bounds on wl are asymptotically the same except
when n ∼ m1/(l+1) log2m1−1/(l+1).
Proof. As this proof is essentially the same as that of Theorem 126, we omit the
details. The lower bound on wl follows from Lemmas 128 and 129. The upper
bound follows from considering the l-fold weight of the families we introduced in
the proof of Theorem 126. The only difficulty involved lies in adapting Lemma 125
to l-fold weights. We state and prove below the required generalisation.
Lemma 131. Let B be as defined in the previous section, and assume |B| =
2b + 2b2 + . . . 2bt. Then
wl(B) <
(
1 +
2l
log2 |B|
) |B|
l!
(
log2 |B|
2
)l
.
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Proof.
wl(B) =
∑
i
(
bi
l
)
2bi−l +
(
bi
l − 1
)
2bi−l+1
≤
((
b
l
)
+ 2
(
b
l − 1
))∑
i
2bi−l
<
(
1 +
2l
b
)
bl
l!
|B|
<
(
1 +
2l
log2 |B|
) |B|
l!
(
log2 |B|
2
)l
.
Theorem 130 follows straightforwardly from here.
As in the previous section we can use our result on l-fold weights to obtain
information about the average number of sets containing a randomly chosen l-
subset in a separating union-closed family.
Corollary 132. Let A be a separating union-closed family, and let X be an
l-subset of Ω(A) chosen uniformly at random. Then
EXdA(X) ≥ |A|
1
l+1
(
log2 |A|
2(l + 1)
)1− 1
l+1
+O
(( |A|
log2 |A|
) 1
l+1
)
.
Moreover there exist arbitrarily large separating union-closed families A with
EXdA(X) ≤ 2|A|
1
l+1
(
log2 |A|
2(l + 1)
)1− 1
l+1
+O
(( |A|
log2 |A|
) 1
l+1
)
,
so this bound is asymptotically sharp except for a multiplicative factor of at most
2.
Proof. This is instant from Lemma 128, Lemma 129 and Theorem 130.
We end this section with a natural generalisation of Conjecture 38.
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Conjecture 40. Let l be an integer. Suppose n = n(m) satisfies
n = cm1/l+1 (log2m)
1−1/(l+1) (1 + o(1))
for some c = c(m). Then if A is an n-separating union-closed family of size m,
its l-fold weight satisfies
wl(A) ≥ m(log2m)l
(
1
l!2l
+
cl+1
(l + 1)!
)
(1 + o(1)).
10.5 Recent developments
Very recently, Balla, Bolloba´s and Eccles [26] announced a proof of a generali-
sation of Reimer’s theorem: let A be a union-closed family of size m. Reimer’s
theorem shows
w(A) ≥ m log2m
2
,
with equality holding if and only if A is a powerset. In this case, we must have
m = 2n for some n ∈ N. What can we say when m is not a power of 2? We know
the bound in Reimer’s theorem cannot be tight. By analysing Reimer’s shifting
argument carefully, Balla, Bolloba´s and Eccles obtained sharp lower-bounds on
w(A) in this case also. So-doing, they were able to settle Conjecture 38 in the
affirmative.
Balla [25] also observed that separation together with Reimer’s theorem imply
an asymptotic solution to the following conjecture of Wo´jcik [198]: write ρ(A)
for the ratio
ρ(A) =
w(A)
|A||V (A)| ,
and let
ρ(n) = min{ρ(A) : |V (A)| = n}.
Wo´jcik conjectured that ρ(n) was attained by union-closed families of the form
Pk ∪ {[n]} with k = blog2 nc or k = dlog2 ne. This implies in particular
ρ(n) = (1 + o(1))
log2 n
2n
,
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which was proved by Balla [25] in a neat inductive argument involving separation
and Reimer’s theorem. Let us give below a rather less clean argument using
elementary calculus instead of induction.
Let n ∈ N. Given a union-closed family A with V (A) = [n], reduce it to a
separating union-closed family A′. By relabelling the vertex set if necessary, we
may assume V (A′) = [n′]. Note A′ is then separating over the domain Ω = [n′+1].
By Theorem 124, we have
w(A′) ≥ n
′(n′ + 1)
2
.
Set m = |A′| to be the size of A′ (which is also the size of |A|). Note n′ + 1 ≤
m ≤ 2n′ . By Reimer’s theorem, we have
w(A′) ≥ m log2m
2
.
Now, every element in V (A) which we removed to make the family separating
must have appeared in at least one set of A. Thus we must have
w(A) ≥ max
(
n′2 − n′
2
+ n,
m log2m
2
− n′ + n
)
. (1)
Claim 4.
w(A) ≥ m log2 n
2
.
Proof. This is immediate from our bound on w(A) and elementary calculus. In-
deed if any of n ≤ m, n ≥ m log2 n
2
or n′ ≥ √m log2 n hold then the bound we
provide in (1) is stronger than the one we claim. So assume that
2n
log2 n
< m < n
and
n′ <
√
m log2 n
both hold. Then n = 2xm for some x: 0 < x < log2m (since m
2 > n(4n/ log2 n)
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which is greater than n). Thus
w(A)− m log2 n
2
≥ m log2(m/n)
2
+ n− n′
> −mx
2
+m2x −
√
m log2 n
= m
(
2x − x
2
−
√
x+ log2m
m
)
> m
(
2x − x
2
−
√
2 log2m
m
)
since x < log2m
≥ m
(
1−
√
2 log2m
m
)
since the derivative is nonnegative for x ≥ 0
≥ 0 since m ≥ 2
proving our claim.
Thus ρ(n) ≥ log2 n
n
, proving an asymptotic form of Wo´jcik’s conjecture.
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Chapter 11
Sperner’s problem for
G-independent families
11.1 Chapter outline
11.1.1 The G-independent hypercube: definition and mo-
tivation
Let n ∈ N and let G be a graph on [n] = {1, 2 . . . n}.
Definition 54. A subset A ⊆ [n] is G-independent if A is an edge-free set of
vertices in G. The G-independent hypercube Q(G) = Qn(G) is the collection of
all G-independent subsets of [n].
G-independent hypercubes will be our main object of study in this chapter.
By definition, the G-independent hypercube is a subset of the n-dimensional
hypercube Qn. Indeed if G is En, the graph on [n] with no edges, then Qn(En) =
Qn is the usual hypercube. If G = Kn, the complete graph on [n], then Qn(G)
just consists of the singletons of [n] together with the empty set, while if G is a
complete bipartite graph with bipartition AunionsqB then Qn(G) will be the union of
the powerset of A and the powerset of B.
In this chapter, we will be particularly interested in Qn(G) when G is the
path of length n − 1, Pn, or the cycle of length n, Cn. These can be thought as
the space of zero-one strings of length n with no consecutive ones (with winding
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round in the case of Cn). These are very natural combinatorial spaces, which
have already appeared in a variety of contexts.
Considered as graphs, the G-independent hypercubes Q(Pn) and Q(Cn) have
been studied as an efficient network topology in parallel computing [111, 112,
181]. In this setting, they are known as the Fibonacci cube and the Lucas cube
respectively.
Cohen, Fachini and Ko¨rner [55] gave bounds for the size of large antichains in
Q(Pn) in connection with skewincidence, a new class of problems lying halfway
between intersection problems and capacity problems for graphs.
Talbot [185] proved a direct analogue of the Erdo˝s–Ko–Rado theorem [72] for
the Lucas cube Q(Cn):
Definition 55. Let r be an integer with 0 ≤ r ≤ n. The rth layer of the G-
independent hypercube, Q(r)(G), is the collection of all G-independent subsets of
[n] of size r.
Theorem 133 (Talbot). Let A ⊆ Q(r)(Cn) be an intersecting family. Write A?
for the collection of Cn-independent r-sets containing 1. Then
|A| ≤ |A?|.
Talbot’s proof used an ingenious cyclic compression argument and easily
adapts to the Q(Pn) setting as well. In this case, the study of Q(Cn) was moti-
vated by a conjecture of Holroyd and Johnson [110] on the independence number
of a vertex-critical subset of the Kneser graph first identified by Schrijver [171].
Finally let us note that there has also been some interest in generalisations
of the Erdo˝s–Ko–Rado theorem on uniform intersecting families along slightly
different but still related lines:
Definition 56. Two subsets A,B ⊆ [n] are G-intersecting if A ∩ B 6= ∅ or
there is an edge of G going from A to B. A subset of the hypercube A ⊂ Qn is
G-intersecting if its members are pairwise G-intersecting.
The Erdo˝s–Ko–Rado problem in this setting is to determine the maximal size
of a G-intersecting family of r-sets. This has been extensively studied in the case
where G = Cn (see [29, 30, 114]).
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11.1.2 Antichains and G-independent families
Our efforts in this chapter are directed towards finding G-independent analogues
of another classical combinatorial result in the hypercube, namely Sperner’s the-
orem.
Definition 57. A subset of the hypercube A ⊆ Qn is an antichain if for all
A,B ∈ A with A 6= B, A is not a subset of B and B is not a subset of A.
How large an antichain can we find? Clearly for all integers r with 0 ≤ r ≤ n,
the rth layer of Qn is an antichain. So certainly we can find an antichain at least
as large as the largest layer of Qn, and a celebrated theorem of Sperner [177]
asserts this is in fact the best we can do.
We shall consider the following problem.
Problem 5. Let n ∈ N, and let G be a graph on [n]. What is the maximum size
of an antichain in Qn(G)?
Write sn(G) for the maximum size of an antichain in Qn(G). We refer to
sn(G) as the width of Qn(G). As in Sperner’s theorem the size of a largest layer
in Qn(G) gives us a lower bound on the width sn(G). However, sn(G) can be
much larger.
Let us begin with a simple example to show sn(G) can be larger by a constant
multiplicative factor. Let m ∈ N, and let G be a complete 22m + 1 partite graph
with one part of size 4m and 22m parts of size 2m. A set in G is independent
if and only if it meets only one of the parts, so an antichain in Qn(G) is the
disjoint union of a collection of antichains inside each of the parts of G. It is thus
a corollary to Sperner’s theorem that
sn(G) =
(
4m
2m
)
+ 22m
(
2m
m
)
=
(
1√
2pi
+
1√
pi
+ o(1)
)
24m√
m
.
(Using Stirling’s approximation for the factorial.) On the other hand, the rth
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layer of Qn(G) has size
|Q(r)n (G)| =
(
4m
r
)
+ 22m
(
2m
r
)
.
Of the two summand on the right, the first has the same order as sn(G) only
when r is close to 2m while the second has the same order as sn(G) only when r
is close to m. Using Stirling’s approximation again, we have that
max
0≤r≤4m
|Q(r)n (G)| =
(
1√
pi
+ o(1)
)
24m√
m
which is smaller than sn(G) by a multiplicative factor of
√
2√
2+1
+ o(1).
Using the same idea with more parts, we can in fact manufacture graphs G
where the largest layers are not even of the same order as a largest antichain.
Consider the following construction: let m ∈ N. Consider a complete T -partite
graph G with
T =
m∑
i=0
22
m−2i ,
and, for every integer i: 0 ≤ i ≤ m, 22m−2i parts of size of 2i. This graph G has
n =
m∑
i=0
22
m−2i+i
vertices. (So n has order roughly 22
m
.)
A set in G is independent if and only if it meets exactly one of the parts. Thus
the problem of finding a largest antichain in Qn(G) is equivalent to first finding
maximal antichains inside each of G’s T parts, and then taking their disjoint
union to form a largest antichain in Qn(G). Applying Sperner’s theorem, we
deduce
sn(G) =
m∑
i=0
22
m−2i
(
2i
2i−1
)
.
By Stirling’s formula,
(
2i
2i−1
)
is of order 2
2i√
i
, and
∑m
i=1
1√
i
is of order
√
m, so that
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sn(G) itself is of order 2
2m
√
m.
On the other hand, the layers of Qn(G) are much smaller: the size of the r
th
layer oscillates between peaks which have order 2
2m√
i
, one for each i with 0 ≤ i ≤ m.
These peaks occur when r is close to 2i−1, and correspond to the largest layer for
the parts of size 2i. Close to the peak corresponding to i, the contribution from
the parts of size 2j for j 6= i is negligible. It follows that
max
0≤r≤n
|Q(r)n (G)| = O
(
22
m)
= o (sn(G)) .
In general sn(G) and max{|Q(r)n (G)| : 0 ≤ r ≤ n} need thus not even be of
the same order.
Question 41. When is sn(G) = max{|Q(r)n (G)| : 0 ≤ r ≤ n}?
A natural guess is that it is sufficient for most vertices in G to look more or
less the same.
Definition 58. Let G be a graph. An automorphism of G is a bijection φ :
V (G) → V (G) such that φ maps edges to edges and non-edges to non-edges. A
graph is vertex transitive if for every x, y ∈ V (G) there exists an automorphism
of G mapping x to y.
Conjecture 42. Let G be a vertex-transitive graph. Then
sn(G) = max{|Q(r)n (G)| : 0 ≤ r ≤ n}.
There is no reason to believe that vertex-transitivity is a necessary condition
for the width of Qn(G) to coincide with the size of the largest layer, however.
Indeed consider the complete graph on n vertices with one edge removed. This
is not vertex-transitive, but the largest antichain is exactly the largest layer, i.e.
the collection of all singletons.
The path Pn is not a vertex-transitive graph, but is very similar to the vertex-
transitive cycle Cn, and we believe the conclusion of Conjecture 42 holds for
G = Pn also:
252
Conjecture 43.
sn(Pn) = max{|Q(r)n (Pn)| : 0 ≤ r ≤ n}.
Similarly, while not being vertex-transitive, the Erdo˝s-Re´nyi random graph
model Gn,p (see Chapter 2 for a definition)treats all vertices in [n] in the same
way. In this case also we expect the width and largest layer to have almost the
same size, at least in the range p = O(1/n):
Conjecture 44. Let p = p(n) = O(1/n). Then whp
sn(Gn,p) = (1 + o(1)) max{|Q(r)n (Gn,p)| : 0 ≤ r ≤ n}.
The reason we suggest restricting to this range of p is the following. Suppose
α > 0. Writing p = cn−1 and r = αn, we have that the expected number of
independent sets of size r in Gn,p is(
n
αn
)
(1− p)(αn2 ) = exp
(
n
(
α log
1
α
+ (1− α) log 1
1− α −
cα2
2
+ o(1)
))
.
Thus if c = c(n)→∞ as n→∞ there are whp no sets of size at least αn inside
Gn,p for any fixed α > 0. The Gn,p-independent hypercube in this case is thus
very sparse, and its behaviour is harder to predict.
11.1.3 Previous results
In their study of skewincident families, Cohen, Fachini and Ko¨rner [55] found
themselves needing to give a bound on sn(Pn). They showed
sn(Pn) ≤ |Qn(Pn−1)|
=
(
2
1 +
√
5
+ o(1)
)
|Qn(Pn)|,
a bound which was sufficient for their purposes, but which, as they observed, is
fairly weak. They asked for the value of sn(Pn), and remarked that none of the
classical proofs of Sperner’s theorem seemed to adapt to this setting. The main
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purpose of this chapter is to try and answer their question.
We should also mention in this subsection previous work on the width of
random posets of Qn. Suppose we select each member of Qn with probability p
to obtain a random subset Qn,p of the hypercube. What is the size of the largest
antichain in Qn,p? Osthus [148] showed that, provided p  lognn , Qn,p has its
width and the size of its largest layer both concentrated around (1+o(1))p
(
n
bn/2c
)
,
providing us with an (approximate) analogue of Sperner’s theorem in this setting.
11.1.4 Structure of the chapter
In this chapter, based on joint work of the author with Saxton [75], we focus
on Qn(Pn) and Conjecture 43, though our techniques also apply to Qn(Cn) and
Qn(Gn,p). We show :
Theorem 134. There exists a constant C > 1 such that
sn(Pn) ≤ C max
0≤r≤n
|Q(r)n (Pn)|.
This improves the earlier bound of Cohen, Fachini and Ko¨rner [55] by a factor
of O(n−1/2). It is however a far cry from Conjecture 43, and in addition has a
rather calculation-intensive proof.
Our chapter is structured as follows. In Section 2, we run through some
preliminaries. In Section 3, we prove Theorem 134. In the last two sections, we
prove small cases of Conjecture 43, briefly discuss why some classical proofs of
Sperner’s theorem do not adapt well to the Fibonacci cube setting, and outline
how the proof of Theorem 134 can be made to work in a more general setting.
11.2 Preliminaries
11.2.1 Counting in the Fibonacci cube
First of all, let us work out how largeQn(Pn) is. The Fibonacci sequence (Fn)n∈Z≥0
is the sequence defined by the initial values F0 = 0, F1 = 1 and the recurrence
relation Fn+2 = Fn+1 + Fn for all n ≥ 0.
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Lemma 135.
|Q(Pn)| = Fn+2.
Proof. This is a well known fact: we may consider the elements of Qn(Pn) as zero-
one sequences s of length n with no consecutive ones. We have Q(P1) = {0, 1}
and Q(P2) = {00, 10, 01}, so that |Q(P1)| = 2 = F3 and |Q(P2)| = 3 = F4. We
can construct Q(Pn) for n ≥ 3 inductively by concatenation as follows:
Q(Pn) = {s0 : s ∈ Q(Pn−1)} ∪ {s01 : s ∈ Q(Pn−2)}.
Thus |Q(Pn)| = |Q(Pn−1)|+ |Q(Pn−2)| for n ≥ 3. Our claim follows by induction.
Next, let us compute the size qrn = |Q(r)n (Pn)| of a layer in Q(Pn).
Lemma 136.
qrn =
(
n− r + 1
r
)
(We follow the standard convention that a binomial coefficient
(
a
b
)
with b > a
or b < 0 evaluates to zero.)
Proof. Note that Q(r)(Pn) is empty for r > dn/2e, so we may assume r ≤ dn/2e.
We build all zero-one sequences of length n containing exactly r ones and such
that all ones are separated by at least one zero as follows. We begin with the
separated sequence 1010101 . . . 01 of length 2r − 1 and containing r ones and
(r − 1) zeroes. Then we insert zeroes in the (r + 1) ‘bins’ defined by the gaps
between successive 1s, the gap to the left of the leftmost 1 and the gap to the
right of the rightmost 1. We have n− 2r+ 1 zeroes to insert into these bins. The
number of ways of partitioning n− 2r + 1 objects into r + 1 labelled lots is just(
n−r+1
r
)
, proving our claim.
Now let us identify the largest layers of Q(Pn).
Lemma 137. Let r? be an integer maximising the layer size |Q(r)(Pn)|. Then,
r? =
⌈
1
10
{
5n+ 2−
√
5n2 + 20n+ 24
}⌉
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or
r? =
1
10
{
5n+ 2−
√
5n2 + 20n+ 24
}
+ 1.
Remark 11. The maximal layer thus satisfies r? =
5−√5
10
n+O(1).
Proof. We consider the ratio between the sizes of two consecutive layers of Q(Pn).∣∣Q(r+1)(Pn)∣∣
|Q(r)(Pn)| =
(
n− r
r + 1
)
/
(
n− r + 1
r
)
This is greater or equal to 1 if and only if r satisfies
5r2 − r(5n+ 2) + (n2 − 1) ≥ 0
which in the range 0 ≤ r ≤ dn/2e happens if and only if
r ≤ 1
10
{
5n+ 2−
√
5n2 + 20n+ 24
}
.
The lemma follows.
Now let us consider Q(Pn) as a directed graph D(Pn) by setting a directed
edge from A to B if B = A∪ {b} for some b /∈ A, i.e. if B covers A in the partial
order induced by ⊆.
Definition 59. The in-degree d−(A) of a set A ∈ Q(Pn) is the number of edges
of D(Pn) directed into A, while the out-degree d
+(A) is the number of edges of
D(Pn) directed out of A.
Given a set A ∈ Q(r)n , its in-degree d−(A) is always exactly r. As we shall see,
however, the out-degree of A could take any integer value between n − 3r and
n− 2r.
Write Q(r),d(Pn) for the collection of elements of Q
(r)(Pn) with out-degree
equal to d, and let qr,d = qr,dn = |Q(r),d(Pn)|.
Lemma 138.
qr,dn =
(
r + 1
d− n+ 3r
)(
n− 2r
n− 2r − d
)
.
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Proof. We can characterise the out-degree in terms of ‘empty bins’. Recall that
in Lemma 136 we built Q(r)(Pn) from the zero-one sequence of length 2r − 1,
1010 . . . 101 by placing the n − 2r + 1 remaining zeroes into the r + 1 ‘bins’
defined by the gaps between consecutive 1s. Suppose i zeroes have been placed
in bin j. Then the corresponding interval of zeroes will contribute i − 1 to the
outdegree. Thus the out-degree associated with a zero-one sequence s is
d = n− 2r + 1− (r + 1− z(s))
= n− 3r + z(s),
where z(s) is the number of bins which have not received any zero.
Now, how many of our zero-one strings have z empty bins? There are
(
r+1
z
)
ways of choosing the bins which will be empty, whereupon we need to put at
least one zero into the remaining r + 1 − z bins. We then have to allocate the
remaining n− 2r+ 1− (r+ 1− z) = n− 3r+ z zeroes to the r+ 1− z nonempty
bins; there are, as we observed in the proof of Lemma 136,
(
n−2r
r−z
)
ways of doing
this. Setting z = d− n+ 3r concludes the proof of the lemma.
Note Lemma 138 implies that qr,d 6= 0 if and only if n− 3r ≤ d ≤ n− 2r. Let
us give an example of sequences attaining these bounds. The zero-one sequence
consisting of r 010-blocks followed by a single block consisting of n−3r zeroes has
out-degree exactly n− 3r. On the other hand, the zero-one sequence consiting of
r 10-blocks followed by a single block consisting of n− 2r zeroes has out-degree
exactly n − 2r. These two examples are the extremes we have to contend with
inside a layer of the Fibonacci cube.
Lemma 138 has the following corollary:
Corollary 139. Let r, n be fixed, and let d? = d?(r, n) be an integer maximising
qr,dn . Then
d? =
⌈
(n− 2r)2 + 2n− 5r − 1
n− r + 3
⌉
or
d? =
(n− 2r)2 + 2n− 5r − 1
n− r + 3 + 1.
Thus if r = αn for some α > 0, then the most common out-degree in Q(r)(Pn)
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is d?(r, n) =
(1−2α)2
1−α n + O(1). Before we give a proof of Corollary 139, let us
give a heuristic justification of why we expect d? to be about this. In the proof
of Lemma 138 we established a correspondence between out-degree and (roughly
speaking) the number of occurences of gaps of length one between successive 1s
(ie occurences of 101). Now what is the probability that the gap between the first
two 1s has length 1? Contracting a gap of length 1 between the first two 1s gives
us a member of Qr−1(Pn−2). Thus the likelihood of this occuring is roughly∣∣Qr−1(Pn−2)∣∣ / |Qr(Pn)| = r/(n− r + 1) ≈ α/(1− α)
when r = αn. Since there are r + 1 ≈ αn gaps, the expected number of short
gaps is z ≈ nα2/(1 − α), which implies in turn that the expected out-degree is
d = n − 3r + z ≈ n(1 − 2α)2/(1 − α). Unsurprisingly the maximum of qr,d is
attained when d is close to the expected out-degree. Having said this, we turn to
a formal argument.
Proof of Corollary 139. Consider the ratio qr,d+1n /q
r,d
n . By Lemma 138, this is
equal to
qr,d+1n
qr,dn
=
(
r + 1
d+ 1− n+ 3r
)(
n− 2r
n− 2r − d− 1
)
/
(
r + 1
d− n− 3r
)(
n− 2r
n− 2r − d
)
=
d2 − (2n− 4r + 1)d+ (n− 2r)(n− 2r + 1)
d2 − (n− 3r − 2)d− (n− 3r − 1) .
Solving the associated linear inequality, we see that qr,d+1n /q
r,d
n < 1 when
d <
(n− 2r)2 + 2n− 5r − 1
n− r + 3 ,
and qr,d+1n /q
r,d
n ≥ 1 for
d ≥ (n− 2r)
2 + 2n− 5r − 1
n− r + 3
with equality if and only if d = (n−2r)
2+2n−5r−1
n−r+3 . The Lemma follows.
Note that the proof of Corollary 139 establishes in fact that qr,dn is strictly
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increasing in d until it hits its (at most two) maxima, and then becomes strictly
decreasing in d. We shall use this monotonicity later on.
In the meantime, let us obtain another consequence of Corollary 139.
Corollary 140. Let r? be an integer maximising q
r
n, and let r = r? + c
√
n for
some c ∈ [−√log n,+√log n]. Then for d?(r, n) an integer maximising qr,d, we
have
d?(r, n) =
(
5−√5
10
)
n−
(
5
√
5− 7
2
)
c
√
n+ (10− 2
√
5)c2 +O(1).
Proof. This is a straightforward calculation from Corollary 139, from the fact
r? =
5−√5
10
n+O(1) as remarked after Corollary 137, and from the Taylor expansion
of (1 + x)−1 about 0: we know
r = r? + c
√
n
=
5−√5
10
+ c
√
n+O(1).
Thus,
d?(r, n) =
(n− r)2)2
n− r +O(1)
=
(
2
√
5
10
n− 2c√n
)2
5+
√
5
10
n− c√n
+O(1)
=
(
2
5 +
√
5
n− 8
√
5
5 +
√
5
c
√
n+
40c2
5 +
√
5
)/(
1− 10
5 +
√
5
c
√
n
)
+O(1)
=
5−√5
10
n−
(
8
√
5
5 +
√
5
− 20
(5 +
√
5)2
)
c
√
n+
40c2
5 +
√
5
+O(1)
=
5−√5
10
n− 5
√
5− 7
2
c
√
n+ (10− 2
√
5)c2 +O(1).
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11.2.2 Concentration
With the combinatorial preliminaries out of the way, let us obtain some con-
centration results for qr = qrn =
∣∣Q(r)(Pn)∣∣ and qr,d = ∣∣Q(r),d(Pn)∣∣. Given the
binomial coefficients appearing in Lemmas 136 and 138, we expect Chernoff-type
concentration of both the weight in Q(Pn) around the heaviest layer(s) Q
(r?)(Pn)
and of the out-degrees in Q(r)(Pn) around the likeliest out-degree(s) d? = d?(r, n).
Thus by Hall’s Theorem [102] we expect, analogously to Qn, that the largest
layer in Q(Pn) will occur when the in-degree and the average out-degree are the
same – that is, by the observation after Corollary 139, when r ≈ (n−2r)2/(n−r).
Solving this yields r ≈ (5−
√
5)
10
n, matching the estimate we made after Lemma 137
and giving perhaps better intuition as to why the maximum occurs at this point.
These expectations we have regarding concentration are indeed correct, and
can be proved formally using Stirling’s approximation,
m! =
(
1 +O
(
1
m
))√
2pim
(m
e
)m
,
and calculus.
Let F be the function x 7→ (1− x) log(1− x)− x log x− (1− 2x) log(1− 2x).
Lemma 141. Let α = α(n) be a sequence of real number with 10−9 < α(n) <
1
2
− 10−9 and nα ∈ N for n ≥ 4. Then
qαnn =
(
(1− α)√1− α√
2piα(1− 2α)(1− 2α) +O
(
1
n
))
n−1/2 exp (nF (α)) .
Proof. This is a straightforward calculation from Lemma 136 and Stirling’s for-
mula:
qαnn =
(
n− αn+ 1
αn
)
=
((1− α)n)!
(αn)!((1− 2α)n)!
(1− α)n+ 1
(1− 2α)n+ 1 .
Substituting Stirling’s approximation in the above then yields the claimed equal-
ity. (Which we can do this since α and 1 − 2α are both bounded away from
260
0.)
Of course, given that the maximum of qαnn occurs at α =
5−√5
10
+ O(n−1), we
find that F attains a global maximum at 5−
√
5
10
:
F ′(x) = log
(
(1− 2x)2
x(1− x)
)
,
which is strictly positive for x < 5−
√
5
10
, vanishes at 5−
√
5
10
and becomes strictly
negative for x > 5−
√
5
10
. Computing the second derivative, we find F ′′(5−
√
5
10
) =
−5√5.
Corollary 142. Let Q(r?)(Pn) be a largest layer of Q(Pn). Then the following
hold:
(i) if r = r? + c
√
n for some c ∈ [−√log n,√log n], then
qrn = exp
(
−5
√
5c2
2
+ o(1)
)
qr?n ;
(ii) there are
O
(
n exp
(
−5
√
5
2
log n
)
qr?n
)
= o(qr?n )
sets in Q(Pn) with size differing from r? by more than
√
n log n .
Proof. Immediate from Lemma 141 and the calculation above.
We now turn to out-degree concentration.
Set G to be the function
(x, y) 7→2x log x+ 2(1− 2x) log(1− 2x)− y log y − 2(x− y) log(x− y)
− (1− x) log(1− x)− (1− 3x+ y) log(1− 3x+ y).
Lemma 143. Let α = α(n), and β = β(n) be sequences of real numbers satisfying
10−9 < β(n) < α(n) − 10−9 and α(n) < (1 + β − 10−9)/3 and nα, nβ ∈ N for
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n ≥ 9. Then
qαn,(1−3α+β)nn =
(
α
2pi(α− β)2√β(1− 3α + β) +O
(
1
n
))
exp (nG(α, β)) .
Proof. This is a straightforward calculation from Lemma 138 and Stirling’s for-
mula:
qαn,(1−3α+β)nn =
(
αn+ 1
βn
)(
(1− 2α)n
(α− β)n
)
=
αn+ 1
(α− β)n+ 1
(αn)!
((α− β)n)!(βn)!
((1− 2α)n)!
((α− β)n)!((1− 3α + β)n!)
Substituting Stirling’s approximation in the above then yields the claimed equal-
ity. (Which we can do this since α, β, (α − β), 1 − 2α and (1 − 3α + β) are
all bounded away from 0. Note that for n ≥ 9 there exist at least two distinct
integers m1 and m2 with
n
4
≤ m1 < m2 ≤ n3 , and hence legal choices of α(n) and
β(n), so that our claim is not vacuous.)
Again it is no surprise that for a fixed α, the function Gα : y 7→ G(α, y)
attains a global maximum at β = α
2
1−α :
G′α(y) = log
(
(α− y)2
y(1− 3α + y)
)
,
which is strictly positive for y < α
2
1−α , vanishes at
α2
1−α and becomes strictly
negative for x > α
2
1−α . Computing the second derivative, we find
G′′α
(
α2
1− α
)
= − (1− α)
3
α2(1− 2α)2 .
In particular for α = 5−
√
5
10
+O(
√
logn
n
), we have G′′α(
α2
1−α) =
25+11
√
5
2
+O(
√
logn
n
).
Corollary 144. Let r? be an integer maximising q
r
n, and let r = r?+O(
√
n log n).
Let d? = d?(r, n) be an integer maximising q
r,d
n . Then
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(i) if d = d? + c
√
n for some c ∈ [−√log n,+√log n], then
qr,dn = exp
(
−(25 + 11
√
5)c2
8
+ o(1)
)
qr,d?n
(ii) there are
O
(
n exp
(
−(25 + 11
√
5)
8
log n
)
qr,d?n
)
= o
(
n−1qr,d?n
)
sets in Q(r)(Pn) with out-degree differing from d? by more than
√
n log n.
11.2.3 Summation bounds
We shall also need the following simple bounds on a sum of exponentials.
Lemma 145. Let a > 0. Then√
pi
4a
e−a ≤
∑
i≥1
e−ai
2 ≤
√
pi
2a
.
Proof. This is a simple exercise in the change of variables under integration and
the comparison of integrals with sums:
√
pi
4a
e−a =
(∫ pi/2
0
∫ +∞
√
2
re−ar
2
drdθ
) 1
2
≤
∫ +∞
1
e−ax
2
dx
≤
∑
i≥1
e−ai
2
≤
∫ +∞
0
e−ax
2
dx
=
(∫ pi/2
0
∫ +∞
0
re−ar
2
drdθ
) 1
2
=
√
pi
2a
.
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Corollary 146. Let g(x) = a0+a1x+a2x
2 be a quadratic polynomial with a2 > 0.
Then ∑
i∈Z
e−g(i) ≤ C(a0, a1, a2),
where C(a0, a1, a2) is a constant depending only on a0, a1 and a2.
Proof.
∑
i∈Z
e−g(i) ≤ C(a0, a1, a2) =
∑
i∈Z
exp
(
−a2(i+ a1
2a2
)2 +
a1
2
4a2
− a0
)
≤ exp
(
a1
2
4a2
− a0
)(
1 +
∑
i∈Z
2 exp(−a2i2)
)
,
whence we are done by Lemma 145.
Lemma 145 can be used with Corollary 144 to prove the following simple
Lemma.
Lemma 147. There are constants C1 > 0 and C2 > 0 such that if r is an integer
with |r − r?| ≤
√
n log n and d? = d?(r, n) is an integer maximising q
r,d
n , then
C1
qrn√
n
≤ qr,d?n ≤ C2
qrn√
n
.
(We could also have proved this by directly calculating the ratio qr,d?n /q
r
n from
Lemmas 136, 138 and Corollary 139.)
Proof. By Corollary 144 part (ii) we may throw away all sets in Qn,r with out-
degree differing from d? by more than
√
n log n.
Now, divide the remainining sets in Q
(r)
n into out-degree intervals of width√
n:
Ii = {A : d? + i
√
n ≤ d+(A) < d? + (i+ 1)
√
n}
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for i ∈ Z ∩ [−√log n,√log n]. Then we have
qrn =
∑
i
|Ii|+ o(qrn)
by Corollary 144 part (ii)
≤
∑
i≥0
qr,dd?+i
√
ne
n
√
n+
∑
i<0
qr,bd?+(i+1)
√
nc
n
√
n
since qr,d monotonically decreases as d moves away from d?
≤ 2√n
∑
i≥0
exp
(
−
(
25 + 11
√
5
8
)
i2 + o(1)
)
qr,d?n
by Corollary 144 part (i),
which by Lemma 145 is at most
√
n
C1
qr,d?n for some absolute constant C1 > 0.
The inequality in the other direction follows in much the same way.
11.3 Proof of Theorem 134
We can now proceed to the proof of Theorem 134 proper. Let Q(r?)(Pn) be a
largest layer of Qn(Pn), and for every r let d?(r, n) be an integer maximising
qr,d?n . By Corollary 142, we can restrict our attention in a proof of Theorem 134
to layers r with |r − r?| ≤
√
n log n. We denote by Q′n(Pn) the corresponding
subset of Qn(Pn). Note that for n sufficiently large (say n > 100) every element
of Q′n(Pn) has nonzero out-degree in the directed graph D(Pn).
11.3.1 Dissection into blocks and overlapping trapeziums
Let c1 = 1/100. We divide Q
′
n(Pn) into blocks of layers
Bt =
⋃{
Q(r)(Pn) : r? + c1t
√
n ≤ r ≤ r? + c1(t+ 1)
√
n
}
each of which is roughly c1
√
n layers wide. (Here t takes integer values in
[−
√
logn
c1
,
√
logn
c1
].)
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If t ≥ 0, we divide the top layer Q(r+)(Pn) of Bt into outdegree intervals
Is,t =
⋃{
Q(r+),d(Pn) : d?(r+, n) + s
√
n ≤ d ≤ d?(r+, n) + (s+ 1)
√
n
}
,
each of which ranges over roughly
√
n different outdegrees. (Here s lies in
[−√log n,√log n] ∩ Z.)
Each such interval Is,t defines a trapezium
Ts,t = {A ∈ Bt : ∃A′ ∈ Is,t with A ⊆ A′}.
For n sufficiently large, the union of these (overlapping) trapeziums covers all of
Bt (since all sets in Bt have positive outdegree).
If on the other hand t < 0, we divide the bottom layer Q(r−)(Pn) of Bt into
outdegree intervals
Is,t =
⋃{
Q(r−),d(Pn) : d?(r−, n) + s
√
n ≤ d ≤ d?(r−, n) + (s+ 1)
√
n
}
,
with again each interval defining a trapezium
Ts,t = {A ∈ Bt : ∃A′ ∈ Is,t with A′ ⊆ A}.
Taken together, the overlapping trapeziums Ts,t cover all of Bt in this case also.
11.3.2 Strategy
The heart of our proof of Theorem 134 is the following lemma.
Lemma 148. There is an absolute constant C3 > 1 such that for every antichain
A ⊆ Qn(Pn) and every integer t ∈ [−
√
logn
c1
,
√
logn
c1
] we have
|A ∩Bt| ≤ C3 max{qrn : Q(r)(Pn) ⊆ Bt}.
Provided we are able to prove Lemma 148, Theorem 134 is straightforward
from our concentration results on the layer size:
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Proof of Theorem 134 from Lemma 148. Let A be an antichain. Then
|A| =
∑
t
|A ∩Bt|+ o(qr?n )
by Corollary 144 part (ii)
≤
∑
t
C3 max{qrn : Q(r)(Pn) ⊆ Bt}+ o(qr?n )
by Lemma 148
= C3
(∑
t≥0
qr?+dc1t
√
ne
n +
∑
t<0
qr?+bc1(t+1)
√
nc
n
)
+ o(qr?n )
≤ 2C3
(∑
t≥0
exp
(
−5
√
5c1
2
2
t2 + o(1)
)
qr?n
)
+ o(qr?n )
by Corollary 144 part (i)
≤ Cqr?n
for some absolute constant C > 0, by Lemma 145.
Given this, let us focus on the proof of Lemma 148. This will be a shadow
argument.
Definition 60. The lower shadow of a family B ⊆ Qn(Pn) is
∂−(B) = {B ∈ Qn(Pn) : ∃b /∈ B such that B ∪ {b} ∈ B}.
The upper shadow of B is
∂+(B) = {B ∈ Qn(Pn) : ∃b ∈ B such that B \ {b} ∈ B}.
Recalling the directed graph D(Pn) we associated with Qn(Pn), the lower
shadow is the in-neighbourhood of B in D(Pn) while the upper shadow is the
out-neighbourhood of B.
Let A = A0 ⊆ Bt be an antichain. Suppose that t ≥ 0, and let r+ be the
topmost nonempty layer in A ∩Bt. Write A(r+) for A ∩Q(r+)(Pn). Since A is an
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antichain, we have that
A1 =
(
A \A(r+)) ∪ ∂−(A(r+))
is also an antichain. Repeating this procedure with A1, then A2, etc, we can
‘push down’ our family into the bottom layer of Bt. We will thus be done in the
proof of Lemma 148 if we can show we have not shrunk the size of our family by
more than a constant factor in the process. (The t < 0 case proceeds identically
with upper shadows instead of lower shadows.)
To do this, we perform some careful accounting, and this is where our trapez-
iums (and, unfortunately, some tedious calculations) come in. Roughly speaking,
the further away the out-degree lies from the layer’s average out-degree, the more
we could be shrinking our family when taking lower shadows. This effect is bal-
anced out by the fact that the further we are from the average out-degree the
fewer sets we have at our disposal.
11.3.3 Shadows in the trapeziums
Let t ≥ 0 and A ⊆ Bt be a subset of Bt. Let r− = r? + dc1t
√
ne and r+ =
r? + bc1(t + 1)
√
nc be the bottom-most and top-most layers of Bt respectively.
Let
φ(A) =
{
A ∈ Q(r−)(Pn) : ∃A′ ∈ A such that A ⊆ A′
}
be the collection of sets in the bottom-most layer of Bt which are contained in
an element of A.
In this subsection, we prove the case t ≥ 0 of Lemma 148 by taking shadows
in trapeziums.
Proof of case t ≥ 0 of Lemma 148. Let A be an antichain. Without loss of gen-
erality, we may assume A ⊆ Bt. We shall show that
|A| − |φ(A)| ≤ C ′3qr−n
for some absolute constant C ′3 > 0, from which Lemma 148 follows with C =
C ′3 + 1.
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For every integer s ∈ [−√log n,√log n], let As = A ∩ Ts,t be the intersection
of A with the trapezium Ts,t.
Observe that deleting an element from a set in Pn can increase its out-degree
by 1, 2 or 3. It follows that sets in φ(As) have outdegree d satisfying
d?(r+, n) + s
√
n+ c1
√
n ≤ d ≤ d?(r+, n) + (s+ 1)
√
n+ 3c1
√
n.
As c1 = 1/100 it follows that φ(As) is disjoint from φ(As+2) for all s (since
3c1
√
n <
√
n + c1
√
n). In particular, sets in Q(r−)(Pn) are contained in at most
two distinct φ(As), whence(∑
s
|φ(As)|
)
−
∣∣∣∣∣⋃
s
φ(As)
∣∣∣∣∣ ≤ |Q(r−)(Pn)| = qr−n .
Now we shall show |φ(As)| is not much smaller than As. To obtain φ(As) from
As, we repeatedly take the lower shadow of the highest nonempty layer. Since A
(and hence As) is an antichain, we know that the shadow of the family’s highest
layer is disjoint from the rest of the family. Thus our only concern is that the
family could be shrinking every time we take a lower shadow.
Observe that if B ⊂ Q(r)(Pn) and the maximum outdegree in the lower shadow
of B is ∆+, then, by counting edges from ∂−B to Q(r)(Pn) we have:
|∂−B| ≥ r
∆+
|B|.
Going from As to φ(As), the worst ratio we would have to contend with is thus
when r = r− = r?+c1t
√
n+O(1) and ∆+ = d?(r+, n)+(s+1)
√
n+3c1
√
n+O(1).
Now by Lemma 137,
r? =
5−√5
10
n+O(1)
and by Corollary 140
d?(r+, n) =
5−√5
10
n−
(
5
√
5− 7
2
)
c1(t+ 1)
√
n+ (10− 2
√
5)c2 +O(1).
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A quick calculation then shows that the worst-case ratio is
r−
∆+
=
5−√5
10
n+ c1t
√
n
5−√5
10
n−
(
5
√
5−7
2
c1(t+ 1)− (s+ 1)
)√
n+ (10− 2√5)c2
+O
(
1
n
)
=
1 + 10c1t
5−√5n
−1/2
1−
(
25
√
5−35
5−√5 c1(t+ 1)−
10(s+1)
5−√5
)
n−1/2
+O
(
log n
n
)
= 1− 10
5−√5
(
s+ 1− 5
√
5− 7
2
c1 − 5−
√
5
2
c1t
)
n−1/2 +O
(
log n
n
)
.
Write ft(s) for the expression
ft(s) =
10
5−√5
(
s+ 1− 5
√
5− 7
2
c1 − 5−
√
5
2
c1t
)
.
If ft(s) < 0, then we have nothing to worry about: our family does not shrink as
we take successive shadows. On the other hand if ft(s) ≥ 0, then we have
|φ(As)| ≥
(
1− ft(s)n−1/2 +O
(
log n
n
))c1√n
|As|
= exp
(
−c1ft(s) +O
(
log n
n−1/2
))
|As|.
We now give an upper bound the size of φ(As) when ft(s) ≥ 0 using our
concentration results. Writing s0 for the unique real solution to ft(s) = 0,
s0 = −1 + 5
√
5− 7
2
c1 +
5−√5
2
c1t)
Since c1 = 1/100 and t ≥ 0, we certainly have s0 > −1.
By Corollary 140,
d?(r−, n)− d?(r+, n) =
(
5
√
5− 7
10
)
c1
√
n+O (log n) .
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The degrees in φ(As) are thus at least
δs = dr+,n + s
√
n+ c1
√
n
= d?(r−, n) + s
√
n− 5
√
5− 9
2
c1 +O (log n)
= d?(r−, n) + g(s)
√
n+O (log n)
where g denotes the linear function s 7→ s−
(
5
√
5−9
2
)
c1. As s0 > −1, as c1 = 1/100
and as s is an integer, it follows from the above that apart from at most one value
of s (namely s = 0), the degree in φ(As) is greater than d?(r−, n) by a term of
order
√
n. We can then use our concentration result and the monotonicity of
qr−,dn away from d?(r−, n) to give bounds on φ(As): provided s ≥ 1,
|φ(As)| ≤ (
√
n+ 2c1
√
n)qr−,δsn
= (2c1 + 1)
√
nqr−,d?(r−,n)n exp
(
−
(
25 + 11
√
5
8
)
g(s)2 + o(1)
)
≤ (2c1 + 1)C2qr−n exp
(
−
(
25 + 11
√
5
8
)
g(s)2 + o(1)
)
by applying Lemma 147 in the last line.
Now ft(s) ≤ f0(s) for all t ≥ 0, so that we have∑
s≥s0
|As| ≤
∑
s≥s0
|φ(As)| exp(c1ft(s))(1 +O(n−1/2))
≤ (2c1 + 1)C2qr−n (exp(c1f0(0))
+
∑
s≥1
exp
(
c1f0(s)−
(
25 + 11
√
5
8
)
g(s)2 + o(1)
))
≤ C ′′3 qr−n
for some absolute constant C ′′3 > 0, by observing that g(s)
2 is quadratic in s while
f0(s) is only linear and applying Corollary 146.
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We then are essentially done:
|A| − |φ(As)| ≤ qr−n +
∑
s
(|As| − |φ(As)|)
≤ (C ′′3 + 1)qr−n ,
from which it follows that
|A| ≤ |φ(As)|+ (C ′′3 + 1)qr−n
≤ (C ′′3 + 2)qr−n ,
with C ′′3 + 2 a constant independent of t and n as required.
The proof of the case t < 0 of Lemma 148 is essentially the same as the above,
except that we use upper shadows instead of lower shadows (so as to push the
family towards the largest layer rather than away from it). We conclude here the
proof of Lemma 148 and with it the proof of Theorem 134.
11.4 Small cases of Conjecture 43
We have not tried to optimise the constant C we get in our proof of Theorem 134,
as our methods will give a constant strictly greater than 1 when we believe the
correct answer should be exactly 1. We have however established Conjecture 43
for some small values of n. Details follow below.
11.4.1 Partition into chains
A classical proof of Sperner’s Theorem consists in partitioning Qn into symmetric
chains, each of which intersects the largest layer(s) of Qn.
Definition 61. A k-chain in Q(G) is a family of k distinct elements of Q(G),
{A1, . . . Ak}, with A1 ⊂ A2 ⊂ . . . ⊂ Ak.
Proof of Sperner’s Theorem by by chain decomposition: We shall show by induc-
tion on n that Qn can be decomposed into the disjoint union of symmetric chains,
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that is chains of the form Ak ⊂ Ak+1 ⊂ ... ⊂ An−k, where |Ai| = i for all i. The
case n = 1 is trivial. Now suppose we are given a chain decomposition of Q(En)
of this form. We construct a chain decomposition of Qn+1 as follows: for any
chain
C : Ak ⊂ Ak+1 ⊂ . . . ⊂ An−k
in our decomposition of Qn, we produce two chains
C1 : Ak ⊂ Ak+1 ⊂ . . . ⊂ An−k ⊂ An−k ∪ {n+ 1}
and
C2 : Ak ∪ {n+ 1} ⊂ Ak+1 ∪ {n+ 1} ⊂ . . . ⊂ An−k−1 ∪ {n+ 1}.
It is easy to check that both C1 and C2 are (possibly empty) symmetric chains in
Qn+1 and that if the chains C we are given cover Qn and are pairwise disjoint, then
those of the chains C1 and C2 we produced which are non-nempty are pairwise
disjoint and cover Qn+1.
Once we have this decomposition, Sperner’s theorem is immediate. A sym-
metric chain clearly has to intersect the middle layer(s) of Qn), which is (are)
also the largest layer(s) of Qn. As our chains are disjoint, there must be exactly(
n
bn/2c
)
of them. As they cover the whole of Qn and as an antichain can meet any
of them in at most one place, it follows that there cannot be antichains in Qn of
size strictly greater than
(
n
bn/2c
)
.
If Conjecture 134 is true, then it follows by a theorem of Dilworth [61] that
Q(Pn) can also be partitioned into disjoint chains each of which intersects the
largest layer(s) of Q(Pn). Finding an explicit construction of such a partition
appears difficult however: Q(Pn) is asymmetric, and which layer is largest changes
in an awkward and aperiodic way with n. It is fairly straightforward however to
find such a partition for small n.
We begin with a partition of Q(P1) into a single chain (∅, {1}), then build a
partition for Q(Pn) iteratively for 2 ≤ n ≤ 9. Our chains then come in three
types: type A chains are chains in Q(Pn) every member of which contains n; type
B chains are chains in Q(Pn) no member of which contains n; and type C chains
are chains in Q(Pn) of length at least two where only the last member contains
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n. Our initial partition of Q(P1) thus consisted of a single C-chain.
— An A-chain (C1∪{n}, C2∪{n}, . . . Cl∪{n}) in Q(Pn) gives rise to a B -chain
in Q(Pn+1), namely (C1 ∪ {n}, C2 ∪ {n}, . . . Cl ∪ {n}).
— A B -chain (C1, C2, . . . Cl) in Q(Pn) gives rise to (potentially) two chains
in Q(Pn+1): a C -chain (C1, C2, . . . Cl, Cl ∪ {n + 1}), and (if l > 1), to an
A-chain (C1 ∪ {n+ 1}, C2 ∪ {n− 1}, . . . Cl−1 ∪ {n+ 1}).
— A C -chain (C1, C2, . . . Cl−1, Cl−1 ∪ {n}) in Q(Pn) gives rise to two chains
in Q(Pn+1): a B -chain (C1, C2, . . . Cl−1, Cl−1 ∪ {n}) and an A-chain (C1 ∪
{n + 1}, C2 ∪ {n + 1}, . . . Cl−2 ∪ {n + 1}, Cl−1 ∪ {n + 1}). (Note that by
construction all C -chains have length at least 2, so that each of them does
indeed produce an A-chain.)
It is easy to check that this iterative construction yields a partition of Q(Pn)
into chains through the largest layer for n = 1, 2, . . . 7 and n = 9. For n = 8,
we obtain a partition of Q(P8) containing one chain not intersecting the largest
layer. However we can fix this by replacing the three chains ({258}), ({25}, {257})
and ({57}) by the two chains ({25}, {258}) and ({57}, {257}). This establishes
Conjecture 43 for all n ≤ 9. The argument in the next subsection gives a simpler
proof for n = 2, 3 . . . 7, 9, and proves the additional case n = 10.
11.4.2 Shadows
Another standard proof of Sperner’s theorem (indeed Sperner’s original proof) is
to ‘push’ an antichain towards the largest layer of Qn by repeatedly replacing the
antichain’s top-most layer by its lower shadow and the antichain’s bottom-most
layer by its upper shadow. Our proof of Theorem 134 is essentially a variant of
this. Unfortunately, the out-degrees in Q(Pn) are not sufficiently concentrated
for this technique to give us even an approximate form of Conjecture 43. We can
however use shadow arguments to establish some small cases of Conjecture 43.
For n ≥ 2, set
Q′n(Pn) =
⋃
n−1
4
<r<n+2
3
Q(r)(Pn).
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Lemma 149. Let n ≥ 2 and let A be an antichain in Qn(Pn). Then there exists
an antichain A′ in Q′n(Pn) with |A| ≤ |A′|.
Proof. Let A be an antichain, and assume A is nonempty (for otherwise we have
nothing to prove). Write A(r) for the rth layer of A,
A(r) = A ∩Q(r)n (Pn).
Let r+(A) = max{r : A(r) 6= ∅} and r−(A) = min{r : A(r) 6= ∅}.
Suppose r+(A) ≥ n+23 . As A0 = A is an antichain, we have that the family
A1 =
(
A \A(r+)) ∪ ∂−A(r+)
is also an antichain. Now by counting edges between ∂−A(r+) and A(r+) in the
directed graph D(Pn) we see that
|∂−A(r+)| ≥ r+
n− 2r+ + 2 |A
(r+)|
≥ |A(r+)| since r+ ≥ n+ 2
3
.
In particular |A1| ≥ |A0|. Repeating this procedure as many times as necessary,
we can produce an antichain at least as large as A with no set of size greater than
or equal to n+2
3
.
In the other direction, suppose r−(A) ≤ n−14 . As A0 = A is an antichain, we
have that the family
A1 =
(
A \A(r−)) ∪ ∂+A(r−)
is also an antichain. Counting edges between A(r−) and ∂+A(r−) we have
|∂+A(r−)| ≥ n− 3r−
r− + 1
|A(r−)|
≥ |A(r−)| since r− ≤ n− 1
4
.
In particular |A1| ≥ |A0|. Repeating this procedure as many times as necessary,
we can produce an antichain at least as large as A with no set of size less than
or equal to n−1
4
.
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Now n+2
3
− n−1
4
= n+11
12
, thus for n ≥ 2 there always exists an integer r : n−1
4
<
r < n+2
3
, so that the upper and lower shifting processes described above don’t
interfere with each other. So we can obtain from any antichain A and antichain
A′ which is at least as large and which lies in Q′n(Pn), as claimed.
Observe now that for n = 2, 3, 4, 5, 6, 7, 9 and 10 there is a unique integer r
satisfying n−1
4
< r < n+2
3
. Thus Conjecture 43 holds for these n. As we gave a
partition of Q(P8) into chains meeting the largest layer in the previous subsection
(and as the case n = 1 is trivial), this means Conjecture 43 holds for all n < 11.
By Lemma 149, there is an antichain of maximum size in Q(P11) which lies
entirely inside Q(3)(P11) ∪Q(4)(P11). The union of these two layers has size 154,
and the largest layer of Q(P11) is Q
(3)(P11) which has size 84. Thus the first
open case of our conjecture asks whether we can find an antichain in Q(3)(P11)∪
Q(4)(P11) with 85 or more elements. This already does not look amenable to a
pure brute force search.
11.5 Concluding remarks
11.5.1 The LYM inequality
Sperner’s theorem has over time given rise to an entire field, called Sperner The-
ory. We refer the reader to the monograph of Engel [63] for more details on the
subject. We have already briefly discussed two different proofs of Sperner’s the-
orem in the previous section (via a partition into disjoint chains and via shadow
arguments) and the reasons why they do not adapt well to the Q(Pn) setting. Let
us give a final proof, this time using a quick and elegant argument via the LYM
inequality of Lubell, Yamamoto, Meshalkin and Bolloba´s [31, 135, 141, 201].
Proof of Sperner’s Theorem via the LYM inequality: Say that a k-chain C ⊆ Qn(G)
is maximal if there is no (k + 1)-chain containing it. In the case where Qn(G) =
Qn, it is easy to see that a k-chain is maximal if and only if k = n+ 1, in which
case it consists of an element from each of Q
(r)
n , 0 ≤ r ≤ n.
We sample from the space of maximal chains in Qn as follows. Let σ be a
permutation of [n] chosen uniformly at random. For 1 ≤ r ≤ n, write σ([r]) for
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the r-set {σ(1), σ(2), . . . σ(r)}. Then let C be the maximal chain
C = {∅, σ([1]), σ([2]), . . . σ([n])} .
Suppose now that A is an antichain. Then by the antichain propertyA can meet
a chain in at most one set, and in particular
E|A ∩C| ≤ 1.
Now for every r : 0 ≤ r ≤ n and every A ∈ A ∩Q(r)n , we have
P(A ∈ C) = P (A = σ([r]))
=
r!(n− r)!
n!
=
(
n
r
)−1
.
We then use linearity of expectation to establish the LYM inequality (?):
1 ≥ E|A ∩C|
=
∑
0≤r≤n
∑
A∈A∩Q(r)n
P(A ∈ C)
=
∑
0≤r≤n
|A ∩Q(r)n /
(
n
r
)
(?).
Sperner’s Theorem is immediate from LYM:
A ≤ max
0≤r≤n
(
n
r
)
=
(
n
bn/2c
)
.
Unfortunately we have been unable to find a good analogue of the LYM in-
equality for Q(Pn). Not all maximal chains in Q(Pn) have the same length, nor
are elements in a given layer of Q(Pn) contained in the same number of chains.
Indeed, even restricting to ‘typical’ layers and ‘typical’ elements of those layers
does not help us. As for shadows, the out-degrees are insufficiently concentrated
for a uniform random chain to prove even an approximate form of Conjecture 43:
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a divergence in the out-degree by an additive factor of O(
√
n) blows up to a di-
vergence by a constant multiplicative factor in the number of chain-extensions of
order O(
√
n). So to adapt the LYM strategy to our Q(Pn) setting, we would need
to construct a biased random chain which samples layers in a uniform manner.
We could for example associate an ‘energy’ to sets, which would be high on high
out-degree sets, and then give our random chain a slight bias toward lower energy
configurations. Though we have been unable to do this, it is probably one of the
more promising approaches left open by our investigations.
11.5.2 Theorem 134 for other G
Observe that our proof of Theorem 134 relied exclusively on the concentration
estimates (Corollaries 142 and 144) we were able to obtain for qrn and q
r,d
n . Given
any graph sequence G = Gn, n = 1, 2 . . . where |Q(r)n (G)| and |Q(r),dn (G)| are
similarly concentrated about their means, we can run through our argument to
show that
sn(G) ≤ C ′ max
0≤r≤n
|Q(r)n (G)|,
where C ′ > 1 is an absolute constant depending only on our choice of sequence
(Gn)n∈N.
In particular, sn(Cn) is of the same order as the size of the largest layer(s) of
Qn(Cn), and for any fixed c > 0, sn(Gn, c
n
) is whp at most a constant times the
size of the largest layer(s) of Qn(Gn, c
n
).
11.5.3 Other questions
Suppose that for any two consecutive layers of the Fibonacci hypercube we were
able to find an injection from the smaller of the two layers into the larger one.
Then by stitching these injections together, we would obtain a partition of Q(Pn)
into disjoint chains each of which meets the largest layer(s), thus proving Con-
jecture 43.
One way we might try to find such a family of injections is by checking Hall’s
condition holds and applying Hall’s marriage theorem [102]. Suppose without
loss of generality that r? < r. To find a matching from Q
(r)
n (Pn) into Q
(r−1)
n (Pn)
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it is then sufficient to show that |A| ≤ |∂−A| for all A ⊆ Q(r)n (Pn). This makes
us interested more generally in the following isoperimetric problem:
Problem 6. Let 0 ≤ r ≤ n and let 0 ≤ s ≤ qrn. Identify the families A ⊆ Q(r)n of
size s that minimise the size of the lower shadow.
In the usual hypercube, this problem was solved by Kruskal and Katona [119,
130] using shifting techniques that cannot be adapted to Q(Pn) without additional
ideas. Talbot [184] has moreover exhibited examples which show that the families
minimising the size of the lower shadow are not nested, suggesting the problem
may be quite difficult.
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