Abstract -This paper presents an intelligent User Manager Agent System (UMAS) in which it has a capability of making a management decision for balancing the network load with the users' requests for accessing network resources. A conventional users' request for accessing network resources depends on rigid rules setting and it can affect the overall performance of network services. UMAS provides additional measure in controlling the network services availability and responsiveness. In providing a different level of services to users, UMAS is required to perform an appropriate learning activity that can furnish an input for a decision of time allocation for a single session. This paper demonstrates the use of Neuro Fuzzy Logic for performing the learning that will be integrated into the UMAS.
Introduction
The term of learning was originally used to describe the process of human learning and is always being associated with capturing knowledge through understanding and applying it for changing the behaviour towards desirable outcomes. Pavlov and Skinner's theory on learning that based on experiments were conducted on animal in order to understand animal learns. However, it is believed that a sequential type-operating machine of computer can be 'taught' like in Pavlov's experiment where dogs were used as a subject. Soft computing as a domain provides a foundation for artificial intelligence techniques to be further fully explored and integrated into a 'thinkable' machine.
In order to achieve a 'thinkable' machine that can be used to solve many real-world problems, learning for machine needs to be defined and all the requirements are identified and provided.
Educationists like Weiss and Bloom believe that learning is a process of applying captured knowledge towards desirable behavioural outcomes. It is clear that learning must be associated with behaviour changes, knowledge acquisition and memory storage. These three fundamental elements must be a basis for any learning to be applied to.
In the next section, the learning concept will be presented, followed by the UMAS description that outlines the functions of UMAS has.
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Learning Definitions
One of the main features for the UMAS to be distinctive from a conventional program is the ability of learning. Semantically learning is a process of acquiring knowledge for the desired behavioural outcomes. This only can be achieved if a 'learner' has some degrees of reasoning in which knowledge is used for comparison and logic computation. However, for an agent of the UMAS to do learning it means that it is capable of making a correct decision upon users' requests for network resources. Given a program, P, and some input x, a normal program would produce the same result, y. P(x) = y for every request. In the case of agents in the UMAS, the program can alter its initial state, q, so that the decision is made on the account of several knowledge domain and accordingly. Thus, P(x|q) = y, where y is the result of applying program, P, to input, x , given the initial state, q [1] .
Bigus [1] states several forms of learning that can take place. The most common learning that obviously takes place is a rote learning, in which an example is given and agent copies the example and exactly reproduces the behaviour. In the case of UMAS, the agent will produce the result of the training data. 
Learning Paradigms
Another approach to learning is called a machine learning (ML) that has at least three major paradigms of learning -supervised, unsupervised and reinforcement. In a supervised learning, agent is trained by showing it examples of the problem states or attributes along with the desired output or action. Agent will make prediction and if differs from the desired output, agent is adjusted or adapted to produce the correct output. This process is repeated several times until the agent makes accurate classifications or predictions. Leaning of this type requires historical data from databases, sensor logs, trace logs as a training and example data and learning algorithms that normally used are back propagation neural network and decision tree.
The second paradigm is unsupervised learning in which agents need to recognise similarities between inputs or to identify the features in the input data. Data that is presented to the agents is partitioned into groups by clustering or segmenting. The process of clustering or segmenting continues until the same data is placed in the same group. 
Figure 1: Overview of the General Machine Learning Approach
There are a number of learning algorithms and each has a specific suitability for different kind of learning. UMAS will perform the learning activities upon the data that was collected on three parameters -policy, profile and network states [2] .
UMAS Description
Generically, UMAS is an interface between users and networks for the purpose of controlling network resources that are requested by users. Based on three sets of data, UMAS determines the access time for a specific session of a particular user. This measure is needed so that network resources particularly bandwidth can be allocated for only legitimate purposes. For example, if a number of users accessing network resources are relatively small compared to available resources, the least critical applications are allowed to be accessed. However, if the number of users increased, then the least critical application of the session will be discarded from the network.
When a user logs in to the network, the UMAS will read the profile file of the user and use the knowledge base of the network. A system administrator creates a Profile file and it contains a collection of user settings such as desktop attributes and allowed network connections. A Knowledge base is a repository for learned knowledge of the use of network elements such as router, bandwidth, servers and applications. This knowledge is critical in the process of granting access to the network application request because it helps the UMAS to decide the best option for a network to be utilised for a particular session. The decision making process for determining a session period will be updated periodically at the interval time of 100 ms., which is believed to be sufficient for establishing communication between UMAS with other network objects.
The UMAS consists of several agents that each is assigned with a specific task. Figure 3 illustrates the components of the UMAS in which each component has a specific task to be performed and governed by the manager that resides in the UMAS.
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Figure 3: UMAS components
The Knowledge Learner is responsible for capturing a set of variables and these are stored in the repository for future retrieval. When a request has been received by the UMAS for accessing a particular application, it needs to be processed with the consideration of network resource availability and the criticality of the application to the organisation's objectives. The UMAS will forward the message of request to the Granter for a decision whether to approve or otherwise. In deciding on the request, the Granter relies on information about the users that are currently logging in to the network and the network resource usage in order to determine if a potential approval will be detrimental to the performance of the network. The Granter will use Fuzzy set data supplied by the Knowledge Learner for computing the time that practically can be allocated for the session. The decision taken by the Granter then will be forwarded to the UMAS for execution.
The component of Enforcer is responsible for executing the decision by communicating with the routers to inform them of changing packet priority. At the same time, the Granter will set the clock on and start counting. However, the Granter needs to inform the Verifier as well because it is responsible for verifying the decision by checking the user profile with the server. If the allocated time is 'correct' then the user can have such application to be accessed otherwise a new computation of time will be asked. Of course, the UMAS needs to be informed about any decision taken by both the Granter and the Verifier, as it needs to inform the user too [3] 
UMAS Learning
The UMAS adopts the supervised learning notion in which training data is supplied to the Granter for deciding the allocation of time. However, the size of the training data sets are relatively large and contain a number of sets, the learning processes are conducted in stages. This is due to the dependency of learning input to the previous learning outcomes. A unit of processor handles a particular set of training data and the outcomes are used for a next learning process.
The goal of UMAS learning is to minimise the error rate of the time allocation decision by the Granter. This can be achieved by training the data through a number of attempts. The smaller value of the error rate, the better it would. The learning will base on the following neuro diagram.
Figure 4 : Neuro diagram
Figure 4 shows only two inputs for the training data will be used. This is because the limitation of ANFIS to do the learning.
UMAS Learning Simulation
The simulation has been conducted using Matlab ver 5.3. The purpose of simulation was to establish rules with minimum error rate that will be integrated into the UMAS learning mechanisms. In order this, the training data that was collected using Windump and Windows Network Monitor tools was converted into numeric format before being put into use. This is because ANFIS, the learning algorithm of neuro fuzzy logic can only accept numeric representations and limited input [4] [5] [6] . For that reason, the simulation was based on two set of inputs -application criticality and user priority. Both inputs were given a similar scale of 1 -10. A smaller number for application criticality denotes the higher criticality it was.
Figure 5: Generated rules Figure 5 illustrates the rules that have been automatically created by the ANFIS, which shows the allocated time is 100% if the application criticality and user priority are high. On the other hand, the allocated time drops substantially if both inputs are decreasing. However, because of the criticality is given higher weighting, any changes in the values significantly affect the outcome of the allocated time. Figure 6 is the results of the simulation in which clearly shown that all data were distributed into three clusters -high, medium and low. Most the data were scattered in the medium interval and with minimum error rate. The results of simulation indicate that learning had taken place in which error was 0.0000158
Figure 6: Results of the simulation
Conclusion
The undertaken simulation had generated a set of rules with minimum error rate that can be integrated into the UMAS agents' development. In addition, the outcome of the simulation can be used for the Granter to decide the best allocation of session time for a user.
The UMAS will have the capability of making decisions intelligently based on the current situation of the network and the user's roles through the undertaken learning. This will enable the network resources to be allocated for achieving the main aims of network establishment and the organisation's goals. At the same time, users can receive appropriate levels of network services, in term of application availability and satisfied network responsiveness. As the UMAS has learning capability, the Knowledge Base will be gradually getting larger and this will lead to higher intelligence of the UMAS [7] .
The idea of UMAS can be applied into another network management activities such as traffic management, Quality of Service and as a 'teacher' for training an agent that is newly introduced to the network.
