Abstractive summarization is an ideal form of summarization since it can synthesize information from multiple documents to create concise informative summaries. In this work, we aim at developing an abstractive summarizer. First, our proposed approach identifies the most important document in the multi-document set. The sentences in the most important document are aligned to sentences in other documents to generate clusters of similar sentences. Second, we generate K-shortest paths from the sentences in each cluster using a word-graph structure. Finally, we select sentences from the set of shortest paths generated from all the clusters employing a novel integer linear programming (ILP) model with the objective of maximizing information content and readability of the final summary. Our ILP model represents the shortest paths as binary variables and considers the length of the path, information score and linguistic quality score in the objective function. Experimental results on the DUC 2004 and 2005 multi-document summarization datasets show that our proposed approach outperforms all the baselines and state-of-the-art extractive summarizers as measured by the ROUGE scores. Our method also outperforms a recent abstractive summarization technique. In manual evaluation, our approach also achieves promising results on informativeness and readability.
Introduction
Abstractive summarization has gained popularity due to its ability of generating new sentences to convey the important information from text documents. An abstractive summarizer should present the summarized information in a coherent form that is easily readable and grammatically correct. Readability or linguistic quality is an important indicator of the quality of a summary. Several text-to-text (T2T) generation techniques that aim to generate novel text from textual input have been developed [Knight and Marcu, 2002; Zajic et al., 2007; Barzilay and Mckeown, 2005] . However, to the best of our knowledge, none of the above methods explicitly model the role of linguistic quality and only aim at maximizing information content of the summaries. In this work, we address readability by assigning a log probability score from a language model as an indicator of linguistic quality. More specifically, we build a novel optimization model for summarization that jointly maximizes information content and readability.
Extractive summarizers [Mani and Maybury, 1999] often lose a lot of information from the input as they only "extract" a few important sentences from the documents to create the final summary. We prevent information loss by aggregating information from multiple sentences. We generate clusters of similar sentences from a collection of documents. Multisentence compression (MSC) [Filippova, 2010] can be used to fuse information from sentences in a cluster. However, MSC might generate sentences that convey similar information from two different clusters. By contrast, our Integer Linear Programming (ILP) based approach prevents redundant information from being included in the summary using a inter-sentence redundancy constraint. Consequently, our experiments reveal that our method generates more informative and readable summaries than MSC.
Our proposed approach to abstractive summarization consists of the following two steps: (1) Aligning similar sentences from multiple-documents and (2) Generating the most informative and linguistically well-formed sentence from each cluster, and then appending them together. In multidocument summarization, all documents are not equally important; some documents contain more information on the main topics in the document set. Our first step estimates the importance of a document in the whole dataset using LexRank [Erkan and Radev, 2004] , Pairwise Cosine Similarity and Overall Document Collection Similarity. Each sentence from the most important document are initialized into separate clusters. Thereafter, each sentence from the other documents are assigned to the cluster that has the highest similarity with the sentence. In the generation step, we first generate a word-graph structure from the sentences in each cluster and construct K shortest paths from the graph between the start and end nodes. We formulate a novel integer linear programming (ILP) problem that maximizes the information content and linguistic quality of the generated summary. Our ILP problem represents each of the K shortest paths as a binary variable. The coefficients of each variable in the objective function is obtained by combining the information score of the path and the linguistic quality score. We introduce several constraints into our ILP model. We ensure that only one sentence is generated from each cluster. Second, we avoid redundant sentences that carry the same or similar information from different clusters. The solution to the optimization problem decides the paths that would be included in the final abstractive summary.
On the DUC2004 and DUC2005 datasets, we demonstrate the effectiveness of our proposed method. Our proposed method outperforms not only some popular baselines but also the state-of-the-art extractive summarization systems. ROUGE scores [Lin, 2004] obtained by our system outperforms the best extractive summarizer on both the datasets. Our method also outperforms an abstractive summarizer based on multi-sentence compression [Filippova, 2010] when measured by ROUGE-2, ROUGE-L and ROUGE-SU4 scores. Further, manual evaluation by human judges shows that our technique produces summaries with acceptable linguistic quality and high informativeness.
Related Work
Several researchers have developed abstractive summarizers. Genest and Lapalme [2010] used natural-languagegeneration (NLG) systems. However, NLG requires a lot of manual effort in terms of defining schemas as well as using deeper natural language analysis. Wang and Cardie [2013] and Oya et al. [2014] induced templates from the training set in their meeting summarization tasks. Such induction of templates, however, is not very effective in news summarization because of the variability in topics. Unlike these methods, our method does not induce any templates but generates summaries in an unsupervised manner by combining information from several sentences on the same topic. Berg-Kirkpatrick et al. [2011] used an ILP formulation that jointly extracts and compresses sentences to generate summaries. However, their method is supervised and requires significant manual effort to define features for subtree deletions, which is required to compress sentences. Graph-based techniques have also been very popular in summarization. Ganesan et al. [2010] employed a graph-based approach to generate concise abstractive summaries from highly redundant opinions. Compared with their opinionated texts such as product reviews, the target documents in multi-document summarization do not contain such high level of redundancy.
More recently, Mehdad et al. [2013] proposed a supervised approach for meeting summarization, in which they generate an entailment graph of sentences. The nodes in the graph are the linked sentences and edges are the entailment relations between nodes; such relations help to identify nonredundant and informative sentences. Their fusion approach used MSC [Filippova, 2010] , which generates an informative sentence by combining several sentences in a word-graph structure. However, Filippova's method produces low linguistic quality as the ranking of generated sentences is based on edge weights calculated only using word collocations. By contrast, our method selects sentences by jointly maximizing informativeness and readability and generates informative, well-formed and readable summaries. 3 Proposed Approach Figure 1 shows our proposed abstractive summarization approach, which consists of the following two steps: S1: Sentence clustering, S2: Summary sentence generation.
Given a document set D, that consists of n documents (
.., C m ) of similar sentences, and then use the individual clusters to create word-graphs. A maximum of one novel sentence is generated from each word-graph with the goal of maximizing information content and linguistic quality of the entire summary. The sentence clustering step (S1) has two important components: the first (S1-1) identifies the most important document D imp in D before the final cluster generation step (S1-2) that generates clusters of similar sentences. We experiment with several techniques to identify D imp , and then align sentences from other documents to the sentences in D imp . It proves to be a simple, yet effective technique for generating clusters containing similar information. Our approach is inspired by the findings of Wan [2008] that showed how the incorporation of document impact can improve the performance of summarization. In (S2), we create a directed word-graph structure from the sentences in each cluster. In the word-graph, the nodes represent the words and the edges define the adjacency relations in the sentences. From the word-graph, multiple paths between the start and the end nodes can be extracted. We extract K shortest paths from each cluster, and finally retain the paths that maximize information content and linguistic quality using an ILP based approach. We impose constraints on the maximum number of sentences that are generated from each cluster and also impose constraints to avoid redundancies such that similar information from different clusters are not included in the summary. Information content is measured using TextRank [Mihalcea and Tarau, 2004] , which scores sentences based on the presence of keywords. We measure linguistic quality using a 3-gram language model that assigns confidence values to sequences of words in the sentences. In this section, we describe both steps -S1 and S2.
S1: Sentence Clustering
We initialize clusters of sentences using each sentence from the most important document, D imp , in a document set D. Our intuition behind this approach is that D imp consists of the most important content relevant across all the documents in D. In other words, the document that is most close to the central content of the collection is the most informative.
(S1-1) Document Importance We propose several techniques to identify and Radev, 2004] constructs a graph of sentences where the edge weights are obtained by the inter-sentence cosine similarities. While the original LexRank constructs a graph of sentences, we construct a graph of documents to compute document importance. Equation (1) shows how LexRank scores are computed using weighted links between the nodes (documents). This equation measures the salience of a node in the graph, which is the importance of the document in the entire document collection. Let p(u) be the centrality of node u. LexRank is then defined as follows:
(1) where adj [u] and N are the set of nodes that are adjacent to u and the total number of nodes in the graph, respectively. The damping factor d is usually set to 0.85, and we set d to this value in our implementation. D imp is determined as the document that has the highest LexRank score in D once the above equation converges. Pairwise Cosine Similarity (M D Imp CosSim ): This method computes the average cosine similarity between the target document d i and the other documents in the dataset. The average similarity is calculated using the following formula:
where |D| denotes the number of documents in the document set D.
Overall document collection similarity (M D Imp DocSetSim ): This method computes the cosine similarity between the target document and the whole document set. We create the whole document set by concatenating text from all the documents in D. This method is defined as follows: was initially assigned. Some sentences in d i might not be similar to any of the sentences in D imp . Hence, we only align sentences when the similarity > 0.5. Further, we only retain clusters that have at least |D|/2 sentences, assuming that a content is relevant only if it exists in half of the documents in D. Cluster ordering: We implement two cluster ordering techniques that reorder clusters based on the original position of the sentences in the documents.
1. Majority ordering (MO): Given two clusters, C i and C j , the set of common documents from which the sentences are assigned to the two clusters are identified. If C i and C j have sentences s di p and s di q (p < q), respectively, where d i is the common document, then C i precedes C j . The final order is determined based on overall precedence of the sentences of one cluster over the others. 2. Average position ordering (APO): The sentences {s p , s q , . . . , s z } in any cluster C i are each assigned a normalized score. For example, the normalized score of s p is computed as the ratio of the original position of the sentence and the total number of sentences in d i (here, s p belongs to document d i ). When ordering two clusters, the cluster that has the lower score obtained by averaging the normalized scores of all the sentences is ranked higher than the others.
S2: Summary Sentence Generation
In order to generate a one-sentence representation from a cluster of redundant sentences, we use multi-sentence compression. We generate multiple sentences from a cluster using a word-graph [Filippova, 2010] . Suppose that a cluster C i contains j sentences, S = {s 1 , s 2 , . . . , s j }. A directed graph is created by adding sentences from S to the graph in an iterative fashion. Each sentence is connected to dummy start and end nodes to mark the beginning and ending of the sentences. The vertices or nodes are the words along with the parts-of-speech (POS) tags. We connect adjacent words in the sentences with directed edges. Once the first sentence is added, words from the following sentences are mapped onto a node in the graph provided that they have exactly the same word form and the same POS tag. The sequence of rules used for the word-graph construction is as follows:
• Content words are added for which there are no candidates in the existing graph, • Content words for which multiple mappings are possible or such words that occur more than once in the sentence, • Stopwords.
The context of the words are taken into consideration if multiple mappings are possible, and the word is mapped to that node that has the highest directed context. We also add punctuations to the graph. Figure 2 shows a simple example of the word-graph generation technique. We do not show POS and punctuations in the figure for clarity. Consider the following two sentences as an illustration of our generation approach:
Eg.1 The American killed in the crash was 31-year-old Seth J. Foti, a diplomatic courier carrying classified information. Eg.2 31-year-old Seth Foti was carrying pouches containing classified information.
As shown in the examples above, the two sentences contain similar information, but they are syntactically different. The solid directed arrows connect the nodes in Eg.1, whereas the dotted arrows join the nodes in Eg.2. We can obtain several shortest paths between the start and end nodes. In Figure 2 , we highlight one such path using gray rectangles. Several other paths are possible, for example:
1: 31 year old Seth Foti was carrying pouches containing classified information. 2: 31 year old Seth Foti a diplomatic courier carrying classified information.
The original input sentences from the cluster are also valid paths between the start and end nodes. To ensure pure abstractive summarization, we remove such paths that are same or very similar (cosine similarity ≥ 0.8) to any of the original sentences in the cluster. Similar to Filippova's word-graph construction, we set the minimum path length (in words) to eight to avoid incomplete sentences. Finally, we retain a maximum of 200 randomly selected paths from each cluster to reduce computational overload of the ILP based approach. Our aim is to select the best path from all available paths.
Best Path Selection
From 200 paths in each cluster, we choose at most one path that maximizes information content and linguistic quality together. Let p Cj i be each path in a cluster C j , namely, ∀j ∈ {1, ...., m}, C j {p
where the total number of shortest paths is equal to K=min[|C j |, 200] where |C j | refers to the maximum number of paths that can be generated from a cluster. We argue that the shortest paths that we select in the final summary should be informative as well as linguistically readable. Hence, we introduce two factors -Informativeness (I(p Informativeness: In principle, we can use any existing method that computes the importance of a sentence to define Informativeness. In our model, we use TextRank scores [Mihalcea and Tarau, 2004] to generate an importance value of a sentence within a cluster. TextRank creates a graph of words from the sentences. The score of each node in the graph is calculated as shown in Equation (2): (2) where V i represents the words, adj(V i ) denotes the adjacent nodes of V i and d is the damping factor set to 0.85. The computation converges to return final word importance scores. The informativeness score of a path (I(p Cj i )) is obtained by adding the importance scores of the individual words in the path. Linguistic Quality: In order to compute Linguistic quality, we use a language model. More specifically, we use a 3-gram (trigram) language model that assigns probabilities to sequence of words. Suppose that a path contains a sequence of q words {w 1 , w 2 , ..., w q }. The score LQ(p Cj i ) assigned to each path is defined as follows:
where LL(w 1 , w 2 , ..., w q ) is defined as:
As can be seen from Equation (4), we obtain the conditional probability of different sets of 3-grams in the sentence. The scores are combined and averaged by L, the number of conditional probabilities computed. The LL(w 1 , w 2 , . . . , w q ) scores are negative; with higher magnitude implying lower readability. Therefore, in Equation (3), we take the reciprocal of the logarithmic value with smoothing to compute LQ(p Cj i ). In our experiments, we used a 3-gram model that is trained on the English Gigaword corpus 1 .
ILP Formulation
To select the best paths from the clusters, we combine informativeness I(p Cj i ) and linguistic quality LQ(p Cj i ) in an optimization framework. We maximize the following objective function:
Each p Cj i represents a binary variable, that can take 0 or 1, depending on whether the path is selected in the final summary or not. In addition, T (p Cj i ), the number of tokens in a path, is also taken into consideration and the term
assigns more weight to shorter paths so that the system can favor shorter informative sentences. We introduce several constraints to solve the problem. First, we ensure that a maximum of one path is selected from each cluster using Equation (6).
We introduce Equation (7) so that we can prevent similar information (cosine similarity ≥ 0.5) from being selected from different clusters. In Figure 2 , this constraint ensures that only one of the several possible paths mentioned in the example is included in the final summary as they contain redundant information.
4 Experimental Results
Dataset and Evaluation Metrics
We evaluated our approach on the DUC 2004 and 2005 datasets 2 on multi-document summarization. We use ROUGE (Recall-Oriented Understudy of Gisting Evaluation) [Lin, 2004] for automatic evaluation of summaries (compared against human-written model summaries) as it has been proven effective in measuring qualities of summaries and correlates well to human judgments.
2 http://duc.nist.gov/data.html
ROUGE Evaluation
We proposed three document importance measures and two different sentence ordering techniques as described in Section 3. Hence, we have six different systems in total. To the best of our knowledge, no publicly available abstractive summarizers have been used on the DUC dataset. Therefore, we compare our system to MSC [Filippova, 2010] that generates a sentence from a collection of similar sentences using only syntactical information from the source sentences. In MSC, the input is a pre-defined cluster of similar sentences. Therefore, we compare our ILP based technique with MSC using the same set of input clusters obtained by our system. Table 1 shows the following ROUGE scores for our evaluation: ROUGE-2: N -gram based ROUGE, where N =2, denotes the size of the sequence of words. ROUGE-L (longest common subsequence), ROUGE-SU4: skip-bigrams with unigrams.
The summaries generated by the baselines and the state-ofthe-art extractive summarizers on the DUC 2004 data were collected from [Hong et al., 2014] . ROUGE-2 and ROUGE-SU4 scores have been found to be highly correlated with human judgments [Nenkova and McKeown, 2011] . Therefore, we computed ROUGE-2 and ROUGE-SU4 scores of the other systems on the DUC2004 summaries directly using ROUGE. However, the system-generated summaries (baselines and state-of-the-arts) were not available for the DUC 2005 dataset. Hence, we used ROUGE scores of the various systems as reported in [Zheng et al., 2014] .
According to Table 1 , all of the ROUGE scores obtained by our systems outperform all the baselines on both datasets. Hereafter, we refer to the best performing system as ILPSumm. We perform paired t-test and observe that ILPSumm shows statistical significance compared to all the baselines. The summarization method using M D Imp DocsetSim measure as the most informative document and ranked by majority ordering (MO) outperforms all of the other techniques. The document that has the highest similarity to the total content captures the central idea of the documents. The clustering scheme that works best with MSC is M D Imp LexRank + APO. ILPSumm also outperforms the MSC-based method, i.e., our approach can generate more informative summaries by globally maximizing content selection from multiple clusters of sentences. In summary, content selection of our proposed abstractive systems work at par with the best extractive systems. Discussion: Our proposed system identifies the most important document, which is a general human strategy for summarization. The majority ordering strategy prioritizes clusters that contain sentences which should be mentioned earlier in a summary. Other systems tackle redundancy as a final step; however, we integrate linguistic quality and informativeness to select the best sentences in the summary using our ILP based approach.
We performed the rest of our experiments only on the DUC 2004 dataset as it has been widely used for multi-document summarization.
Manual Evaluation
We also determine readability of the generated summaries by obtaining ratings from human judges. Following Liu and Liu [2009] , we ask 10 evaluators to rate 10 sets of four summaries on two different factors -informativeness and linguistic quality. The ratings range from 1 (lowest) to 5 (highest). All the evaluators have a good command of English and seven of them are native speakers. Evaluators were asked to rate the summaries based on informativeness (the amount of information conveyed) and linguistic quality (readability of the summary). We randomized the sets of summaries to avoid any bias.
The four summaries provided to the evaluators are humanwritten summary (one summary collected randomly from four model-summaries per cluster), extractive summary (DPP), abstractive summary generated using MSC (MSC) and abstractive summary generated using our ILP based method (ILPSumm). We asked each evaluator to complete 10 such tasks, each containing four summaries as explained above. We normalize ratings of different evaluators to the same scale. Table 2 shows the results obtained by manual evaluation. According to the judges, the linguistic quality of ILPSumm (3.63) is significantly better than that of MSC (2.83). Further, our summaries (ILPSumm) are more informative than DPP (3.90) and MSC (3.78). DPP is extractive in nature, hence linguistically, the sentences are generally more readable. To obtain a coarse estimate of grammatical- ity, we also compute the confidence scores of the summaries using the Stanford Dependency Parser [Chen and Manning, 2014] . A language model assigns probabilities to sequence of words; in contrast, the confidence score of a parser assigns probabilities to grammatical relations. The values (the lower the magnitude, the better) are shown in the column Avg.LL. Avg.LL obtained by ILPSumm (-180.76 ) is better than that obtained by MSC (-210.02), indicating that the language model based linguistic quality estimation helps generate more readable summaries than the MSC method. Table 3 shows a comparison of summaries from the different systems using the DUC 2004 dataset. As can be seen, the linguistic quality of the abstractive summaries (ILPSumm) is acceptable, and the content is well-formed and informative. Our ILP framework can combine information from various sentences and present a fairly well-formed readable summary. Error Analysis: There is still room for improvement in the linguistic quality of the generated summaries. We analyzed the summaries that were given lower ratings than the other options on the basis of linguistic quality. Consider the following sentence in a system generated summary, which received low scores from human judges:
