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Abstract
Recently Non-negative Matrix Factorization (NMF) has received a lot of attentions in information
retrieval, computer vision and pattern recognition. NMF aims to find two non-negative matrices whose
product can well approximate the original matrix. The sizes of these two matrices are usually smaller
than the original matrix. This results in a compressed version of the original data matrix. The solution of
NMF yields a natural parts-based representation for the data. When NMF is applied for data representa-
tion, a major disadvantage is that it fails to consider the geometric structure in the data. In this paper, we
develop a graph based approach for parts-based data representation in order to overcome this limitation.
We construct an affinity graph to encode the geometrical information and seek a matrix factorization
which respects the graph structure. We demonstrate the success of this novel algorithm by applying it on
real world problems.
1 Introduction
The techniques of matrix factorization have become popular in recent years for data representation. In many
problems in information retrieval, computer vision and pattern recognition, the input data matrix is of very
high dimension. This makes learning from example infeasible. One hopes then to find two or more lower
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dimensional matrices whose product provides a good approximation to the original matrix. The canonical
matrix factorization techniques include LU-decomposition, QR-decomposition, Cholesky decomposition,
and Singular Value Decomposition (SVD).
SVD is one of the most frequently used matrix factorization tool. A singular value decomposition of an
m× n matrix X is any factorization of the form
X = USVT
where U is an m × m orthogonal matrix, V is an n × n orthogonal matrix, and S is an m × n diagonal
matrix with Sij = 0 if i = j and Sij ≥ 0. The quantities Sii are called the singular values of X, and the
columns of U and V are called left and right singular vectors, respectively. By removing those singular
vectors corresponding to sufficiently small singular value, we get a natural low-rank approximation to the
original matrix. This approximation is optimal in the sense of reconstruction error and thus optimal for data
representation when Euclidean structure is concerned. For this reason, SVD has been applied to various real
world applications, such as face recognition (Eigenface, [16]) and document representation (Latent Semantic
Indexing, [6]).
Previous studies have shown there is psychological and physiological evidence for parts-based represen-
tation in human brain [13], [17], [11]. The Non-negative Matrix Factorization (NMF) algorithm is proposed
to learn the parts of objects like human faces and text documents [8]. NMF aims to find two non-negative
matrices whose product provides a good approximation to the original matrix. The non-negative constraints
lead to a parts-based representation because they allow only additive, not subtractive, combinations. NMF
has been shown to be superior to SVD in face recognition [10] and document clustering [18]. NMF is opti-
mal for learning the parts of objects. However, it fails to consider the geometrical structure of the data space
which is essential for data clustering and classification problems.
In this paper, we propose a novel algorithm, called Graph regularized Non-negative Matrix Factorization
(GNMF), to overcome the limitation of NMF. We encode the geometrical information of the data space by
constructing a nearest neighbor graph. One hopes then to find a new representation space in which two data
points are sufficiently close to each other if they are connected in the graph. To achieve this, we design a
new matrix factorization objective function and incorporates the graph structure into it. We also develop a
optimization scheme to solve the object function based on iterative updates of the two factor matrices. This
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leads to a new parts-based data representation which respects the geometrical structure of the data space.
The convergence proof of our optimization scheme is provided.
The rest of the paper is organized as follows: in Section 2, we give a brief review of NMF. Section 3
introduces our algorithm and give a convergence proof of our optimization scheme. Extensive experimental
results on document clustering are presented in Section 4. Finally, we provide some concluding remarks and
suggestions for future work in Section 5.
2 A Brief Review of NMF
Non-negative Matrix Factorization (NMF) [8] is a matrix factorization algorithm that focuses on the analysis
of data matrices whose elements are nonnegative.
Given a data matrix X = [x1, · · · , xn] ∈ Rm×n, each column of X is a sample vector. NMF aims to
find two non-negative matrices U = [uij ] ∈ Rm×k and V = [vij ] ∈ Rn×k which minimize the following
objective function:
O = ‖X− UVT ‖2F (1)
where ‖ · ‖F denotes the matrix Frobenius norm1.
Although the objective function O in Eqn. (1) is convex in U only or V only, it is not convex in both
variables together. Therefore it is unrealistic to expect an algorithm to find the global minimum of O. Lee
& Seung [9] presented an iterative update algorithm as follows:
ut+1ij = u
t
ij
(
XV
)
ij(
UVTV
)
ij
(2)
vt+1ij = v
t
ij
(
XTU
)
ij(
VUTU
)
ij
(3)
It is proved that the above update steps will find a local mimimum of the objective function O [9].
In reality, we have k  m and k  n. Thus, NMF essentially try to find a compressed approximation
1One can use other cost functions to measure how good UVT approximates X[9]. In this paper, we will only focus on the
Frobenius norm because of the space limitation.
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of the original data matrix, X ≈ UVT . We can view this approximation column by column as
xi ≈
k∑
j=1
ujvij (4)
where uj is the j-th column vector of U. Thus, each data vector xi is approximated by a linear combination
of the columns of U, weighted by the components of V. Therefore U can be regarded as containing a basis
that is optimized for the linear approximation of the data in X. Since relatively few basis vectors are used to
represent many data vectors, good approximation can only be achieved if the basis vectors discover structure
that is latent in the data [9].
The non-negative constraints on U and V only allow addictive combinations among different basis. This
is the most significant difference between NMF and other other matrix factorization methods, e.g., SVD.
Unlike SVD, no subtractions can occur in NMF. For this reason, it is believed that NMF can learn a parts-
based representation [8]. The advantages of this parts-based representation has been observed in many real
world problems such as face analysis [10], document clustering [18] and DNA gene expression analysis [4].
3 Graph Regularized Non-negative Matrix Factorization
By using the non-negative constraints, NMF can learn a parts-based representation. However, NMF per-
forms this learning in the Euclidean space. It fails to to discover the intrinsic geometrical and discriminating
structure of the data space, which is essential to the real applications. In this Section, we introduce our
Graph regularized Non-negative Matrix Factorization (GNMF) algorithm which avoids this limitation by
incorporating a geometrically based regularizer.
3.1 The Objective Function
Recall that NMF tries to find a basis that is optimized for the linear approximation of the data which are
drawn according to the distribution PX . One might hope that knowledge of the distribution PX can be
exploited for better discovery of this basis. A natural assumption here could be that if two data points xi, xj
are close in the intrinsic geometry of the data distribution, then the representations of this two points in the
new basis are also close to each other. This assumption is usually referred to as manifold assumption [2],
which plays an essential rule in developing various kinds of algorithms including dimensionality reduction
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algorithms [2] and semi-supervised learning algorithms [3, 21, 20].
Let fk(xi) = vik be function that produce the mapping of the original data point xi onto the axis uk, we
use ‖fk‖2M to measure the smoothness of fk along the geodesics in the intrinsic geometry of the data. When
we consider the case that the data is a compact submanifoldM⊂ Rm, a natural choice for ‖fk‖2M is
‖fk‖2M =
∫
x∈M
‖∇Mfk‖2dPX(x) (5)
where ∇M is the gradient of fk along the manifoldM and the integral is taken over the distribution PX .
In reality, the data manifold is usually unknown. Thus, ‖fk‖2M in Eqn. (5) can not be computed. Recent
studies on spectral graph theory [5] and manifold learning theory [1] have demonstrated that ‖fk‖2M can be
discretely approximated through a nearest neighbor graph on a scatter of data points.
Consider a graph with n vertices where each vertex corresponds to a data point. Define the edge weight
matrix W as follows:
Wij =
⎧⎪⎨
⎪⎩
1, if xi ∈ Np(xj) or xj ∈ Np(xi)
0, otherwise.
(6)
where Np(xi) denotes the set of p nearest neighbors of xi. Define L = D−W, where D is a diagonal matrix
whose entries are column (or row, since W is symmetric) sums of W, Dii =
∑
j Wij . L is called graph
Laplacian [5], which is a discrete approximation to the Laplace-Beltrami operatorM on the manifold [1].
Thus, the discrete approximation of ‖fk‖2M can be computed as follows:
Rk = 12
N∑
i,j=1
(fk(xi)− fk(xj))2 Wij
=
N∑
i=1
fk(xi)2Dii −
N∑
i,j=1
fk(xi)fk(xj)Wij
=
N∑
i=1
v2ikDii −
N∑
i,j=1
vikvjkWij
= vTk Dvk − vTk Wvk
= vTk Lvk
(7)
Rk can be used to measure the smoothness of mapping function fk along the geodesics in the intrinsic
geometry of the data set. By minimizingRk, we get a mapping function fk which is sufficiently smooth on
5
the data manifold. A intuitive explanation of minimizing Rk is that if two data points xi and xj are close
(i.e. Wij is big), fk(xi) and fk(xj) are similar to each other.
Our GNMF incorporates theRk term and minimize the objective function
O = ‖X− UVT ‖2F + λ
k∑
i=1
Rk
= ‖X− UVT ‖2F + λTr(VTLV)
(8)
with the constraint that uij and vij are non-negative. Tr(·) denotes the trace of a matrix. The λ ≥ 0 is the
regularization parameter.
3.2 An Algorithm
The objective function O of GNMF in Eqn. (8) is not convex in both U and V together. Therefore it is
unrealistic to expect an algorithm to find the global minimum of O. In the following, we introduce an
iterative algorithm which can achieve a local minimum.
The objective function O can be rewritten as:
O = Tr ((X− UVT )(X− UVT )T )+ λTr(VTLV)
= Tr
(
XXT
)− 2Tr (XVUT )+ Tr (UVTVUT )
+ λTr(VTLV)
(9)
where the second step of derivation uses the matrix property Tr(AB) = Tr(BA) and Tr(A) = Tr(AT ).
Let ψij and φij be the Lagrange multiplier for constraint uij ≥ 0 and vij ≥ 0 respectively, and Ψ = [ψij ],
Φ = [φij ], the Lagrange L is
L = Tr (XXT )− 2Tr (XVUT )+ Tr (UVTVUT )
+ λTr(VTLV) + Tr(ΨUT ) + Tr(ΦVT )
(10)
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The partial derivatives of L with respect to U and V are:
∂L
∂U = −2XV + 2UV
TV + Ψ (11)
∂L
∂V = −2X
TU + 2VUTU + 2λLV + Φ (12)
Using the KKT conditions ψijuij = 0 and φijvij = 0, we get the following equations for uij and vij :
−(XV)
ij
uij +
(
UVTV
)
ij
uij = 0 (13)
−(XTU)
ij
vij +
(
VUTU
)
ij
vij + λ
(
LV
)
ij
vij = 0 (14)
These equations lead to the following update rules:
uij ← uij
(
XV
)
ij(
UVTV
)
ij
(15)
vij ← vij
(
XTU + λWV
)
ij(
VUTU + λDV
)
ij
(16)
Regarding these two update rules, we have the following theorem:
Theorem 1 The objective function O in Eqn. (8) is nonincreasing under the update rules in Eqn. (15) and
(16). The objective function is invariant under these updates if and only if U and V are at a stationary point.
Theorem 1 grantees that the update rules of U and V in Eqn. (15) and (16) converge and the final solution
will be a local optimum. Please see the Appendix for a detailed proof.
4 Experimental Results
Previous studies show that NMF is very powerful on document clustering [18, 14]. It can achieve similar
or better performance than most of the state-of-the-art clustering algorithms, including the popular spectral
clustering methods [18]. Assume that a document corpus is comprised of k clusters each of which cor-
responds to a coherent topic. To accurately cluster the given document corpus, it is ideal to project the
documents into a k-dimensional semantic space in which each axis corresponds to a particular topic. In this
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Table 1: Statistics of TDT2 and Reuters corpora.
TDT2 Reuters
No. docs. used 9394 8067
No. clusters used 30 30
Max. cluster size 1844 3713
Min. cluster size 52 18
Med. cluster size 131 45
Avg. cluster size 313 269
semantic space, each document can be represented as a linear combination of the k topics. Because it is
more natural to consider each document as an additive rather subtractive mixture of the underlying topics,
the combination coefficients should all take non-negative values. These values can be used to decide the
cluster membership. This is the main motivation of applying NMF on document clustering. In this section,
we also evaluate our GNMF algorithm on document clustering problem.
There are two parameters in our GNMF approach: the number of nearest neighbors p and the regulariza-
tion parameter λ. Throughout our experiments, we empirically set the number of nearest neighbors p to 5,
the value of the regularization parameter λ to 10.
4.1 Data Corpora
We conducted the performance evaluations using the TDT2 2 and the Reuters3 document corpora. These two
document corpora have been among the ideal test sets for document clustering purposes because documents
in the corpora have been manually clustered based on their topics and each document has been assigned one
or more labels indicating which topic/topics it belongs to.
The TDT2 corpus consists of data collected during the first half of 1998 and taken from 6 sources,
including 2 newswires (APW, NYT), 2 radio programs (VOA, PRI) and 2 television programs (CNN, ABC).
It consists of 11201 on-topic documents which are classified into 96 semantic categories. In this experiment,
those documents appearing in two or more categories were removed, and only the largest 30 categories were
kept, thus leaving us with 9,394 documents in total.
The Reuters corpus contains 21578 documents which are grouped into 135 clusters. Compared with
2Nist Topic Detection and Tracking corpus at
http://www.nist.gov/speech/tests/tdt/tdt98/index.htm
3Reuters-21578 corpus is at
http://www.daviddlewis.com/resources/testcollections/reuters21578/
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Table 2: Clustering performance on TDT2
k
Accuracy (%) Normalized Mutual Information (%)
K-means LSI+K-means NMF GNMF K-means LSI+K-means NMF GNMF
2 97.6±6.7 98.6±5.1 99.7±1.1 99.9±0.3 90.3±24.8 94.0±19.7 97.5±9.7 98.4±2.8
3 90.4±17.3 91.3±15.7 95.9±10.8 99.7±0.4 84.4±25.7 84.1±27.0 90.9±18.7 97.9±2.4
4 86.3±16.4 87.9±17.1 93.2±11.9 99.3±1.6 82.2±20.9 82.5±23.1 89.1±16.6 96.2±7.7
5 81.1±16.9 84.8±15.4 89.9±12.7 98.4±4.7 79.2±17.9 81.2±17.7 85.6±15.8 95.4±7.4
6 79.2±16.1 81.6±15.3 91.4±11.7 98.1±5.0 79.6±15.5 80.1±15.8 88.8±12.5 95.6±6.4
7 73.8±15.3 76.8±15.6 85.8±13.2 96.6±4.7 75.6±16.3 75.3±16.5 83.6±14.0 93.1±6.5
8 72.5±16.3 72.9±14.7 82.3±13.0 95.9±5.3 73.6±16.0 72.6±16.8 80.7±13.4 92.1±6.3
9 73.6±14.6 72.3±14.3 83.9±13.1 96.5±4.9 77.6±12.5 75.9±13.0 83.9±11.4 93.3±6.0
10 72.3±14.5 70.4±12.9 82.6±10.2 94.3±5.7 76.5±13.1 74.7±13.7 82.9±9.9 91.3±6.5
Avg 80.8 81.8 89.4 97.6 79.9 80.0 87.0 94.8
k is the number of clusters
2 3 4 5 6 7 8 9 10
60
65
70
75
80
85
90
95
100
Number of clusters
Ac
cu
ra
cy
K−means
LSI+K−means
NMF
GNMF
(a)
2 3 4 5 6 7 8 9 10
60
65
70
75
80
85
90
95
100
Number of clusters
N
or
m
al
iz
ed
 m
ut
ua
l in
fo
rm
at
io
n
K−means
LSI+K−means
NMF
GNMF
(b)
Figure 1: (a) Accuracy (b) Normalized mutual information vs. the number of classes on TDT2 corpus
TDT2 corpus, the Reuters corpus is more difficult for clustering. In TDT2, the content of each cluster is
narrowly defined, whereas in Reuters, documents in each cluster have a broader variety of content. More-
over, the Reuters corpus is much more unbalanced, with some large clusters more than 200 times larger than
some small ones. In our test, we discarded documents with multiple category labels, and only selected the
largest 30 categories. This left us with 8067 documents in total. Table 1 provides the statistics of the two
document corpora.
In both of the two corpora, the stop words are removed and each document is represented as a tf-idf
vector.
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4.2 Evaluation Metric
The clustering result is evaluated by comparing the obtained label of each document with that provided by
the document corpus. Two metrics, the accuracy (AC) and the normalized mutual information metric (MI)
are used to measure the clustering performance [18]. Given a document xi, let ri and si be the obtained
cluster label and the label provided by the corpus, respectively. The AC is defined as follows:
AC =
∑n
i=1 δ(si,map(ri))
n
where n is the total number of documents and δ(x, y) is the delta function that equals one if x = y and
equals zero otherwise, and map(ri) is the permutation mapping function that maps each cluster label ri to
the equivalent label from the data corpus. The best mapping can be found by using the Kuhn-Munkres
algorithm [12].
Let C denote the set of clusters obtained from the ground truth and C ′ obtained from our algorithm.
Their mutual information metric MI(C,C ′) is defined as follows:
MI(C,C ′) =
∑
ci∈C,c′j∈C′
p(ci, c′j) · log2
p(ci, c′j)
p(ci) · p(c′j)
where p(ci) and p(c′j) are the probabilities that a document arbitrarily selected from the corpus belongs to
the clusters ci and c′j , respectively, and p(ci, c′j) is the joint probability that the arbitrarily selected document
belongs to the clusters ci as well as c′j at the same time. In our experiments, we use the normalized mutual
information MI as follows:
MI(C,C ′) =
MI(C,C ′)
max(H(C), H(C ′))
where H(C) and H(C ′) are the entropies of C and C ′, respectively. It is easy to check that MI(C,C ′)
ranges from 0 to 1. MI = 1 if the two sets of clusters are identical, and MI = 0 if the two sets are
independent.
4.3 Performance Evaluations and Comparisons
To demonstrate how the document clustering performance can be improved by our method, we compared
GNMF with other three popular document clustering algorithms as follows:
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Table 3: Clustering performance on Reuters
k
Accuracy (%) Normalized Mutual Information (%)
K-means LSI+K-means NMF GNMF K-means LSI+K-means NMF GNMF
2 79.0±17.4 89.0±15.9 87.0±15.3 91.5±13.3 39.7±37.3 66.5±38.0 55.7±39.6 68.0±34.6
3 68.7±14.7 76.9±19.7 77.6±15.9 89.1±11.6 44.5±26.6 56.7±33.8 54.3±31.5 69.5±24.8
4 62.2±13.7 70.0±20.2 74.5±17.3 83.1±13.9 47.3±21.8 55.1±28.1 56.2±25.0 64.0±19.9
5 59.6±16.5 66.3±21.4 71.4±15.0 73.8±12.9 51.1±22.3 57.9±26.4 58.6±22.7 60.4±19.9
6 59.7±16.6 66.6±20.0 68.7±16.1 71.9±10.9 54.3±23.0 60.7±26.2 59.2±22.4 60.5±18.8
7 53.8±16.5 55.9±19.5 63.6±14.0 73.1±10.9 49.7±20.3 51.0±22.9 53.4±18.8 60.1±14.3
8 50.2±17.3 52.9±22.0 54.1±16.4 69.2±10.1 47.2±21.3 49.2±25.6 46.5±20.4 54.3±16.7
9 44.5±16.7 46.3±19.2 52.8±15.2 64.7±10.7 42.5±20.9 43.4±23.4 45.1±19.3 50.3±15.0
10 47.0±17.6 49.8±20.1 53.3±13.9 64.2±11.4 47.4±19.9 49.4±22.7 49.1±18.3 54.7±14.3
Avg 58.3 63.7 67.0 75.6 47.1 54.4 53.1 60.2
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Figure 2: (a) Accuracy (b) Normalized mutual information vs. the number of clusters on Reuters corpus
• Canonical K-means clustering method (K-means in short).
• K-means clustering in the Latent Semantic Indexing subspace (LSI+K-means in short). LSI [6] is the
most well known dimensionality reduction algorithm in document analysis. It is essentially based on
SVD and try to project the document into a latent semantic subspace. The document cluster structure
is expected to be more explicit in this semantic subspace. Interestingly, Zha et al. [19] has shown that
K-means clustering in the LSI subspace has close connection with Average Association [15], which is
a popular spectral clustering algorithm. They showed that if the inner product is used to measure the
document similarity and construct the graph, K-means after LSI is equivalent to average association.
• Nonnegative Matrix Factorization based clustering (NMF in short). We implemented a normalized
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cut weighted version of NMF as suggested in [18].
Table 2 and 3 show the evaluation results using the TDT2 and the Reuters corpus, respectively. The
evaluations were conducted with the cluster numbers ranging from two to ten. For each given cluster number
K, 50 test runs were conducted on different randomly chosen clusters. Both the average and variance of the
performance are reported in the tables.
These experiments reveal a number of interesting points:
• The non-negative matrix factorization based methods, both NMF and GNMF, outperform the other
two methods, which suggests the superiority of NMF in discovering the hidden topic structure than
other matrix factorization methods, e.g., SVD.
• Our GNMF approach gets significantly better performance than the ordinary NMF. This shows that
by considering the intrinsic geometrical structure of the data, GNMF can learn a better compact rep-
resentation in the sense of semantic structure.
• The improvement of GNMF over other methods is more significant on the TDT2 corpus than the
Reuters corpus. One possible reason is that the document clusters in TDT2 are generally more com-
pact and focused than the clusters in Reuters. Thus, the nearest neighbor graph constructed over TDT2
can better capture the geometrical structure of the document space.
5 Conclusions and Future Work
We have presented a novel method for matrix factorization, called Graph regularized Non-negative Matrix
Factorization (GNMF). GNMF models the data space as a submanifold embedded in the ambient space and
performs the non-negative matrix factorization on this manifold in question. As a result, GNMF can have
more discriminating power than the ordinary NMF approach which only considers the Euclidean structure
of the data. Experimental results on document clustering show that GNMF provides better representation in
the sense of semantic structure.
Several questions remain to be investigated in our future work:
1. There is a parameter λ which controls the smoothness of our GNMF model. GNMF boils down to
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original NMF when λ = 0. Thus, a suitable value of λ is critical to our algorithm. It remains unclear
how to do model selection theoretically and efficiently.
2. It would be very interesting to explore different ways of constructing the document graph to model
the semantic structure in the data. There is no reason to believe that the nearest neighbor graph is the
only or the most natural choice. For example, for web page data it may be more natural to use the
hyperlink information to construct the graph.
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Appendix (Proofs of Theorem 1):
The objective functionO of GNMF in Eqn. (8) is certainly bounded from below by zero. To prove Theorem
1, we need to show that O is nonincreasing under the update steps in Eqn. (15) and (16). Since the second
term of O is only related to V, we have exactly the same update formula for U in GNMF as the original
NMF. Thus, we can use the convergence proof of NMF to show that O is nonincreasing under the update
step in Eqn. (15). Please see [9] for details.
Now we only need to prove that O is nonincreasing under the update step in Eqn. (16). we will follow
the similar procedure described in [9]. Our proof will make use of an auxiliary function similar to that used
in the Expectation-Maximization algorithm [7]. We begin with the definition of the auxiliary function.
Definition G(v, v′) is an auxiliary function for F (v) if the conditions
G(v, v′) ≥ F (v), G(v, v) = F (v)
are satisfied.
The auxiliary function is very useful because of the following lemma.
Lemma 2 If G is an auxiliary function of F , then F is nonincreasing under the update
v(t+1) = arg min
v
G(v, v(t)) (17)
Proof
F (v(t+1)) ≤ G(v(t+1), v(t)) ≤ G(v(t), v(t)) = F (v(t))
Now we will show that the update step for V in Eqn. (16) is exactly the update in Eqn. (17) with a proper
auxiliary function.
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We rewrote the objective function O of GNMF in Eqn. (8) as follows
O = ‖X− UVT ‖2F + λTr(VTLV)
=
m∑
i=1
n∑
j=1
(xij −
k∑
l=1
uilvjl)2 + λ
k∑
l=1
n∑
i=1
n∑
j=1
vjlLjivil
(18)
Considering any element vab in V, we use Fab to denote the part of O which is only relevant to vab. It is
easy to check that
F ′ab =
(
∂O
∂V
)
ab
=
(−2XTU + 2VUTU + 2λLV)
ab
(19)
F ′′ab = 2
(
UTU
)
bb
+ 2λLaa (20)
Since our update is essentially element-wise, it is sufficient to show that each Fab is nonincreasing under the
update step of Eqn. (16).
Lemma 3 Function
G(v, v(t)ab ) =Fab(v
(t)
ab ) + F
′
ab(v
(t)
ab )(v − v(t)ab )
+
(
VUTU
)
ab
+ λ
(
DV)ab
v
(t)
ab
(v − v(t)ab )2
(21)
is an auxiliary function for Fab, the part of O which is only relevant to vab.
Proof Since G(v, v) = Fab(v) is obvious, we need only show that G(v, v(t)ab ) ≥ Fab(v). To do this, we
compare the Taylor series expansion of Fab(v)
Fab(v) =Fab(v
(t)
ab ) + F
′
ab(v
(t)
ab )(v − v(t)ab )
+
[(
UTU
)
bb
+ λLaa
]
(v − v(t)ab )2
(22)
with Eqn. (21) to find that G(v, v(t)ab ) ≥ Fab(v) is equivalent to
(
VUTU
)
ab
+ λ
(
DV)ab
v
(t)
ab
≥ (UTU)
bb
+ λLaa. (23)
We have
(
VUTU
)
ab
=
k∑
l=1
v
(t)
al
(
UTU
)
lb
≥ v(t)ab
(
UTU
)
bb
(24)
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and
λ
(
DV
)
ab
= λ
m∑
j=1
Dajv
(t)
jb ≥ λDaav(t)ab
≥ λ(D−W)
aa
v
(t)
ab = λLaav
(t)
ab
.
(25)
Thus, Eqn. (23) holds and G(v, v(t)ab ) ≥ Fab(v).
We can now demonstrate the convergence of Theorem 1:
Proof of Theorem 1 Replacing G(v, v(t)ab ) in Eqn. (17) by Eqn. (21) results in the update rule:
v
(t+1)
ab = v
(t)
ab − v(t)ab
F ′ab(v
(t)
ab )
2
(
VUTU
)
ab
+ 2λ
(
DV
)
ab
= v(t)ab
(
XTU + λWV
)
ab(
VUTU + λDV
)
ab
(26)
Since Eqn. (21) is an auxiliary function, Fab is nonincreasing under this update rule.
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